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## Preface

The International Symposium on Mathematical Foundations of Computer Science (MFCS conference series) is a well-established venue for presenting research papers in theoretical computer science. The broad scope of the conference encourages interactions between researchers who might not meet at more specialized venues. The first MFCS conference was organized in 1972 in Jabłonna (near Warsaw, Poland). Since then, the conference traditionally moved between the Czech Republic, Slovakia, and Poland. A few years ago, the conference started traveling around Europe: in 2018 it was held in Liverpool, United Kingdom. MFCS 2019, the 44th edition of MFCS, is the first MFCS being held in Germany.

Out of 198 submitted papers, 78 have been finally accepted. The authors of the submitted papers represent nearly 40 countries. Each paper was assigned to three PC members, who reviewed and discussed them thoroughly over a period of nearly seven weeks. As the co-chairs of the program committee, we would like to express our deep gratitude to all the committee members for their hard, dedicated work. The quality of the submitted papers was very high and many good papers had to be rejected.

MFCS 2019 features five invited talks, by Kurt Mehlhorn (Max-Plack Institute Saarbrücken, Germany), Alexandra Silva (University College London, UK), Daniel Lokshtanov (University of California at Santa Barbara, USA), Kavitha Telikepalli (Tata Institute of Fundamental Research, India) and Jérôme Leroux (LaBRI, France). We are looking forward to their excellent talks.

Since 2016, the MFCS 2019 proceedings are published in the Dagstuhl/LIPIcs series. We would like to thank Michael Wagner and the LIPIcs team for all their kind help and support. We also like to thank Birgit Willms for her dedicated support in the local organization of MFCS 2019 in Aachen.

Peter Rossmanith<br>Pigar Heggernes

Joost-Pieter Katoen
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# Trustworthy Graph Algorithms 

Mohammad Abdulaziz<br>TU München, Germany<br>Kurt Mehlhorn<br>MPI for Informatics, Saarbrücken, Germany<br>Tobias Nipkow<br>TU München, Germany


#### Abstract

The goal of the LEDA project was to build an easy-to-use and extendable library of correct and efficient data structures, graph algorithms and geometric algorithms. We report on the use of formal program verification to achieve an even higher level of trustworthiness. Specifically, we report on an ongoing and largely finished verification of the blossom-shrinking algorithm for maximum cardinality matching.


2012 ACM Subject Classification Theory of computation $\rightarrow$ Design and analysis of algorithms; Software and its engineering $\rightarrow$ Formal software verification; Software and its engineering $\rightarrow$ Software libraries and repositories

Keywords and phrases graph algorithms, formal correct proofs, Isabelle, LEDA, certifying algorithms
Digital Object Identifier 10.4230/LIPIcs.MFCS.2019.1
Category Invited Talk

## 1 Introduction

This talk is a follow-up on two previous invited MFCS-talks given by the second author:

- LEDA: A Library of Efficient Data Types and Algorithms in MFCS 1989 [31], and
- From Algorithms to Working Programs: On the Use of Program Checking in LEDA in MFCS 1998 [33].
After a review of these papers, we discuss the further steps taken to reach even higher trustworthiness of our implementations.
- Formal correctness proofs of checker programs [5, 39], and
- Formal verification of complex graph algorithms [1].

The second item is the technical core of the paper: it reports on the ongoing and largely finished verification of the blossom-shrinking algorithm for maximum cardinality matching in Isabelle/HOL by the first author.

Personal Note by the Second Author. As this paper spans 30 years of work, the reader might get the impression that I followed a plan. This is not the case. As a science, in this case computer science, progresses, there are logical next steps. I took these steps. I did not know 30 years ago, where the journey would lead me.

## 2 Level One of Trustworthiness: The LEDA Library of Efficient Data Types and Algorithms

In 1989, Stefan Näher and the second author set out to build an easy-to-use and extendable library of correct and efficient data structures, graph algorithms and geometric algorithms. The project was announced in an invited talk at MFCS 1989 [31] and the library is available from Algorithmic Solutions GmbH [27]. LEDA, the library of efficient data types and

```
template <class NT>
void DIJKSTRA_T(const graph& G, node s, const edge_array<NT>& cost,
                                    node_array<NT>& dist, node_array<edge>& pred)
{
    node_pq<NT> PQ(G); // a priority queue for the nodes of G
    node v; edge e;
    dist[s] = 0; // distance from s to s is zero
    PQ.insert(s,0); // insert s with value 0 into PQ
    forall_nodes(v,G) pred[v] = nil; // no incoming tree edge yet
    while (!PQ.empty()) // as long as PQ is non-empty
    { node u = PQ.del_min(); // let u be the node with minimum dist in PQ
            NT du = dist[u]; // and du its distance
            forall_adj_edges(e,u) // iterate over all edges e out of u
            { v = G.opposite(u,e); // makes it work for ugraphs
            NT c = du + cost[e]; // distance to v via u
            if (pred[v] == nil && v != s ) // v already reached?
                    PQ.insert(v,c); // first path to v
            else if (c < dist[v]) PQ.decrease_p(v,c); // better path
                else continue;
            dist[v] = c; // store distance value
            pred[v] = e; // and incoming tree edge
        }
    }
    }
```

Figure 1 The LEDA implementation of Dijkstra's algorithm: Note that the executable code above is similar to a typical pseudo-code presentation of the algorithm.
algorithms, offers a flexible data type graph with loops for iterating over edges and nodes and arrays indexed by nodes and edges. It also offers the data types required for graph algorithms such as queues, stacks, and priority queues. It thus created a framework in which graph algorithms can be formulated easily and naturally, see Figure 1 for an example. The design goal was to create a system in which the difference between the pseudo-code used to explain an algorithm and what constitutes an executable program is as small as possible. The expectation was that this would ease the burden of the implementer and make it easier to get implementations correct.

## 3 Level Two of Trustworthiness: Certifying Algorithms

Nevertheless, some implementations in the initial releases were incorrect, in particular, the planarity test ${ }^{1}$; it declared some planar graphs non-planar. At around 1995, we adopted the concept of certifying algorithms [33, 30] for the library and reimplemented all algorithms [34]. A certifying algorithm computes for each input a easy-to-check certificate (witness) that demonstrates to the user that the output of the program for this particular input is correct; see Figure 2. For example, the certifying planarity test returns a Kuratowski subgraph if it
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Figure 2 The top figure shows the I/O behavior of a conventional program for IO-behavior $(\varphi, \psi)$; here $\varphi$ is the precondition and $\psi$ is the postcondition. The user feeds an input $x$ satisfying $\varphi(x)$ to the program and the program returns an output $y$ satisfying $\psi(x, y)$. A certifying algorithm for IO-behavior $(\varphi, \psi)$ computes $y$ and a witness $w$. The checker $C$ accepts the triple $(x, y, w)$ if and only if $w$ is a valid witness for the postcondition $\psi(x, y)$, i.e., it proves $\psi(x, y)$. (reprinted from [5])
declares the input graph non-planar and a (combinatorial) planar embedding if it declares the input graph planar, and the maximum cardinality matching algorithm computes a matching and an odd-set-cover that proves its optimality; see Figures 3 and 4. The state of the art of certifying algorithms is described in [30]. We also implemented checker programs that check the witness for correctness and argued that the checker programs are so simple that their correctness is evident. From a pragmatic point of view, the goals of the project were reached by 2010. The library was easy-to-use and extendable, the implementations were efficient, and no error was discovered in any of the graph algorithms for several years despite intensive use by a commercial and academic user community.

Note that, most likely, errors would not have gone undiscovered because of the use of certifying algorithms and checker programs. Only if a module produced an incorrect output and hence an invalid certificate and the checker program missed to uncover the invalidity of the certificate would an error go unnoticed. Of course, the possibility is there and the phrase "most likely" in the preceding sentence has no mathematical meaning.

Alternative libraries such as Boost and LEMON [43, 28] are available now and some of their implementations are slightly more efficient than ours. However, none of the new libraries pays the same attention to correctness. For example, all libraries allow floating point numbers as weights and capacities in network algorithms, but only LEDA ensures that the intricacies of floating point arithmetic do not invalidate the implementations; see [6] and [34, Section 7.2].

## 4 Level Three of Trustworthiness: Formal Verification of Checkers

We stated above that the checker programs are so simple that their correctness is evident. Shouldn't they then be amenable to formal verification? Harald Ganzinger and the second author attempted to do so at around 2000 and failed. About 10 years later (2011-2014) Eyad Alkassar from the Verisoft Project [42], Sascha Böhme and Lars Noschinski from Tobias Nipkow's group at TU München, and Christine Rizkallah and the second author succeeded in formally verifying some of the checker programs [5, 39]. In order to be able to talk about formal verification of checker programs, we need to take a more formal look at certifying algorithms.

A matching in a graph $G$ is a subset $M$ of the edges of $G$ such that no two share an endpoint.
An odd-set cover $O S C$ of $G$ is a labeling of the nodes of $G$ with non-negative integers such that every edge of $G$ (which is not a self-loop) is either incident to a node labeled 1 or connects two nodes labeled with the same $i, i \geq 2$.

Let $n_{i}$ be the number of nodes labeled $i$ and consider any matching $N$. For $i, i \geq 2$, let $N_{i}$ be the edges in $N$ that connect two nodes labeled $i$. Let $N_{1}$ be the remaining edges in $N$. Then $\left|N_{i}\right| \leq\left\lfloor n_{i} / 2\right\rfloor$ and $\left|N_{1}\right| \leq n_{1}$ and hence

$$
|N| \leq n_{1}+\sum_{i \geq 2}\left\lfloor n_{i} / 2\right\rfloor
$$

for any matching $N$ and any odd-set cover $O S C$. It can be shown that for a maximum cardinality matching $M$ there is always an odd-set cover $O S C$ with

$$
|M|=n_{1}+\sum_{i \geq 2}\left\lfloor n_{i} / 2\right\rfloor
$$

thus proving the optimality of $M$. In such a cover all $n_{i}$ with $i \geq 2$ are odd, hence the name.

## list<edge> MAX_CARD_MATCHING(graph $G$, node_array<int>\& OSC)

computes a maximum cardinality matching $M$ in $G$ and returns it as a list of edges. The algorithm ([12], [15]) has running time $O(n m \cdot \alpha(n, m))$.
An odd-set cover that proves the maximality of $M$ is returned in OSC.
bool CHECK_MAX_CARD_MATCHING(graph G, list<edge> M, node_array<int> OSC)
checks whether $M$ is a maximum cardinality matching in $G$ and $O S C$ is a proof of optimality. Aborts if this is not the case.

Figure 3 The LEDA manual page for maximum cardinality matchings (reprinted from [33]).

We consider algorithms which take an input from a set $X$ and produce an output in a set $Y$ and a witness in a set $W$. The input $x \in X$ is supposed to satisfy a precondition $\varphi(x)$, and the input together with the output $y \in Y$ is supposed to satisfy a postcondition $\psi(x, y)$. A witness predicate for a specification with precondition $\varphi$ and postcondition $\psi$ is a predicate $\mathcal{W} \subseteq X \times Y \times W$, where $W$ is a set of witnesses with the following witness property:

$$
\begin{equation*}
\varphi(x) \wedge \mathcal{W}(x, y, w) \longrightarrow \psi(x, y) \tag{1}
\end{equation*}
$$

The checker program $C$ receives a triple ${ }^{2}(x, y, w)$ and is supposed to check whether it fulfills the witness property. If $\neg \varphi(x), C$ may do anything (run forever or halt with an arbitrary output). If $\varphi(x), C$ must halt and either accept or reject. It is required to accept if $\mathcal{W}(x, y, w)$ holds and is required to reject otherwise. This results in the following proof obligations.

Checker Correctness: We need to prove that $C$ checks the witness predicate assuming that
the precondition holds, i.e., on input $(x, y, w)$ :
(i) If $\varphi(x), C$ halts.
(ii) If $\varphi(x)$ and $\mathcal{W}(x, y, w), C$ accepts $(x, y, w)$, and if $\varphi(x)$ and $\neg \mathcal{W}(x, y, w), C$ rejects the triple.
Witness Property: We need to prove implication (1).
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static bool return_false(string s)
{ cerr << "CHECK_MAX_CARD_MATCHING: " << s << "\n"; return false; }
bool CHECK_MAX_CARD_MATCHING(const graph& G, const list<edge>& M,
    const node_array<int>& OSC)
{ int n = Max(2,G.number_of_nodes());
    int K = 1;
    array<int> count(n);
    for (int i = 0; i < n; i++) count[i] = 0;
    node v; edge e;
    forall_nodes(v,G)
    { if ( OSC[v] < 0 || OSC[v] >= n )
            return_false("negative label or label larger than n - 1");
        count[OSC[v]]++;
        if (OSC[v] > K) K = OSC[v];
    }
    int S = count[1];
    for (int i = 2; i <= K; i++) S += count[i]/2;
    if ( S != M.length() )
        return_false("OSC does not prove optimality");
    forall_edges(e,G)
    { node v = G.source(e); node w = G.target(e);
        if ( v == w || OSC[v] == 1 || OSC[w] == 1 ||
            ( OSC[v] == OSC[w] && OSC[v] >= 2) ) continue;
        return_false("OSC is not a cover");
    }
    return true;
}
```

Figure 4 The checker for maximum cardinality matchings (reprinted from [33]).

In case of the maximum cardinality matching problem, the witness property states that an odd-set cover $O S C$ as defined in Figure 3 with $|M|=n_{1}+\sum_{i \geq 2}\left\lfloor n_{i} / 2\right\rfloor$ proves that the matching $M$ has maximum cardinality. Checker correctness amounts to the statement that the program shown in Figure 4 is correct.

We proved the witness property using Isabelle/HOL [37]; see Section 5.1 for more information on Isabelle/HOL. For the checker correctness, we used VCC [9] and later Simpl [41] and AutoCorres [16]. The latter approach has the advantage that the entire verification can be performed within Isabelle. Simpl is a generic imperative programming language embedded into Isabelle/HOL, which was designed as an intermediate language for program verification. We implemented checkers both in Simpl and C. Checkers written in Simpl were verified directly within Isabelle. For the checkers written in C, we first translated from C to Isabelle using the C-to-Isabelle parser that was developed as part of the seL4 project [21], and then used the AutoCorres tool developed at NICTA that simplifies reasoning about C in Isabelle/HOL. Christine spent several months at NICTA to learn how to use the tool. We verified the checkers for connectivity, maximum cardinality matching, and non-planarity. In particular, for the non-planarity checker it was essential that Lars Noschinski in parallel formalized basic graph theory in Isabelle [38].

A disclaimer is in order here. We did not verify the C++ program shown in Figure 4. Rather we verified a manual translation of this program into Simple or C, respectively. For this translation, we assumed a very basic representation of graphs. The nodes are numbered from 0 to $n-1$, the edges are numbered from 0 to $m-1$ with the edges incident to any vertex numbered consecutively and arrays of the appropriate dimension are used for cross-referencing and for encoding adjacency lists.

The verification attempt for the maximum cardinality checker shown in Figure 4 discovered a flaw. Note that the program does not check whether the edges in $M$ actually belong to $G$. When we wrote the checker, we apparently took this for granted. The verification attempt revealed the flaw.

We also considered going further and briefly tried to verify the LEDA maximum cardinality matching algorithm [34, Section 7.7]. The program has 330 lines of code and the description of the algorithm, its implementation and its correctness proof spans over 20 pages. We found the task too daunting and, extrapolating from the effort required for the verification of the checkers, estimated the effort as several man-years.

## 5 Level Four of Trustworthiness: Formal Verification of Complex Algorithms

A decade later, we perform the formal verification of the blossom-shrinking algorithm for maximum cardinality. We give a short account of the verification which will be described in detail in our forthcoming publication [1]. On a high-level Edmond's blossom-shrinking algorithm [12] works as follows. The algorithm repeatedly searches for an augmenting path with respect to the current matching. Initially, the current matching is empty. Whenever an augmenting path is found, augmentation of the path increases the size of the matching by one. If no augmenting path exists with respect to the current matching, the current matching has maximum cardinality.

The search for an augmenting path is via growing alternating trees rooted at free vertices, i.e. vertices not incident to an edge of the matching. The search is initialised by making each free vertex a root of an alternating tree; the matched nodes are in no tree initially. In an alternating tree, vertices at even depth are entered by a matching edge, vertices at odd depth are entered by a non-matching edge, and all leaves have even depth. In each step of the growth process, one considers a vertex, say $u_{1}$, of even depth that is incident to an edge $\left\{u_{1}, u_{2}\right\}$ not considered before. If $u_{2}$ is not in a tree yet, then one adds $u_{2}$ (at odd level) and its mate (at even level) under the current matching to the tree. If $u_{2}$ is already in a tree and has odd level then one does nothing as one simply has discovered another odd length path to $u_{2}$. If $u_{2}$ is already in a tree and has even level then one has either discovered an augmenting path (if $u_{2}$ is in a different tree than $u_{1}$ ) or a blossom (if $u_{2}$ and $u_{1}$ are in the same tree). In the latter case, consider the tree paths from $u_{2}$ and $u_{1}$ back to their common root and let $u_{3}$ be the lowest common ancestor of $u_{2}$ and $u_{1}$. The edge $\left\{u_{1}, u_{2}\right\}$ plus the tree paths from $u_{1}$ and $u_{2}$ to $u_{3}$ form an odd length cycle. One collapses all nodes on the cycle into a single node and repeats the search for an augmenting path in the quotient (= shrunken) graph. If an augmenting path is found in the quotient graph, it is lifted (refined) to an augmenting path in the original graph. If no augmenting path exists in the quotient graph, no augmenting path exists in the original graph. In this section, we describe in detail the algorithm outlined above, and the process of formalising and verifying it in Isabelle/HOL.

### 5.1 Isabelle/HOL

Isabelle/HOL [40] is a theorem prover for classical Higher-Order Logic. Roughly speaking, Higher-Order Logic can be seen as a combination of functional programming with logic. Isabelle's syntax is a variation of Standard ML combined with (almost) standard mathematical notation. Application of function $f$ to arguments $x_{1} \ldots x_{n}$ is written as $f x_{1} \ldots x_{n}$ instead of the standard notation $f\left(x_{1}, \ldots, x_{n}\right)$. We explain non-standard syntax in the paper where it occurs.

Isabelle is designed for trustworthiness: following the LCF approach [35], a small kernel implements the inference rules of the logic, and, using encapsulation features of ML, it guarantees that all theorems are actually proved by this small kernel. Around the kernel, there is a large set of tools that implement proof tactics and high-level concepts like algebraic data types and recursive functions. Bugs in these tools cannot lead to inconsistent theorems being proved since they all rely on the kernel only, but only to error messages when the kernel refuses a proof. Isabelle/HOL comes with a rich set of already formalized theories, among which are natural numbers and integers as well as sets and finite sets.

### 5.2 Preliminaries

An edge is a set of vertices with size 2. A graph $\mathcal{G}$ is a set of edges. A set of edges $\mathcal{M}$ is a matching iff $\forall e, e^{\prime} \in \mathcal{M}$. $e \cap e^{\prime}=\emptyset$. In Isabelle/HOL that is represented as follows:

```
matching \(M \longleftrightarrow(\forall \mathrm{e} 1 \in M . \forall \mathrm{e} 2 \in M . \mathrm{e} 1 \neq \mathrm{e} 2 \longrightarrow \mathrm{e} 1 \cap \mathrm{e} 2=\{ \})\)
```

In may cases, a matching is a subset of a graph, in which case we call it a matching w.r.t. the graph. For a graph $\mathcal{G}, \mathcal{M}$ is a maximum matching w.r.t. $\mathcal{G}$ iff for any matching $\mathcal{M}^{\prime}$ w.r.t. $\mathcal{G}$, we have that $\left|\mathcal{M}^{\prime}\right| \leq|\mathcal{M}|$.

### 5.3 Formalising Berge's Lemma

A list of vertices $u_{1} u_{2} \ldots u_{n}$ is a path w.r.t. a graph $\mathcal{G}$ iff every $\left\{u_{i}, u_{i+1}\right\} \in \mathcal{G}$. A path $u_{1} u_{2} \ldots u_{n}$ is a simple path iff for every $1 \leq i \neq j \leq n, u_{i} \neq u_{j}$. A list of vertices $u_{1} u_{2} \ldots u_{n}$ is an alternating path w.r.t. a set of edges $E$ iff for some $E^{\prime}$ (i) $E^{\prime}=E$ or $E^{\prime}=\{e \mid e \notin E\}$, (ii) $\left\{u_{i}, u_{i+1}\right\} \in E^{\prime}$ holds for all even numbers $i$, where $1 \leq i<n$, and (iii) $\left\{u_{i}, u_{i+1}\right\} \notin E^{\prime}$ holds for all odd numbers $i$, where $1 \leq i \leq n$. We call a list of vertices $u_{1} u_{2} \ldots u_{n}$ an augmenting path w.r.t. a matching $\mathcal{M}$ iff $u_{1} u_{2} \ldots u_{n}$ is an alternating path w.r.t. $\mathcal{M}$ and $u_{1}, u_{n} \notin \bigcup \mathcal{M}$. It is often the case that an augmenting path $\gamma$ w.r.t. to a matching $\mathcal{M}$ is also a simple path w.r.t. a graph $\mathcal{G}$, in which case we call the path an augmenting path w.r.t. to the pair $\langle\mathcal{G}, \mathcal{M}\rangle$. Also, for two sets $s$ and $t, s \oplus t$ denotes the symmetric difference of the two sets. We overload $\oplus$ to arguments which are lists in the obvious fashion.

- Theorem 1 (Berge's Lemma). For a graph $\mathcal{G}$, a matching $\mathcal{M}$ is maximum w.r.t. $\mathcal{G}$ iff there is not an augmenting path $\gamma$ w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$.

Our proof of Berge's lemma is shorter than the standard proof. The standard proof consists of three steps. First, for any two matchings $\mathcal{M}$ and $\mathcal{M}^{\prime}$, every connected component of the graph $\mathcal{M} \oplus \mathcal{M}^{\prime}$ is either (i) a singleton vertex, (ii) a path, or (iii) a cycle. Second, for a set of edges $C \subseteq \mathcal{M} \oplus \mathcal{M}^{\prime}$ s.t. $|C \cap \mathcal{M}|<\left|C \cap \mathcal{M}^{\prime}\right|$, the edges from $C$ form a path. Third, such a set $C$ of edges exists, if $|\mathcal{M}|<\left|\mathcal{M}^{\prime}\right|$. We observe that it is easier to directly show that such a $C$ exists and that all its edges can be arranged in a path, without having to prove the first step about all connected components. We found this different proof during the process of formalising the theorem, and finding this shorter proof was primarily motivated
by making the formalisation shorter and more feasible. The discovery of simpler proofs or more general theorem statements is one potential positive outcome of verifying algorithms, and mathematics in general, in interactive theorem provers $[3,2,10]$.

Algorithm 1 FInd__Max__Matching $(\mathcal{G}, \mathcal{M})$.

```
\gamma:= AUG__PATH_SEARCH}(\mathcal{G},\mathcal{M}
if \gamma is some augmenting path
        return Find_Max__Matching}(\mathcal{G},\mathcal{M}\oplus\gamma
    else
        return M
```

Now consider Algorithm 1. Berge's lemma implies the validity of that algorithm as a method to compute maximum matchings in graphs. The validity of Algorithm 1 is stated in the following corollary.

- Corollary 1. Assume that Aug_Path__Search $(\mathcal{G}, \mathcal{M})$ is an augmenting path w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$, for any graph $\mathcal{G}$ and matching $\mathcal{M}$, iff $\mathcal{G}$ has an augmenting path w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$. Then, for any graph $\mathcal{G}$, Find_Max_Matching $(\mathcal{G}, \emptyset)$ is a maximum matching w.r.t. $\mathcal{G}$.

As shown in Corollary 1, Algorithm 1 depends on the function Aug__Path__Search which is a sound and a complete procedure to compute augmenting paths in graphs.

In Isabelle/HOL, the first step is to formalise the path concepts from above. Paths and alternating paths are defined recursively in a straightforward fashion. An augmenting path is defined as follows:

```
augmenting_path M p 三 (length p \geq 2) ^ alt_path M p
    \d p & Vs M ^ last p # Vs M
```

The formalised statement of Berge's lemma is as follows:

```
theorem Berge:
    assumes
        finite M and matching M and M\subseteqE
        and
        (\foralle\inE. \existsu v. e= {u,v} ^u f=v) and finite (Vs E)
    shows (\existsp. augmenting_path M p ^ path E p ^ distinct p) \longleftrightarrow
            (\existsM'\subseteqE. matching M' ^ card M < card M')
```

Note that in the formalisation when the paths need to be simple, such as in Berge's lemma above, we have the additional assumption that all vertices are pairwise distinct, denoted by the Isabelle/HOL predicate distinct. Just to clarify Isabelle's syntax: the lemma above has two sets of assumptions, one on the matching and the other on the graph. The matching has to be a finite set, which is a matching w.r.t. the given graph. The graph has to have edges which only have two vertices, and its set of vertices has to be finite.

In Isabelle/HOL Algorithm 1 is formalised within the following locale.

```
locale find_max_match =
    fixes aug_path_search::'a set set => 'a set set => ('a list) option and
        E
    assumes
        aug_path_search_complete:
        matching M ^ M\subseteqE ^ finite M ^
            (\existsp. path E p ^ distinct p ^ augmenting_path M p)
```

```
    \Longrightarrow(\existsp. aug_path_search E M = Some p)
and
aug_path_search_sound:
matching M ^M\subseteqE ^ finite M ^ aug_path_search E M = Some p \Longrightarrow
    path E p}^\mathrm{ distinct p ^ augmenting_path M p
and
graph: \foralle\inE. \existsuv. e = {u, v} ^ u f v finite (Vs E)
```

A locale is a named context: definitions and theorems proved within locale find_max_match can refer to the parameters and assumptions declared there. In this case, we need the locale to identify the parameter aug_path_search of the locale, corresponding to the function AUg__PATH_SEARCH, which is used in Algorithm 1. The function aug_path_search should take as input a graph and a matching. It should return an ('a list) option typed value. Generally speaking, the value of an 'a option valued term could be in one of two forms: either Some $x$, or None, where $x$ is of type 'a. In the case of aug_path_search, it should return either Some $p$, where $p$ is a path in case an augmenting path is found, or None, otherwise. There is also the function the, which given a term of type 'a option, returns $x$, if the given term is Some $x$, and which is undefined otherwise. Within that locale, the definition of Algorithm 1 and its verification theorem are as follows. Note that the verification theorem has four conclusions: the algorithm returns a subset of the graph, that subset is a matching, that matching is finite and the cardinality of any other matching is bounded by the size of the returned matching.

```
    find_max_matching M =
    (if ( }\exists\textrm{p}.\mathrm{ aug_path_search E M = Some p) then
            (find_max_matching (M \oplus (set (edges_of_path (the (aug_path_search E M))))))
    else M)
lemma find_max_matching_works:
    shows (find_max_matching {}) \subseteqE
        matching (find_max_matching {})
        finite (find_max_matching {})
        \forallM. matching M ^ M\subseteqE ^ finite M \longrightarrow card M\leq card (find_max_matching {})
```

Functions defined within a locale are parameterised on the constants which are declared in the locale's definition. When a function is used outside a locale, these parameters must be specified. So, if find_max_matching is used outside the locale above, it should take a function which computes augmenting paths as a parameter. Similarly, theorems proven within a locale implicitly have the assumptions of the locale. So if we use the lemma find_max_matching_works, we would have to prove that the functional argument to find_max_matching satisfies the assumptions of the locale, i.e. that argument is a sound and complete procedure for computing augmenting paths. The way theorems from locales are used will be clearer in the next section when we refer to the function find_max_matching and use the lemma find_max_matching_works outside of the locale find_max_match. The use of locales for performing gradual refinement of algorithms allows to focus on the specific aspects of the algorithm relevant to a refinement stage, with the rest of the algorithm abstracted away.

### 5.4 Verifying that Blossom Contraction Works

In Corollary 1, which specifies the soundness of Find_Max_Matching, we have not explicitly specified the function AUG__PATH__SEARCH. Indeed, we have only specified what its output has to conform to. We now refine that specification and describe AUG__PATH_SEARCH algorithmically.

Firstly, for a function $f$ and a set $s$, let $f(s)$ denote the image of $f$ on $s$. Also, for a set of edges $E$, and a function $f$, the quotient $E / f$ is the set $\{f(e) \mid e \in E\}$. We now introduce the concepts of a blossom. A list of vertices $u_{1} u_{2} \ldots u_{n}$ is called a cycle if $3<n$ and $u_{n}=u_{1}$, and we call it an odd cycle if $n$ is even. A pair $\left\langle u_{1} u_{2} \ldots u_{i-1}, u_{i} u_{i+1} \ldots u_{n}\right\rangle$ is a blossom w.r.t. a matching $\mathcal{M}$ iff (i) $u_{i} u_{i+1} \ldots u_{n}$ is an odd cycle, (ii) $u_{1} u_{2} \ldots u_{n}$ is an alternating path w.r.t. $\mathcal{M}$, and (iii) $u_{1} \notin \bigcup \mathcal{M}$. We also refer to $u_{1} u_{2} \ldots u_{i}$ as the stem of the blossom. In many situations we have a pair $\left\langle u_{1} u_{2} \ldots u_{i-1}, u_{i} u_{i+1} \ldots u_{n}\right\rangle$ which is a blossom w.r.t. a matching $\mathcal{M}$ where $u_{1} u_{2} \ldots u_{i-1} u_{i} u_{i+1} \ldots u_{n-1}$ is also a simple path w.r.t. a graph $\mathcal{G}$ and $\left\{u_{n-1}, u_{n}\right\} \in \mathcal{G}$. In this case we call it a blossom w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$.

Based on the above definitions, we prove that contracting (i.e. shrinking) the odd cycle of a blossom preserves the existence of an augmenting path, which is the second main result needed to prove the validity of the blossom-shrinking algorithm, after Berge's lemma.

- Theorem 2. Consider a graph $\mathcal{G}$ and a vertex $u \notin \bigcup \mathcal{G}$. Let for a set $s$, the function $P_{s}$ be defined as $P_{s}(x)=$ if $x \in s$ then $u$ else $x$. Then, for a blossom $\langle\gamma, C\rangle$ w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$, if $s$ is the set of vertices in $C$, then we have an augmenting path w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$ iff there is an augmenting path w.r.t. $\left\langle\mathcal{G} / P_{s}, \mathcal{M} / P_{s}\right\rangle$.

Theorem 2 is used in most expositions of the blossom-shrinking algorithm. In our proof for the forward direction (if an augmenting path exists w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$, then there is an augmenting path w.r.t. $\left\langle\mathcal{G} / P_{s}, \mathcal{M} / P_{s}\right\rangle$, i.e. w.r.t. the quotients), we follow a standard textbook approach [22]. In our proof for the backward direction (an augmenting path w.r.t. the quotients can be lifted to an augmenting path w.r.t. the original graph) we define an (almost) executable function refine that does the lifting. ${ }^{3}$ We took the choice of explicitly defining that function with using it in the final algorithm in mind. This is similar to the approach used in the informal proof of soundness of the variant of the blossom-shrinking algorithm used in LEDA [34].

Now, using Theorem 2, one can show that Algorithm 2 is a sound and complete procedure for computing augmenting paths.

Algorithm 2 Aug_Path_Search $(\mathcal{G}, \mathcal{M})$.

```
if Compute_Blossom (\mathcal{G},\mathcal{M})\mathrm{ is a blossom }\langle\gamma,C\rangle\mathrm{ w.r.t. }\langle\mathcal{G},\mathcal{M}\rangle
    return refine(Aug_Path_SEARCH (\mathcal{G}/\mp@subsup{P}{C}{},\mathcal{M}/\mp@subsup{P}{C}{}))
    else if Compute__Blossom}(\mathcal{G},\mathcal{M})\mathrm{ is an augmenting path w.r.t. }\langle\mathcal{G},\mathcal{M}
        return Compute_Blossom(\mathcal{G},\mathcal{M})
    else
        return no augmenting path found
```

The soundness and completeness of this algorithm assumes that Compute_Blossom can successfully compute a blossom or an augmenting path in a graph iff either one exists. This is formally stated as follows.

- Corollary 2. Assume that, for a graph $\mathcal{G}$ and a matching $\mathcal{M}$ w.r.t. $\mathcal{G}$, there is a blossom or an augmenting path w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$ iff Compute__Blossom $(\mathcal{G}, \mathcal{M})$ is a blossom or an augmenting path w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$. Then for any graph $\mathcal{G}$ and matching $\mathcal{M}$, Aug__Path_Search $(\mathcal{G}, \mathcal{M})$ is an augmenting path w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$ iff there is an augmenting path w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$.

[^2]To formalise that in Isabelle／HOL，an odd cycle and a blossom are defined as follows：

```
odd_cycle p \equiv (length p \geq 3) ^ odd (length (edges_of_path p)) ^ hd p = last p
blossom M stem C 三 alt_path M (stem @ C) ^
    distinct (stem @ (butlast C)) ^ odd_cycle C ^ hd (stem @ C) & Vs M ^
    even (length (edges_of_path (stem @ [hd C])))
```

In the above definition＠stands for list concatenation and edges＿of＿path is a function which， given a path，returns the list of edges constituting the path．

To define the function refine that refines a quotient augmenting path to a concrete one or to formalise the theorems showing that contracting blossoms preserves augmenting paths we first declare the following locale：

```
locale quot =
    fixes P s u
    assumes }\forallv\ins.Pv=v and u\not\ins and ( \forallv.v\not\ins\longrightarrowP\longrightarrowv=u
```

That locale fixes a function $P$ ，a set of vertices $s$ and a vertex $u$ ．The function $P$ maps all vertices from $s$ to the given vertex $u$ ．

Now，we formalise the function refine which lifts an augmenting path in a quotient graph to an augmenting path in the concrete graph．The function refine takes an augmenting path $p$ in the quotient graph and returns it unchanged if it does not contain the vertex $u$ and deletes $u$ and splits $p$ into two paths $p_{1}$ and $p_{2}$ otherwise．In the latter case，$p_{1}$ and $p_{2}$ are passed to replace＿cycle．This function first defines two auxiliary paths stem2p2 and p12stem using the function stem2vert＿path．Let us have a closer look at the path stem2p2． stem2vert＿path with last argument hd p2 uses choose＿con＿vert to find a neighbor of hd p2 on the cycle $C$ ．It splits the cycle at this neighbor and then returns the path leading to the base of the blossom starting with a matching edge．Finally，replace＿cycle glues together $p_{1}$ ， $p_{2}$ and either stem 2 p2 and p12stem to obtain an augmenting path in the concrete graph．

```
choose_con_vert vs \(E v \equiv\left(S O M E v^{\prime} . v^{\prime} \in v S \wedge\left\{v, v^{\prime}\right\} \in E\right)\)
stem2vert_path C E M v 三
let find_pfx' = ( \(\lambda C\). find_pfx ( \((=)\) (choose_con_vert (set C) E v)) C) in
    if (last (edges_of_path (find_pfx' C)) \(\in M\) ) then
        (find_pfx' C)
    else
        (find_pfx, (rev C))
replace_cycle C E M p1 p2 三
    let stem2p2 = stem2vert_path C E M (hd p2);
        p12stem \(=\) stem2vert_path C E M (last p1) in
if \(p 1=[]\) then
    stem2p2 @ p2
else
    (if p2 = [] then
                p12stem © (rev p1)
        else
                (if \(\{u\), hd \(p 2\} \notin q u o t G M\) then
                    p1 @ stem2p2 @ p2
        else
                    (rev p2) @ p12stem @ (rev p1)))
```

```
refine C EMp 三
    if (u G set p) then
        (replace_cycle C E M (fst (pref_suf [] u p)) (snd (pref_suf [] u p)))
    else p
```

In Isabelle/HOL the two directions of the equivalence in Theorem 2 are formalised as follows:

```
theorem quot_apath_to_apath:
    assumes
        odd_cycle C and alt_path M C and distinct (tl C) and path E C
        and
        augmenting_path (quotG M) p' and distinct p' and path (quotG E) p'
        and
        matching M and M\subseteqE
        and
        s = (Vs E) - set C
        and
        \foralle\inE. \existsuv. e={u, v} ^ u f v
    shows augmenting_path M (refine C E M p') ^ path E (refine C E M p') ^
                distinct (refine C E M p')
theorem aug_path_works_in_contraction:
    assumes
        path E (stem @ C) and blossom M stem C
        and
        augmenting_path M p and path E p and distinct p
        and
        matching M and M\subseteqE and finite M
        and
        s = (Vs E) - set C and u # Vs E
        and
        \foralle\inE. \existsu v. e={u, v} ^ u f v and finite (Vs E)
    shows \exists p'. augmenting_path (quotG M) p' ^ path (quotG E) p' ^ distinct p'
```

A main challenge with formalising Theorem 2 in Isabelle/HOL is the lack of automation for handling symmetries in its proof.

To formalise Algorithm 2 we use a locale to assume the existence of the function which computes augmenting paths or blossoms, iff either one exist. That function is called blos_search in the locale declaration. Its return type and the assumptions on it are as follows:

```
datatype 'a blossom_res =
    Path (aug_path: "'a list") | Blossom (stem_vs: "'a list") (cycle_vs: "'a list")
bloss_algo_complete:
    (((\existsp. path E p ^ distinct p ^ augmenting_path M p)
                \vee (matching M ^ (\existsstem C. path E (stem @ C) ^ blossom M stem C))))
        "(\existsblos_comp. blos_search E M = Some blos_comp)
bloss_algo_sound:
    (\foralle\inE. \existsu v. e = {u, v} ^ u f v) ^ blos_search E M = Some (Path p)
            \Longrightarrow(path E p ^ distinct p ^ augmenting_path M p)
    blos_search E M = Some (Blossom stem C)
        \Longrightarrow(path E (stem @ C) ^ (matching M \longrightarrow blossom M stem C))
```

The locale also fixes a function create_vert which creates new vertex names to which vertices from the odd cycle are mapped during contraction. Within that locale, we define Algorithm 2 and prove its soundness and completeness theorems, which are as follows:

```
quotG E 三(quot_graph P E) - {{u}}
find_aug_path E M =
    (case blos_search E M of Some blossom_res }
        case blossom_res of Path p = Some p
        | Blossom stem cyc =>
                let u = create_vert (Vs E);
                    s = Vs E - (set cyc);
                        quotG = quot.quotG (quot_fun s u) u;
                            refine = quot.refine (quot_fun s u) u cyc E M
                in (case find_aug_path (quotG E) (quotG M) of Some p' => Some (refine p')
                    l _ # None)
        l_ # None)
lemma find_aug_path_sound:
    assumes
        matching M and M\subseteqE and finite M
        and
        \foralle\inE. \existsu v. e={u,v} ^ u\not=v and finite (Vs E)
        and
        find_aug_path E M = Some p
    shows augmenting_path M p ^ path E p ^ distinct p
lemma find_aug_path_complete:
    assumes
        augmenting_path M p and path E p and distinct p
        and
        matching M and M\subseteqE and finite M
        and
        \foralle\inE. \existsu v. e={u, v} ^ u f=v and finite (Vs E)"
    shows \existsp'. find_aug_path E M = Some p'
```

Note that in find_aug_path, we instantiate both arguments $P$ an $s$ of the locale quot to obtain the quotienting function quot $G$ and the function for refining augmenting path refine.

Lastly, what follows shows the validity of instantiating the functional argument of find_max_matching with find_aug_path, which gives us the following soundness theorem of the resulting algorithm.

```
lemma find_max_matching_works:
    assumes
        finite (Vs E) and }\foralle\inE. \existsu v. e={u, v} ^ u\not=
    shows
        find_max_match.find_max_matching find_aug_path E {} \subseteq E
        matching (find_max_match.find_max_matching find_aug_path E {})
        finite (find_max_match.find_max_matching find_aug_path E {})
        \forallM. matching M ^ M\subseteqE ^ finite M
        lard M \leq card (find_max_match.find_max_matching find_aug_path E {})
```


### 5.5 Computing Blossoms and Augmenting Paths

Until now, we have only assumed the existence of the function Compute_Blossom, which can compute augmenting paths or blossoms, if any exist in the graph. We now refine that to an algorithm which, given two alternating paths resulting from the ascent of alternating trees, returns either an augmenting path or a blossom.

We first introduce some notions and notation. For a list $l$, let $|l|$ be the length of $l$. For a list $l$ and a natural number $n$, let drop $n l$ denote the list $l$, but with the first $n$ elements dropped. For a list $l$, let $h:: l$ denote adding an element $h$ to the front of a list $l$. For a non-empty list $l$, let first $l$ and last $l$ denote the first and last elements of $l$, respectively. Also, for a list $l$, let rev $l$ denote its reverse. For two lists $l_{1}$ and $l_{2}$, let $l_{1} \frown l_{2}$ denote their concatenation. Also, let longest_disj_pref $l_{1} l_{2}$ denote the pair of lists $\left\langle l_{1}^{\prime}, l_{2}^{\prime}\right\rangle$, where $l_{1}^{\prime}$ and $l_{2}^{\prime}$ are the longest disjoint prefixes of $l 1$ and $l_{2}$, respectively, s.t. last $l_{1}^{\prime}=$ last $l_{2}^{\prime}$. Note: longest_disj_pref $l_{1} l_{2}$ is only well-defined if there is are $l_{1}^{\prime}, l_{2}^{\prime}$, and $l$ s.t. $l_{1}=l_{1}^{\prime} \frown l$ and $l_{2}=l_{2}^{\prime} \frown l$, and if both $l_{1}^{\prime}$ and $l_{2}^{\prime}$ are disjoint except at their endpoints.

We now are able to state the following two lemmas concerning the construction of a blossom or an augmenting path given paths resulting from alternating trees search.

- Lemma 1. If $\gamma_{1}$ and $\gamma_{2}$ are both (i) simple paths w.r.t. $\mathcal{G}$, (ii) alternating paths w.r.t. $\mathcal{M}$, and (iii) of odd length, and if we have that (iv) last $\gamma_{1}=$ last $\gamma_{2}$, (v) last $\gamma_{1} \notin \cup \mathcal{M}$, (vi) $\left\{\right.$ first $\gamma_{1}$, first $\left.\gamma_{2}\right\} \in \mathcal{G}$, (vii) $\left\{\right.$ first $\gamma_{1}$, first $\left.\gamma_{2}\right\} \notin \mathcal{M}$, and (viii) longest_disj_pref $\gamma_{1} \gamma_{2}$ is well-defined and $\left\langle\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right\rangle=$ longest_disj_pref $\gamma_{1} \gamma_{2}$, then $\left\langle\operatorname{rev}\left(\operatorname{drop}\left(\left|\gamma_{1}^{\prime}\right|-1\right) \gamma_{1}\right)\right.$, $\left.\left(\operatorname{rev} \gamma_{1}^{\prime}\right) \frown \gamma_{2}^{\prime}\right\rangle$ is a blossom w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$.
- Lemma 2. If $\gamma_{1}$ and $\gamma_{2}$ are both (i) simple paths w.r.t. $\mathcal{G}$, (ii) alternating paths w.r.t. $\mathcal{M}$, (iii) of odd length, and (iv) disjoint, and if we have that (v) last $\gamma_{1} \notin \bigcup \mathcal{M}$, (vi) last $\gamma_{2} \notin \bigcup \mathcal{M}$, (vii) last $\gamma_{1} \neq$ last $\gamma_{2}$, (viii) $\left\{\right.$ first $\gamma_{1}$, first $\left.\gamma_{2}\right\} \in \mathcal{G}$, and (ix) \{first $\gamma_{1}$, first $\left.\gamma_{2}\right\} \notin \mathcal{M}$, then $\left(\operatorname{rev} \gamma_{1}\right) \frown \gamma_{2}$ is an augmenting path w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$.

Based on the above lemmas we refine the algorithm Compute_Blossom as shown in Algorithm 3.

Algorithm 3 Compute_Blossom $(\mathcal{G}, \mathcal{M})$.

```
if }\existse\in\mathcal{G}.e\cap\bigcup\mathcal{M}=
    return Augmenting path choose {e| e\in\mathcal{G}\wedgee\cap\bigcup\mathcal{M}=\emptyset}
else if compute_alt_path (\mathcal{G},\mathcal{M})=\langle\mp@subsup{\gamma}{1}{},\mp@subsup{\gamma}{2}{}\rangle
        if last }\mp@subsup{\gamma}{1}{}\not=\mathrm{ last }\mp@subsup{\gamma}{2}{
            return Augmenting path (rev }\mp@subsup{\gamma}{1}{})\frown\mp@subsup{\gamma}{2}{
        else
            \langle\gamma
            return Blossom \langlerev(drop (|\mp@subsup{\gamma}{1}{\prime}|-1) \mp@subsup{\gamma}{1}{}),(\operatorname{rev}\mp@subsup{\gamma}{1}{\prime})\frown\mp@subsup{\gamma}{2}{\prime}\rangle
else
        return No blossom or augmenting path found
```

The following corollary shows the conditions under which Compute_Blossom works.

- Corollary 3. Assume the function compute_alt_path $(\mathcal{G}, \mathcal{M})$ returns two lists of vertices $\left\langle\gamma_{1}, \gamma_{2}\right\rangle$ s.t. both lists are (i) simple paths w.r.t. $\mathcal{G}$, (ii) alternating paths w.r.t. $\mathcal{M}$, and (iii) of odd length, and also (iv) last $\gamma_{1} \notin \bigcup \mathcal{M}$, (v) last $\gamma_{2} \notin \bigcup \mathcal{M}$, (vi) \{first $\gamma_{1}$, first $\left.\gamma_{2}\right\} \in \mathcal{G}$, and (vii) $\left\{\right.$ first $\gamma_{1}$, first $\left.\gamma_{2}\right\} \notin \mathcal{M}$, iff two lists of vertices with those properties exist. Then there is a blossom or an augmenting path w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$ iff $\operatorname{Compute\_ } \operatorname{Blossom}(\mathcal{G}, \mathcal{M})$ is a blossom or an augmenting path w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$.

In Isabelle/HOL, to formalise the function Compute_Blossom, we firstly defined a function, longest_disj_pfx, which finds the longest common prefix in a straightforward fashion with a quadratic wort-case runtime. The formalised versions of Lemma 1 and 2, which show that the output of longest_disj_pfx can be used to construct a blossom or an augmenting path are as follows:

```
lemma common_pfxs_form_blossom:
    assumes
        (Some pfx1, Some pfx2) = longest_disj_pfx p1 p2"
        and
        p1 = pfx1@ p and p2=pfx2@ @"
        and
        alt_path M p1 and alt_path M p2 and last p1 & Vs M and {hd p1, hd p2} \in M"
        and
        hd p1 = hd p2"
        and
        even (length p1) and even (length p2)
        and
        distinct p1 and distinct p2
        and
        matching M
    shows blossom M (rev (drop (length pfx1) p1)) (rev pfx1 @ pfx2)
lemma construct_aug_path:
    assumes
        set p1 \cap set p2 = {}
        and
        p1 f [] and p2 f []
        and
        alt_path M p1 and alt_path M p2 and last p1 # Vs M and last p2 # Vs M
        and
        {hd p1, hd p2} \in M and
        and
        even (length p1) and even (length p2)
    shows augmenting_path M ((rev p1) @ p2)
```

The function Compute_Blossom is formalised as follows:

```
"compute_blossom G M 三
    (if (\existse. e \in unmatched_edges G M) then
            let
                singleton_path =
                    (SOME p. \existsv1 v2. p = [v1 ,v2] ^ {v1, v2} \in unmatched_edges G M)
            in
                Some (Path singleton_path)
        else
        case compute_alt_path G M
            of Some (p1,p2) =>
                (if (set p1 \cap set p2 = {}) then
                    Some (Path ((rev p1) @ p2))
                else
                        (let
                            (pfx1, pfx2) = longest_disj_pfx p1 p2;
                            stem = (rev (drop (length (the pfx1)) p1));
                                cycle = (rev (the pfx1) @ (the pfx2))
```

```
    in
    (Some (Blossom stem cycle))))
| _ # None)"
```

We use a locale again to formalise that function. That locale parameterises it on a function that searches for alternating paths and poses the soundness and completeness assumptions for that alternating path search function. This function is equivalent to the unspecified function compute_alt_path in Corollary 3 and locale's assumptions on it are formalised statements of the seven assumptions on compute_alt_path in Corollary 3.

### 5.6 Computing Alternating Paths

Lastly, we refine the function compute_alt_path to an algorithmic specification. The algorithmic specification of that function performs the alternating tree search, see Algorithm 4. If the function positively terminates, i.e. finding two vertices with even labels, returns two alternating paths by ascending the two alternating trees to which the two vertices belong. This tree ascent is performed by the function follow. That function takes a functional argument $f$ and a vertex, and returns the singleton list $[u]$ if $f(u)=$ None, and $u::$ (follow $f(f(u))$ ) otherwise.

Algorithm 4 compute_alt_path $(\mathcal{G}, \mathcal{M})$.

```
ex \(=\emptyset / /\) Set of examined edges
foreach \(u \in \bigcup \mathcal{G}\)
    label \(u=\) None
    parent \(u=\) None
\(U=\bigcup \mathcal{G} \backslash \bigcup \mathcal{M} / /\) Set of unmatched vertices
foreach \(u \in U\)
    label \(u=\langle u\), even \(\rangle\)
while \((\mathcal{G} \backslash\) ex \() \cap\{e \mid \exists u \in e, r \in \bigcup \mathcal{G}\).label \(u=\langle r\), even \(\rangle\} \neq \emptyset\)
    // Choose a new edge and labelled it examined
    \(\left\{u_{1}, u_{2}\right\}=\) choose \((\mathcal{G} \backslash \mathrm{ex}) \cap\left\{\left\{u_{1}, u_{2}\right\} \mid \exists r\right.\).label \(u_{1}=\langle r\), even \(\left.\rangle\right\}\)
    \(\mathrm{ex}=\mathrm{ex} \cup\left\{\left\{u_{1}, u_{2}\right\}\right\}\)
    if label \(u_{2}=\) None
                // Grow the discovered set of edges from \(r\) by two
                \(u_{3}=\) choose \(\left\{u_{3} \mid\left\{u_{2}, u_{3}\right\} \in \mathcal{M}\right\}\)
                \(\mathrm{ex}=\mathrm{ex} \cup\left\{\left\{u_{2}, u_{3}\right\}\right\}\)
                label \(u_{2}=\langle r\), odd \(\rangle\); label \(u_{3}=\langle r\), even \(\rangle\); parent \(u_{2}=u_{1}\); parent \(u_{3}=u_{2}\)
        else if \(\exists s \in \bigcup \mathcal{G}\).label \(u_{2}=\langle s\), even \(\rangle\)
                // Return two paths from current edge's tips to unmatched vertex(es)
                return \(\left\langle\right.\) follow parent \(u_{1}\), follow parent \(u_{2}\) 〉
return No paths found
```

The soundness and completeness of Algorithm 4 is stated as follows.

- Theorem 3. The function compute_alt_path $(\mathcal{G}, \mathcal{M})$ returns two lists of vertices $\left\langle\gamma_{1}, \gamma_{2}\right\rangle$ s.t. both lists are (i) simple paths w.r.t. $\mathcal{G}$, (ii) alternating paths w.r.t. $\mathcal{M}$, and (iii) of odd length, and also (iv) last $\gamma_{1} \notin \bigcup \mathcal{M}$, (v) last $\gamma_{2} \notin \bigcup \mathcal{M}$, (vi) \{first $\gamma_{1}$, first $\left.\gamma_{2}\right\} \in \mathcal{G}$, and (vii) $\left\{\right.$ first $\gamma_{1}$, first $\left.\gamma_{2}\right\} \notin \mathcal{M}$, iff two lists of vertices with those properties exist.

The primary difficulty with proving this theorem is identifying the loop invariants, which are as follows:
(i) For any vertex $u$, if for some $r$, label $u=\langle r$, even $\rangle$, then the vertices in the list follow parent $u$ have labels that alternate between $\langle r$, even $\rangle$ and $\langle r$, odd $\rangle$.
(ii) For any vertex $u_{1}$, if for some $r$ and some $l$, we have label $u_{1}=\langle r, l\rangle$, then the vertex list $u_{1} u_{2} \ldots u_{n}$ returned by follow parent $u_{1}$ has the following property: if label $u_{i}=\langle r$, even $\rangle$ and label $u_{i+1}=\langle r$, odd $\rangle$, for some $r$, then $\left\{u_{i}, u_{i+1}\right\} \in \mathcal{M}$, otherwise, $\left\{u_{i}, u_{i+1}\right\} \notin \mathcal{M}$.
(iii) The relation induced by the function parent is well-founded.
(iv) For any $\left\{u_{1}, u_{2}\right\} \in \mathcal{M}$, label $u_{1}=$ None iff label $u_{2}=$ None.
(v) For any $u_{1}$, if label $u_{1}=$ None then parent $u_{2} \neq u_{1}$, for all $u_{2}$.
(vi) For any $u$, if label $u \neq$ None, then last (follow parent $u) \notin \bigcup \mathcal{M}$.
(vii) For any $u$, if label $u \neq$ None, then label (last (follow parent $u$ )) $=\langle r$, even $\rangle$, for some $r$.
(viii) For any $\left\{u_{1}, u_{2}\right\} \in \mathcal{M}$, if label $u_{1} \neq$ None, then $\left\{u_{1}, u_{2}\right\} \in$ ex.
(ix) For any $u$, follow parent $u$ is a simple path w.r.t. $\mathcal{G}$.
(x) Suppose we have two vertex lists $\gamma_{1}$ and $\gamma_{2}$, s.t. both lists are (i) simple paths w.r.t. $\mathcal{G}$, (ii) alternating paths w.r.t. $\mathcal{M}$, and (iii) of odd length, and also (iv) last $\gamma_{1} \notin \bigcup \mathcal{M}$, (v) last $\gamma_{2} \notin \bigcup \mathcal{M}$, (vi) \{first $\gamma_{1}$, first $\left.\gamma_{2}\right\} \in \mathcal{G}$, and (vii) $\left\{\right.$ first $\gamma_{1}$, first $\left.\gamma_{2}\right\} \notin \mathcal{M}$. Then there is at least an edge from the path rev $\gamma_{1} \frown \gamma_{2}$ which is a member of neither $\mathcal{M}$ nor ex. ${ }^{4}$

To formalise Algorithm 4 in Isabelle/HOL, we first define the function which follows a vertex's parent as follows:

```
follow v = (case (parent v) of Some v' => v # (follow v') l _ = [v])
```

Again, we use a locale to formalise that function, and that locale fixes the function parent. Note that the above function is not well-defined for all possible arguments. In particular, it is only well-defined if the relation between pairs of vertices induced by the function parent is a well-founded relation. This assumption on parent is a part of the locale's definition.

Then, we then formalise compute_alt_path as follows:

```
compute_alt_path ex par flabel =
    (if (\existsv1 v2. {v1, v2} \inG - ex ^ (\existsr. flabel v1 = Some (r, Even))) then
        let
            (v1,v2) = (SOME (v1,v2). {v1, v2} \inG - ex ^
                                    (\existsr. flabel v1 = Some (r, Even)));
            ex' = insert {v1, v2} ex;
            r = (SOME r. flabel v1 = Some (r, Even))
        in
            (if flabel v2 = None ^ (\existsv3. {v2, v3} \in M) then
                let
                v3 = (SOME v3. {v2, v3} \in M);
                par' = par(v2 := Some v1, v3 := Some v2);
                flabel' = flabel(v2 := Some (r, Odd), v3 := Some (r, Even));
                ex', = insert {v2, v3} ex';
                return = compute_alt_path ex'' par' flabel'
                in
                return
            else if \existsr. flabel v2 = Some (r, Even) then
                let
                    r' = (SOME r'. flabel v2 = Some (r', Even));
                    return = Some (parent.follow par v1, parent.follow par v2)
```

[^3]```
            in
                    return
    else
        let
            return \(=\) None
            in
            return)
else
    let
        return \(=\) None
    in
    return)
```

Note that we do not use a while combinator to represent the while loop: instead we formalise it recursively, passing the context along recursive calls. In particular, we define it as a recursive function which takes as arguments the variables representing the state of the while loop, namely, the set of examined edges ex, the parent function par, and the labelling function flabel.

### 5.7 Discussion

The algorithm in LEDA differs from the description above in one aspect. If no augmenting path is found, an odd-set cover is constructed proving optimality. Also the correctness proof uses the odd-set cover instead of the fact that an augmenting path exists in the original graph if and only if one exists in the quotient graph.

For an efficient implementation, the shrinking process and the lifting of augmenting paths are essential. The shrinking process is implemented using a union-find data structure and the lifting is supported by having each node in a contracted cycle point to the edge that closes the cycle in a blossom [34].

## 6 Level Five of Trustworthiness: Extraction of Efficient Executable Code

In this section we examine the process of obtaining trustworthy executable and efficient code from algorithms verified in theorem provers. First we discuss the problem in general and then we examine our formalization of the blossom-shrinking algorithm.

Most theorem provers are connected to a programming language of some sort. Frequently, as in the case of Isabelle/HOL, that programming language is a subset of the logic and close to a functional programming language. The theorem prover will usually support the extraction of actual code in some programming language. Isabelle/HOL supports Standard ML, Haskell, OCaml and Scala.

To show that code extraction "works", here are some random non-trivial examples of verifications that have resulted in reasonably efficient code: Compilers for C [29] and for ML [23], a SPIN-like model checker [13], network flow algorithms [26] and the BerlekampZassenhaus factorization algorithm [11].

We will now discuss some approaches to obtaining code from function definitions in a theorem prover. In the ACL2 theorem prover all functions are defined in a purely functional subset of Lisp and are thus directly executable. In other systems, code generation involves an explicit translation step. The trustworthiness of this step varies. Probably the most trustworthy code generator is that of HOL4, because its backend is a verified compiler for

CakeML [23], a dialect of ML. The step from HOL to CakeML is not verified once and for all, but every time it is run it produces a theorem that can be examined and that states the correctness of this run [36]. The standard code generator in Isabelle/HOL is unverified (although its underlying theory has been proved correct on paper [18]). There is ongoing work to replace it with a verified code generator that produces CakeML [19].

So far we have only considered purely functional code but efficient algorithms often make use of imperative features. Some theorem provers support imperative languages directly, e.g. Java [4]. We will now discuss how to generate imperative code from purely functional one. Clearly the code generator must turn the purely functional definitions into more imperative ones. The standard approach [7, 36] is to let the code generator recognize monadic definitions (a purely functional way to express imperative computations) and implement those imperatively. This is possible because many functional programming languages do in fact offer imperative features as well.

Just as important as the support for code extraction is the support for verified stepwise refinement of data types and algorithms by the user. Data refinement means the replacement of abstract data types by concrete efficient ones, e.g. sets by search trees. Algorithm refinement means the stepwise replacement of abstract high-level definitions that may not even be executable by efficient implementations. Both forms of refinement are supported well in Isabelle/HOL [17, 24, 25].

We conclude this section with a look at code generation from our formalization of the blossom-shrinking algorithm. It turns out that our formalization is almost executable as is. The only non-executable construct we used is SOME x. $P$ that denotes some arbitrary x that satisfies the predicate $P$. Of course one can hide arbitrarily complicated computations in such a contruct but we have used it only for simple nondeterministic choices and it will be easy to replace. For example, one can obtain an executable version of function choose_con_vert (see Section 5.4) by defining a function that searches the vertex list vs for the first v' such that $\left\{v, v^{\prime}\right\} \in E$. This is an example of algorithm refinement. To arrive at efficient code for the blossom-shrinking algorithm as a whole we will need to apply both data and algorithm refinement down to the imperative level. At least the efficient implementations referred to above, just before Section 5.1, are intrinsically imperative.

Finally let us note that instead of code generation it is also possible to verify existing code in a theorem prover. This was briefly mentioned in Section 4 and Charguéraud [8] has followed this approach quite successfully.

## 7 The Future

The state of the art in the verification of complex algorithms has improved enormously over the last decade. Yet there is still a lot to do on the path to a verified library such as LEDA. Apart from the shere amount of material that would have to be verified there is the challenge of obtaining trustworthy code that is of comparable efficiency. This requires trustworthy code generation for a language such C or $\mathrm{C}++$, including the memory management. This is a non-trivial task, but some of the pieces of the puzzle, like a verified compiler, are in place already.
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# Guarded Kleene Algebra with Tests: Verification of Uninterpreted Programs in Nearly Linear Time 
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#### Abstract

Guarded Kleene Algebra with Tests (GKAT) is a variation on Kleene Algebra with Tests (KAT) that arises by restricting the union $(+)$ and iteration $\left(^{*}\right)$ operations from KAT to predicate-guarded versions. We develop the (co)algebraic theory of GKAT and show how it can be efficiently used to reason about imperative programs. In contrast to KAT, whose equational theory is PSPACEcomplete, we show that the equational theory of GKAT is (almost) linear time. We also provide a full Kleene theorem and prove completeness for an analogue of Salomaa's axiomatization of Kleene Algebra. We will also discuss how this result has practical implications in the verification of programs, with examples from network and probabilistic programming. This is joint work with Nate Foster, Justin Hsu, Tobias Kappe, Dexter Kozen, and Steffen Smolka.
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# Picking Random Vertices 
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#### Abstract

We survey some recent graph algorithms that are based on picking a vertex at random and declaring it to be a part of the solution. This simple idea has been deployed to obtain state-of-the-art parameterized, exact exponential time, and approximation algorithms for a number of problems, such as Feedback Vertex Set and 3-Hitting Set. We will also discuss a recent 2 -approximation algorithm for Feedback Vertex Set in Tournaments that is based on picking a vertex at random and declaring it to not be part of the solution.
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#### Abstract

We consider the landscape of popular matchings in a bipartite graph $G$ where every vertex has strict preferences over its neighbors. This is a very well-studied model in two-sided matching markets. A matching $M$ is popular if it does not lose a head-to-head election against any matching, where each vertex casts a vote for the matching where it gets a better assignment. Roughly speaking, a popular matching is one such that there is no matching where more vertices are happier. The notion of popularity is more relaxed than stability: a classical notion studied for the last several decades. Popular matchings always exist in $G$ since stable matchings always exist in a bipartite graph and every stable matching is popular.

Algorithmically speaking, the landscape of popular matching seems to have only a few bright spots. Every stable matching is a min-size popular matching and there are also simple linear time algorithms for computing a max-size popular matching and for the popular edge problem. All these algorithms reduce the popular matching problem to an appropriate question in stable matchings and solve the corresponding stable matching problem.

We now know NP-hardness results for many popular matching problems. These include the min-cost/max-weight popular matching problem and the problem of deciding if $G$ admits a popular matching that is neither a min-size nor a max-size popular matching. For non-bipartite graphs, it is NP-hard to even decide if a popular matching exists or not.

A mixed matching is a probability distribution or a lottery over matchings. A popular mixed matching is one that never loses a head-to-head election against any mixed matching. As an allocation mechanism, a popular mixed matching has several nice properties. Moreover, finding a max-weight or min-cost popular mixed matching in $G$ is easy (by solving a linear program). Interestingly, there is always an optimal popular mixed matching $\Pi$ with a simple structure: $\Pi=\left\{\left(M_{0}, \frac{1}{2}\right),\left(M_{1}, \frac{1}{2}\right)\right\}$ where $M_{0}$ and $M_{1}$ are matchings in $G$. Popular mixed matchings always exist in non-bipartite graphs as well and can be computed in polynomial time.
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# Petri Net Reachability Problem 
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#### Abstract

Petri nets, also known as vector addition systems, are a long established model of concurrency with extensive applications in modelling and analysis of hardware, software and database systems, as well as chemical, biological and business processes. The central algorithmic problem for Petri nets is reachability: whether from the given initial configuration there exists a sequence of valid execution steps that reaches the given final configuration. The complexity of the problem has remained unsettled since the 1960s, and it is one of the most prominent open questions in the theory of verification. In this presentation, we overview decidability and complexity results over the last fifty years about the Petri net reachability problem.
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## 1 Outline

The presentation focuses on the reachability problem for vector addition systems with states given as multi-dimensional weighted automata. Main results about 1) reachability in small dimensions, 2) boundedness problems, and 3) decidability and complexity results for the reachability problem in any dimension will be overviewed.

- For small dimensions, the complexity of the reachability problem depends on the dimension and on the way weights are encoded (in unary or in binary). In dimension one, the reachability problem can be easily shown to be NL-complete when weights are written in unary thanks to a hill-cutting argument (the same argument that applies on pushdown automata). When updates are given in binary, this argument can only provide a complexity in between NP and PSPACE. Nevertheless, by using some additional arguments, the problem was proved to be NP-complete in [5]. The complexity of the reachability problem is also known in dimension two. Thanks to a precise analysis of the algorithm introduced in [12], the problem was proved to be PSPACE-complete in [1] for binary updates. This last result was extended later in [4] to show that the problem is NL-complete for unary updates. In dimension three the complexity of the reachability problem is nowadays open whatever the encoding of the weights.
- The Karp and Miller algorithm introduced in [6] is central for deciding the reachability problem in general dimension. It provides a way for computing the maximal value of a bounded counter. Notice that even if this value can be Ackermannian [16], deciding the boundedness of a counter is known to be EXPSPACE-complete [3] by extending the Rackoff's proof [17].
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- The reachability problem was first proved to be decidable by Mayr [14, 15] in 1981. This proof was improved later by Kosaraju [7] and Lambert [8] by introducing an algorithm that decompose the set of executions. We call this decomposition the KLM decomposition (following the initials of the contributed authors). In [10] we proved that the KLM decomposition can be interpreted as ideal decompositions for a natural well-quasi order on the set of executions. In that paper we also provided a cubic-Ackermaninan complexity upper-bound of the reachability problem; the very first complexity upper-bound for the reachability problem. This bound was recently improved in [11], by proving that there exists a KLM decomposition algorithm that works in time primitive recursive in fixed dimension, and at most Ackermannian in general. Concerning lower-bounds, recently in [2], the complexity of the problem was shown to be TOWER-hard, improving the best-known EXPSPACE complexity lower-bound given by Lipton [13] in 1976. Nowadays, the exact complexity of the reachability problem is still open between TOWER and ACKERMANN. In order to close that problem, either we need to improve the recent TOWER lower bound, or we need to design an algorithm improving the ACKERMANN upper bound. The very simple algorithm introduced in [9], based on Presburger inductive invariant seems to be a good candidate for that late direction.
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#### Abstract

In the online variant of the traveling repairperson problem (TRP), requests arrive in time at points of a metric space $\mathcal{X}$ and must be eventually visited by a server. The server starts at a designated point of $\mathcal{X}$ and travels at most at unit speed. Each request has a given weight and once the server visits its position, the request is considered serviced; we call such time completion time of the request. The goal is to minimize the weighted sum of completion times of all requests.

In this paper, we give a 5.429 -competitive deterministic algorithm for line metrics improving over 5.829-competitive solution by Krumke et al. (TCS 2003). Our result is obtained by modifying the schedule by serving requests that are close to the origin first. To compute the competitive ratio of our approach, we use a charging scheme, and later evaluate its properties using a factor-revealing linear program which upper-bounds the competitive ratio.
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## 1 Introduction

The traveling repairperson problem (TRP) is a variant of the traveling salesperson problem (TSP), where the goal is to minimize the total latency instead of a more standard objective of minimizing the total length of a route. In the TRP, there are $m$ requested points of a given metric space $\mathcal{X}$ and they must be eventually visited by a server. Request $r_{j}$ is a triple $\left(p_{j}, a_{j}, w_{j}\right)$, where $p_{j} \in \mathcal{X}$ denotes request position, $a_{j} \geq 0$ its release time and $w_{j}$ its weight.

The server starts at a designated point of $\mathcal{X}$ called origin and travels at most at unit speed. That is, for any two times $t<t^{\prime}$ the distance between positions of the server at times $t$ and $t^{\prime}$ is at most $t^{\prime}-t$. Each request $r_{j}$ must be eventually serviced by moving the server to point $p_{j}$. The request cannot be serviced before its release time $a_{j}$; we call the time when it is eventually serviced its completion time and we denote it $C_{j}$. The goal is to find a route for the server (a schedule) that minimizes the cost, defined as the weighted sum of completion times, i.e., $\sum_{j=1}^{m} w_{j} \cdot C_{j}$.

The TRP has a natural online variant. There, an online algorithm AlG, at time $t$, knows only requests that arrived before or at time $t$. The number of requests $m$ is also not known by an algorithm a priori. In the online setting, the goal is to minimize the competitive ratio [11], defined as the maximum over all inputs of the Alg-to-Opt cost ratio, where Opt denotes the optimal offline algorithm.

© Marcin Bienkowski and Hsiang-Hsuan Liu;
licensed under Creative Commons License CC-BY
44th International Symposium on Mathematical Foundations of Computer Science (MFCS 2019). Editors: Peter Rossmanith, Pinar Heggernes, and Joost-Pieter Katoen; Article No. 6; pp. 6:1-6:12

Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

### 1.1 Previous work

The online variant has been first investigated by Feuerstein and Stougie [13]. They considered the case where $\mathcal{X}$ is a real line and, adapting an algorithm for the so-called cow-path problem [7], presented a 9 -competitive solution. They also gave a lower bound (that holds also already for a line) of $1+\sqrt{2}$. The result has been subsequently improved by Krumke et al. [18], who gave a deterministic algorithm Interval attaining competitive ratio of $(1+\sqrt{2})^{2}<5.829$ and a randomized 3.874 -competitive solution. Their algorithm works for an arbitrary metric space.

A natural extension to the TRP is a so-called dial-a-ride problem, where each request is an object with a source and a destination and the goal is to transport the object [9, 13, 18]. There, the server may have a fixed capacity allowing it to store at most $k$ objects, or this capacity may be infinite. The 5.829-competitive deterministic algorithm by Krumke et al. [18] extends also to this variant and no better algorithms are known even for specific metric spaces.

Some papers considered an extension of the TRP to $k \geq 1$ servers. Bonifaci and Stougie showed how to adapt the algorithm Interval by Krumke et al. [18] to this setting without an increase of the competitive ratio [10]. However, the best known lower bound for multiple servers is 2 (i.e., smaller than the lower bound for the one-server case) [10]. Furthermore, for the particular case of line metrics, the ratio converges to 1 with growing $k$, and is between $1+1 /(2 k-1)$ [14] and $1+O((\log k) / k)$ [10].

Another strand of papers considered different objectives, such as minimizing the total makespan $[3,4,5,6,8,9]$ or maximum flow time $[16,17,19]$, with a special focus on line metrics. Finally, the offline variant (also known as minimum latency problem) has been extensively studied both from the computational hardness and approximation algorithms perspectives, see, e.g., $[1,2,12,15,20,21]$.

### 1.2 Our contribution

In this paper, we focus on the TRP on line metrics and give a 5.429 -competitive algorithm Reroute. This improves the long standing record of 5.829 achieved by the algorithm Interval by Krumke et al. [18].

Similarly to the algorithm Interval, Reroute partitions an input into phases of geometrically increasing lengths, and in each phase greedily tries to service the set of pending requests of maximum weight. However, our algorithm Reroute tries to modify the route, so to ensure that (i) either it services requests only in the initial part of the phase, (ii) or in the later part of the phase, it services only requests that are far away from the origin. As such requests cannot be serviced early by any algorithm (also by OPT), this allows us to charge the cost of Reroute against the cost of Opt in a more efficient way.

For the analysis, we construct a charging scheme that maps the total weight serviced by Reroute in particular time intervals to the total weight serviced in appropriate intervals by Opt. This yields a set of linear inequalities that need to hold for any input instance. On this basis, we create a maximization LP (linear program), whose objective value is an upper bound on the competitive ratio. Finally, to bound the value of such factor-revealing LP, we explicitly construct a solution to its dual.

## 2 Algorithms Interval and ReturnFirst

As our algorithm is built on the phase-based approach of the algorithm Interval proposed by Krumke et al. [18], we start with a description of the latter.

Let $f=\min _{j}\left\{\max \left\{p_{j}, a_{j}\right\}\right\}$ be the earliest time at which OPT may service a request. (Note that an online algorithm can learn $f$ before or at time $f$.) Without loss of generality, we may assume that there are no requests that arrive at time 0 at the origin, and hence $f>0$.

We partition time into phases. Phase 0 starts at time 0 and ends at time $f$. Phase $i \geq 1$ starts at time $f \cdot \alpha^{i-1}$ and ends at time $f \cdot \alpha^{i}$, where $\alpha=1+\sqrt{2}$. At the beginning of any phase $i \geq 1$, Interval computes and executes a schedule that

- starts at the final server position from the last phase;
- stops at distance at most $f \cdot \alpha^{i-1}$ from the origin;
- has length at most $f \cdot\left(\alpha^{i}-\alpha^{i-1}\right)$;
- among schedules satisfying the previous three conditions maximizes the total weight of serviced requests (which are pending when the phase starts).

To simplify the notation, in the rest of the paper, we assume that $f=1 .{ }^{1}$ We start with a slight modification of the algorithm Interval, called ReturnFirst (RetF). At the beginning of any phase $i \geq 1$, RetF computes and executes a schedule that

- starts at the final server position from the last phase;
- in the first part of the schedule (called return part), the server returns to the origin;
- the second part of the schedule (called serving part) starts at the origin, is of length at most $\alpha^{i-1}$, and among such schedules maximizes the total weight of serviced requests (which are pending when the phase starts).
- Observation 1. At the beginning of each phase $i \geq 1$, RETF has its server at a distance at most $\alpha^{i-2}$ from the origin. Furthermore, the total length of both parts of the schedule is at most the phase length.

Proof. The first property is clearly satisfied at the beginning of phase 1, which is started with the server at the the origin. In the subsequent phases, this property follows inductively: as in phase $i-1$ the serving part of the schedule starts at the origin and has length at most $\alpha^{i-2}$, at be beginning of phase $i$ the server distance to the origin is at most $\alpha^{i-2}$.

The second property follows as the total length of the planned schedule in phase $i$ is at most $\alpha^{i-2}+\alpha^{i-1}=\alpha^{i}-\alpha^{i-1}$, which is the length of the phase. Note that this property holds as long as $\alpha \geq 1+\sqrt{2}$.

While RetF may produce schedules that are worse than those of Interval, using similar arguments to those of [18], one can show that RETF is $\alpha^{2}$-competitive. In particular, the following bound holds both for Interval and RetF; we present its proof for completeness.

In our arguments, we use $\mathrm{ALG}_{i}$ and $\mathrm{OPT}_{i}$ to denote the total weight of requests serviced by an online algorithm and Opt, respectively, in a phase $i$. Observe that for RetF and Interval, $\mathrm{AlG}_{0}=0$.

- Lemma 2 ([18]). Let $L$ be the index of the last phase in which Opt services any request. Then, RetF services all requests within the first $L+1$ phases, and for any phase $j \in$ $\{1, \ldots, L+1\}$, it holds that $\sum_{i=j}^{L+1} \mathrm{ALG}_{i} \leq \sum_{i=j-1}^{L} \mathrm{OPT}_{i}$.

[^4]Proof. Consider the schedule $S_{k}$ of Opt in phases $0,1, \ldots, k$, where $k \in\{0, \ldots, L\}$. Schedule $S_{k}$ starts at the origin, its length is equal to $\alpha^{k}$ and the total weight serviced by $S_{k}$ is $w\left(S_{k}\right)=\sum_{i=0}^{k-1} \mathrm{OPT}_{i}$. In phase $k+1$, when RetF chooses the route for the serving part, $S_{k}$ is among feasible options. If RETF chose such route, then each request serviced by schedule $S_{k}$ in Opt's solution is serviced by RETF (in phase $k+1$ or already in earlier phases). Thus, the total weight serviced by RetF in phases $1, \ldots, k+1$ would be at least $w\left(S_{k}\right)$. As RetF chooses the schedule for the serving part which is at least as good as $S_{k}$, it holds that

$$
\begin{equation*}
\sum_{i=1}^{k+1} \mathrm{ALG}_{i} \geq w\left(S_{k}\right)=\sum_{i=0}^{k} \mathrm{OPT}_{i} \tag{1}
\end{equation*}
$$

If we set $k=L$, then the above inequality implies that RETF services all requests already in the first $L+1$ phases, i.e.,

$$
\begin{equation*}
\sum_{i=1}^{L+1} \mathrm{ALG}_{i}=\sum_{i=0}^{L} \mathrm{OPT}_{i} \tag{2}
\end{equation*}
$$

The lemma for $j=1$ follows by (2), and the lemma for $j \geq 2$ follows by subtracting (1) from (2) and setting $k=j-2$.

## 3 Modifying the schedule

We now take a closer look at the structure of schedules produced by RETF in particular phases. We show that the schedule produced in a given phase can be modified, so that it services the same set of requests as RetF, but either it ends substantially earlier than the phase end or from some time it services only far requests.

- Lemma 3. Fix any $c \in[0,1]$ and let $\ell=\alpha^{i-1}+c \cdot \alpha^{i-2}$. Fix a schedule $S$ for phase $i$ produced by the algorithm RETF. On the basis of $S$ and $c$, it is possible to construct schedule $\tilde{S}$ that services the same set of requests as $S$ and
- Either the length of $\tilde{S}$ is at most $\ell$,
- or after executing the prefix of $\tilde{S}$ of length $\ell$, the server distance from the origin is at least $(1 / 3) \cdot(\alpha-1+5 c) \cdot \alpha^{i-2}$, and afterwards the server travels away from the origin (with unit speed).

Proof. In the following proof, server positions are real numbers, with zero denoting the origin. Let $p$ denote the server position at the beginning of phase $i$. Note that we may assume that $p \geq 0$ without loss of generality. As in the proof of Observation 1, it can be inductively shown that in the produced schedule $\tilde{S}$, the server ends phase $i-1$ at most at distance $\alpha^{i-2}$ from the origin. Thus, $p \leq \alpha^{i-2}$.

Let $[b, u]$ be the interval containing all points visited by the serving part of $S$. As this part starts at zero, $b \leq 0 \leq u$. Let $x \in\{b, u\}$ be the interval endpoint closer to the origin and $y$ be the further one (with ties broken arbitrarily). Observe that the shortest possible schedule that starts at zero and services all requests from interval $[b, u]$ has length $2 \cdot|x|+|y|$. As the serving part of $S$ services this interval and its length is at most $\alpha^{i-1}$, it holds that

$$
\begin{equation*}
2 \cdot|x|+|y| \leq \alpha^{i-1} \text { and thus }|x| \leq \alpha^{i-1} / 3 \tag{3}
\end{equation*}
$$

We use (3) extensively in our bounds below.
We define two possible schedules $S_{x y}$ and $S_{y x}$ for phase $i$; we show that at least one of them satisfies the requirements of the lemma.

- $S_{x y}$ starts at $p$, goes to $x$ (possibly going through zero if $p$ and $x$ are on the opposite sides of the origin), and then proceeds through 0 to $y$. Its length is $|p-x|+|x|+|y|$.
- $S_{y x}$ starts at $p$, goes to $y$ (possibly going through zero if $p$ and $y$ are on the opposite sides of the origin), and then proceeds through 0 to $x$. Its length is $|p-y|+|y|+|x|$.

We consider four cases depending on values of $x, y, p$ and $c$. Note that all these values are known by RETF at the beginning of phase $i$.

Case 1. If $x<0$ and $p+3 \cdot|x| \geq(\alpha-c) \cdot \alpha^{i-2}$, we set $\tilde{S}=S_{y x}$.
We show that the length of $\tilde{S}$ is at most $\ell$. As $x<0$, it holds that $y \geq 0$. If $y \leq p$, the length of $\tilde{S}$ is $(p-y)+y+|x|=p+|x| \leq \alpha^{i-2}+\alpha^{i-1} / 3<\alpha^{i-1} \leq \ell$. Otherwise $y>p$, and then the length of $\tilde{S}$ is

$$
\begin{aligned}
(y-p)+y+|x| & =2 \cdot y-p+|x| \leq 2 \cdot\left(\alpha^{i-1}-2 \cdot|x|\right)-p+|x| \\
& =2 \cdot \alpha^{i-1}-(p+3 \cdot|x|) \leq 2 \cdot \alpha^{i-1}-(\alpha-c) \cdot \alpha^{i-2}=\ell .
\end{aligned}
$$

Case 2. If $x<0$ and $p+3 \cdot|x|<(\alpha-c) \cdot \alpha^{i-2}$, we set $\tilde{S}=S_{x y}$.
If the length of $\tilde{S}$ is at most $\ell$, then the lemma follows. Otherwise, we analyze the prefix of $\tilde{S}$ of length $\ell$. It contains the server movement from $p$ to $x$ and then to 0 : this holds because the total length of this movement is $p+2 \cdot|x|<(\alpha-c) \cdot \alpha^{i-2} \leq \alpha^{i-1} \leq \ell$. Thus, after having executed the prefix of $\tilde{S}$ of length $\ell$, the server is traveling away from the origin towards $y$ and its position is equal to

$$
\begin{aligned}
\ell-(p+2 \cdot|x|) & =\alpha^{i-1}+c \cdot \alpha^{i-2}-(2 / 3) \cdot(p+3 \cdot|x|)-p / 3 \\
& >\alpha^{i-1}+c \cdot \alpha^{i-2}-(2 / 3) \cdot(\alpha-c) \cdot \alpha^{i-2}-\alpha^{i-2} / 3 \\
& =(1 / 3) \cdot(\alpha-1+5 c) \cdot \alpha^{i-2} .
\end{aligned}
$$

Case 3. If $x \geq p \geq 0$, we set $\tilde{S}=S_{x y}$.
The length of $\tilde{S}$ is then $(x-p)+x+|y|=2 \cdot x+|y|-p \leq \alpha^{i-1}-p \leq \ell$.
Case 4. If $p>x \geq 0$, we set $\tilde{S}=S_{x y}$.
The reasoning here is similar to the one from Case 2. If the length of $\tilde{S}$ is at most $\ell$, then the lemma follows. Otherwise, we analyze the prefix of $\tilde{S}$ of length $\ell$. It contains the server movement from $p$ to 0 through $x$ : this holds because the length of this movement is equal to $p \leq \alpha^{i-2}<\ell$. Thus, after having executed the prefix of $\widetilde{S}$ of length $\ell$, the server is traveling away from the origin towards $y$ and its distance from the origin is equal to

$$
\ell-p \geq \alpha^{i-1}+c \cdot \alpha^{i-2}-\alpha^{i-2}=(\alpha+c-1) \cdot \alpha^{i-2}>(1 / 3) \cdot(\alpha-1+5 c) \cdot \alpha^{i-2} .
$$

The last inequality follows as $\alpha>1+c$.

## 4 Algorithm Reroute

Our algorithm $\operatorname{ReRoute}(\beta)$ is parameterized with a constant $\beta \in[2 / \alpha, 1]$ and follows the phase framework of RetF. At the beginning of any phase $j \geq 1$, $\operatorname{Reroute}(\beta)$ computes the schedule $S$ in the same way RETF would do, modifies it according to Lemma 3 using $c=\beta \cdot \alpha^{2}-2 \cdot \alpha \in[0,1]$ obtaining schedule $\tilde{S}$, and then executes $\tilde{S}$ within phase $j$.

For any real $\xi \geq[\beta, 1]$, we define

$$
\begin{equation*}
\tau_{\beta}(\xi)=\frac{5 \cdot \beta \cdot \alpha^{2}-9 \alpha-1}{3 \alpha}+(\xi-\beta) \cdot \alpha . \tag{4}
\end{equation*}
$$

The following lemma shows that requests that are serviced late by $\operatorname{Reroute}(\beta)$ in a given phase are far away from the origin, and hence cannot be serviced too early by Opt.

- Lemma 4. Fix $\beta \in[2 / \alpha, 1]$. For any phase $i$ and any value $\xi \geq \beta$, in time interval $\left(\xi \cdot \alpha^{i}, \alpha^{i}\right]$, $\operatorname{Reroute}(\beta)$ services only requests whose distance to the origin is at least $\tau_{\beta}(\xi) \cdot \alpha^{i-1}$.
Proof. By the definition of $\operatorname{Reroute}(\beta)$, its schedule $\tilde{S}$ for phase $i$ is constructed as described in Lemma 3 with $c=\beta \cdot \alpha^{2}-2 \alpha \in[0,1]$. Let $\ell=\alpha^{i-1}+c \cdot \alpha^{i-2}=\beta \cdot \alpha^{i}-\alpha^{i-1}$. Recall that phase $i$ starts at time $\alpha^{i-1}$. By Lemma 3, two cases are possible.
- If the length of $\tilde{S}$ is at most $\ell$, then the execution of $\tilde{S}$ ends at or before time $\alpha^{i-1}+\ell=\beta \cdot \alpha^{i}$. Then, the lemma follows trivially as $\operatorname{Reroute}(\beta)$ does not service anything in the remaining part of phase $i$, i.e., in the time interval $\left(\beta \cdot \alpha^{i}, \alpha^{i}\right]$.
- Otherwise, the length of $\tilde{S}$ is larger than $\ell$. Then, at time $\alpha^{i-1}+\ell=\beta \cdot \alpha^{i}$, the server still executes $\tilde{S}$, is at distance at least $(1 / 3) \cdot(\alpha-1+5 c) \cdot \alpha^{i-2}$ from the origin and it travels away from the origin with unit speed. Within time interval $\left[\beta \cdot \alpha^{i}, \xi \cdot \alpha^{i}\right]$, the server either finishes executing $\tilde{S}$ or it increases its distance to the origin by $\xi \cdot \alpha^{i}-\beta \cdot \alpha^{i}$. In the former case, the lemma follows trivially, and in the latter case, the server distance to the origin at time $\xi \cdot \alpha^{i}$ is at least

$$
\begin{aligned}
\frac{\alpha-1+5 c}{3} \cdot \alpha^{i-2}+(\xi-\beta) \cdot \alpha^{i} & =\frac{5 \cdot \beta \cdot \alpha^{2}-9 \alpha-1}{3} \cdot \alpha^{i-2}+(\xi-\beta) \cdot \alpha^{i} \\
& =\tau_{\beta}(\xi) \cdot \alpha^{i-1}
\end{aligned}
$$

From time $\xi \cdot \alpha^{i}$, the server continues to travel away from the origin, and thus the lemma follows.

### 4.1 Relating Reroute to Opt

We analyze the performance of algorithm $\operatorname{Reroute}(\beta)$ for a fixed parameter $\beta$, such that $2 / \alpha \leq \beta \leq 1$. Moreover, we choose $\beta$, so that $\tau_{\beta}(\beta) \geq 1 / \alpha$. In our analysis we use a parameter $\xi$, such that $\beta \leq \xi \leq 1$ and $\tau_{\beta}(\beta) \leq \tau_{\beta}(\xi) \leq 1$. Concrete values of $\beta$ and $\xi$ will be fixed later.

Let $L$ be the index of the last phase in which Opt services a request. On the basis of $\beta$ and $\xi$, we partition both $\mathrm{ALG}_{i}$ (the total weight of requests serviced in phase $i \in\{1, \ldots, L+1\}$ by Reroute) and $\mathrm{Opt}_{i}$ (the total weight of requests serviced in phase $i \in\{0, \ldots, L\}$ by ОРт) into three parts:

- $\mathrm{A}_{i}^{a}$ : the weight serviced by $\operatorname{Reroute}(\beta)$ in time interval $\left(\alpha^{i-1}, \beta \cdot \alpha^{i}\right]$,
- $\mathrm{A}_{i}^{b}$ : the weight serviced by $\operatorname{Reroute}(\beta)$ in time interval $\left(\beta \cdot \alpha^{i}, \xi \cdot \alpha^{i}\right]$,
- $\mathrm{A}_{i}^{c}$ : the weight serviced by $\operatorname{Reroute}(\beta)$ in time interval $\left(\xi \cdot \alpha^{i}, \alpha^{i}\right]$,
- $\mathrm{O}_{i}^{a}$ : the weight serviced by ОРт in time interval $\left[\alpha^{i-1}, \tau_{\beta}(\beta) \cdot \alpha^{i}\right)$,
- $\mathrm{O}_{i}^{b}$ : the weight serviced by Opt in time interval $\left[\tau_{\beta}(\beta) \cdot \alpha^{i}, \tau_{\beta}(\xi) \cdot \alpha^{i}\right)$,
- $\mathrm{O}_{i}^{c}$ : the weight serviced by OPT in time interval $\left[\tau_{\beta}(\xi) \cdot \alpha^{i}, \alpha^{i}\right)$.

Note that the validity of this partitioning requires that $1 / \alpha \leq \beta \leq \xi \leq 1$ and $1 / \alpha \leq$ $\tau_{\beta}(\beta) \leq \tau_{\beta}(\xi) \leq 1$. We slightly modify the definition of $\mathrm{A}_{0}^{a}$ and $\mathrm{O}_{L}^{c}$ to include also the initial and final time points, i.e., to be the weight serviced by $\operatorname{Reroute}(\beta)$ in $\left[\alpha^{0}, \beta \cdot \alpha^{1}\right]$ and the weight serviced by Opt in $\left[\tau_{\beta}(\xi) \cdot \alpha^{L}, \alpha^{L}\right]$, respectively. Clearly, $\mathrm{AlG}_{i}=\mathrm{A}_{i}^{a}+\mathrm{A}_{i}^{b}+\mathrm{A}_{i}^{c}$ and $\mathrm{OPT}_{i}=\mathrm{O}_{i}^{a}+\mathrm{O}_{i}^{b}+\mathrm{O}_{i}^{c}$.

As Reroute services the same set of requests as RetF, the guarantee of Lemma 2 applies to the schedule produced by $\operatorname{Reroute}(\beta)$ as well. In particular, Reroute $(\beta)$ finishes servicing all requests till the end of phase $L+1$ (it does not service anything in phase 0 ) and for any phase $j \in\{1, \ldots, L+1\}$, it holds that

$$
\begin{equation*}
\sum_{i=j}^{L+1}\left(\mathrm{~A}_{i}^{a}+\mathrm{A}_{i}^{b}+\mathrm{A}_{i}^{c}\right) \leq \sum_{i=j-1}^{L}\left(\mathrm{O}_{i}^{a}+\mathrm{O}_{i}^{b}+\mathrm{O}_{i}^{c}\right) \tag{5}
\end{equation*}
$$

Fix any phase $j \in\{1, \ldots, L+1\}$ and consider all requests contributing to the sum $\sum_{i=j}^{L+1}\left(\mathrm{~A}_{i}^{b}+\mathrm{A}_{i}^{c}\right)$. By Lemma 4, each such request has to be serviced by Opt at time $\tau_{\beta}(\beta) \cdot \alpha^{j-1}$ or later (because its distance to the origin is at least $\tau_{\beta}(\beta) \cdot \alpha^{j-1}$ ). Thus,

$$
\begin{equation*}
\sum_{i=j}^{L+1}\left(\mathrm{~A}_{i}^{b}+\mathrm{A}_{i}^{c}\right) \leq \mathrm{O}_{j-1}^{b}+\mathrm{O}_{j-1}^{c}+\sum_{i=j}^{L}\left(\mathrm{O}_{i}^{a}+\mathrm{O}_{i}^{b}+\mathrm{O}_{i}^{c}\right) \tag{6}
\end{equation*}
$$

Similarly, consider all requests contributing to the sum $\mathrm{A}_{j}^{c}+\sum_{i=j+1}^{L+1}\left(\mathrm{~A}_{i}^{b}+\mathrm{A}_{i}^{c}\right)$. Again, by Lemma 4, each such request has to be serviced by Opt at time $\tau_{\beta}(\xi) \cdot \alpha^{j-1}$ or later (because its distance to the origin is at least $\left.\tau_{\beta}(\xi) \cdot \alpha^{j-1}\right)$. Hence,

$$
\begin{equation*}
\mathrm{A}_{j}^{c}+\sum_{i=j+1}^{L+1}\left(\mathrm{~A}_{i}^{b}+\mathrm{A}_{i}^{c}\right) \leq \mathrm{O}_{j-1}^{c}+\sum_{i=j}^{L}\left(\mathrm{O}_{i}^{a}+\mathrm{O}_{i}^{b}+\mathrm{O}_{i}^{c}\right) . \tag{7}
\end{equation*}
$$

Finally, observe that the total cost of $\operatorname{REROUTE}(\beta)$ can be upper-bounded by $\sum_{i=1}^{L+1}(\beta$. $\left.\alpha^{i} \cdot \mathrm{~A}_{i}^{a}+\xi \cdot \alpha^{i} \cdot \mathrm{~A}_{i}^{b}+\alpha^{i} \cdot \mathrm{~A}_{i}^{c}\right)$ and the cost of OPT can be lower-bounded by $\sum_{i=0}^{L}\left(\alpha^{i-1}\right.$. $\left.\mathrm{O}_{i}^{a}+\tau_{\beta}(\beta) \cdot \alpha^{i} \cdot \mathrm{O}_{i}^{b}+\tau_{\beta}(\xi) \cdot \alpha^{i} \cdot \mathrm{O}_{i}^{c}\right)$.

### 4.2 Factor-revealing LP

Let us now consider what happens when an adversary constructs an instance $\mathcal{I}$ for the algorithm Reroute. When Opt is run on $\mathcal{I}$, this defines $L$ as the index of the last phase when Opt services a request and this also defines non-negative values of variables $\mathrm{O}_{i}^{a}, \mathrm{O}_{i}^{b}, \mathrm{O}_{i}^{c}$ for $i \in\{0, \ldots, L\}$. When $\operatorname{Reroute}(\beta)$ is run on $\mathcal{I}$, this defines non-negative values of variables $\mathrm{A}_{i}^{a}, \mathrm{~A}_{i}^{b}, \mathrm{~A}_{i}^{c}$ for $i \in\{1, \ldots, L+1\}$. As shown above, these variables satisfy inequalities (5), (6) and (7). Moreover, the goal of the adversary is to maximize the ratio between the cost of $\operatorname{Reroute}(\beta)$ and the cost of Opt.

This maximization problem may become only easier for the adversary if instead of creating an actual input sequence, the adversary simply chooses $L$ and the non-negative values of variables $\mathrm{A}_{i}^{a}, \mathrm{~A}_{i}^{b}, \mathrm{~A}_{i}^{c}, \mathrm{O}_{i}^{a}, \mathrm{O}_{i}^{b}, \mathrm{O}_{i}^{c}$ for $i \in\{0, \ldots, L\}$, satisfying inequalities (5), (6) and (7), so to maximize the objective value of Reroute-to-Opt cost ratio.

The values of all variables can be multiplied by a fixed value without changing the objective value. Thus, instead of maximizing the cost ratio, the adversary may maximize total cost of $\operatorname{Reroute}(\beta)$ with an additional constraint ensuring that the total cost of Opt is at most 1 .

This leads to the following factor-revealing linear program $\mathcal{P}(L, \beta, \xi)$, whose optimal value $P^{*}(L, \beta, \xi)$ is an upper bound on the competitive ratio of $\operatorname{REROUTE}(\beta)$ for a given $L$. This relation holds for any choice of parameter $\xi \in[\beta, 1]$. The goal of $\mathcal{P}(L, \beta, \xi)$ is to maximize

$$
\sum_{i=1}^{L+1}\left(\beta \cdot \alpha^{i} \cdot \mathrm{~A}_{i}^{a}+\xi \cdot \alpha^{i} \cdot \mathrm{~A}_{i}^{b}+\alpha^{i} \cdot \mathrm{~A}_{i}^{c}\right)
$$

subject to the following constraints

$$
\begin{array}{ll}
\sum_{i=j}^{L+1}\left(\mathrm{~A}_{i}^{a}+\mathrm{A}_{i}^{b}+\mathrm{A}_{i}^{c}\right) \leq \sum_{i=j-1}^{L}\left(\mathrm{O}_{i}^{a}+\mathrm{O}_{i}^{b}+\mathrm{O}_{i}^{c}\right) & \text { for all } j \in\{1, \ldots, L+1\} \\
\sum_{i=j}^{L+1}\left(\mathrm{~A}_{i}^{b}+\mathrm{A}_{i}^{c}\right) \leq \mathrm{O}_{j-1}^{b}+\mathrm{O}_{j-1}^{c}+\sum_{i=j}^{L}\left(\mathrm{O}_{i}^{a}+\mathrm{O}_{i}^{b}+\mathrm{O}_{i}^{c}\right) & \text { for all } j \in\{1, \ldots, L+1\} \\
\mathrm{A}_{j}^{c}+\sum_{i=j+1}^{L+1}\left(\mathrm{~A}_{i}^{b}+\mathrm{A}_{i}^{c}\right) \leq \mathrm{O}_{j-1}^{c}+\sum_{i=j}^{L}\left(\mathrm{O}_{i}^{a}+\mathrm{O}_{i}^{b}+\mathrm{O}_{i}^{c}\right) & \text { for all } j \in\{1, \ldots, L+1\} \\
\sum_{i=0}^{L}\left(\alpha^{i-1} \cdot \mathrm{O}_{i}^{a}+\tau_{\beta}(\beta) \cdot \alpha^{i} \cdot \mathrm{O}_{i}^{b}+\tau_{\beta}(\xi) \cdot \alpha^{i} \cdot \mathrm{O}_{i}^{c}\right) \leq 1
\end{array}
$$

and non-negativity of the variables. Note that the left hand side of the last inequality is a lower bound on the cost of Opt

It remains to upper-bound the value of $P^{*}(L, \beta, \xi)$. Such upper bound is given by the value of any feasible solution to the dual program $\mathcal{D}(L, \beta, \xi)$. The goal of $\mathcal{D}(L, \beta, \xi)$ is to minimize $\mathcal{R}$ subject to the following constraints

$$
\begin{array}{lc}
\sum_{i=1}^{j} q_{i}^{a} \geq \beta \cdot \alpha^{j} & \text { for all } j \in\{1, \ldots, L+1\} \\
\sum_{i=1}^{j-1}\left(q_{i}^{a}+q_{i}^{b}+q_{i}^{c}\right)+q_{j}^{a}+q_{j}^{b} \geq \xi \cdot \alpha^{j} & \text { for all } j \in\{1, \ldots, L+1\} \\
\sum_{i=1}^{j}\left(q_{i}^{a}+q_{i}^{b}+q_{i}^{c}\right) \geq \alpha^{j} & \text { for all } j \in\{1, \ldots, L+1\} \\
\alpha^{j-1} \cdot \mathcal{R} \geq \sum_{i=1}^{j}\left(q_{i}^{a}+q_{i}^{b}+q_{i}^{c}\right)+q_{j+1}^{a} & \text { for all } j \in\{0, \ldots, L\} \\
\tau_{\beta}(\beta) \cdot \alpha^{j} \cdot \mathcal{R} \geq \sum_{i=1}^{j}\left(q_{i}^{a}+q_{i}^{b}+q_{i}^{c}\right)+q_{j+1}^{a}+q_{j+1}^{b} & \text { for all } j \in\{0, \ldots, L\} \\
\tau_{\beta}(\xi) \cdot \alpha^{j} \cdot \mathcal{R} \geq \sum_{i=1}^{j+1}\left(q_{i}^{a}+q_{i}^{b}+q_{i}^{c}\right) & \text { for all } j \in\{0, \ldots, L\} \tag{13}
\end{array}
$$

and non-negativity of the variables. Note that sets of inequalities (8), (9), (10), (11), (12) and (13) correspond to sets of variables $\mathrm{A}_{i}^{a}, \mathrm{~A}_{i}^{b}, \mathrm{~A}_{i}^{c}, \mathrm{O}_{i}^{a}, \mathrm{O}_{i}^{b}$ and $\mathrm{O}_{i}^{c}$, respectively, in the primal program $\mathcal{P}(L, \beta, \xi)$.

- Lemma 5. There exist values $\beta$ and $\xi$, such that for any $L$, there exists a feasible solution to $\mathcal{D}(L, \beta, \xi)$ whose value is at most $2 \sqrt{2}+13 / 5<5.429$.
Proof. We choose

$$
\begin{aligned}
& \beta=(9 \alpha+4) /\left(5 \alpha^{2}\right)=(3+\sqrt{2}) / 5 \approx 0.883 \text { and } \\
& \xi=\beta+(1-\beta) / \alpha=(4 \sqrt{2}-1) / 5 \approx 0.931
\end{aligned}
$$

For these values of $\beta$ and $\xi$, it holds that

$$
\begin{aligned}
& \tau_{\beta}(\beta)=1 / \alpha=\sqrt{2}-1 \approx 0.414 \text { and } \\
& \tau_{\beta}(\xi)=\tau_{\beta}(\beta)+(\xi-\beta) \cdot \alpha=1 / \alpha+(2-\sqrt{2}) / 5=(5+\sqrt{2}) /(5+5 \sqrt{2}) \approx 0.531
\end{aligned}
$$

We set the dual variables as follows:

$$
\begin{aligned}
q_{1}^{a} & =\beta \cdot \alpha \\
q_{1}^{b} & =(\xi-\beta) \cdot \alpha, \\
q_{1}^{c} & =(1-\xi) \cdot \alpha, \\
q_{j}^{a} & =\beta \cdot(\alpha-1) \cdot \alpha^{j-1} \\
q_{j}^{b} & =0 \\
q_{j}^{c} & =(1-\beta) \cdot(\alpha-1) \cdot \alpha^{j-1}
\end{aligned}
$$

$$
\begin{aligned}
& \text { for } j \in\{2, \ldots, L+1\}, \\
& \text { for } j \in\{2, \ldots, L+1\}, \\
& \text { for } j \in\{2, \ldots, L+1\} \text {, }
\end{aligned}
$$

Our choice of $\beta, \xi$ and dual variables satisfy (8), (9) and (10) conditions of $\mathcal{D}(L, \beta, \xi)$ with equality. Actually, (8), (10) and (9) for $j=1$ hold with equality for any choice of $\beta$ and $\xi$. For $j \in\{2, \ldots, L+1\}$, the left hand side of (9) is equal to $\alpha^{j-1}+\beta \cdot(\alpha-1) \cdot \alpha^{j-1}=$ $(\beta \cdot \alpha+1-\beta) \cdot \alpha^{j-1}$, and the right hand side is equal to $\xi \cdot \alpha^{j}$; these values coincide for $\xi=\beta+(1-\beta) / \alpha$.

Given the fixed values of the dual variables, we choose $\mathcal{R}$ as the minimum value satisfying inequalities (11), (12) and (13). Substituting the chosen values of the dual variables in these inequalities and using $\tau_{\beta}(\beta)=1 / \alpha$, yields

$$
\begin{aligned}
& \mathcal{R} \geq(\beta \cdot \alpha) / \alpha^{-1}=\beta \cdot \alpha^{2} \\
& \mathcal{R} \geq\left(\alpha^{j}+\beta \cdot(\alpha-1) \cdot \alpha^{j}\right) / \alpha^{j-1}=\beta \cdot \alpha^{2}+\alpha-\beta \cdot \alpha \\
& \mathcal{R} \geq(\beta \cdot \alpha+(\xi-\beta) \cdot \alpha) / \tau_{\beta}(\beta)=\xi \cdot \alpha^{2} \\
& \mathcal{R} \geq(1+\beta \cdot(\alpha-1)) \cdot \alpha^{j} /\left(\tau_{\beta}(\beta) \cdot \alpha^{j}\right)=\beta \cdot \alpha^{2}+\alpha-\beta \cdot \alpha \\
& \mathcal{R} \geq \alpha^{j+1} /\left(\tau_{\beta}(\xi) \cdot \alpha^{j}\right)=\alpha / \tau_{\beta}(\xi)
\end{aligned}
$$

by (11) for $j=0$,
by (11) for $j \geq 1$,
by (12) for $j=0$,
by (12) for $j \geq 1$,
by (13) for $j \geq 0$.

Thus, using $\beta \leq \xi$ and $\xi=\beta+(1-\beta) / \alpha$, we obtain

$$
\begin{aligned}
\mathcal{R} & =\max \left\{\beta \cdot \alpha^{2}, \beta \cdot \alpha^{2}+\alpha-\beta \cdot \alpha, \xi \cdot \alpha^{2}, \frac{\alpha}{\tau_{\beta}(\xi)}\right\} \\
& =\max \left\{\xi \cdot \alpha^{2}, \frac{\alpha}{\tau_{\beta}(\xi)}\right\} \\
& =\max \{2 \sqrt{2}+13 / 5,(15+10 \sqrt{2}) /(5+\sqrt{2})\} \\
& =2 \sqrt{2}+13 / 5<5.429
\end{aligned}
$$

which concludes the proof.

Theorem 6. For $\beta=(3+\sqrt{2}) / 5 \approx 0.883$, the competitive ratio of $\operatorname{Reroute}(\beta)$ for the traveling repairperson problem is at most $2 \sqrt{2}+13 / 5<5.429$.

Proof. Fix any input sequence $\mathcal{I}$, run Opt on $\mathcal{I}$, and partition its execution into phases. Let $L$ be the index of the last phase in which Opt services a request.

Let $\xi=\beta+(1-\beta) / \alpha$. As discussed above, the competitive ratio of $\operatorname{REROUTE}(\beta)$ is upperbounded by the optimal value $P^{*}(L, \beta, \xi)$ of the maximization program $\mathcal{P}(L, \beta, \xi)$. By weak duality, the feasible solution to the dual minimization program $\mathcal{D}(L, \beta, \xi)$ of value $2 \sqrt{2}+13 / 5$ proposed in Lemma 5 is an upper bound on the optimal primal solution $P^{*}(L, \beta, \xi)$. Hence, $2 \sqrt{2}+13 / 5$ is an upper bound on the competitive ratio of $\operatorname{REROUTE}(\beta)$.

## 5 Final remarks

Our computer-based experiments show that further partitioning of phases into more than three intervals does not lead to an improvement of the competitive ratio.

Furthermore, it is possible to show that our solution to the dual program is asymptotically best possible and the ratio cannot be improved by simply choosing better parameters $\beta$ and $\xi$. That is, with growing $L$, the optimal value of the dual $\mathcal{D}(L, \beta, \xi)$ converges to the value $2 \sqrt{2}+13 / 5$ given by Lemma 5 , as demonstrated in the lemma below.

- Lemma 7. Fix any L. For any values of $\beta$ and $\xi$, satisfying $1 / \alpha \leq \beta \leq \xi \leq 1$ and $1 / \alpha \leq \tau_{\beta}(\beta) \leq \tau_{\beta}(\xi) \leq 1$, the value of any feasible solution to the dual program $\mathcal{D}(L, \beta, \xi)$ is at least $(2 \sqrt{2}+13 / 5) /\left(1+\alpha^{-L}\right)$.

Proof. Fix any $j \in\{1, \ldots, L\}$. By combining requirement (11) with (10), we obtain

$$
\begin{aligned}
(\mathcal{R}-\alpha) \cdot \alpha^{j-1} & =\mathcal{R} \cdot \alpha^{j-1}-\alpha^{j} \\
& \geq \sum_{i=1}^{j}\left(q_{i}^{a}+q_{i}^{b}+q_{i}^{c}\right)+q_{j+1}^{a}-\sum_{i=1}^{j}\left(q_{i}^{a}+q_{i}^{b}+q_{i}^{c}\right) \\
& =q_{j+1}^{a}
\end{aligned}
$$

Summing this relation over all $j \in\{1, \ldots, L\}$ and using (8) yields

$$
(\mathcal{R}-\alpha) \cdot \frac{\alpha^{L}-1}{\alpha-1} \geq \sum_{j=1}^{L} q_{j+1}^{a}=-q_{1}^{a}+\sum_{j=1}^{L+1} q_{j}^{a} \geq \beta \cdot \alpha^{L+1}-q_{1}^{a}
$$

Now we observe that (11) for $j=1$ implies $q_{1}^{a} \leq \mathcal{R} / \alpha<\mathcal{R} /(\alpha-1)$. By substituting this in the inequality above and multiplying both sides by $\alpha-1$, we get

$$
(\mathcal{R}-\alpha) \cdot\left(\alpha^{L}-1\right) \geq \beta \cdot(\alpha-1) \cdot \alpha^{L+1}-\mathcal{R} .
$$

Finally, we divide both sides by $\alpha^{L}$, obtaining

$$
\mathcal{R}-\alpha \geq(\mathcal{R}-\alpha) \cdot\left(\alpha^{L}-1\right) / \alpha^{L} \geq \beta \cdot(\alpha-1) \cdot \alpha-\mathcal{R} / \alpha^{L}
$$

and therefore,

$$
\mathcal{R} \cdot\left(1+\alpha^{-L}\right) \geq \beta \cdot \alpha^{2}+\alpha-\beta \cdot \alpha
$$

As in our construction we require $\tau_{\beta}(\beta) \geq 1 / \alpha$, it holds that $\beta \geq(9 \alpha+4) /\left(5 \alpha^{2}\right)=(3+\sqrt{2}) / 5$.
Combining this bound with the value of $\alpha=1+\sqrt{2}$ yields

$$
\mathcal{R} \geq\left(\beta \cdot \alpha^{2}+\alpha-\beta \cdot \alpha\right) /\left(1+\alpha^{-L}\right) \geq(2 \sqrt{2}+13 / 5) /\left(1+\alpha^{-L}\right)
$$
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#### Abstract

We study the problem of sorting under incomplete information, when queries are used to resolve uncertainties. Each of $n$ data items has an unknown value, which is known to lie in a given interval. We can pay a query cost to learn the actual value, and we may allow an error threshold in the sorting. The goal is to find a nearly-sorted permutation by performing a minimum-cost set of queries.

We show that an offline optimum query set can be found in polynomial time, and that both oblivious and adaptive problems have simple query-competitive algorithms. The query-competitiveness for the oblivious problem is $n$ for uniform query costs, and unbounded for arbitrary costs; for the adaptive problem, the ratio is 2 .

We then present a unified adaptive strategy for uniform query costs that yields: (i) a 3/2-query-competitive randomized algorithm; (ii) a $5 / 3$-query-competitive deterministic algorithm if the dependency graph has no 2 -components after some preprocessing, which has query-competitive ratio $3 / 2+\mathrm{O}(1 / k)$ if the components obtained have size at least $k$; (iii) an exact algorithm if the intervals constitute a laminar family. The first two results have matching lower bounds, and we have a lower bound of $7 / 5$ for large components.

We also show that the advice complexity of the adaptive problem is $\lfloor n / 2\rfloor$ if no error threshold is allowed, and $\lceil n / 3 \cdot \lg 3\rceil$ for the general case.
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## 1 Introduction

Sorting is one of the most fundamental problems in computer science and an essential part of any system dealing with large amounts of data. High-performance algorithms such as QuickSort [19] have been known for decades, but the demand for fast sorting of huge amounts of data is such that improvements in sorting algorithms are still an active area of research; see, e.g., [26].

In a distributed application with dynamic data, it may not be feasible to maintain a precise copy of the information in each replica. In particular, to access a local cached information may be much cheaper, even though not as precise, than to query a master database or to run a distributed consensus algorithm. One approach is to maintain in the replicas, for each data item, an interval that bounds the actual value. These intervals can be updated much faster than to guarantee a strict consistency of the data. When higher

[^5]precision is required, the system can query the master database for a more fine-grained interval or for the actual data value. Therefore a trade-off between data precision and system performance can be established. The TRAPP system, proposed by Olston and Widom [24], relies on this concept.

This idea has led to theoretical investigation on uncertainty problems with queries [7, $11,12,13,14,17,22]$. Such problems also appear in optimization scenarios in which an extra effort can be incurred in order to obtain more precise values of the input data, such as by investing in market research, which is expensive so its cost should be minimized. These works build upon more established frameworks of optimization with uncertainty, such as online [5], robust [3] and stochastic [4] optimization. In particular, the analysis of algorithms in terms of competitiveness against an adversary is inherited from the online optimization literature.

In this paper, we investigate the problem of sorting data items whose actual values are unknown, but for which we are given intervals on which the actual values lie. We can query an interval and then learn the actual value of the corresponding data item, but this incurs some cost. The goal, then, is to sort the items by performing a set of queries of minimum cost. Furthermore, the precision in the sorting may be relaxed, so that inversions may occur if the actual values are not too far apart.

We distinguish between two types of algorithms for uncertainty problems with queries. An adaptive algorithm may decide which queries to perform based on results from previous queries. An oblivious algorithm, however, must choose the whole set of queries to perform in advance; i.e., it must choose a set of queries that certainly allow the problem to be solved without any knowledge of the actual values. In this paper, both algorithms are compared with an offline optimum query set, i.e., a minimum-cost set of queries that proves the obtained solution to be correct. ${ }^{2}$ An algorithm (either adaptive or oblivious) is $\alpha$-query-competitive if it performs a total query cost of at most $\alpha$ times the cost of an offline optimum query set.

Another related problem is that of finding an optimum query set. Here we are given the actual data values, and want to identify a minimum-cost set of queries that would be sufficient to prove that the solution is correct. Solving this problem is useful, for example, to perform experimental evaluation of online algorithms, since we are actually finding the offline optimum solution for the uncertainty problem. This is also called the verification version of the corresponding uncertainty problem with queries $[8,11]$.

We are also interested in the advice complexity of the problems we study. In this setting, an online algorithm has access to an oracle that can give helpful information when making decisions. The advice complexity is the number of bits of advice that are sufficient and necessary for an online algorithm to solve the problem exactly. This is a research topic that has gained substantial attention; see [6] for a survey.

Our contribution. We begin by showing how to compute an optimum query set in polynomial time, and that both oblivious and adaptive problems have simple algorithms with matching deterministic lower bounds. The query-competitive ratio of the oblivious problem is $n$ if we have uniform query costs, and unbounded for arbitrary costs; for the adaptive problem, the query-competitive ratio is 2 . The optimal oblivious algorithm is trivial; for the

[^6]adaptive case, we have a simpler algorithm for uniform query costs, and a more sophisticated one for arbitrary query costs. If query costs are uniform and the error threshold is zero, then the simpler algorithm can be implemented as an oracle for any comparison-based sorting algorithm, preserving time complexity and stability.

Those results are rather simple and it seems like the query-competitiveness of the problem is settled. However, we present a unified adaptive strategy that attains different improvements for uniform query costs. First, we obtain a $3 / 2$-query-competitive algorithm by using randomization. Second, if the error threshold is zero, and after some preprocessing the dependency graph has no 2-components, the strategy yields a deterministic $5 / 3$-querycompetitive algorithm; if the obtained graph has components of size at least $k$, then the same algorithm has query-competitive ratio $3 / 2+\mathrm{O}(1 / k)$. The first two results have a matching lower bound, and for large components we have a lower bound of $7 / 5$. The problem can also be solved exactly if the intervals constitute a laminar family.

Finally, we show that the advice complexity for adaptive algorithms is exactly $\lfloor n / 2\rfloor$ bits if there is no error threshold, and exactly $\lceil n / 3 \cdot \lg 3\rceil$ bits for the general case.

Related work. The first work to investigate the minimum number of queries to solve a problem is by Kahan [20], who showed optimal oblivious strategies to find the minimum, maximum and median of $n$ values in uncertainty intervals.

Olston and Widom [24] proposed the TRAPP system, a distributed database based on uncertainty intervals. The authors: (1) gave an optimal oblivious strategy for finding the minimum (and equivalently, the maximum) of a sequence of values within an error bound; (2) showed that it is NP-hard to find an optimum oblivious query set to compute the sum of a sequence of values within an error bound, with a reduction from the knapsack problem. The paper also discusses strategies for counting and finding the average of a sequence of values. Khanna and Tan [21] generalized these results for arbitrary query costs and different levels of precision.

Feder et al. [14] considered the uncertainty version of the problem of finding the $k$-th largest value on a sequence (i.e., the generalized median problem). The authors presented optimal oblivious and adaptive strategies for the problem, both running in polynomial time. Both strategies are optimal, and the ratio between the oblivious and the adaptive strategy (also called the price of obliviousness) is $\frac{2 k-1}{k}<2$ for uniform query costs, and $k$ for arbitrary query costs. ${ }^{3}$

Bruce et al. [7] studied geometric problems where the points are given in uncertainty areas. The authors gave 3 -query-competitive algorithms for finding the maximal points and the convex hull in a two-dimensional space. They also proposed the concept of witness sets, which has been used subsequently in various works on uncertainty problems with queries. Charalambous and Hoffman [8] showed that it is NP-hard to find an optimum query set for the maximal points problem.

Feder et al. [13] studied the uncertainty variant of the shortest path problem. They showed that to solve optimally the oblivious version of the problem is neither NP nor co-NP, unless NP $=$ co-NP. Their paper also discusses the complexity of the problem for various particular cases.

Erlebach et al. [12] proved that the minimum spanning tree problem with uncertainty admits an adaptive 2-query-competitive algorithm, which is the best possible for a deterministic algorithm. Erlebach, Hoffmann and Kammer [11] studied a generalization called the

[^7]cheapest set problem, for which there is an adaptive algorithm with at most $d \cdot$ opt $+d$ queries, where $d$ is the maximum cardinality of a set. They also generalized the result in the previous work to obtain an adaptive 2-query-competitive algorithm for the problem of finding a minimum-weight base on a matroid.

Gupta, Sabharwal and Sen [18] studied various of the previous problems in the setting where a query may return a refined interval, instead of the exact value of the data item.

Megow, Meißner and Skutella [22] improved the result for the minimum spanning tree problem with a randomized adaptive algorithm, obtaining query-competitive ratio 1.7. (The problem has lower bound 1.5 for randomized algorithms.) They also considered non-uniform query costs and proved that their results can be extended to find a minimum-weight base on a matroid. Furthermore, they showed that an optimum query set and the actual value of the minimum spanning tree can be computed in polynomial time. Some experimental evaluation of those algorithms were presented in [15].

Ryzhov and Powell [25] investigated how to solve a linear program while minimizing the query cost when the coefficients of the objective function are uncertain. They presented a policy which is asymptotically optimal. Yamaguchi and Maehara [28] studied the variant with packing constraints and coefficients following a probability distribution, and showed how to apply this to stochastic problems such as matching, matroid and stable set problems.

Note that all the work cited so far deals with problems whose classical (offline) versions can be solved in polynomial time. Uncertainty versions with queries have been proposed for the knapsack problem [17] and the scheduling problem [2, 9]. Since those problems are NP-hard, we might include the query cost into the solution cost and look for a competitive algorithm if we are looking for a polynomial-time algorithm. Another option is to limit the maximum number of queries performed, and then to try to optimize the solution cost.

For a survey on the topic, see [10]. Other references for related problems are also cited in [11].

Another sorting problem with uncertainty was studied by Ajtain et al. [1]. In that problem, the values to be sorted are unknown, but their relative order can be tested by a comparison procedure. However, comparing values that are too close returns imprecise answers, so in principle we should compare all $\binom{n}{2}$ pairs to obtain a sorting with some error guarantee. The authors show how to solve the problem using only $\mathrm{O}\left(n^{3 / 2}\right)$ comparisons.

Organization of the paper. In Section 2, we present the sorting problem with uncertainty and some basic facts, and in Section 3 we give algorithms to find an offline optimum query set and for the oblivious setting. We treat deterministic adaptive algorithms in Section 4. In Section 5, we show how to improve the adaptive result for uniform query costs by using a randomized algorithm, or by assuming some structure in the dependency graph. We investigate the advice complexity for adaptive algorithms in Section 6, and finally, in Section 7, we discuss possible future research directions.

## 2 Sorting with Uncertainty

In the sorting problem with uncertainty, there are $n$ numbers $v_{1}, \ldots, v_{n} \in \mathbb{R}$ whose exact value is unknown. We are given $n$ uncertainty intervals $I_{1}, \ldots, I_{n}$ with $v_{i} \in I_{i}=\left[\ell_{i}, r_{i}\right]$, a cost $w_{i} \in \mathbb{R}_{+}$for querying interval $I_{i}$, and an error threshold $\delta \geq 0$. After querying $I_{i}$, we obtain the exact value of $v_{i}$; we can also say that we replace $I_{i}$ with interval $I_{i}^{\prime}=\left[v_{i}, v_{i}\right]$. The goal is to obtain a permutation $\pi:[n] \rightarrow[n]$ such that $v_{i} \leq v_{j}+\delta$ if $\pi(i)<\pi(j)$ by performing a minimum-cost set of queries.

We begin by defining the following dependency relation between intervals, which is essential to solve the problem.

- Definition 2.1. Two intervals $I_{i}$ and $I_{j}$ such that $r_{i}-\ell_{j}>\delta$ and $r_{j}-\ell_{i}>\delta$ are dependent. Two intervals that are not dependent are independent.
- Lemma 2.2. The relative order between two intervals can be decided without querying either of them if and only if they are independent.

Proof. Let $I_{i}$ and $I_{j}$ be such that $r_{i}-\ell_{j} \leq \delta$. Since $v_{i} \leq r_{i}$ and $v_{j} \geq \ell_{j}$, we have that $v_{i} \leq v_{j}+\delta$ and we can set $\pi(i)<\pi(j)$ without querying both $I_{i}$ and $I_{j}$.

Conversely, let $I_{j}$ and $I_{j}$ be two dependent intervals. We cannot set $\pi(i)<\pi(j)$, because it may be the case that $v_{i}=r_{i}$ and $v_{j}=\ell_{j}$, thus $r_{i}-\ell_{j}>\delta$ implies that $v_{i}>v_{j}+\delta$. By a symmetric argument, we cannot set $\pi(j)<\pi(i)$, so we cannot decide the relative order between the intervals.

The graphs defined by this dependency relation are exactly the co-threshold tolerance (co-TT) graphs [23]. $G=(V, E)$ is a threshold tolerance graph if there are functions $w: V \rightarrow \mathbb{R}$ and $t: V \rightarrow \mathbb{R}$ such that $u v \in E$ if and only if $w(u)+w(v) \geq \min (t(u), t(v))$. A co-TT graph is the complement of any threshold tolerance graph, or equivalently, $G=(V, E)$ is a co-TT graph if and only if there are functions $a: V \rightarrow \mathbb{R}$ and $b: V \rightarrow \mathbb{R}$ such that $u v \in E$ if and only if $a(u)<b(v)$ and $a(v)<b(u)$ [23]. The proof of Theorem 2.3 is omitted.

- Theorem 2.3. The graphs defined by the dependency relation in Definition 2.1 are exactly the co-TT graphs.

The following result will be useful.

- Lemma 2.4 ([23]). Every co-TT graph is chordal.

When $\delta>0$, it is useful to distinguish intervals of width smaller than $\delta$, which we call trivial intervals. It is easy to check that two trivial intervals cannot be dependent, so when a trivial and a non-trivial interval are dependent, it is enough to query the non-trivial interval in order to decide their relative order. This does not mean, however, that trivial intervals should never be queried, and in particular adaptive algorithms may decide to do that.

It is also clear that the dependency graph is an interval graph when $\delta=0$. This is also true when $\delta>0$ and there are no trivial intervals, in which case we can simply replace each interval $I_{i}=\left[\ell_{i}, r_{i}\right]$ with $I_{i}^{(\delta)}=\left[\ell_{i}^{(\delta)}, r_{i}^{(\delta)}\right]:=\left[\ell_{i}+\delta / 2, r_{i}-\delta / 2\right] \neq \emptyset$, and it is easy to check that $I_{i}$ and $I_{j}$ are dependent with error threshold $\delta$ if and only if $I_{i}^{(\delta)}$ and $I_{j}^{(\delta)}$ are dependent with error threshold 0 . Note however that we cannot use this reduction to solve the sorting problem, since the precise values could fall outside of the given interval.

## 3 Warm-Up: Offline and Oblivious Algorithms

The first result we present concerns finding the optimum query set for a given set of intervals, assuming we know the actual values in each interval. I.e., given the intervals $I_{1}, \ldots, I_{n}$ and the actual values $v_{1}, \ldots, v_{n}$, find a minimum-cost set $Q$ of intervals to query, such that $Q$ is sufficient to prove an ordering for $I_{1}, \ldots, I_{n}$ without the knowledge of $v_{1}, \ldots, v_{n}$. Solving this problem is useful, for example, to perform experimental evaluation of algorithms, since we are actually finding the offline optimum solution for the online (either oblivious or adaptive) problem. The ideas we present here will also be useful when solving the online problem.

We show that the problem can be solved optimally in polynomial time. The key observations behind the algorithm are the following. In order to simplify notation, we write $I_{i} \supset I_{j}$ for intervals $I_{i}$ and $I_{j}$ if $\ell_{i}<\ell_{j}$ and $r_{j}<r_{i}$.

- Proposition 3.1. Let $I_{i}$ and $I_{j}$ be intervals with actual values $v_{i}$ and $v_{j}$. If $I_{j} \supset\left[v_{i}-\delta, v_{i}+\delta\right]$, then $I_{j}$ is queried by every optimum solution.

Proof. Even if we have queried $I_{i}$, we have to query $I_{j}$ because we may have $v_{j} \in\left[\ell_{j}, v_{i}-\delta\right)$ or $v_{j} \in\left(v_{i}+\delta, r_{j}\right]$.

- Proposition 3.2. Let $I_{i}$ and $I_{j}$ be two dependent intervals, $v_{i}$ the actual value in $I_{i}$ and $v_{j}$ the actual value in $I_{j}$. If $I_{i} \not \supset\left[v_{j}-\delta, v_{j}+\delta\right]$ and $I_{j} \not \supset\left[v_{i}-\delta, v_{i}+\delta\right]$, then it is enough to query either $I_{i}$ or $I_{j}$ to decide their relative order.

Proof. If we query $I_{i}$, then $v_{i} \notin\left[\ell_{j}+\delta, r_{j}-\delta\right]$, so we can pick a reasonable order between $I_{i}$ and $I_{j}$. The argument is symmetrical if we query $I_{j}$.

The algorithm begins with a query set $Q$ containing all intervals that satisfy the condition in Proposition 3.1. Due to Proposition 3.2, it is enough to complement $Q$ with a minimumcost vertex cover in the dependency graph defined by the remaining intervals, which can be found in polynomial time for chordal graphs [16].

- Theorem 3.3. The problem of finding an optimum query set for the sorting problem with uncertainty can be solved optimally in polynomial time.

Now we consider oblivious algorithms. In this case, all non-trivial intervals with some dependence must be queried, and clearly this is the best possible strategy. In the following theorem, we show that this implies a tight bound of $n$ on the query-competitive ratio for the case with uniform costs, and that in the general case the query-competitive ratio is unbounded.

- Theorem 3.4. If query costs are uniform, any oblivious algorithm for sorting with uncertainty has query-competitive ratio exactly $n$. For arbitrary costs, the query-competitive ratio is unbounded.

Proof. For the upper bound with uniform costs, a naïve algorithm that queries all intervals and then sorts the numbers suffices.

For both lower bounds, we have $n-1$ independent intervals with length greater than $2 \delta$, plus an interval $I_{n}$ which contains all the other ones. Both an algorithm and the optimum solution must query $I_{n}$ in order to decide where $v_{n}$ fits in the order. If the algorithm does not query some $I_{i}$ with $i<n$, then the adversary can set $v_{n} \in\left(\ell_{i}+\delta, r_{i}-\delta\right) \neq \emptyset$ and the algorithm cannot decide the order. Thus, without the knowledge of $v_{n}$, the algorithm must query all $I_{i}$ with $i<n$. However, it may be the case that $v_{n} \notin I_{i}$ for all $i<n$, and querying $I_{n}$ suffices to decide the order. This gives a lower bound of $n$ on the query-competitive ratio for uniform query costs. For the general case, $w_{n}$ can be arbitrarily small and the query-competitive ratio is unbounded.

## 4 Deterministic Adaptive Algorithms

Now let us consider deterministic adaptive algorithms. We begin with a lower bound.

- Lemma 4.1. Any deterministic adaptive algorithm for the sorting problem with uncertainty has query-competitive ratio at least 2 , even if query costs are uniform and the dependency graph has large components.

Proof. Consider intervals $I_{1}$ and $I_{2}$ with uniform query cost, $\ell_{1}<\ell_{2}<r_{1}<r_{2}$ and $r_{1}-\ell_{2}>2 \delta$. If the algorithm queries $I_{1}$, then the adversary chooses $v_{1} \in\left(\ell_{2}+\delta, r_{1}-\delta\right)$. The algorithm must also query $I_{2}$ to decide the order, but then the adversary can choose $v_{2} \in\left[r_{1}-\delta, r_{2}\right]$ and one query would be sufficient. The argument is symmetrical if the algorithm queries $I_{2}$ first, with $v_{2} \in\left(\ell_{2}+\delta, r_{1}-\delta\right)$ and $v_{1} \in\left[\ell_{1}, \ell_{2}+\delta\right]$. To obtain a large component, make several independent copies of this structure and connected them by a large interval containing all the others.

First we give a simple deterministic 2-query-competitive adaptive algorithm for the case with uniform query costs. It is inspired by the algorithm of Erlebach et al. [12] for the minimum spanning tree problem with uncertainty, and it relies on the following concepts, which were introduced in [7]. Let $\mathcal{I}=\left\{I_{1}, \ldots, I_{n}\right\}$ be a set of intervals for the sorting problem with uncertainty. We say that a set $W \subseteq \mathcal{I}$ of intervals is a witness set if at least one of the intervals in $W$ must be queried to decide the order of $\mathcal{I}$, even if all intervals except those in $W$ are queried. Due to Lemma 2.2, any pair of dependent intervals constitute a witness set. A set of intervals $\mathcal{I}^{\prime}=\left\{I_{1}^{\prime}, \ldots, I_{n}^{\prime}\right\}$ is a refinement of $\mathcal{I}$ if $\mathcal{I}^{\prime}$ is obtained from $\mathcal{I}$ by performing a sequence of queries. Proposition 4.2 follows simply from $\mathcal{I}^{\prime}$ having more information than $\mathcal{I}$.

- Proposition 4.2. Let $\mathcal{I}^{\prime}$ be a refinement of $\mathcal{I}$. If some set of intervals $W \subseteq \mathcal{I}^{\prime} \cap \mathcal{I}$ is a witness set for $\mathcal{I}^{\prime}$, then it is a witness set for $\mathcal{I}$.

The algorithm, then, consists in the following. While there is some pair of dependent intervals, we query all intervals in this pair that have not been queried yet. When an interval $I_{i}$ is queried, it is replaced by $\left[v_{i}, v_{i}\right]$. (Note that, even after querying $I_{i}$, it may still be dependent to a non-trivial interval.) Finally, intervals are sorted by breaking ties arbitrarily. ${ }^{4}$

For a better understanding of the algorithm, consider the examples in Figure 1, assuming $\delta=0$. In Figure 1a, the optimum solution must query $I_{1}$ and $I_{3}$, since $v_{1} \in I_{3}$ and $v_{3} \in I_{1}$, and this is enough because $I_{2}$ will be independent after querying $I_{1}$. If the algorithm first queries $I_{1}$ and $I_{2}$, it must also query $I_{3}$. In Figure 1b it is enough to query $I_{1}$, but the algorithm will query a dependent pair, say, $I_{1}$ and $I_{2}$. Either way, the algorithm does not spend more than twice the optimum number of queries.


Figure 1 Example instances of the problem.

- Theorem 4.3. The simple adaptive algorithm for sorting with uncertainty is 2-querycompetitive for uniform query costs.

Proof. Note that the optimum solution must query at least one interval in each witness set. For every pair $\left\{I_{i}, I_{j}\right\}$ of dependent intervals selected by the algorithm, we have that:

[^8](1) if both $I_{i}$ and $I_{j}$ have not been queried yet, the algorithm queries the witness set $\left\{I_{i}, I_{j}\right\}$; (2) if $I_{i}$ has already been queried then, by Proposition 3.1, $\left\{I_{j}\right\}$ is a witness set, which is queried by the algorithm. We can conclude that the algorithm only queries disjoint witness sets of size at most 2, and thus it queries at most twice the minimum number of intervals.

For arbitrary query costs, the problem also admits a 2-query-competitive deterministic adaptive algorithm, although not as simple. The algorithm first queries a minimum-cost vertex cover $S_{1}$ on the dependency graph. Then, it queries all non-trivial intervals that are still dependent after querying $S_{1}$, which we denote by the set $S_{2}$.

- Theorem 4.4. The adaptive algorithm for sorting with uncertainty with arbitrary query costs is 2-query-competitive.

Proof. Let $Q$ be an optimum query set. The set of intervals not contained in $Q$ must be independent. By the duality between independent sets and vertex covers, $Q$ must be a vertex cover. Thus $w\left(S_{1}\right) \leq w(Q)$, since $S_{1}$ has minimum cost. Furthermore, note that every interval in $S_{2}$ is a singleton witness set, since $S_{2}$ is a set of independent intervals. Thus $w\left(S_{2}\right) \leq w(Q)$ as well, and $w\left(S_{1} \cup S_{2}\right) \leq 2 \cdot w(Q)$.

## 5 Improved Adaptive Algorithms for Uniform Query Costs

We now explore refined analysis of query-competitive sorting. We present a unified strategy that yields different improvements to Theorem 4.3, depending on what assumptions we make.

The core observation is that the bad 2-interval instance in the proof of Lemma 4.1 is the only structure that prevents an algorithm from performing better than twice the optimum. The first strategy that comes to mind, then, is to use randomization: a simple randomized strategy attains query-competitive factor $3 / 2$ on the instance of Lemma 4.1. Before extending the algorithm to arbitrary instances, we give a lower bound for any randomized algorithm.

- Lemma 5.1. Any randomized adaptive algorithm has query-competitive ratio at least $3 / 2$ against an adversary that is oblivious to the randomized tosses, even for uniform query costs.

Proof. Use the same bad instance as Lemma 4.1, set probability $1 / 2$ for each of the two possible inputs and apply Yao's minimax principle.

The algorithm is based on the following property of the dependency graph, whose proof we omit.

- Lemma 5.2. If $I_{x}$ is an interval with minimum $r_{x}$, then the vertex $x$ is simplicial, i.e., its neighborhood is a clique.

The algorithm begins by querying intervals that are singleton witness sets according to a generalization of the condition in Proposition 3.1. Then, if a component of the remaining dependency graph is an edge, the randomized strategy is applied. Else, the algorithm considers a non-queried vertex $x$ with minimum $r_{x}$, a neighbor $y$ of $x$ with minimum $r_{y}$, and another neighbor $z$ of $x$ (or of $y$ if $y$ is the only neighbor of $x$ ) with minimum $r_{z}$. The algorithm first queries $I_{y}$. If $x$ and $y$ are still adjacent, or if $x$ and $z$ are adjacent, then we query both $I_{x}$ and $I_{z}$. We repeat this strategy until the dependency graph has no edges.

A pseudocode is presented in Algorithm 1; we parameterize the probability $p$ in the randomized strategy since the algorithm will be reused afterwards. We also maintain a set $\mathcal{V}$ of the values resulting of queried intervals.

Algorithm 1 Improved adaptive algorithm for the sorting problem with queries.

```
Input: \(\left(I_{1}, \ldots, I_{n}, p\right)\)
    \(\mathcal{V} \leftarrow \emptyset\);
    while there are \(i, j\) with \(I_{i} \supset\left[\ell_{j}-\delta, r_{j}+\delta\right]\) or \(I_{i} \supset\left[v_{j}-\delta, v_{j}+\delta\right]\) with \(v_{j} \in \mathcal{V}\) do
        query \(I_{i}\), add \(v_{i}\) to \(\mathcal{V}\);
    while there is some dependency do
        if some component is an edge ij then
            pick \(i\) with probability \(p\) (and \(j\) with probability \(1-p\) ); assume \(i\) is picked;
            query \(I_{i}\), add \(v_{i}\) to \(\mathcal{V}\);
            if \(I_{j} \supset\left[v_{i}-\delta, v_{i}+\delta\right]\) then
            query \(I_{j}\), add \(v_{j}\) to \(\mathcal{V}\);
        else
            let \(I_{x}\) non-queried with \(\min r_{x}\), and \(y\) be a neighbor of \(x\) with \(\min r_{y}\);
            let \(z\) be another neighbor of \(x\) (or of \(y\) if \(x\) is a leaf), with \(\min r_{z}\);
            query \(I_{y}\), add \(v_{y}\) to \(\mathcal{V}\);
            if \(I_{x} \supset\left[v_{y}-\delta, v_{y}+\delta\right]\) or \(I_{x}, I_{z}\) are dependent then
            query \(I_{x}\), add \(v_{x}\) to \(\mathcal{V}\);
            query \(I_{z}\), add \(v_{z}\) to \(\mathcal{V}\);
        while there is \(I_{i} \supset\left[v_{j}-\delta, v_{j}+\delta\right]\) for some \(v_{j} \in \mathcal{V}\) do
            query \(I_{i}\), add \(v_{i}\) to \(\mathcal{V}\);
```

Theorem 5.3. Algorithm 1 has expected query-competitive ratio $3 / 2$ if $p=1 / 2$.
Proof. We form a partition $V_{1}, \ldots, V_{m}$ of the set of input intervals with the following property. Let $a\left(V_{i}\right)$ be the number of intervals in $V_{i}$ that are queried by the algorithm, and let $q\left(V_{i}\right):=\left|Q \cap V_{i}\right|$, where $Q$ is an optimum query set. We show that $\mathbb{E}\left[a\left(V_{i}\right) / q\left(V_{i}\right)\right] \leq 3 / 2$ for every $i$, from which the theorem follows.

If the algorithm queries an interval $I_{i}$ in Line 3 or Line 18 , then $\left\{I_{i}\right\}$ is the next set in the partition. Due to Proposition 3.1, it is a singleton witness set, so $a\left(\left\{I_{i}\right\}\right) / q\left(\left\{I_{i}\right\}\right)=1$.

If the algorithm runs Lines 6-9 for edge $i j$, then $W=\left\{I_{i}, I_{j}\right\}$ is the next set in the partition. We consider the following cases.

1. If $I_{i} \supset\left[v_{j}-\delta, v_{j}+\delta\right]$ and $I_{j} \supset\left[v_{i}-\delta, v_{i}+\delta\right]$, then $q(W)=2$ and $a(W)=2$.
2. Otherwise, $q(W) \geq 1$ because this is a witness pair.
a. If $I_{i} \supset\left[v_{j}-\delta, v_{j}+\delta\right]$ but $I_{j} \not \supset\left[v_{i}-\delta, v_{i}+\delta\right]$, then with probability $1 / 2$ the algorithm queries $I_{i}$ and this is enough, and with probability $1 / 2$ it queries both, so $\mathbb{E}[a(W)]=3 / 2$; the same holds for the symmetrical case.
b. If $I_{i} \not \supset\left[v_{j}-\delta, v_{j}+\delta\right]$ and $I_{j} \not \supset\left[v_{i}-\delta, v_{i}+\delta\right]$, then Line 9 is not executed and $a(W)=1$.

If the algorithm runs Lines $11-16$ for $x, y$ and $z$, then we have two cases.

1. If $x$ and $z$ are not neighbors, and $x$ and $y$ are not neighbors after Line 13 , then $W=\left\{I_{x}, I_{y}\right\}$ is the next set in the partition. Since it is a witness set, $q(W) \geq 1$. But the algorithm will not query $I_{x}$ because $y$ is the only neighbor of $x$, so $a(W)=1$.
2. Otherwise, $W=\left\{I_{x}, I_{y}, I_{z}\right\}$ is the next set in the partition. We have two subcases.
a. If $x$ and $z$ are neighbors, then $x y z$ is a clique by Lemma 5.2 . So $q(W) \geq 2$, since otherwise a pair is unsolved.
b. Otherwise, $I_{x} \supset\left[v_{y}-\delta, v_{y}+\delta\right]$ and $\left\{I_{x}\right\}$ is a singleton witness set. Since $x$ and $z$ are not neighbors, then $y$ and $z$ are neighbors and, by Lemma $2.2,\left\{I_{y}, I_{z}\right\}$ is a witness set. Either way, $q(W) \geq 2$ and $a(W)=3$.

We conclude that the expected query-competitive ratio is $3 / 2$.

Our second strategy to obtain an improvement on Theorem 4.3 is, instead of using randomization, to assume that the graph does not have 2 -components, i.e., components consisting of a single edge. This is not enough, however, since in Lemma 4.1 we have shown that we can have a large component. So our hypothesis is that $\delta=0$ and, after executing the loop of Lines $2-3$, the remaining dependency graph, which becomes a proper interval graph, has no 2 -components. (Note that Theorem 5.3 is still true if we remove Lines $2-3$ of the algorithm.) Let us prove a lower bound for this case.

- Lemma 5.4. Any deterministic adaptive algorithm has query-competitive ratio at least 5/3, even if $\delta=0$ and the dependency graph is a proper interval graph with no 2-components.

Proof. Consider five proper intervals $I_{a}, I_{b}, I_{c}, I_{d}, I_{e}$ with $\ell_{a}<\ell_{b}<\ell_{c}<\ell_{d}<\ell_{e}$. The dependencies are defined by two triangles, $a b c$ and $c d e$.

If the algorithm first queries $I_{c}$, then we set $v_{c} \in I_{c} \backslash\left(I_{a} \cup I_{b} \cup I_{d} \cup I_{e}\right)$, and we can make $a b$ and de behave as the bad instance of Lemma 4.1.

If the algorithm first queries $I_{a}$, then we set $v_{a} \in I_{b} \cap I_{c}$, so the algorithm will be forced to query $I_{b}$ and $I_{c}$, and we set $v_{b}, v_{c} \in\left(I_{b} \cup I_{c}\right) \backslash\left(I_{a} \cup I_{d} \cup I_{e}\right)$, so the optimum can avoid $I_{a}$. Then we can make de behave as the bad instance of Lemma 4.1. The argument is symmetric if the algorithm first queries $I_{e}$.

If the algorithm first queries $I_{b}$, then we set $v_{b} \in I_{a} \cap I_{c}$, so the algorithm will be forced to query $I_{a}$ and $I_{c}$, and we set $v_{a}, v_{c} \in\left(I_{a} \cup I_{c}\right) \backslash\left(I_{b} \cup I_{d} \cup I_{e}\right)$, so the optimum can avoid $I_{b}$. Then we can make de behave as the bad instance of Lemma 4.1. The argument is symmetric if the algorithm first queries $I_{d}$.

- Theorem 5.5. Algorithm 1 (with $p=0$ or 1 ) is 5/3-query-competitive if $\delta=0$ and the dependency graph has no 2-components after finishing the loop of Lines 2-3.

Proof. The analysis is similar to that of Theorem 5.3. We will give a partition $V_{1}, \ldots, V_{m}$ of the set of intervals with the following property. Let $a\left(V_{i}\right)$ be the number of intervals in $V_{i}$ that are queried by the algorithm, and let $q\left(V_{i}\right):=\left|Q \cap V_{i}\right|$, where $Q$ is an optimum query set. We will have that $a\left(V_{i}\right) / q\left(V_{i}\right) \leq 5 / 3$ for every $i$, and then the theorem follows. The analysis for the cases of Lines 3, 11-16 and 18 are identical.

If the algorithm runs Lines 6-9 for edge $i j$, then let $C$ be the component containing $i j$ in the dependency graph after finishing the loop of Lines $2-3$. We claim that $i$ and $j$ are the only vertices of $C$ queried in Lines 6-9: Lines 11-16 force that intervals are queried from left to right; thus, since the dependency graph at this point is a proper interval graph, if an interval $i^{\prime}$ is queried in Line 18, then after that no interval $j^{\prime}$ with $r_{j^{\prime}}<r_{i^{\prime}}$ will have some dependency. Pick an arbitrary set $W^{\prime}$ of the partition consisting of vertices of $C$. We merge $\left\{I_{i}, I_{j}\right\}$ and $W^{\prime}$ into a single set $W$ of the partition, and from the previous cases we have that $a(W) / q(W) \leq 5 / 3$.

This proof indicates that the analysis can be improved if we require the graph to have large components after finishing the loop of Lines 2-3.

- Theorem 5.6. Algorithm 1 (with $p=0$ or 1 ) has query-competitive factor $3 / 2+\mathrm{O}(1 / k)$ if $\delta=0$ and each component of the dependency graph has size at least $k$ after finishing the loop of Lines 2-3.

Proof. We only have to reconsider the case of Lines 6-9 in the proof of Theorem 5.5. If the algorithm runs Lines 6-9 for edge $i j$, then let $C$ be the component containing $i j$ in the dependency graph after finishing the loop of Lines $2-3$. We merge $\left\{I_{i}, I_{j}\right\}$ and all partition
sets containing vertices of $C$ into a single set $W$ of the partition. Since $i$ and $j$ are the only vertices of $C$ queried in Lines 6-9 and $C$ has size at least $k$, from the other cases we have that $a(W) / q(W) \leq 3 / 2+\mathrm{O}(1 / k)$.

The analysis is tight since we can have a chain of $k$ triangles plus 1 edge, such that we can force the algorithm to query all intervals, while the optimum can avoid one interval in each triangle and one interval in the extra edge. For large components, we still have a lower bound of $7 / 5$ for any deterministic algorithm.

- Lemma 5.7. Any deterministic adaptive algorithm has query-competitive ratio at least 7/5, even if $\delta=0$ and the dependency graph is a proper interval graph with large components.

Proof. (Lemma 5.7.) Consider the graph of Figure 2, which has $7 k+2$ vertices. For $i=0, \ldots, k-1$, vertices $7 i+3, \ldots, 7 i+7$ consist in a copy of the instance of Lemma 5.4. For $i=0, \ldots, k$, vertices $x_{i}=7 i+1$ and $y_{i}=7 i+2$ are dependent, $x_{i}$ is dependent to $7(i-1)+7$ if $i>0$, and $y_{i}$ is dependent to $7 i+3$ if $i<k$. We set $v_{x_{i}}, v_{y_{i}} \in I_{x_{i}} \cap I_{y_{i}}$, so both the algorithm and the optimum must query $I_{x_{i}}$ and $I_{y_{i}}$, but querying them gives us no information about the remaining vertices. From Lemma 5.4, we can force any deterministic algorithm to query all vertices in the graph, while the optimum solution can query only 3 vertices of $7 i+3, \ldots, 7 i+7$.


Figure 2 Instance which attains the lower bound for proper interval graphs with large components.
It remains an open question to close the gap between the lower bound of $7 / 5$ and the upper bound of $3 / 2+\mathrm{O}(1 / k)$. Finally, we note that the problem can be solved exactly for laminar families of intervals, since all queries will happen at Line 3 of the algorithm.

- Theorem 5.8. Algorithm 1 obtains an optimum solution if $\delta=0$ and the intervals constitute a laminar family.


## 6 Advice Complexity for Adaptive Algorithms

In this section we investigate the advice complexity of solving the adaptive version of the problem. We assume arbitrary query costs, and for consistency that the oracle answers questions regarding a fixed optimum solution for the given instance.

First, we deal with the case when $\delta=0$. Let $n$ be the number of given intervals. We claim that $\lfloor n / 2\rfloor$ bits of advice are sufficient to solve the problem exactly, and that there are instances for which $\lfloor n / 2\rfloor$ bits are necessary.

- Lemma 6.1. The advice complexity of the adaptive sorting problem with uncertainty is at least $\lfloor n / 2\rfloor$, where $n$ is the number of intervals, even if $\delta=0$.

Proof. Assume $n$ even and consider $n / 2$ independent copies of the bad instance of Lemma 4.1. At least 1 bit of advice is necessary to decide the relative order between each pair.

For an adaptive algorithm with a matching upper bound, we note that, if $\delta=0$, then any triangle $i j k$ contains a vertex $j$ such that $I_{j} \subseteq I_{i} \cup I_{k}$ (just take $i$ with minimum $\ell_{i}$ and $k$ with maximum $r_{k}$ ). Thus, we can ask the oracle whether the optimum solution queries $I_{j}$; if not, then we must query all neighbors of $j$; otherwise, we query $I_{j}$, and since $I_{j} \subseteq I_{i} \cup I_{k}$,
we will know at least one of $I_{i}$ and $I_{k}$ that also must be queried. If the dependency graph contains no triangles, then it is a forest, because any cycle in a chordal graph must contain a triangle. Therefore, we can pick a leaf $i$ and ask the oracle whether the optimum solution queries its neighbor $j$; if not, then we query all neighbors of $j$; otherwise, we query $I_{j}$ and we will know if $I_{i}$ must or not be queried. Since we decide at least two intervals with one bit of advice, then $\lfloor n / 2\rfloor$ bits are sufficient. We present a pseudocode in Algorithm 2.

Algorithm 2 An adaptive algorithm that finds an optimum solution with $\lfloor n / 2\rfloor$ bits of advice when $\delta=0$.
Input: $\left(I_{1}, \ldots, I_{n}\right)$
$\mathcal{V} \leftarrow \emptyset ;$
while there is some dependency do
if there is a triangle $K$ then
let $i \in K$ with minimum $\ell_{i}, k \in K$ with maximum $r_{k}$, and $j \in K \backslash\{i, k\}$; else let $i$ be a leaf, and $j$ be the neighbor of $i$; ask the oracle whether the optimum solution queries $j$; if yes then query $I_{j}$, add $v_{j}$ to $\mathcal{V}$; else foreach neighbor $z$ of $j$ do
query $I_{z}$, add $v_{z}$ to $\mathcal{V}$; while there is $I_{i} \supset\left[v_{j}-\delta, v_{j}+\delta\right]$ for some $v_{j} \in \mathcal{V}$ do
query $I_{i}$, add $v_{i}$ to $\mathcal{V}$;

- Theorem 6.2. The advice complexity of the adaptive sorting problem with uncertainty is $\lfloor n / 2\rfloor$ when $\delta=0$, where $n$ is the number of intervals.

Now we consider the case when $\delta>0$. Here, we can improve the lower bound to $\lceil n / 3 \cdot \lg 3\rceil$ and still have an algorithm with matching upper bound. Both are based on the fact that to encode $k$ distinct values amortized $\lg k$ bits are sufficient and necessary [27].

- Lemma 6.3. The advice complexity of the adaptive sorting problem with uncertainty is at least $\lceil n / 3 \cdot \lg 3\rceil$, where $n$ is the number of intervals.

Proof. Assume $n$ multiple of 3 and consider $n / 3$ independent triangles; it suffices to bound the number of bits of advice necessary to solve each triangle. Suppose by contradiction that there is an algorithm that solves any triangle with one bit of advice, and consider the following instances $\mathcal{I}_{1}, \mathcal{I}_{2}, \mathcal{I}_{3}$. In each $\mathcal{I}_{i}$, the $k$-th triangle has intervals $I_{1}, I_{2}, I_{3}$ such that $\ell_{1}<\ell_{2}<\ell_{3}-\delta, r_{1}+\delta<r_{2}<r_{3}, \ell_{2} \leq \ell_{1}+\delta, r_{2} \geq r_{3}-\delta$ and $r_{1}-\ell_{3}>2 \delta$. We have $v_{j}=r_{j}$ for all $j$ in $\mathcal{I}_{1}$; in $\mathcal{I}_{2}, v_{1}=\ell_{1}, v_{2} \in\left(\ell_{3}+\delta, r_{1}-\delta\right), v_{3}=r_{3}$; and $v_{j}=\ell_{j}$ for all $j$ in $\mathcal{I}_{3}$. The only optimum solution for $\mathcal{I}_{1}, \mathcal{I}_{2}, \mathcal{I}_{3}$ is not to query $I_{1}, I_{2}, I_{3}$, respectively. (See Figure 3.)


Figure 3 Instances for the lower bound on advice complexity when $\delta>0$.
By the pigeonhole principle, the algorithm must have the same advice for at least two of those inputs. So, it suffices to prove that any deterministic algorithm fails in one instance of any subset with at least two of those instances. Since the intervals are structurally identical, any algorithm for a triangle performs no better than an algorithm in the following form, for
fixed $x, y \in\{1,2,3\}, x \neq y$ : query $I_{x}$, and if no helpful information is given, query $I_{y}$. The instances are constructed in such a way that, for instance $\mathcal{I}_{i}$, the algorithm does not get any helpful information by querying $I_{x}$ with $i \neq x$, so it fails on instances $\mathcal{I}_{x}$ and $\mathcal{I}_{y}$. Since one bit is not sufficient, at least three different values must be encoded in the advice for each triangle, so $\lceil n / 3 \cdot \lg 3\rceil$ bits are necessary for the whole instance.

The algorithm that attains the upper bound relies on Lemma 5.2. It considers the clique $K$ consisting of vertex $x$ with minimum $r_{x}$ and its neighborhood. Then it asks the oracle for the index of a vertex $y$ in $K$ that is not queried in the optimum solution or, if there is no such vertex in $K$, then the oracle must return $y=x$. Either way, the algorithm queries all intervals in $K \backslash\{y\}$, and if $y=x$ then the algorithm will know if $y$ must also be queried after querying everyone else. So it uses $\lg |K|$ bits of advice to decide at least $|K|$ intervals, and the bound follows since $\lg k / k$ has its maximum at $k=3$ when $k$ is integer. A pseudocode is presented in Algorithm 3.

Algorithm 3 An adaptive algorithm that finds an optimum solution with $\lceil n / 3 \cdot \lg 3\rceil$
bits of advice.

```
Input: \(\left(I_{1}, \ldots, I_{n}\right)\)
\(\mathcal{V} \leftarrow \emptyset ;\)
while there is some dependency do
    let \(x\) with minimum \(r_{x}\), and \(K\) be the clique consisting of \(x\) and its neighborhood;
    ask the oracle for a vertex \(y \in K\) not queried in the optimum solution, or \(y=x\) if
        there is no such vertex;
        foreach \(z \in K \backslash\{y\}\) do
            query \(I_{z}\), add \(v_{z}\) to \(\mathcal{V}\);
        while there is \(I_{i} \supset\left[v_{j}-\delta, v_{j}+\delta\right]\) for some \(v_{j} \in \mathcal{V}\) do
            query \(I_{i}\), add \(v_{i}\) to \(\mathcal{V}\);
```

- Theorem 6.4. The advice complexity of the adaptive sorting problem with uncertainty is $\lceil n / 3 \cdot \lg 3\rceil$, where $n$ is the number of intervals.


## 7 Future Work Directions

One interesting question is how the sorting problem can take advantage of queries with different levels of precision, as in [21]. A variety of other classical optimization problems could also be studied in similar uncertainty variants with queries.
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#### Abstract

We study online competitive algorithms for the line chasing problem in Euclidean spaces $\mathbb{R}^{d}$, where the input consists of an initial point $P_{0}$ and a sequence of lines $X_{1}, X_{2}, \ldots, X_{m}$, revealed one at a time. At each step $t$, when the line $X_{t}$ is revealed, the algorithm must determine a point $P_{t} \in X_{t}$. An online algorithm is called $c$-competitive if for any input sequence the path $P_{0}, P_{1}, \ldots, P_{m}$ it computes has length at most $c$ times the optimum path. The line chasing problem is a variant of a more general convex body chasing problem, where the sets $X_{t}$ are arbitrary convex sets.

To date, the best competitive ratio for the line chasing problem was 28.1, even in the plane. We improve this bound by providing a simple 3-competitive algorithm for any dimension $d$. We complement this bound by a matching lower bound for algorithms that are memoryless in the sense of our algorithm, and a lower bound of 1.5358 for arbitrary algorithms. The latter bound also improves upon the previous lower bound of $\sqrt{2} \approx 1.412$ for convex body chasing in 2 dimensions.
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## 1 Introduction

Convex body chasing is a fundamental problem in online computation. It asks for an incrementally-computed path that traverses a given sequence of convex sets provided one at a time in an online fashion and is as short as possible. Formally, the input consists of an initial point $P_{0} \in \mathbb{R}^{d}$ and a sequence $X_{1}, X_{2}, \ldots, X_{m} \subseteq \mathbb{R}^{d}$ of convex sets. The objective is to find a path $\mathbf{P}=\left(P_{0}, P_{1}, \ldots, P_{m}\right)$ with $P_{t} \in X_{t}$ for each $t=1,2, \ldots, m$ and minimum total length $\ell(\mathbf{P})=\sum_{t=1}^{m} \ell_{P_{t-1} P_{t}}$. (Throughout the paper, by $\ell(P, Q)$ or $\ell_{P Q}$ we denote the Euclidean distance between points $P$ and $Q$ in $\mathbb{R}^{d}$.) This path $\mathbf{P}$ must be computed online,
in the following sense: the sets $X_{t}$ are revealed over time, one per time step. At step $t$, when set $X_{t}$ is revealed, we need to immediately and irrevocably identify its visit point $P_{t} \in X_{t}$. Thus the choice of $P_{t}$ does not depend on the future sets $X_{t+1}, \ldots, X_{m}$.

As can be easily seen, in this online scenario computing an optimal solution is not possible, and thus all we can hope for is to find a path whose length only approximates the optimum value. A widely accepted measure for the quality of this approximation is the competitive ratio. For a constant $c \geq 1$, we will say that an online algorithm $\mathcal{A}$ is c-competitive if it computes a path whose length is at most $c$ times the optimum solution (computed offline). This constant $c$ is called the competitive ratio of $\mathcal{A}$. Our objective is then to design an online algorithm whose competitive ratio is as close to 1 as possible.

The convex body chasing problem was originally introduced in 1993 by Friedman and Linial [11], who gave a constant-competitive algorithm for chasing convex bodies in $\mathbb{R}^{2}$ (the plane) and conjectured that it is possible to achieve constant competitiveness in any $d$-dimensional space $\mathbb{R}^{d}$. As shown in [11], this constant would have to depend on $d$; in fact it needs to be at least $\sqrt{d}$.

The Friedman-Linial conjecture has remained open for over two decades. In the last several years this topic has experienced a sudden increase in research activity, partly motivated by connections to machine learning (see [3, 7]), resulting in rapid progress. In 2016, Antoniadis et al. [1] gave a $2^{O(d)}$-competitive algorithm for chasing affine spaces of any dimension. In 2018, Bansal et al. [3] gave an algorithm with competitive ratio $2^{O(d \log d)}$ for nested families of convex sets, where the input set sequence satisfies $X_{1} \supseteq X_{2} \supseteq \ldots \supseteq X_{m}$. Soon later their bound was improved to $O(d \log d)$ by Argue et al. [2], and then to $O(\sqrt{d \log d})$ by Bubeck et al. [6]. Finally, Bubeck et al. [7] just recently announced a proof of the Friedman-Linial conjecture, providing an algorithm with competitive ratio $2^{O(d)}$ for arbitrary convex sets.

One other natural variant of convex body chasing that also attracted attention in the literature is line chasing, where all sets $X_{t}$ are lines. Friedman and Linial [11] gave an online algorithm for line chasing in $\mathbb{R}^{2}$ with ratio 28.53 . Their algorithm was simplified by Antoniadis et al. [1], who also slightly improved the ratio, to 28.1. Earlier, in 2014, Sitters [16] showed that a generalized work function algorithm has constant competitive ratio for line chasing, but he did not determine the value of the constant.

### 1.1 Our results

We study the line chasing problem discussed above. We give a 3-competitive algorithm for line chasing in $\mathbb{R}^{d}$, for any dimension $d \geq 2$, significantly improving the competitive ratios from [11, 1, 16]. Our algorithm is very simple and essentially memoryless, as it only needs to keep track of the last line in the request sequence. We start by providing the algorithm for line chasing in the plane, in Section 2, and later in Section 3 we extend it to an arbitrary dimension. In Section 4, we provide a matching lower bound of 3 for algorithms that are memoryless in the sense stated above and oblivious with respect to rotation, translation and uniform scaling of the metric space. We also provide a lower bound for arbitrary algorithms (see Section 5), showing that no online algorithm can achieve competitive ratio better than 1.5358. This improves the lower bound of $\sqrt{2} \approx 1.412$ for line chasing established in [11], which was previously also the best known lower bound for the more general problem of convex body chasing in the plane.


Figure 1 Algorithm Drift moves from $P$ to $P^{\prime}$.

### 1.2 Other related work

Set chasing problems are also known as Metrical Service Systems (see below) and belong to a very general class of problems for online optimization and competitive analysis called Metrical Task Systems (MTS) [5]. An instance of MTS specifies a metric space $M$, an initial point $P_{0} \in M$, and a sequence of non-negative functions $\tau_{1}, \tau_{2}, \ldots, \tau_{m}$ over $M$ called tasks. These tasks arrive online, one at a time. At each step $t$, the algorithm needs to choose a point $P_{t} \in M$ where it moves to "process" the current task $\tau_{t}$. The goal is to minimize the total cost defined by $\sum_{t=1}^{m}\left(\mu\left(P_{t-1}, P_{t}\right)+\tau_{t}\left(P_{t}\right)\right)$, where $\mu()$ is the metric in $M$. Thus in MTS, in addition to movement cost, at each step we also pay the cost of "processing" $\tau_{t}$. For any metric space $M$ with $n$ points, if we allow arbitrary non-negative task functions then a competitive ratio of $2 n-1$ can be achieved and is optimal. This general bound is not particularly useful, because in many online optimization problems that can be modeled as an MTS, the metric space $M$ has additional structure and only tasks of some special form are allowed, which makes it possible to design online algorithms with constant competitive ratios, independent of the size of $M$.

An MTS where $M=\mathbb{R}^{d}$ and all functions $\tau_{t}$ are convex is referred to as convex function chasing, and was studied in $[1,4,13]$. For the special case of convex functions on the real line, a 2 -competitive algorithm was given in [4].

An MTS where each task function $\tau_{t}$ takes value 0 on a subset $X_{t} \subseteq M$ and $\infty$ elsewhere is called a Metrical Service System (MSS) [9]. In other words, in an MSS, in each step the algorithm needs to move to a point in $X_{t}$. To achieve a competitive ratio independent of the size of $M$, it is generally required to restrict the sets $X_{t}$ to be in some subset $\mathcal{X} \subsetneq \mathcal{P}(M)$. For instance, finite competitive ratios can be achieved when $\mathcal{X}$ is the set of sets of size at most $k[10,8,15]$. If $M=\mathbb{R}^{d}$ and $\mathcal{X}$ is the set of convex subsets, this is precisely the convex body chasing problem, and if $\mathcal{X}$ is the set of lines, it is the line chasing problem. One variant of MSS that has been particularly well studied is the famous $k$-server problem (see, for example, $[14,12]$ ), in which one needs to schedule movement of $k$ servers in response to requests arriving online in a metric space, where each request must be covered by one server. (In the MSS representation of the $k$-server problem, each set $X_{t}$ consists of all $k$-tuples of points that include the request point at step $t$.)

## 2 A 3-Competitive Algorithm in the Plane

In this section, we present our online algorithm for line chasing in $\mathbb{R}^{2}$ with competitive ratio 3. The intuition is this: suppose that the last requested line is $L$ and that the algorithm moved to point $P \in L$. Let $L^{\prime}$ be the new request line, $S$ the intersection point of $L$ and $L^{\prime}$, and $r=\ell_{S P}$. A naïve greedy algorithm would move to the point $\bar{P}$ on $L^{\prime}$ nearest to $P$ (see

Figure 1) at cost $h=\ell_{P \bar{P}}$. If $h$ is small, then $r-\ell_{S \bar{P}}=o(h)$, that is the distance between the greedy algorithm's point and $S$ decreases only by a negligible amount. But the adversary can move to $S$, paying cost $r$, and then alternate requests on $L$ and $L^{\prime}$. On this sequence the overall cost of this algorithm would be $\omega(r)$, so it would not be constant-competitive. This example shows that if the angle between $L$ and $L^{\prime}$ is small then the drift distance towards $S$ needs to be roughly proportional to $h$. Our algorithm is designed so that this distance is roughly $h / \sqrt{2}$ if $h$ is small (with the coefficient chosen to optimize the competitive ratio), and that it becomes 0 when $L^{\prime}$ is perpendicular to $L$.

Algorithm 1 Algorithm Drift.
Suppose that the last request is line $L$ and that the algorithm is on point $P \in L$. Let the new request be $L^{\prime}$ and for any point $X \in L$, let $\bar{X}$ be the orthogonal projection of $X$ onto $L^{\prime}$. If $L^{\prime}$ does not intersect $L$, move to $P^{\prime}=\bar{P}$. Otherwise, let $S=L \cap L^{\prime}$ be the intersection point of $L$ and $L^{\prime}$. Let also $r=\ell_{S P}, h=\ell_{P \bar{P}}$, and $s=\ell_{S \bar{P}}$ (see Figure 1). Move to point $P^{\prime} \in L^{\prime}$ such that $\ell_{S P^{\prime}}=s-x$, where $x=\frac{1}{\sqrt{2}}(h+s-r)$.

- Theorem 1. Algorithm DRIFT is 3-competitive for the line chasing problem in $\mathbb{R}^{2}$.

Proof. We establish an upper bound on the competitive ratio via amortized analysis, based on a potential function. The (always non-negative) value of this potential function, $\Phi(P, A)$, depends on locations $P, A \in L$ of the algorithm's and the adversary's point on the current line $L$. If $L^{\prime}$ is the new request line, and $P^{\prime}, A^{\prime} \in L^{\prime}$ are the new locations of the algorithm's and adversary's points, we want this function to satisfy

$$
\begin{equation*}
\ell_{P P^{\prime}}+\Phi\left(P^{\prime}, A^{\prime}\right)-\Phi(P, A) \leq 3 \ell_{A A^{\prime}} . \tag{1}
\end{equation*}
$$

Since initially the potential is 0 and is always non-negative, adding inequality (1) for all moves will establish 3-competitiveness of Algorithm Drift.

The potential function we use in our proof is $\Phi(P, A)=\sqrt{3} \ell_{A P}$. Substituting this formula, inequality (1) reduces to

$$
\begin{equation*}
\ell_{P P^{\prime}}+\sqrt{3}\left(\ell_{A^{\prime} P^{\prime}}-\ell_{A P}\right) \leq 3 \ell_{A A^{\prime}} \tag{2}
\end{equation*}
$$

It thus remains to prove inequality (2). Let $g=\ell_{A \bar{A}}, z=\ell_{A^{\prime} \bar{A}}$, and $v=\ell_{\bar{A} \bar{P}}$.
We first discuss the trivial case of non-intersecting $L$ and $L^{\prime}$. Keeping with the general notation, here we have $x=0$ and thus $\ell_{P P^{\prime}}=h$. Moreover, $g=\ell_{A \bar{A}}=h$ as well. For fixed $z$, we have $\ell_{A A^{\prime}}=\sqrt{h^{2}+z^{2}}$, i.e., the right hand side of (2) is fixed, whereas the left hand side is maximized if $A^{\prime}$ is on the other side of $\bar{A}$ than $\bar{P}$. The left hand side is thus at most

$$
h+\sqrt{3} z \leq \sqrt{2} \sqrt{h^{2}+3 z^{2}} \leq \sqrt{2} \sqrt{3\left(h^{2}+z^{2}\right)}=\sqrt{6} \ell_{A A^{\prime}}<3 \ell_{A A^{\prime}},
$$

where the first inequality follows from the power mean inequality (for powers 1 and 2 ), proving this easy case.

The situation when $L^{\prime}$ and $L$ do intersect is illustrated in Figure 2. (The figure shows only the case when $\bar{A}$ is between $S$ and $P^{\prime}$.) Orient $L^{\prime}$ from left to right (with $\bar{P}$ being to the right of $S$ ), as shown in this figure. We want to express the distances in the above inequality in terms of $s, h, v$, and $z$ (keeping in mind that $x$ and $r$ are functions of $h$ and $s$ ):

$$
\begin{aligned}
\ell_{P P^{\prime}} & =\sqrt{x^{2}+h^{2}} \\
\ell_{A P} & =v r / s=\left(v \sqrt{s^{2}+h^{2}}\right) / s \\
\ell_{A A^{\prime}} & =\sqrt{z^{2}+g^{2}}
\end{aligned}
$$



Figure 2 Notation for the analysis of Algorithm DRIFT.

The values of $g$ and $\ell_{A^{\prime} P^{\prime}}$ depend on some cases, that we consider below.
Case 1. $\bar{A}$ is between $S$ and $P^{\prime}$, as in Figure 2. Then $g=h(s-v) / s$. Our goal is first to find $A^{\prime}$ for which the bound in (2) is tightest. For a given $z$, among the two locations of $A^{\prime}$ at distance $z$ from $\bar{A}$, the one on the left gives a larger value of the left-hand side of (2), while the right-hand side is the same for both. Thus we can assume that $A^{\prime}$ is to the left of $\bar{A}$, so $\ell_{A^{\prime} P^{\prime}}=z+v-x$. Then we can rewrite (2) as follows:

$$
\begin{equation*}
\frac{1}{\sqrt{3}} \ell_{P P^{\prime}}-\ell_{A P}+v-x \leq \sqrt{3} \sqrt{z^{2}+g^{2}}-z \tag{3}
\end{equation*}
$$

By elementary calculus, the right-hand side is minimized for $z=\frac{1}{\sqrt{2}} g$, so we can assume that $z$ has this value. Then inequality (3) reduces to

$$
\begin{equation*}
\frac{1}{\sqrt{3}} \ell_{P P^{\prime}}-\ell_{A P}+v-x \leq \sqrt{2} g \tag{4}
\end{equation*}
$$

After substituting $g=h(s-v) / s$ and $\ell_{A P}=v r / s$, inequality (4) reduces further to

$$
\begin{equation*}
s\left(\frac{1}{\sqrt{3}} \ell_{P P^{\prime}}-x-\sqrt{2} h\right) \leq v(r-s-\sqrt{2} h) . \tag{5}
\end{equation*}
$$

The expression in the parenthesis on the right-hand side of (5) is non-positive by triangle inequality, so the right-hand side is minimized when $v$ is maximized, that is $v=s$, and then it reduces to

$$
\begin{equation*}
x^{2}+h^{2} \leq 3(r-s+x)^{2} . \tag{6}
\end{equation*}
$$

Recall that $x=\frac{1}{\sqrt{2}}(h+s-r)$. Since $r-h \leq s \leq r$, we have

$$
\begin{aligned}
x^{2}+h^{2} & =\frac{1}{2}(h+s-r)^{2}+h^{2} \\
& \leq \frac{1}{2} h^{2}+h^{2} \\
& =\frac{3}{2} h^{2} \leq \frac{3}{2}[h+(\sqrt{2}-1)(r-s)]^{2}=3(r-s+x)^{2},
\end{aligned}
$$

proving (6).
Case 2. $\bar{A}$ is before $S$. In this case we have $g=h(v-s) / s$. Just as in Case 1, we can assume that $A^{\prime}$ is to the left of $\bar{A}$, so that $\ell_{A^{\prime} P^{\prime}}=z+v-x$, and (2) reduces to

$$
\begin{equation*}
\frac{1}{\sqrt{3}} \ell_{P P^{\prime}}-\ell_{A P}+v-x \leq \sqrt{2} g \tag{7}
\end{equation*}
$$

After substituting $g=h(v-s) / s$ and $\ell_{A P}=v r / s$, inequality (4) reduces further to

$$
\begin{equation*}
s\left(\frac{1}{\sqrt{3}} \ell_{P P^{\prime}}-x+\sqrt{2} h\right) \leq v(r-s+\sqrt{2} h) . \tag{8}
\end{equation*}
$$

The expression in the parenthesis on the right-hand side of (8) is non-negative, so the right-hand side is minimized when $v=s$ (because in this case $v \geq s$ ), so (8) reduces to the same inequality (6) as in Case 1 , completing the argument for Case 2.
Case 3. $\bar{A}$ is after $\bar{P}$. In this case we have $g=h(v+s) / s$. Symmetrically to Case 1 , we can now assume that $A^{\prime}$ is to the right of $\bar{A}$, so that $\ell_{A^{\prime} P^{\prime}}=z+v+x$, and that $z=\frac{1}{\sqrt{2}} g$. Then, analogously to (4), we can rewrite (2) as follows:

$$
\begin{equation*}
\frac{1}{\sqrt{3}} \ell_{P P^{\prime}}-\ell_{A P}+v+x \leq \sqrt{2} g \tag{9}
\end{equation*}
$$

After substituting $g=h(v+s) / s$ and $\ell_{A P}=v r / s$, inequality (9) reduces further to

$$
\begin{equation*}
s\left(\frac{1}{\sqrt{3}} \ell_{P P^{\prime}}+x-\sqrt{2} h\right) \leq v(r-s+\sqrt{2} h) . \tag{10}
\end{equation*}
$$

The expression in the parenthesis on the right-hand side of (10) is non-negative, so the right-hand side is minimized when $v=0$, and then it reduces to

$$
\begin{equation*}
x^{2}+h^{2} \leq 3(\sqrt{2} h-x)^{2} . \tag{11}
\end{equation*}
$$

To prove this, we proceed similarly as in Case 1:

$$
x^{2}+h^{2} \leq \frac{3}{2} h^{2} \leq \frac{3}{2}(h+r-s)^{2}=3(\sqrt{2} h-x)^{2},
$$

proving (11).
Case 4. $\bar{A}$ is between $P^{\prime}$ and $\bar{P}$. Then $g=h(s-v) / s$ (as in Case 1). Similar to Case 3, we can assume that $A^{\prime}$ is to the right of $\bar{A}$, so that now $\ell_{A^{\prime} P^{\prime}}=z-v+x$, and that $z=\frac{1}{\sqrt{2}} g$. Then, analogously to (4), we can rewrite (2) for this case as follows:

$$
\begin{equation*}
\frac{1}{\sqrt{3}} \ell_{P P^{\prime}}-\ell_{A P}-v+x \leq \sqrt{2} g \tag{12}
\end{equation*}
$$

After substituting $g=h(s-v) / s$ and $\ell_{A P}=v r / s$, inequality (12) reduces further to

$$
\begin{equation*}
s\left(\frac{1}{\sqrt{3}} \ell_{P P^{\prime}}+x-\sqrt{2} h\right) \leq v(r+s-\sqrt{2} h) . \tag{13}
\end{equation*}
$$

We now have two sub-cases. If the expression in the parenthesis on the right-hand side of (13) is non-negative then the right-hand side is minimized when $v=0$, so inequality (13) reduces to inequality (11) from Case 3. If this expression is negative (that is when $r+s<\sqrt{2} h$ ), then it is sufficient to prove (13) with $v$ on the right-hand side replaced by $s$ (because $v \leq s$ ). This reduces it to $\frac{1}{\sqrt{3}} \ell_{P P^{\prime}}+x \leq r+s$. This last inequality follows from $\ell_{P P^{\prime}} \leq r$ and $x \leq s$.

## 3 An Algorithm for Arbitrary Dimension

In this section, we show how to extend Algorithm Drift to Euclidean spaces $\mathbb{R}^{d}$ for arbitrary dimension $d \geq 2$. This extension, that we call ExtDrift, is quite simple, and consists of projecting the whole space onto an appropriately chosen plane that contains the new request line. While such approach was suggested already by Friedman and Linial [11], their choice of plane may lose a constant factor in the competitive ratio. We project onto a different plane, which allows ExtDrift to also be 3-competitive.

Let $P$ be the current ExtDrift position and $L^{\prime}$ the new request line. If $P \in L^{\prime}$, ExtDrift makes no move. Otherwise, let $U$ be the uniquely determined plane which contains both $L^{\prime}$ and $P$. ExtDrift makes the move prescribed by Drift in the plane $U$ for $P, L^{\prime}$ and the projection of $L$ onto $U$.

- Theorem 2. Algorithm ExtDrift is 3-competitive for the line chasing problem in $\mathbb{R}^{d}$, for arbitrary dimension $d \geq 2$.

Proof. We prove that (1) holds in arbitrary dimension. If $P \in L^{\prime}$ then $L$ and $L^{\prime}$ are co-planar, so the analysis from the previous section works directly.

So assume that $P \notin L^{\prime}$. We first allow the adversary to perform a free move from its current position $A$ to point $\ddot{A}$ defined as the orthogonal projection of $A$ onto $U$, and then we analyze the move within $U$ (that is, in a two-dimensional setting), as if the adversary started from point $\ddot{A}$.

We note that $\ell_{\ddot{A} X} \leq \ell_{A X}$ for any point $X \in U$, as $\left(\ell_{A X}\right)^{2}=\left(\ell_{\ddot{A} X}\right)^{2}+\left(\ell_{A \ddot{A}}\right)^{2}$ by definition of $\ddot{A}$. It follows that:

- In the free adversary move from $A$ to $\ddot{A}$ the potential function decreases (by taking $X=P$ in the above inequality) and both costs are 0 . Further, in the move within $U$, with the adversary starting from $\ddot{A}$, Algorithm ExtDrift makes the same move as Drift, which implies that (1) is satisfied. Thus the complete move (combining the free adversary move and the move inside $U$ ) satisfies inequality (1) as well.
- The free move is only beneficial for the adversary: taking $X=A^{\prime}$ shows that the cost of moving to $A^{\prime}$ from $\ddot{A}$ is no more costly for the adversary than moving to $A^{\prime}$ from $A$.


## 4 Lower Bound for Memoryless Algorithms

We show that our algorithm achieves the optimal competitive ratio among a certain class of "memoryless" algorithms. For a metric space $M$, let $\mathcal{X} \subseteq \mathcal{P}(M)$ be the set of possible requests (i.e., lines in our case). In general, we can view an algorithm as a function $\mathcal{A}: M \times \mathcal{X}^{*} \rightarrow \mathcal{X}$ with $\mathcal{A}\left(P_{0}\right)=P_{0}$ and $\mathcal{A}\left(P_{0}, X_{1}, \ldots, X_{t}\right) \in X_{t}$ for each initial point $P_{0} \in M$ and requests $X_{1}, \ldots, X_{t} \in \mathcal{X}$. We call an algorithm memoryless if $\mathcal{A}\left(P_{0}, X_{1}, \ldots, X_{t}\right)$ is a function of only the last position $\mathcal{A}\left(P_{0}, X_{1}, \ldots, X_{t-1}\right)$, the last request $X_{t-1}$ and the new request $X_{t}$.

However, memorylessness alone would not impose any limit on the power of line-chasing algorithms: By perturbing its positions very slightly, an algorithm could always encode the entire history in low significant bits of its current position. To get a meaningful notion of memorylessness, we therefore require an additional property, namely that the algorithm is oblivious with respect to rotation, translation or scaling of the metric space. More precisely, a direct similarity of $\mathbb{R}^{d}$ is a bijection $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ that is a composition of rotation, translation and scaling by some factor $r_{f}>0$. In particular, for any $P, Q \in \mathbb{R}^{d}$, we have $\ell(f(P), f(Q))=r_{f} \ell(P, Q)$. We call an algorithm $\mathcal{A}$ rts-oblivious if $\mathcal{A}\left(f\left(P_{0}\right), f\left(X_{1}\right), \ldots, f\left(X_{t}\right)\right)=f\left(\mathcal{A}\left(P_{0}, X_{1}, \ldots, X_{t}\right)\right)$ for any $P_{0} \in M, X_{i} \in \mathcal{X}$ and any direct similarity $f$. In general (when algorithms are allowed to use memory) there is no reason to behave differently when the input is transformed by such $f$, since it is just a renaming of points and scaling of distances by a uniform constant. For completeness, we provide a proof of this intuition via the following proposition:

- Proposition 3. If there is a c-competitive algorithm for line-chasing, then there is a c-competitive rts-oblivious algorithm.

Proof. For an initial position $P_{0}$ and request sequence $X_{1}, \ldots, X_{t}$, we assume without loss of generality that $P_{0} \notin X_{1}$. For any such $P_{0}$ and $X_{1}$, there exists a unique direct similarity $g=g_{P_{0} X_{1}}$ such that $g\left(P_{0}\right)=(0,1)$ and $g\left(X_{1}\right)=\mathbb{R} \times\{0\}$. Given a $c$-competitive algorithm $\mathcal{A}$, we claim that the algorithm $\tilde{\mathcal{A}}$ given by

$$
\tilde{\mathcal{A}}\left(P_{0}, X_{1}, \ldots, X_{t}\right)=g^{-1}\left(\mathcal{A}\left(g\left(P_{0}\right), g\left(X_{1}\right), \ldots, g\left(X_{t}\right)\right)\right)
$$

is rts-oblivious and $c$-competitive.

To see that $\tilde{\mathcal{A}}$ is rts-oblivious, consider an arbitrary direct similarity $f$. Notice that $g_{f\left(P_{0}\right) f\left(X_{1}\right)}=g \circ f^{-1}$. Thus,

$$
\begin{aligned}
\tilde{\mathcal{A}}\left(f\left(P_{0}\right), f\left(X_{1}\right), \ldots, f\left(X_{t}\right)\right) & =\left(f \circ g^{-1}\right)\left(\mathcal{A}\left(g\left(P_{0}\right), g\left(X_{1}\right), \ldots, g\left(X_{t}\right)\right)\right) \\
& =f\left(\tilde{\mathcal{A}}\left(P_{0}, X_{1}, \ldots, X_{t}\right)\right),
\end{aligned}
$$

as required. To see that $\tilde{\mathcal{A}}$ is $c$-competitive, consider an initial position $P_{0}$ and request sequence $X_{1}, \ldots, X_{m}$ along with an adversary's solution $A_{0}=P_{0}, A_{1} \in X_{1}, \ldots, A_{m} \in X_{m}$. The cost of $\tilde{\mathcal{A}}$ can be bounded via

$$
\begin{aligned}
\sum_{t=1}^{m} & \ell\left(\tilde{\mathcal{A}}\left(P_{0}, X_{1}, \ldots, X_{t-1}\right), \tilde{\mathcal{A}}\left(P_{0}, X_{1}, \ldots, X_{t}\right)\right) \\
& =\frac{1}{r_{g}} \sum_{t=1}^{m} \ell\left(\mathcal{A}\left(g\left(P_{0}\right), g\left(X_{1}\right), \ldots, g\left(X_{t-1}\right)\right), \mathcal{A}\left(g\left(P_{0}\right), g\left(X_{1}\right), \ldots, g\left(X_{t}\right)\right)\right) \\
& \leq \frac{c}{r_{g}} \sum_{t=1}^{m} \ell\left(g\left(A_{t-1}\right), g\left(A_{t}\right)\right) \\
\quad & =c \sum_{t=1}^{m} \ell\left(A_{t-1}, A_{t}\right)
\end{aligned}
$$

where the inequality uses that $\mathcal{A}$ is $c$-competitive against the solution $g\left(A_{0}\right), \ldots, g\left(A_{m}\right)$ for the transformed input $g\left(P_{0}\right), g\left(X_{1}\right), \ldots, g\left(X_{m}\right)$.

Intuitively, an rts-oblivious algorithm does not know the absolute coordinates of its positions and requests, but only relative to each other and up to scaling. If it is memoryless, in the plane this boils down to only knowing the angle between the new and the old request line. We show now that our algorithms Drift and ExtDrift achieve the optimal competitive ratio among rts-oblivious memoryless algorithms.

- Theorem 4. Any rts-oblivious memoryless algorithm for line-chasing has competitive ratio at least 3 .

Proof. We will construct an initial point $P_{0}$ and lines $L_{0}, \ldots, L_{m}$ in $\mathbb{R}^{2}$ with the property that $P_{0} \in L_{0}$ and $L_{t}$ can be obtained by rotating $L_{t-1}$ around some point $S_{t} \in L_{t-1}$ in clockwise direction by less than 90 degrees.

Let $P_{0}, \ldots, P_{m}$ be the sequence of points visited by a given algorithm. We use notation similar to that in Figure 1: Write $\bar{P}_{t-1}$ for the orthogonal projection of $P_{t-1}$ onto $L_{t}$ and let $h_{t}=\ell\left(P_{t-1}, \bar{P}_{t-1}\right)$ and $s_{t}=\ell\left(\bar{P}_{t-1}, S_{t}\right)$. The movement from $P_{t-1}$ to $P_{t}$ can always be viewed as first moving to $\bar{P}_{t-1}$ and then moving some distance $x_{t} \in \mathbb{R}$ in the direction towards intersection $S_{t}$, for a total cost $\sqrt{h_{t}^{2}+x_{t}^{2}}$. Here, $x_{t}<0$ would constitute movement away from $S_{t}$ and $x_{t}>s_{t}$ would constitute movement beyond $S_{t}$.

Observe that for rts-oblivious memoryless algorithms, $\frac{x_{t}}{h_{t}}$ is a function of only $\frac{h_{t}}{s_{t}}$, i.e. $\beta\left(\frac{h_{t}}{s_{t}}\right)=\frac{x_{t}}{h_{t}}$ for some function $\beta:(0, \infty) \rightarrow \mathbb{R}$. Any rts-oblivious memoryless algorithm for line-chasing in the plane is uniquely determined by its associated function $\beta$ as well as similar functions for the cases of counter-clockwise rotations of at most 90 degrees and parallel lines. ${ }^{1}$ Let $\beta(0):=\lim \sup _{a \rightarrow 0} \beta(a) \in \mathbb{R} \cup\{-\infty, \infty\}$. Let us first show that algorithms with $\beta(0)=\infty$ or $\beta(0) \leq 0$ have unbounded competitive ratio.

[^9]If $\beta(0)=\infty$, we choose $P_{0}=(1, h), L_{0}=\{(x, y): y=h x\}, L_{1}=\mathbb{R} \times\{0\}$ for some small $h>0$. The algorithm's cost is $h \sqrt{1+\beta(h)^{2}}$, whereas the optimal cost is $h$. Choosing $h$ arbitrarily small shows that the competitive ratio is unbounded.

If $\beta(0) \leq 0$, fix some $\epsilon \in\left(0, \frac{1}{2}\right]$ and choose $a \in(0, \epsilon]$ with $\beta(a) \leq \epsilon$. Let $P_{0}=(1,0)$, $L_{0}=\mathbb{R} \times\{0\}$ and define $L_{t}$ as the clockwise rotation of $L_{t-1}$ around the origin $O:=(0,0)$ by angle $\arctan (a)$. Thus, we have $\frac{h_{t}}{s_{t}}=a$ for each $t$. Notice that $s_{t} \sqrt{1+a^{2}}=\ell\left(O, P_{t-1}\right)=$ $s_{t-1}(1-a \beta(a))$, and therefore

$$
\frac{s_{t}}{s_{t-1}}=\frac{1-a \beta(a)}{\sqrt{1+a^{2}}} \geq 1-\frac{a^{2}+a \beta(a)}{1+a^{2}} \geq 1-2 \epsilon a
$$

where the first inequality uses $\sqrt{1+a^{2}} \leq 1+a^{2}$ and the second inequality uses $0<a \leq \epsilon$ and $\beta(a) \leq \epsilon$. Hence,

$$
s_{t} \geq(1-2 \epsilon a)^{t-1}
$$

Since $\ell\left(P_{t-1}, P_{t}\right) \geq h_{t}=a s_{t}$, the total cost of the algorithm is

$$
\sum_{t=1}^{m} \ell\left(P_{t-1}, P_{t}\right) \geq a \sum_{t=0}^{m-1}(1-2 \epsilon a)^{t} \xrightarrow{m \rightarrow \infty} \frac{1}{2 \epsilon}
$$

Meanwhile, an optimal algorithm pays total cost 1 by moving to $O$ immediately. Letting $\epsilon \rightarrow 0$, we find again that the competitive ratio is unbounded.

It remains to consider the case $0<\beta(0)<\infty$. Then we can choose arbitrarily small $a>0$ such that $0<a \beta(a)<1$. We choose the initial point $P_{0}=\left(\frac{1}{a}, 1\right)$, and the request sequence starts with $L_{0}=\{(x, y): y=a x\}$ and $L_{1}=\mathbb{R} \times\{0\}$. For $t \geq 2$, we define $L_{t}$ as the clockwise rotation of $L_{t-1}$ around $S_{t}=S_{2}=\left(\frac{1}{a}-\beta(a)+\sqrt{1+a^{2}}\left(\beta(a)+\frac{1}{2 \beta(a)}\right), 0\right)$ by angle $\arctan (a)$. The idea is that in response to $L_{1}$, the algorithm drifts to the left (towards intersection $S_{1}=(0,0)$ ), but the subsequent requests are such that it would have been cheaper to drift to the right (away from $S_{1}$ ) instead.

We have $s_{1}=\frac{1}{a}$ and $s_{2}=\frac{\ell\left(P_{1}, S_{2}\right)}{\sqrt{1+a^{2}}}=\beta(a)+\frac{1}{2 \beta(a)}$. For $t \geq 3$, similarly to the previous case we get

$$
\frac{s_{t}}{s_{t-1}} \geq 1-\frac{a^{2}+a \beta(a)}{1+a^{2}} \geq 1-a^{2}-a \beta(a)
$$

and therefore

$$
s_{t} \geq\left(\beta(a)+\frac{1}{2 \beta(a)}\right)\left(1-a^{2}-a \beta(a)\right)^{t-2} \quad \text { if } t \geq 2
$$

As $m \rightarrow \infty$, the cost of the algorithm is

$$
\begin{aligned}
\sum_{t=1}^{\infty} \ell\left(P_{t-1}, P_{t}\right) & =\sum_{t=1}^{\infty} h_{t} \sqrt{1+\beta(a)^{2}}=\sqrt{1+\beta(a)^{2}} a \sum_{t=1}^{\infty} s_{t} \\
& \geq \sqrt{1+\beta(a)^{2}}\left(1+\left(\beta(a)+\frac{1}{2 \beta(a)}\right) \frac{1}{a+\beta(a)}\right) \\
& \xrightarrow{a \rightarrow 0} \sqrt{1+\beta(0)^{2}}\left(2+\frac{1}{2 \beta(0)^{2}}\right)
\end{aligned}
$$

where the limit $a \rightarrow 0$ is taken along a sequence where $\beta(a) \rightarrow \beta(0)$. In contrast, an offline algorithm can move immediately from $P_{0}$ to $S_{2}$, paying cost $\sqrt{1+\frac{1}{4 \beta(0)^{2}}}$ as $a \rightarrow 0$ and


Figure 3 Visual description of our lower bound for arbitrary algorithms. Lines $L_{1}, L_{2}$ and $L_{3}$ are presented to an online algorithm. Blue arrows describe possible movements of Opt, while gray thick arrows describe a path of an algorithm that minimizes the competitive ratio for this adversarial construction. Red thick half-line denotes the forbidden region.
$\beta(a) \rightarrow \beta(0)$. By dividing, we see that the competitive ratio is at least

$$
\sqrt{\left(1+\beta(0)^{2}\right)\left(4+\frac{1}{\beta(0)^{2}}\right)}=\sqrt{4 \beta(0)^{2}+\frac{1}{\beta(0)^{2}}+5}
$$

which is minimized for $\beta(0)=\frac{1}{\sqrt{2}}$, taking value 3 .

## 5 Lower Bound for Arbitrary Algorithms

Finally, in this section, we show how to improve an existing lower bound of $\sqrt{2} \approx 1.41$ for arbitrary algorithms to 1.5358 . Our bound holds even in two dimensions, and improves also the lower bound for the more general convex body chasing in two dimensions.

- Theorem 5. The competitive ratio of any deterministic online algorithm $\mathcal{A}$ for the line chasing problem is at least 1.5358.

Proof. We describe our adversarial strategy below. On the created input, we will compare the cost of $\mathcal{A}$ to the cost of an offline optimum Opt. We assume that both $\mathcal{A}$ and Opt start at origin point $P_{0}=A_{0}=(0,0)$.

Our construction is parameterized with real positive numbers $c_{1}=0.5535, c_{2}=0.4965$, $c_{3}=0.8743, a_{1}=1.3012, a_{2}=0.6663, p_{2}=0.5612$, and $p_{3}=0.1696$.

We fix points $P_{1}=\left(0, c_{1}\right), C_{2}=\left(0, c_{1}+c_{2}\right), C_{3}=\left(0, c_{1}+c_{2}+c_{3}\right)$ and $A_{3}=\left(1, c_{1}\right)$, see Figure 3 for illustration. For succinctness, we use notation $\Delta(x, y)=\sqrt{x^{2}+y^{2}}$.

## Initial part: Line $\boldsymbol{L}_{\mathbf{1}}$

The first request line is the line $P_{1} A_{3}$, denoted $L_{1}$. Without loss of generality, we can assume that $\mathcal{A}$ moves to point $P_{1}$. This is because the adversary can either play the strategy described below or its mirror image (flipped against the line $P_{0} P_{1}$ ), so any deviation from $P_{1}$, either to the left or right, can only increase the cost of $\mathcal{A}$.

From now on, for any point $Q$ we denote its projection on line $L_{1}$ by $Q^{x}$.

## Middle part: Line $\boldsymbol{L}_{\mathbf{2}}$

Next, the adversary issues the request line $C_{2} A_{3}$, denoted $L_{2}$. Let $P_{2} \in L_{2}$ and $A_{1} \in L_{2}$ be the points to the left of $A_{3}$, such that $\ell_{P_{2}^{x} A_{3}}=p_{2}$ and $\ell_{A_{1}^{x} A_{3}}=a_{1}$.

Let $\bar{P}_{2}$ be the point on $L_{2}$ chosen by $\mathcal{A}$. If $\bar{P}_{2}$ lies to the right of point $P_{2}$, then the adversary forces $\mathcal{A}$ to move to $A_{1}$ (by giving sufficiently many different lines that go through $A_{1}$ at different angles). Opt may then serve the whole sequence by going from $A_{0}$ to $A_{1}$ at cost

$$
\ell_{A_{0} A_{1}}=\Delta\left(c_{1}+c_{2} \cdot a_{1}, a_{1}-1\right) \leq 1.23679
$$

while the cost of $\mathcal{A}$ is then at least

$$
\begin{aligned}
\ell_{P_{0} P_{1}}+\ell_{P_{1} P_{2}}+\ell_{P_{2} A_{1}} & =\ell_{P_{0} P_{1}}+\ell_{P_{1} P_{2}}+\ell_{A_{3} A_{1}}-\ell_{A_{3} P_{2}} \\
& =c_{1}+\Delta\left(1-p_{2}, c_{2} \cdot p_{2}\right)+\Delta\left(a_{1}, c_{2} \cdot a_{1}\right)-\Delta\left(p_{2}, c_{2} \cdot p_{2}\right) \\
& \geq 1.89948
\end{aligned}
$$

Hence, the competitive ratio in this case is at least 1.5358 .
We call the half-line of $L_{2}$ to the right of point $P_{2}$ forbidden region. From now on, we assume that the point chosen by $\mathcal{A}$ in $L_{2}$ does not lie in this region.

## Final part: Line $\boldsymbol{L}_{\mathbf{3}}$

Finally, the adversary issues the request line $C_{3} A_{3}$, denoted $L_{3}$. Let $P_{2}^{\prime}$ be the intersection of line $P_{1} P_{2}$ with line $L_{3}$. Next, let $A_{2}$ and $P_{3}$ be the points on the line $L_{3}$ to the left of $A_{3}$, such that $\ell_{A_{2}^{x} A_{3}}=a_{2}$ and $\ell_{P_{3}^{x} A_{3}}=p_{3}$. Note that $P_{3}$ belongs to the interval $P_{2}^{\prime} A_{3}$.

Let $\bar{P}_{3}$ be the point on $L_{3}$ chosen by $\mathcal{A}$. We consider two cases.
Case 1. $\bar{P}_{3}$ lies at point $P_{3}$ or to its left. In this case, the adversary forces $\mathcal{A}$ to move to $A_{3}$.
Opt may serve the whole sequence by going from $A_{0}$ to $A_{3}$ paying

$$
\ell_{A_{0} A_{3}}=\Delta\left(1, c_{1}\right) \leq 1.142963
$$

We may now argue that the cost of $\mathcal{A}$ is minimized if $\bar{P}_{3}$ is equal to $P_{3}$ : If $\bar{P}_{3}$ is to the left of point $P_{2}^{\prime}$, then the cost of $\mathcal{A}$ is at least $\ell_{P_{0} P_{1}}+\ell_{P_{1} \bar{P}_{3}}+\ell_{\bar{P}_{3} A_{3}}$. Both the second and the third summand decrease when we move $\bar{P}_{3}$ towards $P_{2}^{\prime}$. Hence, now we may assume that $\bar{P}_{3}$ belongs to the interval $P_{2}^{\prime} P_{3}$. As the path of $\mathcal{A}$ must avoid forbidden region, its cost is at least $\ell_{P_{0} P_{1}}+\ell_{P_{1} P_{2}}+\ell_{P_{2} \bar{P}_{3}}+\ell_{\bar{P}_{3} A_{3}}$. The sum of the last two summands decreases when we move $\bar{P}_{3}$ towards $P_{3}$. Therefore, we obtain that the cost of $\mathcal{A}$ is at least

$$
\begin{aligned}
& \ell_{P_{0} P_{1}}+\ell_{P_{1} P_{2}}+\ell_{P_{2} P_{3}}+\ell_{P_{3} A_{3}} \\
& \quad=c_{1}+\Delta\left(1-p_{2}, c_{2} \cdot p_{2}\right)+\Delta\left(\left(c_{2}+c_{3}\right) \cdot p_{3}-c_{2} \cdot p_{2}, p_{2}-p_{3}\right) \\
& \quad+\Delta\left(p_{3},\left(c_{2}+c_{3}\right) \cdot p_{3}\right) \geq 1.75537
\end{aligned}
$$

Thus, in this case the competitive ratio is at least 1.5358.

Case 2. If $\bar{P}_{3}$ lies to the right of point $P_{3}$, then the adversary forces $\mathcal{A}$ to move to $A_{2}$. Opt may serve the whole sequence by going from $A_{0}$ to $A_{2}$ at cost

$$
\ell_{A_{0} A_{2}}=\Delta\left(c_{1}+\left(c_{2}+c_{3}\right) \cdot a_{2}, 1-a_{2}\right) \leq 1.50435
$$

To go from $P_{1}$ to $\bar{P}_{3}$ and avoid the forbidden region, $\mathcal{A}$ has to pay at least $\ell_{P_{1} P_{2}}+\ell_{P_{2} \bar{P}_{3}}$. Therefore, its cost is at least

$$
\begin{aligned}
& \ell_{P_{0} P_{1}}+\ell_{P_{1} P_{2}}+\ell_{P_{2} P_{3}}+\ell_{\overline{P_{3} A_{2}}} \\
& \quad \geq \ell_{P_{0} P_{1}}+\ell_{P_{1} P_{2}}+\ell_{P_{2} P_{3}}+\ell_{P_{3} A_{2}} \\
& \quad \geq \ell_{P_{0} P_{1}}+\ell_{P_{1} P_{2}}+\ell_{P_{2} P_{3}}+\ell_{A_{2} A_{3}}-\ell_{P_{3} A_{3}} \\
& \quad=c_{1}+\Delta\left(1-p_{2}, c_{2} \cdot p_{2}\right)+\Delta\left(\left(c_{2}+c_{3}\right) \cdot p_{3}-c_{2} \cdot p_{2}, p_{2}-p_{3}\right) \\
& \quad \quad \quad+\Delta\left(a_{2},\left(c_{2}+c_{3}\right) \cdot a_{2}\right)-\Delta\left(p_{3},\left(c_{2}+c_{3}\right) \cdot p_{3}\right) \geq 2.31039 .
\end{aligned}
$$

Thus, in this case the ratio is also at least 1.5358.

## 6 Final Comments

Establishing the optimal competitive ratio for line chasing with memory remains an open problem. We believe that with memory, a competitive ratio better than 3 is achievable.

The intuition is that in the first move, if $L$ and $P$ are the initial line and position and $L^{\prime}$ is the new request line, then the algorithm should move to the nearest point $\bar{P}$ on $L^{\prime}$. More generally, if the requests on $L$ and $L^{\prime}$ alternate (and their angle is small), the algorithm should initially drift slowly towards $S=L \cap L^{\prime}$ and only gradually accelerate as it becomes more credible that the adversary is located at $S$. To gauge this credibility for general request sequences, an algorithm might store the current work function at each step.

It appears also that our lower bound of 1.5358 can be improved by introducing additional steps, although this gives only very small improvements and leads to a very involved analysis. It is possible that an approach fundamentally different from ours may give a better bound with simpler analysis.
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#### Abstract

We study pure Nash equilibria in infinite-duration games on graphs, with partial visibility of actions but communication (based on a graph) among the players. We show that a simple communication mechanism consisting in reporting the deviator when seeing it and propagating this information is sufficient for characterizing Nash equilibria. We propose an epistemic game construction, which conveniently records important information about the knowledge of the players. With this abstraction, we are able to characterize Nash equilibria which follow the simple communication pattern via winning strategies. We finally discuss the size of the construction, which would allow efficient algorithmic solutions to compute Nash equilibria in the original game.


2012 ACM Subject Classification Theory of computation; Theory of computation $\rightarrow$ Solution concepts in game theory; Theory of computation $\rightarrow$ Verification by model checking

Keywords and phrases Multiplayer games, Nash equilibria, partial information
Digital Object Identifier 10.4230/LIPIcs.MFCS.2019.9
Related Version Full version available at http://arxiv.org/abs/1906.07753
Funding This work has been partly supported by ERC project EQualIS (FP7-308087).

## 1 Introduction

Multiplayer concurrent games over graphs allow to model rich interactions between players. Those games are played as follows. In a state, each player chooses privately and independently an action, defining globally a move (one action per player); the next state of the game is then defined as the successor (on the graph) of the current state using that move; players continue playing from that new state, and form a(n infinite) play. Each player then gets a reward given by a payoff function (one function per player). In particular, objectives of the players may not be contradictory: those games are non-zero-sum games, contrary to two-player games used for controllers or reactive synthesis [15, 12].

Using solution concepts borrowed from game theory, one can describe interactions among the players, and in particular rational behaviours of selfish players. One of the most basic and classically studied solution concepts is that of Nash equilibria [13]. A Nash equilibrium is a strategy profile where no player can improve her payoff by unilaterally changing her strategy. The outcome of a Nash equilibrium can therefore be seen as a rational behaviour of the system. While very much studied by game theorists, e.g. over (repeated) matrix games, such a concept (and variants thereof) has been only rather recently studied over infinite-duration games on graphs. Probably the first works in that direction are [9, 8, 16, 17]. Several series of works have followed. To roughly give an idea of the existing results, pure Nash equilibria always exist in turn-based games for $\omega$-regular objectives [19] but not in concurrent games, even with simple objectives; they can nevertheless be computed [19, 4, 7, 3] for large classes
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of objectives. The problem becomes harder with mixed (that is, stochastic) Nash equilibria, for which we often cannot decide the existence $[18,5]$.

Computing Nash equilibria requires to (i) find a good behaviour of the system; (ii) detect deviations from that behaviour, and identify deviating players; (iii) punish them. This simple characterization of Nash equilibria is made explicit in [10]. Variants of Nash equilibria require slightly different ingredients, but they are mostly of a similar vein.

Many of those results are proven using the construction of a two-player game, in which winning strategies correspond (in some precise sense) to Nash equilibria in the original game. This two-player game basically records the knowledge of the various players about everything which can be uncertain: (a) the possible deviators in [4], and (b) the possible states the game can be in [3]. Extensions of this construction can be used for other solution concepts like robust equilibria [7] or rational synthesis [11].

In this work, we consider infinite-duration games on graphs, in which the game arena is perfectly known by all the players, but players have only a partial information on the actions played by the other players. The partial-information setting of this work is inspired by [14]: it considers repeated games played on matrices, where players only see actions of their neighbours. Neighbours are specified by a communication graph. To ensure a correct detection of deviators, the solution is to propagate the identity of the deviator along the communication graph. A fingerprint (finite sequence of actions) of every player is agreed at the beginning, and the propagation can be made properly if and only if the communication graph is 2-connected, ensuring large sets of Nash equilibria (formalized as a folk theorem). Fingerprints are not adapted to the setting of graphs, since they may delay the time at which a player will learn the identity of the deviator, which may be prohibitive if a bad component of a graph is then reached.

We therefore propose to add real communication among players. Similarly to [14], a player can communicate only with her neighbours (also specified by a communication graph), but can send arbitrary messages (modelled as arbitrary words over alphabet $\{0,1\}$ ). We assume that visited states are known by the players, hence only the deviator (if any) may be unknown to the players. In this setting, we show the following results:

- We show that a very simple epidemic-like communication mechanism is sufficient for defining Nash equilibria. It consists in (a) reporting the deviator (for the neighbours of the deviator) as soon as it is detected, and (b) propagating this information (for the other players).
- We build an epistemic game, which tracks those strategy profiles which follow the above simple communication pattern. This is a two-player turn-based game, in which Eve (the first player) suggest moves, and Adam (the second player) complies (to generate the main outcome), or not (to mimic single-player deviations). The correctness of the construction is formulated as follows: there is a Nash equilibrium in the original game of payoff $p$ if and only if there is a strategy for Eve in the epistemic game which is winning for $p$.
- We analyze the complexity of this construction.

Note that we do not assume connectedness of the communication graph, hence the particular case of a graph with no edges allows to recover the setting of [4] while a complete graph allows to recover the settings of [19, 7].

In Section 2, we define our model and give an example to illustrate the role of the communication graph. In Section 3, we prove the simple communication pattern. In Section 4, we construct the epistemic game and discuss its correctness. In Section 5, we discuss complexity issues. All proofs are available in the technical report [6].

## 2 Definitions

We use the standard notations $\mathbb{R}($ resp. $\mathbb{Q}, \mathbb{N})$ for the set of real (resp. rational, natural) numbers. If $S$ is a subset of $\mathbb{R}$, we write $\bar{S}$ for $S \cup\{-\infty,+\infty\}$.

Let $S$ be a finite set and $R \subseteq S$. If $m$ is an $S$-vector over some set $\Sigma$, we write $m(R)$ (resp. $m(-R)$ ) for the vector composed of the $R$-components of $m$ (resp. all but the $R$-components). We also use abusively the notations $m(i)$ (resp. $m(-i)$ ) when $i$ is a single element of $S$, and may sometimes even use $m_{i}$ if this is clear in the context. Also, if $s \in S$ and $a \in \Sigma$, then $m[s / a]$ is the vector where the value $m(s)$ is replaced by $a$.

If $S$ is a finite set, we write $S^{*}$ (resp. $S^{+}, S^{\omega}$ ) for the set of words (resp. non-empty word, infinite words) defined on alphabet $S$.

### 2.1 Concurrent games and communication graphs

We use the model of concurrent multi-player games [4], based on the two-player model of [1].

- Definition 1. A concurrent multiplayer game is a tuple $\mathcal{G}=\left\langle V, v_{\text {init }}\right.$, Act, $\mathcal{P}, \Sigma$, Allow, Tab, $\left.\left(\text { payoff }_{a}\right)_{a \in P}\right\rangle$, where $V$ is a finite set of vertices, $v_{\text {init }} \in V$ is the initial vertex, Act is a finite set of actions, $\mathcal{P}$ is a finite set of players, $\Sigma$ is a finite alphabet, Allow: $V \times \mathcal{P} \rightarrow$ $2^{\text {Act }} \backslash\{\emptyset\}$ is a mapping indicating the actions available to a given player in a given vertex, ${ }^{1}$ Tab: $V \times \mathrm{Act}^{P} \rightarrow V$ associates, with a given vertex and a given action tuple the target vertex, for every $a \in \mathcal{P}$, payoff ${ }_{a}: V^{\omega} \rightarrow \mathbb{D}$ is a payoff function with values in a domain $\mathbb{D} \subseteq \overline{\mathbb{R}}$.

An element of $\mathrm{Act}^{P}$ is called a move. Standardly (see [1] for two-player games and [4] for the multiplayer extension), concurrent games are played as follows: from a given vertex $v$, each player selects independently an action (allowed by Allow), which altogether form a move $m$; then, the game proceeds to the next vertex, given by $\operatorname{Tab}(v, m)$; the game continues from that new vertex.

Our setting will refine this model, in that at each round, each player will also broadcast a message, which will be received by some of the players. The players that can receive a message will be specified using a communication graph that we will introduce later. The role of the messages will remain unclear until we commit to the definition of a strategy.

Formally, a full history $h$ in $\mathcal{G}$ is a finite sequence

$$
v_{0} \cdot\left(m_{0}, \operatorname{mes}_{0}\right) \cdot v_{1} \cdot\left(m_{1}, \text { mes }_{1}\right) \cdot v_{2} \ldots\left(m_{s-1}, \operatorname{mes}_{s-1}\right) \cdot v_{s} \in V \cdot\left(\left(\operatorname{Act}^{P} \times\left(\{0,1\}^{*}\right)^{P}\right) \cdot V\right)^{*}
$$

such that for every $0 \leq r<s$, for every $a \in P$, $m_{r}(a) \in \operatorname{Allow}\left(v_{r}, a\right)$, and $v_{r+1}=\operatorname{Tab}\left(v_{r}, m_{r}\right)$. For every $0 \leq r<s$, for every $a \in \mathcal{P}$, the set $\operatorname{mes}_{r}(a)$ is the message appended to action $m_{r}(a)$ at step $r+1$, which will be broadcast to some other players. For readability we will also write $h$ as

$$
v_{0} \xrightarrow{m_{0}, \text { mes }_{0}} v_{1} \xrightarrow{m_{1}, \text { mes }_{1}} v_{2} \ldots \xrightarrow{m_{s-1}, \text { mes }_{s-1}} v_{s}
$$

We write $\operatorname{vertices}(h)=v_{0} \cdot v_{1} \cdots v_{s}$, and last $(h)$ for the last vertex of $h$ (that is, $v_{s}$ ). If $r \leq s$, we also write $h_{\geq r}$ (resp. $h_{\leq r}$ ) for the suffix $v_{r} \cdot\left(m_{r}\right.$, mes $\left._{r}\right) \cdot v_{r+1} \cdot\left(m_{r+1}\right.$, mes $\left._{r+1}\right) \ldots\left(m_{s-1}\right.$, mes $\left._{s-1}\right)$. $v_{s}$ (resp. prefix $v_{0} \cdot\left(m_{0}\right.$, mes $\left._{0}\right) \cdot v_{1} \cdot\left(m_{1}\right.$, mes $\left._{1}\right) \ldots\left(m_{r-1}\right.$, mes $\left.\left._{r-1}\right) \cdot v_{r}\right)$. We write Hist ${ }_{\mathcal{G}}\left(v_{0}\right)$ (or simply $\operatorname{Hist}\left(v_{0}\right)$ if $\mathcal{G}$ is clear in the context) for the set of full histories in $\mathcal{G}$ that start at $v_{0}$. If $h \in \operatorname{Hist}\left(v_{0}\right)$ and $h^{\prime} \in \operatorname{Hist}(\operatorname{last}(h))$, then we write $h \cdot h^{\prime}$ for the obvious concatenation of histories (it then belongs to $\operatorname{Hist}\left(v_{0}\right)$ ).

[^10]We add a communication (directed) graph $G=(\mathcal{P}, E)$ to the context. The set of vertices of $G$ is the set of players, and edges define a neighbourhood relation. An edge $(a, b) \in E$ (with $a \neq b$ ) means that player $b$ can see which actions are played by player $a$ together with the messages broadcast by player $a$. Later we write $a \rightarrow b$ whenever $(a, b) \in E$ or $a=b$, and $\mathrm{m}(b)=\{a \in \mathcal{P} \mid a \rightarrow b\}$ for the so-called neighbourhood of $b$ (that is, the set of players about which player $b$ has information). If $a, b \in P$, we write $\operatorname{dist}_{G}(a, b)$ for the distance in $G$ from $a$ to $b(+\infty$ if there is no path from $a$ to $b)$.

Let $a \in \mathcal{P}$ be a player. The projection of $h$ for $a$ is denoted $\pi_{a}(h)$ and is defined by

$$
\begin{aligned}
& v_{0} \cdot\left(m_{0}(\mathrm{~m}(a)), \operatorname{mes}_{0}(\mathrm{~m}(a))\right) \cdot v_{1} \cdot\left(m_{1}(\mathrm{~m}(a)), \operatorname{mes}_{1}(\mathrm{~m}(a))\right) \cdot v_{2} \ldots \\
& \ldots\left(m_{s-1}(\mathrm{~m}(a)), \operatorname{mes}_{s-1}(\mathrm{~m}(a))\right) \cdot v_{s} \in V \cdot\left(\left(\operatorname{Act}^{\mathrm{m}(a)} \times\left(\{0,1\}^{*}\right)^{\mathrm{n}(a)}\right) \cdot V\right)^{*}
\end{aligned}
$$

This will be the information available to player $a$. In particular, messages broadcast by the players are part of this information. Note that we assume perfect recall, that is, while playing, player $a$ will remember all her past knowledge, that is, all of $\pi_{a}(h)$ if $h$ has been played so far. We define the undistinguishability relation $\sim_{a}$ as the equivalence relation over full histories induced by $\pi_{a}$ : for two histories $h$ and $h^{\prime}, h \sim_{a} h^{\prime}$ iff $\pi_{a}(h)=\pi_{a}\left(h^{\prime}\right)$. While playing, if $h \sim_{a} h^{\prime}$, $a$ will not be able to know whether $h$ or $h^{\prime}$ has been played. We write $\operatorname{Hist}_{\mathcal{G}, a}\left(v_{0}\right)$ for the set of histories for player $a$ (also called $a$-histories) from $v_{0}$.

We extend all the above notions to infinite sequences in a straightforward way and to the notion of full play. We write $\operatorname{Plays}_{\mathcal{G}}\left(v_{0}\right)$ (or simply $\operatorname{Plays}\left(v_{0}\right)$ if $\mathcal{G}$ is clear in the context) for the set of full plays in $\mathcal{G}$ that start at $v_{0}$.

A strategy for a player $a \in \mathcal{P}$ from vertex $v_{0}$ is a mapping $\sigma_{a}: \operatorname{Hist}_{\mathcal{G}}\left(v_{0}\right) \rightarrow \operatorname{Act} \times\{0,1\}^{*}$ such that for every history $h \in \operatorname{Hist}_{\mathcal{G}}\left(v_{0}\right), \sigma_{a}(h)[1] \in \operatorname{Allow}(\operatorname{last}(h), a)$, where the notation $\sigma_{a}(h)[1]$ denotes the first component of the pair $\sigma(h)$. The value $\sigma_{a}(h)[1]$ represents the action that player $a$ will do after $h$, while $\sigma_{a}(h)[2]$ is the message that she will append to her action and broadcast to all players $b$ such that $a \rightarrow b$. The strategy $\sigma_{a}$ is said $G$-compatible if furthermore, for all histories $h, h^{\prime} \in \operatorname{Hist}\left(v_{0}\right), h \sim_{a} h^{\prime}$ implies $\sigma_{a}(h)=\sigma_{a}\left(h^{\prime}\right)$. In that case, $\sigma_{a}$ can equivalently be seen as a mapping $\operatorname{Hist}_{\mathcal{G}, a}\left(v_{0}\right) \rightarrow \operatorname{Act} \times\{0,1\}^{*}$. An outcome of $\sigma_{a}$ is a(n infinite) play $\rho=v_{0} \cdot\left(m_{0}\right.$, mes $\left._{0}\right) \cdot v_{1} \cdot\left(m_{1}\right.$, mes $\left._{1}\right) \ldots$ such that for every $r \geq 0$, $\sigma_{a}\left(\rho_{\leq r}\right)=\left(m_{r}(a), \operatorname{mes}_{r}(a)\right)$. We write out $\left(\sigma_{a}, v_{0}\right)$ for the set of outcomes of $\sigma_{a}$ from $v_{0}$.

A strategy profile is a tuple $\sigma_{\mathcal{P}}=\left(\sigma_{a}\right)_{a \in \mathcal{P}}$, where, for every player $a \in \mathcal{P}, \sigma_{a}$ is a strategy for player $a$. The strategy profile is said $G$-compatible whenever each $\sigma_{a}$ is $G$-compatible. We write out $\left(\sigma_{P}, v_{0}\right)$ for the unique full play from $v_{0}$, which is an outcome of all strategies part of $\sigma_{P}$.

When $\sigma_{P}$ is a strategy profile and $\sigma_{d}^{\prime}$ a player- $d G$-compatible strategy, we write $\sigma_{\mathcal{P}}\left[d / \sigma_{d}^{\prime}\right]$ for the profile where player $d$ plays according to $\sigma_{d}^{\prime}$, and each other player $a(\neq d)$ plays according to $\sigma_{a}$. The strategy $\sigma_{d}^{\prime}$ is a deviation of player $d$, or a d-deviation w.r.t. $\sigma_{p}$. Such a $d$-deviation is said profitable w.r.t. $\sigma_{\mathcal{P}}$ whenever $\operatorname{payoff}_{d}\left(\operatorname{vertices}\left(\operatorname{out}\left(\sigma_{\mathcal{P}}, v_{0}\right)\right)\right)<$ $\operatorname{payoff}_{d}\left(\operatorname{vertices}\left(\operatorname{out}\left(\sigma_{\mathcal{P}}\left[d / \sigma_{d}^{\prime}\right], v_{0}\right)\right)\right)$.

- Definition 2. A Nash equilibrium from $v_{0}$ is a G-compatible strategy profile $\sigma_{\mathcal{P}}$ such that for every $d \in \mathscr{P}$, there is no profitable d-deviation w.r.t. $\sigma_{P}$.

In this definition, deviation $\sigma_{d}^{\prime}$ needs not really to be $G$-compatible, since the only meaningful part of $\sigma_{d}^{\prime}$ is along out $\left(\sigma\left[d / \sigma_{d}^{\prime}\right], v_{0}\right)$, where there are no $\sim_{d}$-equivalent histories: any deviation can be made $G$-compatible without affecting the profitability of the resulting outcome.


Figure 1 A five-player game (left) and three communication graphs (right); self-loops $a \rightarrow a$ omitted from the picture. The action alphabet is $\{\alpha, \beta\}$. The transition function is represented as arrows from one vertex to another labeled with the action profile(s) allowing to go from the origin vertex to the destination one. We write action profiles with length- 5 words. Convention: no label means complementary labels (e.g. one goes from $v_{0}$ to $v_{0}^{\prime}$ using any action profile that is not in $\alpha^{5}+(\alpha \beta+\beta \beta+\beta \alpha)$ Act $\left.^{3}+\alpha^{2}\left(\beta \alpha^{2}+\alpha \beta \alpha+\alpha^{2} \beta\right)\right)$.

Remark 3. Before pursuing our study, let us make clear what information players have: a player knows the full arena of the game and the whole communication graph; when playing the game, a player sees the states which are visited, and see actions of and messages from her neighbours (in the communication graph). When playing the profile of a Nash equilibrium, all players know all strategies, hence a player knows precisely what is expected to be the main outcome; in particular, when the play leaves the main outcome, each player knows that a deviation has occurred, even though she didn't see the deviator or received any message. Note that deviations which do not leave the main outcome may occur; in this case, only the neighbours of the deviator will know that such a deviation occurred; we will see that it is useless to take care of such deviations.

### 2.2 An example

We consider the five-player game described in Figure 1 in which we denote the players $\mathcal{P}=\{0,1,2,3,4\}$. The action alphabet is Act $=\{\alpha, \beta\}$, and the initial vertex is assumed to be $v_{0}$. We suppose the payoff function vector is defined as (to be read as the list of payoffs of the players):

$$
\operatorname{payoff}(\rho)= \begin{cases}(0,0,1,1,1) & \text { if } \rho \text { visits } v_{1} \text { infinitely often } \\ (0,0,2,2,2) & \text { if } \rho \text { visits } v_{1} \text { finitely often and } v_{1}^{\prime} \text { infinitely often } \\ (0,0,0,2,2) & \text { if } \rho \text { ends up in } v_{2} \\ (0,0,2,0,2) & \text { if } \rho \text { ends up in } v_{3} \\ (0,0,2,2,0) & \text { if } \rho \text { ends up in } v_{4} \\ (0,0,3,3,3) & \text { if } \rho \text { ends up in } v_{0}^{\prime}\end{cases}
$$

We consider a (partial) strategy profile $\sigma$ whose main outcome is:

$$
\rho=\left(v_{0} \cdot\left(\alpha^{5}, \operatorname{mes}_{\epsilon}\right) \cdot v_{1} \cdot\left(\alpha^{5}, \operatorname{mes}_{\epsilon}\right)\right)^{\omega}
$$

where $\operatorname{mes}_{\epsilon}(a)=\epsilon$ for every $a \in \mathcal{P}$. Note that players 0 and 1 cannot benefit from any deviation since their payoffs is uniformly 0 . Then notice that no one alone can deviate from
$\rho$ to $v_{0}^{\prime}$. Now, the three players 2,3 and 4 can alone deviate to $v_{1}^{\prime}$ and (try to) do so infinitely often. We examine those deviations. If players 0 and 1 manage to learn who is the deviator, then, together, they can punish the deviator: if they learn that player 2 (resp. 3, 4) is the deviator, then they will enforce vertex $v_{2}$ (resp. $v_{3}, v_{4}$ ). If they do not manage to learn who is the deviator, then they will not know what to do, and therefore, in any completion of the strategy profile, there will be some profitable deviation for at least one of the players (hence there will not be any Nash equilibrium whose main outcome is $\rho$ ).

We examine now the three communication graphs $G_{1}, G_{2}$ and $G_{3}$ depicted in Figure 1. Using communication based on graph $G_{1}$, if player 4 deviates, then player 0 will see this immediately and will be able to communicate this fact to player 1 ; if player 3 deviates, then player 4 will see this immediately and will be able to communicate this fact to player 0 , which will transmit to player 1 ; if player 2 deviates, then no one will see anything, hence they will deduce the identity of the deviator in all the cases.

Using communication based on graph $G_{2}$, if either player 3 or player 4 deviates, then player 0 will see this immediately and will be able to communicate this fact to player 1 using the richness of the communication scheme (words over $\{0,1\}$ ). Like before, the identity of deviator 2 will be guessed after a while.

Using communication based on graph $G_{3}$, if player 4 deviates, then player 0 will see this immediately and will be able to communicate this fact to player 1 (as before); now, no one (except players 2 and 3 ) will be able to learn who is deviating, if player 2 or player 3 deviates.

We can conclude that there is a Nash equilibrium with graph $G_{1}$ or $G_{2}$ whose main outcome is $\rho$, but not with graph $G_{3}$.

### 2.3 Two-player turn-based game structures

Two-player turn-based game structures are specific cases of the previous model, where at each vertex, at most one player has more than one action in her set of allowed actions. But for convenience, we will give a simplified definition, with only objects that will be useful.

A two-player turn-based game structure is a tuple $G=\left\langle S, S_{\text {Eve }}, S_{\text {Adam }}, s_{\text {init }}, A\right.$, Allow, Tab $\rangle$, where $S=S_{\text {Eve }} \sqcup S_{\text {Adam }}$ is a finite set of states (states in $S_{\text {Eve }}$ belong to player Eve whereas states in $S_{\text {Adam }}$ belong to player Adam), $s_{\text {init }} \in S$ is the initial state, $A$ is a finite alphabet, Allow: $S \rightarrow 2^{A} \backslash\{\emptyset\}$ gives the set of available actions, and Tab: $S \times A \rightarrow S$ is the next-state function. If $s \in S_{\text {Eve }}$ (resp. $S_{\text {Adam }}$ ), Allow $(s)$ is the set of actions allowed to Eve (resp. Adam) in state $s$.

In this context, strategies will use sequences of states. That is, if $a$ denotes Eve or Adam, an $a$-strategy is a partial function $\sigma_{a}: S^{*} \cdot S_{a} \rightarrow A$ such that for every $H \in S^{*} \cdot S_{a}$ such that $\sigma_{a}(H)$ is defined, $\sigma_{a}(H) \in \operatorname{Allow}(\operatorname{last}(H))$. Note that we do not include any winning condition or payoff function in the tuple, hence the name structure.

### 2.4 The problems we are looking at

We are interested in the constrained existence of a Nash equilibrium. For simplicity, we define rectangular threshold constraints, but could well impose more complex constraints, like Boolean combinations of linear constraints.

- Problem 1 (Constrained existence problem). Given a concurrent game $\mathcal{G}=$ $\left\langle V, v_{\text {init }}, \mathcal{P}\right.$, Act, $\Sigma$, Allow, Tab, $\left.\left(\text { payoff }_{a}\right)_{a \in \mathcal{P}}\right\rangle$, a communication graph $G$ for $\mathcal{P}$, a predicate $P$ over $\mathbb{R}^{|\mathcal{P}|}$, can we decide whether there exists a Nash equilibrium $\sigma_{\mathcal{P}}$ from $v_{\text {init }}$ such that payoff $\left(\operatorname{vertices}\left(\operatorname{out}\left(\sigma_{\mathcal{P}}, v_{\text {init }}\right)\right)\right) \in P$ ? If so, compute one. If the predicate $P$ is trivial, we simply speak of the existence problem.

The case where the communication graph has no edge was studied in depth in [4], with a generic two-player construction called the suspect construction, allowing to decide the constrained existence problem for many kinds of payoff functions. The case where the communication graph is a clique was the subject of the work [7]. The general case of a communication graph has not been investigated so far, but induces interesting developments. In the next section, we show that we can restrict the search of Nash equilibria to the search of so-called normed strategy profiles, where the communication via messages follows a very simple pattern. We also argue that deviations which do not impact the visited vertices should not be considered in the analysis. Given those reductions, we then propose the construction of a two-player game, which will track those normed profiles. This construction is inspired by the suspect-game construction of [4] and of the epistemic game of [3].

## 3 Reduction to profiles following a simple communication mechanism

We fix a concurrent game $\mathcal{G}=\left\langle V, v_{\text {init }}, \operatorname{Act}, \mathcal{P}, \Sigma\right.$, Allow, Tab, $\left.\left(\text { payoff }_{a}\right)_{a \in \mathcal{P}}\right\rangle$ and a communication graph $G$. We assume that $v_{\text {init }}=v_{0}$. We will reduce the search for Nash equilibria to the search for strategy profiles with a very specific shape. In particular, we will show that the richness of the communication offered by the setting is somehow useless, and that a very simple communication pattern will be sufficient for characterizing Nash equilibria.

In the following, we write $\operatorname{mes}_{\epsilon}$ for the vector assigning the empty word $\epsilon$ to every player $a \in \mathscr{P}$. Furthermore, for every $d \in \mathscr{P}$, we pick some word $\operatorname{id}_{d} \in\{0,1\}^{+}$which are all distinct (and different from $\epsilon$ ).

We first define restrictions for deviations. Let $\sigma_{\mathcal{P}}$ be a strategy profile. A player- $d$ deviation $\sigma_{d}^{\prime}$ is said immediately visible whenever, writing $h$ for the longest common prefix of out $\left(\sigma_{\mathcal{P}}, v_{0}\right)$ and $\operatorname{out}\left(\sigma_{\mathcal{P}}\left[d / \sigma_{d}^{\prime}\right], v_{0}\right), \operatorname{Tab}(\operatorname{last}(h), m) \neq \operatorname{Tab}\left(\operatorname{last}(h), m^{\prime}\right)$, where $m=\sigma_{\mathcal{P}}(h)[1]$ and $m^{\prime}=\left(\sigma_{\mathcal{P}}\left[d / \sigma_{d}^{\prime}\right](h)\right)[1]$ are the next moves according to $\sigma_{\mathcal{P}}$ and $\sigma_{\mathcal{P}}\left[d / \sigma_{d}^{\prime}\right]$. That is, at the first position where player $d$ changes her strategy, it becomes public information that a deviation has occurred (even though some players know who deviated - all the players $a$ with $d \rightarrow a-$, and some other don't know). It is furthermore called honest whenever for every $h^{\prime} \in \operatorname{out}\left(\sigma_{\mathcal{P}}\left[d / \sigma_{d}^{\prime}\right], v_{0}\right)$ such that $h$ is a (non-strict) prefix of $h^{\prime}, \sigma_{d}^{\prime}\left(h^{\prime}\right)[2]=\mathrm{id}_{d}$. Somehow, player $d$ admits she deviated, and does so immediately and forever.

The simple communication mechanism that we will design consists in reporting the deviator (role of the direct neighbours of the deviator), and propagating this information along the communication graph (for all the other players). Formally, let $\sigma_{\mathcal{P}}$ be a strategy profile, and let $\rho$ be its main outcome. The profile $\sigma_{P}$ will be said normed whenever the following conditions hold:

1. for every $h \in \operatorname{out}\left(\sigma_{\mathcal{P}}\right) \cup \bigcup_{d \in \mathcal{P}, \sigma_{d}^{\prime}} \operatorname{out}\left(\sigma_{\mathcal{P}}\left[d / \sigma_{d}^{\prime}\right], v_{0}\right)$, if vertices $(h)$ is a prefix of vertices $(\rho)$, then for every $a \in \mathcal{P}, \sigma_{a}(h)[2]=\epsilon$;
2. for every $d \in \mathcal{P}$, for every $d$-strategy $\sigma_{d}^{\prime}$, if $h \cdot(m$, mes $) \cdot v \in \operatorname{out}\left(\sigma_{\mathcal{P}}\left[d / \sigma_{d}^{\prime}\right], v_{0}\right)$ is the first step out of vertices $(\rho)$, then for every $d \rightarrow a, \sigma_{a}(h \cdot(m$, mes $) \cdot v)[2]=\mathrm{id}_{d}$;
3. for every $d \in \mathcal{P}$, for every $d$-strategy $\sigma_{d}^{\prime}$, if $h \cdot(m$, mes $) \cdot v \in \operatorname{out}\left(\sigma_{\mathcal{P}}\left[d / \sigma_{d}^{\prime}\right], v_{0}\right)$ has left the main outcome for more than one step, then for every $a \in \mathcal{P}, \sigma_{a}(h \cdot(m$, mes $) \cdot v)[2]=\epsilon$ if for all $b \rightarrow a$, mes $(b)=\epsilon$ and $\sigma_{a}(h \cdot(m$, mes $) \cdot v)[2]=\mathrm{id}_{d}$ if there is $b \rightarrow a$ such that $\operatorname{mes}(b)=\mathrm{id}_{d}$; note that this is well defined since at most one id can be transmitted.
The first condition says that, as long as a deviation is not visible, then no message needs to be sent; the second condition says that as soon as a deviation becomes visible, then messages denouncing the deviator should be sent by "those who know", that is, the (immediate)
neighbours of the deviator; the third condition says that the name (actually, the id) of the deviator should propagate according to the communication graph in an epidemic way.

Note that the profiles discussed in Section 2.2 were actually normed.

- Theorem 4. The existence of a Nash equilibrium $\sigma_{\mathcal{P}}$ with payoff $p$ is equivalent to the existence of a normed strategy profile $\sigma_{\mathcal{P}}^{\prime}$ with payoff $p$, which is resistant to immediately visible and honest single-player deviations.

The proof of this theorem, which is rather technical, can be found in [6]. We only give some intuition here. First, we explain why being resistant to immediately visible and honest deviations is enough. Notice that as long as the sequence of vertices follows the main outcome, then one can simply ignore the deviation and act only when the deviation becomes visible, in a way as if the deviator had started deviating only at this moment. This will be enough to punish the deviator. The "honest" part comes from the fact that one should simply ignore the messages sent by the deviator as it can be only in her interest to not ignore them (if it was not, then why would she send any message at all?).

Second, we show why no one should communicate as long as the sequence of vertices follows the main outcome. The reason is that if no one has deviated then any message is essentially useless, and if a deviation has happened, as explained earlier it can just be ignored as long as it has not become visible.

Finally, we demonstrate why the richness of the communication mechanism is in a way useless. Intuitively, one can understand that the only factors that should matter when playing are the sequence of the vertices that have been visited (because payoff functions only take into account the visited vertices) and the identity of the deviator. Thus the messages should only be used so that players can know of the identity of the deviator in the fastest possible way, and we show that nothing is faster than a sort of epidemic mechanism where one simply broadcasts the identity of the deviator whenever one received the information.

## 4 The epistemic game abstraction

We fix a concurrent game $\mathcal{G}=\left\langle V, v_{\text {init }}\right.$, Act, $\mathcal{P}, \Sigma$, Allow, Tab, $\left.\left(\text { payoff }_{a}\right)_{a \in \mathcal{P}}\right\rangle$ for the rest of the section, and $G$ be a communication graph for $\mathcal{P}$. We will implement an epistemic abstraction, which will track normed strategy profiles, and check that there is no profitable immediately visible and honest single-player deviations.

### 4.1 Description of the epistemic game

A situation is a triple $(d, I, K)$ in $\mathcal{P} \times 2^{P} \times\left(2^{P}\right)^{\mathcal{P}}$, which consists of a deviator $d \in \mathcal{P}$, a list of players $I$ having received the information that $d$ is the deviator, and a knowledge function $K$ that associates to every player $a$ a list of suspects $K(a)$; in particular, it should be the case that $d \in I$ and for every $a \in I, K(a)=\{d\}$. We write Sit for the set of situations.

The epistemic game $\mathcal{E}_{\mathcal{G}}^{G}$ of $\mathcal{G}$ and $G$ is defined as a two-player game structure $\left\langle S, S_{\text {Eve }}\right.$, $S_{\text {Adam }}, s_{\text {init }}, \Sigma^{\prime}$, Allow $\left.^{\prime}, \mathrm{Tab}^{\prime}\right\rangle$. We describe the states and the transitions leaving those states; in particular, components $\Sigma^{\prime}$, Allow ${ }^{\prime}$, $\mathrm{Tab}^{\prime}$ of the above tuple will only be implicitely defined.

Eve's states $S_{\text {Eve }}$ consist of elements of $V \times 2^{\text {Sit }}$ such that if $(v, X)$ is a state then for all $a \in \mathcal{P}$ the set $\{(d, I, K) \in X \mid d=a\}$ is either a singleton or empty (there is at most one situation associated with a given player $a)$. We write $\operatorname{dev}(X)$ the set $\{d \in \mathcal{P} \mid \exists(d, I, K) \in X\}$ of agents which are a deviator in one situation of $X$. If $d \in \operatorname{dev}(X)$, we write $\left(d, I_{d}^{X}, K_{d}^{X}\right)$ for the unique triple belonging to $X$ having deviator $d$. Hence, $X=\left\{\left(d, I_{d}^{X}, K_{d}^{X}\right) \mid d \in \operatorname{dev}(X)\right\}$.

Intuitively, an Eve's state $(v, X)$ will correspond to a situation where the game has proceeded to vertex $v$, but, if $\operatorname{dev}(X) \neq \emptyset$, several players may have deviated. Each player $d \in \operatorname{dev}(X)$ may be responsible for the deviation; some people will have received a message denouncing $d$ (those are in the set $I_{d}^{X}$ ), and some will deduce things from what they observe (this is given by $K_{d}^{X}$ ). Note that the (un)distinguishability relation of a player $a$ will be deduced from $X$ : if $d$ deviated and $a \in I_{d}^{X}$, then $a$ will know $d$ deviated; if $a$ is neither in $I_{d}^{X}$ nor in $I_{d^{\prime}}^{X}$, then $a$ will not be able to know whether $d$ or $d^{\prime}$ deviated (as we will prove later, in Lemma 5).

First let us consider the case where $X=\emptyset$, which is to be understood as the case where no deviation has arisen yet. In state $(v, \emptyset)$, Eve's actions are moves in $\mathcal{G}$ enabled in $v$. When she plays move $m \in \operatorname{Act}^{p}$, the game progresses to Adam's state $((v, \emptyset), m) \in S_{\text {Adam }}$ where Adam's actions are vertices $v^{\prime} \in V$ such that there exists a player $d \in \mathcal{P}$ and an action $\delta \in$ Act such that $\operatorname{Tab}(v,(m[d / \delta]))=v^{\prime}$. When Adam plays $v^{\prime}$, either $v^{\prime}=\operatorname{Tab}(v, m)$ and the game progresses to Eve's state $\left(v^{\prime}, \emptyset\right)$ or $v^{\prime} \neq \operatorname{Tab}(v, m)$ and the game progresses to Eve's state ( $v^{\prime}, X^{\prime}$ ) where:

- $d \in \operatorname{dev}\left(X^{\prime}\right)$ if and only if there is $\delta \in$ Act such that $\operatorname{Tab}(v,(m[d / \delta]))=v^{\prime}$. It means that given the next state $v^{\prime}, d$ is a possible deviator;
- if $d \in \operatorname{dev}\left(X^{\prime}\right)$, then:
- $I_{d}^{X^{\prime}}=\{a \in P \mid d \rightarrow a\}$;
- for every $a \in I_{d}^{X^{\prime}}, K_{d}^{X^{\prime}}(a)=\{d\}$;
= for every $a \notin I_{d}^{X^{\prime}}, K_{d}^{X^{\prime}}(a)=\left\{b \in \mathcal{P} \mid \exists \beta \in \operatorname{Act~s.t.~} \operatorname{Tab}(v,(m[b / \beta]))=v^{\prime}\right\} \backslash\{b \in \mathcal{P} \mid$ $b \rightarrow a\}$. Those are all the players that can be suspected by $a$, given the vertex $v^{\prime}$, and the absence of messages so far.
We write $X^{\prime}=\operatorname{upd}\left((v, \emptyset), m, v^{\prime}\right)$. Note that $X^{\prime}=\emptyset$ whenever (and only when) $\operatorname{Tab}(v, m)=v^{\prime}$.
In a state $(v, X) \in S_{\text {Eve }}$ where $X \neq \emptyset$, Eve's actions consist of functions from $\operatorname{dev}(X)$ to Act ${ }^{p}$ that are compatible with players' knowledge, that is: $f: \operatorname{dev}(X) \rightarrow \operatorname{Act}^{p}$ is an action enabled in $(v, X)$ if and only if (i) for all $d \in \operatorname{dev}(X)$, for each $a \in \mathcal{P}, f(d)(a) \in \operatorname{Allow}(v, a)$, (ii) for all $d, d^{\prime} \in \operatorname{dev}(X)$, for all $a \in \mathcal{P}$, if $a \notin I_{d}^{X} \cup I_{d^{\prime}}^{X}$ and $K_{d}^{X}(a)=K_{d^{\prime}}^{X}(a)$ then $f(d)(a)=f\left(d^{\prime}\right)(a) ;^{2}$ that is, if a player has not received any message so far but has the same knowledge about the possible deviators in two situations, then Eve's suggestion for that player's action must be the same in both situations. When Eve plays action $f$ in $(v, X)$, the next state is $((v, X), f) \in S_{\text {Adam }}$, where Adam's actions correspond to states of the game that are compatible with $(v, X)$ and $f$, that is states $v^{\prime}$ such that there exists $d \in \operatorname{dev}(X)$ and $\delta \in$ Act such that $\operatorname{Tab}(v, f(d)[d / \delta])=v^{\prime}$.

When Adam chooses the action $v^{\prime}$ in $((v, X), f)$, the game progresses to Eve's state $\left(v^{\prime}, X^{\prime}\right)$, where:

- $d \in \operatorname{dev}\left(X^{\prime}\right)$ if and only if $d \in \operatorname{dev}(X)$ and there exists $\delta \in$ Act such that $\operatorname{Tab}(v, f(d)[d / \delta])=$ $v^{\prime}$. It corresponds to a case where $d$ was already a possible deviator and can continue deviating so that the game goes to $v^{\prime}$;
- if $d \in \operatorname{dev}\left(X^{\prime}\right)$, then:
= $I_{d}^{X^{\prime}}=I_{d}^{X} \cup\left\{a \in \mathcal{P} \mid \exists b \in I_{d}^{X}\right.$ s.t. $\left.b \rightarrow a\right\}$. New players receive a message with the deviator id;
= for every $a \in I_{d}^{X^{\prime}}, K_{d}^{X^{\prime}}(a)=\{d\} ;$

[^11]
\[

X=\left\{$$
\begin{array}{l}
(2,\{2\},\{0 \mapsto\{2,3\}, 1 \mapsto\{2,3,4\}, 3 \mapsto\{2,4\}, 4 \mapsto\{2\}\}), \\
(3,\{3,4\},\{0 \mapsto\{2,3\}, 1 \mapsto\{2,3,4\}, 2 \mapsto\{3,4\}\}), \\
(4,\{0,4\},\{1 \mapsto\{2,3,4\}, 2 \mapsto\{3,4\}, 3 \mapsto\{2,4\}\})
\end{array}
$$\right\}
\]

Figure 2 Part of the epistemic game corresponding to the game described in Figure 1 (with graph $G_{1}$ ). This does not represent the whole epistemic game and a lot of actions accessible in the states we show here are not written. In situations $(d, I, K)$ we describe $K$ by the list of its values for players $a \notin I$, as for all $a$ in $I$ we have $K(a)=\{d\}$ by definition.

- for every $a \notin I_{d}^{X^{\prime}}, K_{d}^{X^{\prime}}(a)=\left\{b \in K_{d}^{X}(a) \mid \exists \beta \in \operatorname{Act}\right.$ s.t. $\left.\operatorname{Tab}(v, f(b)[b / \beta])=v^{\prime}\right\} \backslash\{c \in$ $\left.\mathcal{P} \mid \operatorname{dist}_{G}(c, a) \leq \max \left\{\operatorname{dist}_{G}\left(c, c^{\prime}\right) \mid c^{\prime} \in I_{c}^{X}\right\}+1\right\}$. Those are the players that could have deviated but for which player $a$ would not have received the signal yet.
We write $X^{\prime}=\operatorname{upd}\left((v, X), f, v^{\prime}\right)$. Note that $X^{\prime} \neq \emptyset$ and that $\operatorname{dev}\left(X^{\prime}\right) \subseteq \operatorname{dev}(X)$.
We let $R=\left(v_{0}, X_{0}\right) \cdot\left(\left(v_{0}, X_{0}\right), f_{0}\right) \cdot\left(v_{1}, X_{1}\right) \ldots$ be an infinite play from $\left(v_{0}, X_{0}\right)=\left(v_{\text {init }}, \emptyset\right)$. We write $\operatorname{visited}(R)$ for $v_{0} v_{1} \cdots \in V^{\omega}$ the sequence of vertices visited along $R$. We also define $\operatorname{dev}(R)=\emptyset$ if $X_{r}=\emptyset$ for every $r$, and $\operatorname{dev}(R)=\lim _{r \rightarrow+\infty} \operatorname{dev}\left(X_{r}\right)$ otherwise. This is the set of possible deviators along $R$.


### 4.1.1 Winning condition of Eve

A zero-sum game will be played on the game structure $\mathcal{E}_{\mathcal{G}}^{G}$, and the winning condition of Eve will be given on the branching structure of the set of outcomes of a strategy for Eve, and not individually on each outcome, as standardly in two-player zero-sum games. We write $s_{\text {init }}=\left(v_{\text {init }}, \emptyset\right)$ for the initial state. Let $p=\left(p_{a}\right)_{a \in \mathcal{P}} \in \mathbb{R}^{P}$, and $\zeta$ be a strategy for Eve in $\mathcal{E}_{\mathcal{G}}^{G}$; it is said winning for $p$ from $s_{\text {init }}$ whenever payoff $(\operatorname{visited}(R))=p$, where $R$ is the unique outcome of $\zeta$ from $s_{\text {init }}$ where Adam complies to Eve's suggestions, and for every other outcome $R^{\prime}$ of $\zeta$, for every $d \in \operatorname{dev}\left(R^{\prime}\right)$, $\operatorname{payoff}_{d}\left(\operatorname{visited}\left(R^{\prime}\right)\right) \leq p_{d}$.

### 4.2 An example

In Figure 2 we present a part of the epistemic game corresponding to the game we described in Figure 1 with graph $G_{1}$. In state $\left(v_{0}, \emptyset\right)$, Eve can play the action profile $\alpha^{5}$ and make the game go to $\left(\left(v_{0}, \emptyset\right), \alpha^{5}\right)$ where Adam can either play $v_{1}=\operatorname{Tab}\left(v_{0}, \alpha^{5}\right)$ (we say that Adam complies with Eve) or choose a different state accessible from $v_{0}$ and an action profile that consists in a singleplayer deviation from $\alpha$, for instance $v_{1}^{\prime}=\operatorname{Tab}\left(v_{0}, \alpha^{2} \beta \alpha^{2}\right)=\operatorname{Tab}\left(v_{0}, \alpha^{3} \beta \alpha\right)=\operatorname{Tab}\left(v_{0}, \alpha^{4} \beta\right)$. If Adam chooses $v_{1}^{\prime}$, then three players are possible deviators: 2,3 and 4 . We write $X$ for the corresponding set of situations, and we already know that $\operatorname{dev}(X)=\{2,3,4\}$.

- If player 2 is the deviator, then no one (except himself) directly receives this information. Player 0 knows that player 4 did not deviate (since $4 \rightarrow 0$ in $G_{1}$ ), hence $K_{2}^{X}(0)=\{2,3\}$; Player 1 has no information hence $K_{2}^{X}(1)=\{2,3,4\}$; Player 3 knows that he is not the deviator but cannot know more, hence $K_{2}^{X}(3)=\{2,4\}$; Finally, player 4 can deduce many things: he knows he is not the deviator, and he saw that player 3 is not the deviator (since $3 \rightarrow 4$ in $G_{1}$ ), hence $K_{2}^{X}(4)=\{2\}$.
- If player 3 is the deviator, then both players 3 and 4 get the information, hence $I_{3}^{X}=\{3,4\}$. Other players can guess some things, for instance player 0 sees that player 4 cannot be the deviator, this is why $K_{3}^{X}(0)=\{2,3\}$. Etc.
- The reasoning for player 4 is similar.

In the situation we have just described, when the game will proceed to $v_{1}^{\prime}$, then either player 0 knows that player 4 has deviated, or he knows that player 4 didn't deviate but he suspects both 2 and 3 . On the other hand, player 4 will precisely know who deviated. And player 3 knows whether he deviated or not, but if he didn't, then he cannot know whether it was player 2 or player 4 who deviated. This knowledge is stored in situation $X$ we have described, and which is fully given in Figure 2.

Let us now illustrate how actions of Eve are defined in states with a non-empty set of situations. Assume we are in Eve's state $\left(v_{0}, X\right)$, with $X$ as previously defined. From that state, an action for Eve is a mapping $f:\{2,3,4\} \rightarrow \operatorname{Act}^{P}$ such that:

$$
f(2)(0)=f(3)(0) \quad f(2)(1)=f(3)(1)=f(4)(1) \quad f(3)(2)=f(4)(2) \quad f(2)(3)=f(4)(3)
$$

The intuition behind these constraints is the following: Player 0 knows whether Player 4 deviated or not, but in the case she did not cannot know whether Player 2 or Player 3 deviated; Player 1 does not know who deviated, hence should play the same action in the three cases (that she cannot distinguish); Player 2 does only know whether she deviated hence in the case she did not cannot know whether Player 3 or Player 4 deviated; the case for Player 3 is similar; finally Player 4 knows for sure who deviated: she saw if Player 3 deviated and knows whether she herself deviated, thus can distinguish between the three cases.

### 4.3 Correctness of the epistemic game construction

When constructing the epistemic game, we mentioned that Eve's states will allow to properly define the undistinguishability relation for all the players. Towards that goal, we show by an immediate induction the following result:

- Lemma 5. If $(v, X)$ is an Eve's state reachable from some $\left(v_{0}, \emptyset\right)$ in $\mathcal{E}_{\mathcal{G}}^{G}$, then for all $d \in \operatorname{dev}(X)$ :
- for all $a \in I_{d}^{X}, K_{d}^{X}(a)=\{d\}$;
- for all $a \notin I_{d}^{X}, K_{d}^{X}(a)=\operatorname{dev}(X) \backslash\left\{d^{\prime} \in \operatorname{dev}(X) \mid a \in I_{d^{\prime}}^{X}\right\}$.

In particular, for all $d, d^{\prime} \in \operatorname{dev}(X)$, for all $a \notin I_{d}^{X} \cup I_{d^{\prime}}^{X}, K_{d}^{X}(a)=K_{d^{\prime}}^{X}(a)$.
So, either a player $a$ will have received from a neighbour the identity of the deviator, or she will not have received any deviator identity yet, and she will have a set of suspected deviators that she will not be able to distinguish.

This allows to deduce the following correspondence between $\mathcal{G}$ and $\mathcal{E}_{\mathcal{G}}^{G}$ :

- Proposition 6. There is a winning strategy for Eve in $\mathcal{E}_{\mathcal{G}}^{G}$ for payoff $p$ if and only if there is a normed strategy profile in $\mathcal{G}$, whose main outcome has payoff $p$ and which is resistant to single-player immediately visible and honest deviations.

The proof of correctness of the epistemic game then goes through the following steps, which are detailed in [6]. First, given an Eve's strategy $\zeta$, we build a function $E_{\zeta}$ associating with $a$-histories (for every $a \in \mathcal{P}$ ) in the original game Eve's histories in the epistemic game such that Eve plays according to $\zeta$ along $E_{\zeta}$.

Then we use this function to create a strategy profile $\Omega(\zeta)$ for the original game where the action prescribed by this profile to player $a$ after history $h$ corresponds in some sense to
$\zeta\left(E_{\zeta}(h)\right)(d)(a)$, where $d$ is a suspected deviator according to player $a$. This works because, thanks to Lemma 5, we know that either player $a$ knows who the deviator is, or player $a$ has a subset of suspect deviators and Eve's suggestion for $a$ (by construction of $\mathcal{E}_{\mathcal{G}}^{G}$ ) is the same for all those possible deviators.

Finally we prove that if $\zeta$ is a winning strategy for Eve then $\Omega(\zeta)$ is both normed and resistant to single-player immediately visible and honest deviations in $\mathcal{G}$.

To prove the converse proposition we build a function $\Lambda$ associating with Eve's histories in the epistemic game families of single-player histories in the original game. We then use this correspondence to build a function $\Upsilon$ associating with normed strategy profiles Eve's strategies in a natural way.

Finally we prove that if $\sigma$ is normed and resistant to single-player immediately visible honest deviations, then $\Upsilon(\sigma)$ is a winning strategy for Eve.

Gathering results of Theorem 4 and of this proposition, we get the following theorem:

- Theorem 7. There is a Nash equilibrium with payoff $p$ in $\mathcal{G}$ if and only if there is a winning strategy for Eve in $\mathcal{E}_{\mathcal{G}}^{G}$ for payoff $p$.

Remark 8. Note that all the results are constructive, hence if one can synthesize a winning strategy for Eve in $\mathcal{E}_{\mathcal{G}}^{G}$, then one can synthesize a correponding Nash equilibrium in $\mathcal{G}$.

## 5 Complexity analysis

We borrow all notations of previous sections. A rough analysis of the size of the epistemic game $\mathcal{E}_{\mathcal{G}}^{G}$ gives an exponential bound. We will give a more precise bound, pinpointing the part with an exponential blowup. We write $\operatorname{diam}(G)$ for the diameter of $G$, that is $\operatorname{diam}(G)=\max \left\{\operatorname{dist}_{G}(a, b) \mid \operatorname{dist}_{G}(a, b)<+\infty\right\}$.

- Lemma 9. Assuming that Tab is given explicitely in $\mathcal{G}$, the number of states in the reachable part of $\mathcal{E}_{\mathcal{G}}^{G}$ from $s_{\text {init }}=\left(v_{\text {init }}, \emptyset\right)$ is bounded by

$$
\left|S_{\mathrm{Eve}}\right| \leq|V|+|V| \cdot|\mathrm{Tab}|^{2} \cdot(\operatorname{diam}(G)+2) \quad \text { and } \quad\left|S_{\mathrm{Adam}}\right| \leq\left|S_{\mathrm{Eve}}\right| \cdot|\mathrm{Act}|^{|P|^{2}}
$$

The number of edges is bounded by $\left|S_{\text {Adam }}\right|+\left|S_{\text {Adam }}\right| \cdot\left|S_{\text {Eve }}\right|$.
If $|\mathcal{P}|$ is assumed to be a constant of the problem, then the size of $\mathcal{E}_{\mathcal{G}}^{G}$ is polynomial in the size of $\mathcal{G}$.

We will not detail algorithmics issues, but the winning condition of Eve in $\mathcal{E}_{\mathcal{G}}^{G}$ is very similar to the winning condition of Eve in the suspect-game construction of [4] (for Boolean or ordered objectives), or in the deviator-game construction of [7] (for mean-payoff), or in a closer context to the epistemic-game construction of [3]. Hence, when the size of the epistemic game is polynomial, rather efficient algorithms can be designed to compute Nash equilibria. For instance, in a setting where the size of $\mathcal{E}_{\mathcal{G}}^{G}$ is polynomial, using a bottom-up labelling algorithm similar to that of [2, Sect. 4.3], one obtains a polynomial space algorithm for deciding the (constrained) existence of a Nash equilibrium when payoffs are Boolean payoffs corresponding to parity conditions.

## 6 Conclusion

In this paper, we have studied multiplayer infinite-duration games over graphs, and focused on games where players can communicate with neighbours, given by a directed graph. We have shown that a very simple communication mechanism was sufficient to describe Nash equilibria.

This mechanism is sort of epidemic, in that if a player deviates, then his neighbours will see it and transmit the information to their own neighbours; the information then propagates along the communication graph. This framework encompasses two standard existing frameworks, one where the actions are invisible (represented with a graph with no edges), and one where all actions are visible (represented by the complete graph). We know from previous works that in both frameworks, one can compute Nash equilibria for many kinds of payoff functions. In this paper, we also show that we can compute Nash equilibria in this generalized framework, by providing a reduction to a two-player game, the so-called epistemic game construction. Winning condition in this two-player game is very similar to winning conditions encountered in the past, yielding algorithmic solution to the computation of Nash equilibria. We have also analyzed the size of the abstraction, which is polynomial when the number of players is considered as a constant of the problem.

The current framework assumes messages can be appended to actions by players, allowing a rich communication between players. The original framework of [14] did not allow additional messages, but did encode identities of deviators by sequences of actions. This was possible in [14] since games were repeated matrix games, but it is harder to see how we could extend this approach and how we could encode identities of players with actions, taking into account the graph structure. For instance, due to the graph, having too long identifiers might be prohibitive to transmit in a short delay the identity of the deviator. Nevertheless, that could be interesting to see if something can be done in this framework.
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#### Abstract

Calude, Jain, Khoussainov, Li, and Stephan (2017) proposed a quasi-polynomial-time algorithm solving parity games. After this breakthrough result, a few other quasi-polynomial-time algorithms were introduced; none of them is easy to understand. Moreover, it turns out that in practice they operate very slowly. On the other side there is Zielonka's recursive algorithm, which is very simple, exponential in the worst case, and the fastest in practice. We combine these two approaches: we propose a small modification of Zielonka's algorithm, which ensures that the running time is at most quasi-polynomial. In effect, we obtain a simple algorithm that solves parity games in quasi-polynomial time. We also hope that our algorithm, after further optimizations, can lead to an algorithm that shares the good performance of Zielonka's algorithm on typical inputs, while reducing the worst-case complexity on difficult inputs.
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## 1 Introduction

The fundamental role of parity games in automata theory and logic, and their applications to verification and synthesis is doubtless, hence it is pointless to elaborate on their importance. Let us only mention that the algorithmic problem of finding the winner in parity games is polynomial-time equivalent to the emptiness problem for nondeterministic automata on infinite trees with parity acceptance conditions, and to the model-checking problem for modal $\mu$-calculus [10]. It also lies at the heart of algorithmic solutions to Church's synthesis problem [29]. The impact of parity games reaches relatively far areas of computer science, like Markov decision processes [11] and linear programming [15].

It is a long-standing open question whether parity games can be solved in polynomial time. Several results show that they belong to some classes "slightly above" polynomial time. Namely, deciding the winner of parity games was shown to be in NP $\cap$ coNP [10], and in UP $\cap$ coUP [18], while computing winning strategies is in PLS, PPAD, and even in their subclass CLS [9]. The same holds for other kinds of games: mean-payoff games [36], discounted games, and simple stochastic games [7]; parity games, however, are the easiest among them, in the sense that there are polynomial-time reductions from parity games to the other kinds of games $[18,36]$, but no reductions in the opposite direction are known.

Describing the algorithmic side of solving parity games, one has to start with Zielonka's algorithm [35], being an adaptation of an approach proposed by McNaughton to solve Muller
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games [28]. This algorithm consists of a single recursive procedure, being simple and very natural; one may say that it computes who wins the game "directly from the definition". Its running time is exponential in the worst case $[14,1,16]$, but on many typical inputs it works much faster. For over two decades researchers were trying to cutback the complexity of solving parity games, which resulted in a series of algorithms, all of which were either exponential $[5,31,19,34,30,2]$, or mildly subexponential [3, 21]. The next era came unexpectedly in 2017 with a breakthrough result of Calude, Jain, Khoussainov, Li, and Stephan [6] (see also [17, 23]), who designed an algorithm working in quasi-polynomial time. This invoked a series of quasi-polynomial-time algorithms, which appeared soon after $[20,13,24]$. These algorithms are quite involved (at least compared to the simple recursive algorithm of Zielonka), and it is not so trivial to understand them.

The four quasi-polynomial-time algorithms [6, 20, 13, 24], at first glance being quite different, actually proceed along a similar line (as observed by Bojańczyk and Czerwiński [4] and Czerwiński et al. [8]). Namely, out of all the four algorithms one can extract a construction of a safety automaton (nondeterministic in the case of Lehtinen [24], and deterministic in the other algorithms), which accepts all words encoding plays that are decisively won by one of the players (more precisely: plays consistent with some positional winning strategy), and rejects all words encoding plays in which the player loses (for plays that are won by the player, but not decisively, the automaton can behave arbitrarily). This automaton does not depend at all on the game graph; it depends only on its size. Having an automaton with the above properties, it is not difficult to convert the original parity game into an equivalent safety game (by taking a "product" of the parity game and the automaton), which can be solved easily - and all the four algorithms actually proceed this way, even if it is not stated explicitly that such an automaton is constructed. As shown in Czerwiński et al. [8], all automata having the aforementioned properties have to look very similar: their states have to be leaves of some so-called universal tree; particular papers propose different constructions of these trees, and of the resulting automata (of quasi-polynomial size). Moreover, Czerwiński et al. [8] show a quasi-polynomial lower bound for the size of such an automaton.

In this paper we propose a novel quasi-polynomial-time algorithm solving parity games. It is obtained by applying a small modification to Zielonka's recursive algorithm; this modification guarantees that the worst-case running time of this algorithm, being originally exponential, becomes quasi-polynomial. The simplicity of Zielonka's algorithm remains in place; we avoid complicated considerations accompanying all the previous quasi-polynomialtime algorithms. Another point is that our algorithm exploits the structure of parity games in a rather different way from the four previous quasi-polynomial-time algorithms. Indeed, the other algorithms construct automata that are completely independent from a particular game graph given on input - they work in exactly the same way for every game graph of a considered size. The behaviour of our algorithm, in contrast, is highly driven by an analysis of the game graph given on input. In particular, although our algorithm is not faster than quasi-polynomial, it does not fit to the "separator approach" in which a quasi-polynomial lower bound of Czerwiński et al. [8] exists.

The running time of our algorithm is quasi-polynomial, and the space complexity is quadratic (more precisely, $O(n \cdot h$ ), where $n$ is the number of nodes in the game graph, and $h$ is the maximal priority appearing there).

We remark that Lehtinen, Schewe, and Wojtczak in their recent follow up paper [25] suggested a variation of our algorithm that improves the complexity to meet the state-of-the-art complexity of broadly $2^{O((\log n)(\log h))}$, while providing polynomial bounds when the number of priorities is logarithmic.

Let us also mention the practical side of the world. It turns out that parity games are one of the areas where theory does not need to meet practice: the quasi-polynomialtime algorithms, although fastest in theory, are actually the slowest. The most exhaustive comparison of existing algorithms was performed by Tom van Dijk [32]. In his Oink tool he has implemented several algorithms, with different optimizations. Then, he has evaluated them on a benchmark of Keiren [22], containing multiple parity games obtained from model checking and equivalence checking tasks, as well as on different classes of random games. It turns out that the classic recursive algorithm of Zielonka [35] performs the best, ex aequo with the recent priority promotion algorithm [2]. After that, we have the strategy improvement algorithm [34, 12], being a few times slower. Far later, we have the small progress measure algorithm [19]. At the very end, with a lot of timeouts, we have the quasi-polynomial-time algorithm of Fearnley, Jain, Schewe, Stephan, and Wojtczak [13]. The other quasi-polynomial-time algorithms were not implemented due to excessive memory usage.

While developing the current algorithm, we hoped that it will share the good performance with Zielonka's algorithm, on which it is based. Unfortunately, preliminary experiments have shown that this is not necessarily the case. It turns out that

- on random games our algorithm performs similarly to the slowest algorithms implemented in Oink;
- on crafted game families that are difficult for Zielonka's algorithm, our algorithm is indeed faster from it, but not dramatically faster;
- the only think that is optimistic is that on games with a very low number of priorities our algorithm performs similarly to the fastest algorithms.
Because the empirical results of a direct implementation of the algorithm are completely unsatisfactory, we do not include a full description of our experiments. Instead, we leave an efficient implementation for a future work. Beside of the discouraging outcomes, we believe that our idea, via further optimizations, can lead to an algorithm that is both fast in practice and has a good worst-case complexity (see the concluding section for more comments).


## 2 Preliminaries

A parity game is played on a game graph between two players, called Even or Odd (shortened sometimes to $E$ and $O$ ). A game graph consists of

- a directed graph $G$, where we require that every node has at least one successor, and where there are no self-loops (i.e., edges from a node to itself);
- a labeling of every node $v$ of $G$ by a positive natural number $\pi(v)$, called its priority;
- a partition of nodes of $G$ between nodes owned by Even and nodes owned by Odd.

An infinite path in $G$ is called a play, while a finite path in $G$ is called a partial play. The game starts in a designated starting node. Then, the player to which the current node belongs, selects a successor of this node, and the game continues there. In effect, after a finite time a partial play is obtained, and at the end, after infinite time, this results in a play. We say that a play $v_{1}, v_{2}, \ldots$ is winning for Even if $\lim _{\sup _{i \rightarrow \infty} \pi} \pi\left(v_{i}\right)$ is even (i.e., if the maximal priority seen infinitely often is even). Conversely, the play is winning for Odd if $\lim \sup _{i \rightarrow \infty} \pi\left(v_{i}\right)$ is odd.

A strategy of player $P \in\{$ Even, Odd\} is a function that maps every partial play that ends in a node of $P$ to some its successor. Such a function says how $P$ will play in every situation of the game (depending on the history of that game). When a (partial) play $\pi$ follows a strategy $\sigma$ in every step in which player $P$ is deciding, we say that $\pi$ agrees with $\sigma$.

A strategy $\sigma$ is winning for $P$ from a node $v$ if every play that starts in $v$ and agrees with $\sigma$ is winning for $P$. While saying "player $P$ wins from a node $v$ " we usually mean that $P$ has a winning strategy from $v$. Let $\operatorname{Win}_{P}(G)$ be the set of nodes of $G$ from which $P$ wins; it is called the winning region of $P$. By Martin's theorem [27] we know that parity games are determined: in every game graph $G$, and for every node $v$ of $G$ either Even wins from $v$, or Odd wins from $v$. In effect, $\operatorname{Win}_{E}(G)$ and $\operatorname{Win}_{O}(G)$ form a partition of the node set of $G$.

During the analysis, we also consider games with other winning conditions. A winning condition is a set of plays. The winning conditions of Even and Odd considered in parity games are denoted LimsupEven and LimsupOdd, respectively. Beside of that, for every set $S$ of nodes, let $\operatorname{Safety}(S)$ be the set of plays that use only nodes from $S$.

A dominion for Even is a set $S$ of nodes such that from every $v \in S$ Even wins the game with the condition LimsupEven $\cap \operatorname{Safety}(S)$; in other words, from every node of $S$ he can win the parity game without leaving $S$. Likewise, a dominion for Odd is a set $S$ of nodes such that from every $v \in S$ Odd wins the game with the condition LimsupOdd $\cap \operatorname{Safety}(S)$. Notice that the whole $\operatorname{Win}_{P}(G)$ is a dominion for $P$ (where $P \in\{$ Even, Odd\}). Indeed, if Even is going to win from some $v \in \operatorname{Win}_{E}(G)$, the play cannot leave $\operatorname{Win}_{E}(G)$ and enter a node $v^{\prime} \in \operatorname{Win}_{O}(G)$, as then Odd could use his winning strategy from $v^{\prime}$ and win the whole game; here we use the fact that all suffixes of a play in LimsupEven are also in LimsupEven. For $P=$ Odd the situation is symmetric.

## 3 Standard Zielonka's Algorithm

Before presenting our algorithm, we recall the standard Zielonka's algorithm, as a reference.
For a set of nodes $N$ in a game graph $G$, and for a player $P \in\{$ Even, Odd $\}$, we define the attractor of $N$, denoted $\operatorname{Atr}_{P}(G, N)$, to be the set of nodes of $G$ from which $P$ can force to reach a node from $N$. In other words, $\operatorname{Atr}_{P}(G, N)$ is the smallest set such that

- $N \subseteq \operatorname{Atr}_{P}(G, N)$,
- if $v$ is a node of $P$ and some its successor is in $\operatorname{Atr}_{P}(G, N)$, then $v \in \operatorname{Atr}_{P}(G, N)$, and
- if $v$ is a node of the opponent of $P$ and all its successors are in $\operatorname{Atr}_{P}(G, N)$, then $v \in \operatorname{Atr}_{P}(G, N)$.
Clearly $\operatorname{AtR}_{P}(G, N)$ can be computed in time proportional to the size of $G$.
Algorithm 1 Standard Zielonka's Algorithm.

```
procedure \(\operatorname{Solve}_{E}(G, h) \quad \triangleright h\) is an even upper bound for priorities in \(G\)
begin
        do begin
            \(N_{h}=\{v \in \operatorname{nodes}(G) \mid \pi(v)=h\} ; \quad \triangleright\) nodes with the highest priority
            \(H=G \backslash \operatorname{ATR}_{E}\left(G, N_{h}\right) ; \quad \triangleright\) new game: reaching priority \(h \rightarrow\) win
            \(W_{O}=\operatorname{SolvE}_{O}(H, h-1) ; \quad \triangleright\) in \(W_{O}\) we lose before reaching priority \(h\)
            \(G=G \backslash \operatorname{AtR}_{O}\left(G, W_{O}\right) ; \quad \triangleright\) possibly \(N_{h} \cap \operatorname{ATR}_{O}\left(G, W_{O}\right) \neq \emptyset\)
        end while \(W_{O} \neq \emptyset\);
        return nodes \((G)\);
    end
```

Algorithm 1 is the standard Zielonka's algorithm. The procedure $\operatorname{Solve}_{E}(G, h)$ returns $\operatorname{Win}_{E}(G)$, the winning region of Even, if $h$ is an even number that is greater or equal than all priorities appearing in $G$. A procedure $\operatorname{SolvE}_{O}(G, h)$ is also needed; it is identical to $\operatorname{SolVE}_{E}(G, h)$ except that the roles of $E$ and $O$ are swapped; it returns $\operatorname{Win}_{O}(G)$, the


Figure 1 The structure of winning regions in a parity game.
winning region of Odd. While writing $G \backslash S$, we mean the game obtained by removing from $G$ all nodes in $S$, and all edges leading to nodes in $S$ or starting from nodes in $S$. We use this construct only when $S$ is an attractor; in such a case, if all successors of a node $v$ are removed, then $v$ is also removed (i.e., if all successors of $v$ belong to an attractor, then $v$ belongs to the attractor as well). In effect $G \backslash S$ is a valid game graph (every its node has at least one successor).

We remark that the algorithm is presented in a slightly different way than usually. Namely, we use here a loop, while the usual presentation does not use a loop but rather calls recursively $\operatorname{Solve}_{E}\left(G \backslash \operatorname{ATR}_{O}\left(G, W_{O}\right), h\right)$ at the end of the procedure. This is only a superficial difference in the presentation, but is useful while modifying the algorithm in the next section.

The algorithm can be understood while looking at Figure 1. Let $h$ be the highest priority used in $G$; assume that it is even. The game graph $G$ can be divided into two parts: Win $_{E}(G)$ and $\operatorname{Win}_{O}(G)$. In $\operatorname{Win}_{E}(G)$ we can distinguish the attractor of nodes with priority $h$ (denoted $\left.A_{E}\right)$. Odd either loses inside $\operatorname{Win}_{E}(G) \backslash A_{E}$, or enters $A_{E}$, which causes that a node with priority $h$ is seen, and then the game continues in some node of $\operatorname{Win}_{E}(G)$. The winning region of Odd, $\operatorname{Win}_{O}(G)$, can be divided into multiple parts. We have a part $W_{O}^{0}$, where Odd can win without seeing a node of priority $h$. Then, we have nodes of priority $h$ from which Even is forced to enter $W_{O}^{0}$, and their attractor, denoted $A_{1}$. Then, we have a part $W_{O}^{1}$, where Odd can ensure that the play is either winning for him inside $W_{O}^{1}$ or enters $A_{1}$; in other words, from nodes of $W_{O}^{1}$ Odd can win while seeing $h$ at most once. We also have parts $W_{O}^{i}$ for larger $i$, and corresponding attractors $A_{i}$.

While running the algorithm, this partition of $G$ is not known, and has to be discovered. To this end, the algorithm assumes first (in the game $H$ ) that all nodes of priority $h$ are winning for Even. The first call to $\operatorname{Solve}_{O}(H, h-1)$ returns the set $W_{O}^{0}$ of nodes where Odd wins without seeing a node of priority $h$. We then remove them from the game, together with the attractor $A_{1}$. In the next step, $\operatorname{Solve}_{O}(H, h-1)$ returns the set $W_{O}^{1}$, and so on. At the end the whole $\operatorname{Win}_{O}(G)$ becomes removed, and the procedure returns $\operatorname{Win}_{E}(G)$.

## 4 Quasi-Polynomial-Time Algorithm

We now present a modification to Algorithm 1 that results in obtaining quasi-polynomial running time, in the worst case.

The modification can be understood while looking again at Figure 1. The key observation is that, while $\operatorname{Win}_{O}(G)$ is of size at most $n$ (where $n$ is the number of nodes in $G$ ), then most of its parts $W_{O}^{i}$ are smaller. Namely, most of them have to be of size at most $\frac{n}{2}$, and only one of them can be larger than $\frac{n}{2}$. We use this observation, and while looking for $W_{O}^{i}$, we search for a winning region (for a dominion) of size at most $\frac{n}{2}$. Usually this is enough;
only once it is not enough: one $W_{O}^{i}$ can be larger than $\frac{n}{2}$ and it will not be found if we only look for a set of size at most $\frac{n}{2}$. But when the algorithm finds no set of size at most $\frac{n}{2}$, we can once search for $W_{O}^{i}$ of an arbitrary size. After that, we know that all following sets $W_{O}^{i}$ are again of size at most $\frac{n}{2}$. While going recursively, we notice that every $W_{O}^{i}$ can be further subdivided in a similar way, while splitting on the priority $h-2$. If $\left|W_{O}^{i}\right| \leq \frac{n}{2}$, we again have the property that most of the parts of $W_{O}^{i}$ are of size at most $\frac{n}{4}$, and only one of them can be larger than $\frac{n}{4}$.

To exploit this observation, in the recursive calls we pass two precision parameters, $p_{E}$ and $p_{O}$ (one for every of the players), saying that we search for winning sets of size at most $p_{E}$ for Even, and at most $p_{O}$ for Odd. The modified procedure is presented as Algorithm 2. Again, one also needs a procedure $\operatorname{Solve}_{O}$, which is obtained from $\operatorname{Solve}_{E}$ by literally changing every $E$ to $O$ and vice versa.

Algorithm 2 Quasi-Polynomial-Time Algorithm.

```
procedure \(\operatorname{SolvE}_{E}\left(G, h, p_{E}, p_{O}\right)\)
                                    \(\triangleright p_{E}, p_{O}\) are new "precision" parameters
begin
        if \(G=\emptyset \vee p_{E} \leq 1\) then
            return \(\emptyset\); \(\quad \triangleright\) we assume that there are no self-loops in \(G\)
        do begin
            \(N_{h}=\{v \in \operatorname{nodes}(G) \mid \pi(v)=h\} ;\)
            \(H=G \backslash \operatorname{ATR}_{E}\left(G, N_{h}\right)\);
            \(W_{O}=\operatorname{SolvE}_{O}\left(H, h-1,\left\lfloor p_{O} / 2\right\rfloor, p_{E}\right) ; \quad \triangleright\) precision decreased
            \(G=G \backslash \operatorname{ATR}_{O}\left(G, W_{O}\right) ;\)
        end while \(W_{O} \neq \emptyset\);
        \(N_{h}=\{v \in \operatorname{nodes}(G) \mid \pi(v)=h\} ;\)
        \(H=G \backslash \operatorname{ATR}_{E}\left(G, N_{h}\right)\);
        \(W_{O}=\operatorname{SolvE}_{O}\left(H, h-1, p_{O}, p_{E}\right) ; \quad \triangleright\) we try once with the full precision
        \(G=G \backslash \operatorname{AtR}_{O}\left(G, W_{O}\right) ;\)
        while \(W_{O} \neq \emptyset\) do begin
            \(N_{h}=\{v \in \operatorname{nodes}(G) \mid \pi(v)=h\} ;\)
            \(H=G \backslash \operatorname{ATR}_{E}\left(G, N_{h}\right)\);
            \(W_{O}=\operatorname{SolvE}_{O}\left(H, h-1,\left\lfloor p_{O} / 2\right\rfloor, p_{E}\right) ; \quad \triangleright\) again, precision decreased
            \(G=G \backslash \operatorname{ATR}_{O}\left(G, W_{O}\right) ;\)
        end;
        return nodes \((G)\);
end
```

We start the algorithm with $p_{E}=p_{O}=n$, where $n$ is the number of nodes in $G$. In the procedure we have now, in a sense, three copies of the previous procedure, corresponding to three stages. In the first stage, in lines $5-10$, we look for sets $W_{O}^{i}$ of size at most $\left\lfloor\frac{p_{O}}{2}\right\rfloor$. If the returned set is empty, this may mean that the next $W_{O}^{i}$ either is empty, or is of size greater than $\left\lfloor\frac{p_{O}}{2}\right\rfloor$. Then, in lines 11-14, we once search for a set $W_{O}^{i}$ of size at most $p_{O}$ (knowing that if it is nonempty, then its size is greater than $\left.\left\lfloor\frac{p_{O}}{2}\right\rfloor\right)$. Finally, in the loop in lines 15-20, we again look for sets $W_{O}^{i}$ of size at most $\left\lfloor\frac{p_{O}}{2}\right\rfloor$ (because we have already found a set of size greater than $\left\lfloor\frac{p_{O}}{2}\right\rfloor$, all the remaining sets have size at most $\left.\left\lfloor\frac{p_{O}}{2}\right\rfloor\right)$.

## 5 Complexity Analysis

Let us analyze the complexity of our algorithm.
First, we observe that the space complexity is $O(n \cdot h)$, where $n$ is the number of nodes, and $h$ is the maximal priority. Indeed, the depth of the recursion is at most $h$, and on every step we only need to remember some sets of nodes.

We now come to the running time. As it is anyway worse than the running time of the other quasi-polynomial-time algorithms, we do not aim in proving a very tight upper bound; we only prove that the running time is quasi-polynomial.

Let $R(h, l)$ be the number of (nontrivial) executions of the $\operatorname{SoLVE}_{E}$ and $\operatorname{SolVE}_{O}$ procedures performed during one call to $\operatorname{SoLVE}_{E}\left(G, h, p_{E}, p_{O}\right)$ with $\left\lfloor\log p_{E}\right\rfloor+\left\lfloor\log p_{O}\right\rfloor=l$, and with $G$ having at most $n$ nodes (where $n$ is fixed). We only count here nontrivial executions, that is, such that do not leave the procedure in line 4 . Clearly $R(0, l)=R(h, 0)=0$. For $h, l \geq 1$ it holds that

$$
\begin{equation*}
R(h, l) \leq 1+n \cdot R(h-1, l-1)+R(h-1, l) . \tag{1}
\end{equation*}
$$

Indeed, in $\operatorname{Solve}_{E}$ after every call to $\operatorname{Solve}_{O}$ we remove at least one node from $G$, with the exception of two such calls: the last call in line 8, and the last call ever. In effect, in lines 8 and 18 we have at most $n$ calls to $\operatorname{SolvE}_{O}$ with decreased precision (plus, potentially, the ( $n+1$ )-th call with empty $G$, which is not included in $R(h, l)$ ), and in line 13 we have one call to $\operatorname{SolvE}_{O}$ with full precision. Notice that $\left\lfloor\log p_{O}\right\rfloor$ (hence also $l$ ) decreases by 1 in the decreased-precision call.

Using Inequality (1) we now prove by induction that $R(h, l) \leq n^{l} \cdot\binom{h+l}{l}-1$. For $h=0$ and for $l=0$ the inequality holds. For $h, l \geq 1$ we have that

$$
\begin{aligned}
R(h, l) & \leq 1+n \cdot R(h-1, l-1)+R(h-1, l) \\
& \leq 1+n \cdot\left(\begin{array}{c}
\left.n^{l-1} \cdot\binom{h-1+l-1}{l-1}-1\right)+n^{l} \cdot\binom{h-1+l}{l}-1 \\
\end{array}\right)=n^{l} \cdot\left(\binom{h-1+l}{l-1}+\binom{h-1+l}{l}\right)-1 \\
& =n^{l} \cdot\binom{h+l}{l}-1 .
\end{aligned}
$$

In effect, $R(h, l) \leq n^{l} \cdot(h+l)^{l}$. Recalling that we start with $l=2 \cdot\lfloor\log n\rfloor$, we see that this number is quasi-polynomial in $n$ and $h$. This concludes the proof, since obviously a single execution of the $\operatorname{SoLVE}_{E}$ procedure (not counting the running time of recursive calls) costs polynomial time.

## 6 Correctness

We now justify correctness of the algorithm. This amounts to proving the following lemma.

- Lemma 6.1. Procedure $\operatorname{Solve}_{E}\left(G, h, p_{E}, p_{O}\right)$ returns a set $W_{E}$ such that for every $S \subseteq$ nodes $(G)$,
- if $S$ is a dominion for Even, and $|S| \leq p_{E}$, then $S \subseteq W_{E}$, and
- if $S$ is a dominion for $O d d$, and $|S| \leq p_{O}$, then $S \cap W_{E}=\emptyset$.

Notice that in $G$ there may be nodes that do not belong to any dominion smaller than $p_{E}$ or $p_{O}$; for such nodes we do not specify whether or not they are contained in $W_{E}$.

Recall that $\operatorname{Win}_{E}(G)$ is a dominion for Even, and $\operatorname{Win}_{O}(G)$ is a dominion for Odd. Thus, using Lemma 6.1 we can conclude that for $p_{E}=p_{O}=n$ the procedure returns $\operatorname{Win}_{E}(G)$, the winning region of Even.

One may wonder why we use dominions in the statement of the lemma, instead of simply saying that if $\left|\operatorname{Win}_{E}(G)\right| \leq p_{E}$, then $\operatorname{Win}_{E}(G) \subseteq W_{E}$. Such a simplified statement, however, is not suitable for induction. Indeed, while switching from the game $G$ to the game $H$ (created in lines $7,12,17$ ) the winning regions of Even may increase dramatically, because in $H$ Odd is not allowed to visit any node with priority $h$. Nevertheless, the winning region of Even in $G$, and any dominion of Even in $G$, remains a dominion in $H$ (when restricted to nodes of $H$ ).

Before proving Lemma 6.1, let us observe two facts about dominions. In their statements $P \in\{$ Even, Odd $\}$ is one of the players, and $\bar{P}$ is his opponent.

- Fact 6.2. If $S$ is a dominion for $P$ in a game $G$, and $X$ is a set of nodes of $G$, then $S \backslash \operatorname{Atr}_{P}(G, X)$ is a dominion for $P$ in $G \backslash \operatorname{Atr}_{P}(G, X)$.

Proof. Denote $S^{\prime}=S \backslash \operatorname{Atr}_{P}(G, X)$ and $G^{\prime}=G \backslash \operatorname{AtR}_{P}(G, X)$. By definition, from every node $v \in S$ player $P$ wins with the condition Limsup $P \cap \operatorname{Safety}(S)$ in $G$, using some winning strategy. Observe that using the same strategy he wins with the condition Limsup $P \cap \operatorname{Safety}\left(S^{\prime}\right)$ in $G^{\prime}$ (assuming that the starting node $v$ is in $S^{\prime}$ ). The strategy remains valid in $G^{\prime}$, because every node $u$ of player $P$ that remains in $G^{\prime}$ has the same successors in $G^{\prime}$ as in $G$ (conversely: if some of successors of $u$ belongs to $\operatorname{Atr}_{P}(G, X)$, then $u$ also belongs to $\left.\operatorname{AtR}_{P}(G, X)\right)$.

- Fact 6.3. If $S$ is a dominion for $P$ in a game $G$, and $X$ is a set of nodes of $G$ such that $S \cap X=\emptyset$, then $S$ is a dominion for $P$ in $G \backslash \operatorname{ATR}_{\bar{P}}(G, X)$ (in particular $S \subseteq$ $\left.\operatorname{nodes}\left(G \backslash \operatorname{AtR}_{\bar{P}}(G, X)\right)\right)$.

Proof. Denote $G^{\prime}=G \backslash \operatorname{Atr}_{\bar{P}}(G, X)$. Suppose that there is some $v \in S \cap \operatorname{Atr}_{\bar{P}}(G, X)$. On the one hand, $P$ can guarantee that, while starting from $v$, the play stays in $S$ (by the definition of a dominion); on the other hand, $\bar{P}$ can force to reach the set $X$ (by the definition of an attractor), which is disjoint from $S$. Thus such a node $v$ could not exist, we have $S \subseteq \operatorname{nodes}\left(G^{\prime}\right)$.

It remains to observe that from every node $v \in S$ player $P$ wins with the condition $\operatorname{Limsup} P \cap \operatorname{Safety}(S)$ also in the restricted game $G^{\prime}$, using the same strategy as in $G$. Indeed, a play in $G$ following this strategy never leaves $S$, and the whole $S$ remains unchanged in $G^{\prime}$.

We are now ready to prove Lemma 6.1.
Proof of Lemma 6.1. We prove the lemma by induction on $h$. Consider some execution of the procedure. By $G^{i}, N_{h}^{i}, H^{i}, W_{O}^{i}$ we denote values of the variables $G, N_{h}, H, W_{O}$ just after the $i$-th call to $\operatorname{SolvE}_{O}$ in one of the lines $8,13,18$; in lines $9,14,19$ we create $G^{i+1}$ out of $G^{i}$ and $W_{O}^{i}$. In particular $G^{1}$ equals the original game $G$, and at the end we return $\operatorname{nodes}\left(G^{m+1}\right)$, where $m$ is the number of calls to $\operatorname{Solve}_{O}$.

Concentrate on the first item of the lemma: fix an Even's dominion $S$ in $G$ (i.e., in $G^{1}$ ) such that $|S| \leq p_{E}$. Assume that $S \neq \emptyset$ (for $S=\emptyset$ there is nothing to prove). Notice first that a nonempty dominion has at least two nodes (by assumption there are no self-loops in $G$, hence every play has to visit at least two nodes), thus, because $S \subseteq \operatorname{nodes}(G)$ and $|S| \leq p_{E}$, we have that $G \neq \emptyset$ and $p_{E}>1$. It means that the procedure does not return in line 4. We thus need to prove that $S \subseteq \operatorname{nodes}\left(G^{m+1}\right)$.

We actually prove that $S$ is a dominion for Even in $G^{i}$ for every $i \in\{1, \ldots, m+1\}$, meaning in particular that $S \subseteq \operatorname{nodes}\left(G^{i}\right)$. This is shown by an internal induction on $i$. The base case $(i=1)$ holds by assumption. For the induction step, consider some $i \in\{1, \ldots, m\}$. By the induction assumption $S$ is a dominion for Even in $G^{i}$, and we need to prove that it is a dominion for Even in $G^{i+1}$.

Consider $S^{i}=S \cap \operatorname{nodes}\left(H^{i}\right)$. Because $S^{i}=S \backslash \operatorname{ATR}_{E}\left(G^{i}, N_{h}^{i}\right)$, by Fact 6.2 the set $S^{i}$ is a dominion for Even in $H^{i}=G^{i} \backslash \operatorname{ATR}_{E}\left(G^{i}, N_{h}^{i}\right)$, and obviously $\left|S^{i}\right| \leq|S| \leq p_{E}$. By the assumption of the external induction (which can be applied to Solve ${ }_{O}$, by symmetry) it follows that $S^{i} \cap W_{O}^{i}=\emptyset$, so also $S \cap W_{O}^{i}=\emptyset$ (because $W_{O}^{i}$ contains only nodes of $G^{i}$, while $S \backslash S^{i}$ contains no nodes of $G^{i}$ ). Thus, by Fact 6.3 the set $S$ is a dominion for Even in $G^{i+1}=G^{i} \backslash \operatorname{AtR}_{O}\left(G^{i}, W_{O}^{i}\right)$. This finishes the proof of the first item.

Now we prove the second item of the lemma. To this end, fix some Odd's dominion $S$ in $G$ such that $|S| \leq p_{O}$. If $p_{E} \leq 1$, we return $W_{E}=\emptyset$ (line 4), so clearly $S \cap W_{E}=\emptyset$. The interesting case is when $p_{E} \geq 2$. Denote $S^{i}=S \cap \operatorname{nodes}\left(G^{i}\right)$ for all $i \in\{1, \ldots, m+1\}$; we first prove that $S^{i}$ is a dominion for Odd in $G^{i}$. This is shown by induction on $i$. The base case of $i=1$ holds by assumption, because $G^{1}=G$ and $S^{1}=S$. For the induction step, assume that $S^{i}$ is a dominion for Odd in $G^{i}$, for some $i \in\{1, \ldots, m\}$. By definition $G^{i+1}=G^{i} \backslash \operatorname{AtR}_{O}\left(G^{i}, W_{O}^{i}\right)$ and $S^{i+1}=S^{i} \backslash \operatorname{ATR}_{O}\left(G^{i}, W_{O}^{i}\right)$, so $S^{i+1}$ is a dominion for Odd in $G^{i+1}$ by Fact 6.2 , which finishes the inductive proof.

For $i \in\{1, \ldots, m\}$, let $Z^{i}$ be the set of nodes (in $S^{i} \backslash N_{h}^{i}$ ) from which Odd wins with the condition LimsupOdd $\cap \operatorname{Safety}\left(S^{i} \backslash N_{h}^{i}\right)$ in $G^{i}$ (that is, where Odd can win without seeing priority $h$ - the highest even priority). Let us observe that if $S^{i} \neq \emptyset$ then $Z^{i} \neq \emptyset(\boldsymbol{\phi})$. Indeed, suppose to the contrary that $Z^{i}=\emptyset$, and consider an Odd's strategy that allows him to win with the condition LimsupOdd $\cap \operatorname{Safety}\left(S^{i}\right)$ in $G^{i}$, from some node $v_{0} \in S^{i}$. Because $v_{0} \notin Z^{i}$, this strategy in not winning for the condition LimsupOdd $\cap \operatorname{Safety}\left(S^{i} \backslash N_{h}^{i}\right)$, so Even, while playing against this strategy, can reach a node $v_{1}$ in $N_{h}^{i}$ (as he cannot violate the parity condition nor leave $S^{i}$ ). For the same reason, because $v_{1} \notin Z^{i}$, Even can continue and reach a node $v_{2}$ in $N_{h}^{i}$. Repeating this forever, Even gets priority $h$ (which is even and is the highest priority) infinitely many times, contradicting the fact that the strategy was winning for Odd.

Observe also that from nodes of $Z^{i}$ Odd can actually win with the condition LimsupOdd $\cap$ Safety $\left(Z^{i}\right)$ in $G^{i}$, using the strategy that allows him to win with the condition LimsupOdd $\cap$ $\operatorname{Safety}\left(S^{i} \backslash N_{h}^{i}\right)$. Indeed, if a play following this strategy enters some node $v$, then from this node $v$ Odd can still win with the condition LimsupOdd $\cap \operatorname{Safety}\left(S^{i} \backslash N_{h}^{i}\right)$, which means that these nodes belongs to $Z^{i}$. It follows that $Z^{i}$ is a dominion for Odd in $G^{i}$. Moreover, because $Z^{i} \cap N_{h}^{i}=\emptyset$, from Fact 6.3 we have that $Z^{i}$ is a dominion for Odd in $H^{i}=G^{i} \backslash \operatorname{ATR}_{E}\left(G^{i}, N_{h}^{i}\right)$.

Let $k$ be the number of the call to Solve $_{O}$ that is performed in line 13 (calls number $1, \ldots, k-1$ are performed in line 8 , and calls number $k+1, \ldots, m$ are performed in line 18). Recall that $W_{O}^{i}$ is the set returned by a call to $\operatorname{SolvE}_{O}\left(H^{i}, h-1, p_{O}^{i}, p_{E}\right)$, where $p_{O}^{k}=p_{O}$, and $p_{O}^{i}=\left\lfloor\frac{p_{O}}{2}\right\rfloor$ if $i \neq k$. From the assumption of the external induction, if $\left|Z^{i}\right| \leq\left\lfloor\frac{p_{O}}{2}\right\rfloor$ or if $i=k$ (since $Z^{i} \subseteq S^{i} \subseteq S$ and $|S| \leq p_{O}$, clearly $\left|Z^{i}\right| \leq p_{O}$ ), we obtain that $Z^{i} \subseteq W_{O}^{i}(\mathbf{\uparrow})$.

We now prove that $\left|S^{k+1}\right| \leq\left\lfloor\frac{p_{O}}{2}\right\rfloor$. This clearly holds if $S^{k-1}=\emptyset$, because $S^{k+1} \subseteq$ $S^{k} \subseteq S^{k-1}$. Suppose thus that $S^{k-1} \neq \emptyset$. Then $Z^{k-1} \neq \emptyset$, by (\&). On the other hand, $W_{O}^{k-1}=\emptyset$, because we are just about to leave the loop in lines 5-10 (the $k$-th call to $\operatorname{SolvE}_{O}$ is in line 13). By ( $\left.\boldsymbol{\uparrow}\right)$, if $\left|Z^{k-1}\right| \leq\left\lfloor\frac{p_{O}}{2}\right\rfloor$, then $Z^{k-1} \subseteq W_{O}^{k-1}$, which does not hold in our case. Thus $\left|Z^{k-1}\right|>\left\lfloor\frac{p_{O}}{2}\right\rfloor$. Because $W_{O}^{k-1}=\emptyset$, we simply have $G^{k}=G^{k-1}$, and $S^{k}=S^{k-1}$, and $Z^{k}=Z^{k-1}$. Using $(\boldsymbol{\uparrow})$ for $i=k$, we obtain that $Z^{k} \subseteq W_{O}^{k}$, and because $S^{k+1}=S^{k} \backslash \operatorname{ATR}_{O}\left(G^{k}, W_{O}^{k}\right) \subseteq S^{k} \backslash W_{O}^{k} \subseteq S^{k} \backslash Z^{k}$ we obtain that $\left|S^{k+1}\right| \leq\left|S^{k}\right|-\left|Z^{k}\right| \leq p_{O}-\left(\left\lfloor\frac{p_{O}}{2}\right\rfloor+1\right) \leq\left\lfloor\frac{p_{O}}{2}\right\rfloor$, as initially claimed.

If $k=m$, we have $Z^{m} \subseteq W_{O}^{m}$ by ( $\boldsymbol{\oplus}$ ). If $k+1 \leq m$, we have $S^{m} \subseteq S^{k+1}$ (our procedure only removes nodes from the game) and $Z^{m} \subseteq S^{m}$, so $\left|Z^{m}\right| \leq\left\lfloor\frac{p_{O}}{2}\right\rfloor$ by the above paragraph, and also $Z^{m} \subseteq W_{O}^{m}$ by $(\boldsymbol{\uparrow})$. Because after the $m$-th call to Solve $_{O}$ the procedure ends, we have $W_{O}^{m}=\emptyset$, so also $Z^{m}=\emptyset$, and thus $S^{m}=\emptyset$ by ( $\left.\boldsymbol{\phi}\right)$. We have $S^{m+1} \subseteq S^{m}$, so $S^{m+1}=S \cap \operatorname{nodes}\left(G^{m+1}\right)=\emptyset$. This is exactly the conclusion of the lemma, since the set returned by the procedure is nodes $\left(G^{m+1}\right)$.

## 7 Conclusions

To the list of the four existing quasi-polynomial-time algorithms solving parity games, we have added a new one. It uses a rather different approach: it analyses recursively the game graph, like Zielonka's algorithm.

Notice that the number of recursive calls in our algorithm may be smaller than in the original Zielonka's algorithm, because of the precision parameters, but it may also be larger. Indeed, while $\operatorname{Solve}_{E}$ in the original Zielonka's algorithm stops after the first time when a recursive call returns $\emptyset$, in our algorithm the procedure stops after the second time when a recursive call returns $\emptyset$.

The algorithm, as is, turns out not to be very efficient in practice. Beside of that, we believe that it can serve as a good starting point for a more optimized algorithm. Over the years, some optimizations to Zielonka's algorithm were proposed. For example, Liu, Duan, and Tian [26] replace the loop guard $W_{O}=\emptyset$ by $W_{O}=\operatorname{ATR}_{O}\left(G, W_{O}\right)$ (which ensures that $W_{O}$ will be empty in the next iteration of the loop). Verver [33] proposes to check whether $\operatorname{ATR}_{E}\left(G, N_{h}\right)$ contains all nodes of priority $h-1$, and if so, to extend $N_{h}$ by nodes of the next highest Even priority (i.e., $h-2$ ). It seems that these optimizations can be applied to our algorithm as well.

A straightforward optimization is to decrease $p_{O}$ and $p_{E}$ to $|G|$ at the beginning of every recursive call.

Another idea is to extend the recursive procedure so that it will return also a Boolean value saying whether the returned set surely equals the whole winning region (i.e., whether the precision parameters have not restricted anything). If while making the recursive call with smaller precision (line 8) the answer is positive, but the returned set $W_{O}$ is empty, we can immediately stop the procedure, without making the recursive call with the full precision (line 13).

One can also observe that the call to $\operatorname{Solve}_{O}$ in line 13 (with the full precision) gets the same subgame $H$ as the last call to $\operatorname{Solve}_{O}$ in line 8 (with decreased precision). A very rough idea is to make some use of the computations performed by the decreased-precision call during the full-precision call.

We leave implementation and evaluation of the above (and potentially some other) optimizations for a future work.
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#### Abstract

In two-player games on graphs, the players move a token through a graph to produce a finite or infinite path, which determines the qualitative winner or quantitative payoff of the game. We study bidding games in which the players bid for the right to move the token. Several bidding rules were studied previously. In Richman bidding, in each round, the players simultaneously submit bids, and the higher bidder moves the token and pays the other player. Poorman bidding is similar except that the winner of the bidding pays the "bank" rather than the other player. Taxman bidding spans the spectrum between Richman and poorman bidding. They are parameterized by a constant $\tau \in[0,1]$ : portion $\tau$ of the winning bid is paid to the other player, and portion $1-\tau$ to the bank. While finite-duration (reachability) taxman games have been studied before, we present, for the first time, results on infinite-duration taxman games. It was previously shown that both Richman and poorman infinite-duration games with qualitative objectives reduce to reachability games, and we show a similar result here. Our most interesting results concern quantitative taxman games, namely mean-payoff games, where poorman and Richman bidding differ significantly. A central quantity in these games is the ratio between the two players' initial budgets. While in poorman mean-payoff games, the optimal payoff of a player depends on the initial ratio, in Richman bidding, the payoff depends only on the structure of the game. In both games the optimal payoffs can be found using (different) probabilistic connections with random-turn games in which in each turn, instead of bidding, a coin is tossed to determine which player moves. While the value with Richman bidding equals the value of a random-turn game with an un-biased coin, with poorman bidding, the bias in the coin is the initial ratio of the budgets. We give a complete classification of mean-payoff taxman games that is based on a probabilistic connection: the value of a taxman bidding game with parameter $\tau$ and initial ratio $r$, equals the value of a random-turn game that uses a coin with bias $F(\tau, r)=\frac{r+\tau \cdot(1-r)}{1+\tau}$. Thus, we show that Richman bidding is the exception; namely, for every $\tau<1$, the value of the game depends on the initial ratio. Our proof technique simplifies and unifies the previous proof techniques for both Richman and poorman bidding.
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## 1 Introduction

Two-player infinite-duration games on graphs are a central class of games in formal verification [2], where they are used, for example, to solve synthesis [19], and they have deep connections to foundations of logic [21]. A graph game proceeds by placing a token on a vertex in the graph, which the players move throughout the graph to produce an infinite path ("play") $\pi$. The game is zero-sum and $\pi$ determines the winner or payoff. Graph games can be classified according to the players' objectives. For example, the simplest objective is reachability, where Player 1 wins iff an infinite path visits a designated target vertex. Another classification of graph games is the mode of moving the token. The most studied mode of moving is turn based, where the players alternate turns in moving the token.

In bidding games, in each turn, an "auction" is held between the two players in order to determine which player moves the token. The bidding mode of moving was introduced in $[13,14]$ for reachability games, where the following bidding rules where defined. In Richman bidding (named after David Richman), each player has a budget, and before each turn, the players submit bids simultaneously, where a bid is legal if it does not exceed the available budget. The player who bids higher wins the bidding, pays the bid to the other player, and moves the token. A second bidding rule called poorman bidding in [13], is similar except that the winner of the bidding pays the "bank" rather than the other player. Thus, the bid is deducted from his budget and the money is lost. A third bidding rule on which we focus in this paper, called taxman in [13] spans the spectrum between poorman and Richman bidding. Taxman bidding is parameterized by $\tau \in[0,1]$ : the winner of a bidding pays portion $\tau$ of his bid to the other player and portion $1-\tau$ to the bank. Taxman bidding with $\tau=1$ coincides with Richman bidding and taxman bidding with $\tau=0$ coincides with poorman bidding.

Bidding games are relevant for several communities in Computer Science. In formal methods, graph games are used to reason about systems. Poorman bidding games naturally model concurrent systems where processes pay the scheduler for moving. Block-chain technology like Etherium is an example of such a system, which is a challenging to formally verify [9, 3]. In Algorithmic Game Theory [17], auction design is a central research topic that is motivated by the abundance of auctions for online advertisements [16]. Infinite-duration bidding games can model ongoing auctions and can be used to devise bidding strategies for objectives like: "In the long run, an advertiser's ad should show at least half of the time". In Artificial Intelligence, bidding games with Richman bidding have been used to reason about combinatorial negotiations [15]. Finally, discrete-bidding games [11], in which the granularity of the bids is restricted by assuming that the budgets are given using coins, have been studied mostly for recreational games, like bidding chess [6].

Both Richman and poorman infinite-duration games have a surprising, elegant, though different, mathematical structure as we elaborate below. Our study of taxman bidding aims at a better understanding of this structure and at shedding light on the differences between the seemingly similar bidding rules.

A central quantity in bidding games is the initial ratio of the players budgets. Formally, assuming that, for $i \in\{1,2\}$, Player $i$ 's initial budget is $B_{i}$, we say that Player 1's initial ratio is $B_{1} /\left(B_{1}+B_{2}\right)$. The central question that was studied in [13] regards the existence of a necessary and sufficient initial ratio to guarantee winning the game. Formally, the threshold ratio in a vertex $v$, denoted $\operatorname{Th}(v)$, is such that if Player 1's initial ratio exceeds $\operatorname{Th}(v)$, he can guarantee winning the game, and if his initial ratio is less than $\operatorname{Th}(v)$, Player 2 can guarantee
winning the game ${ }^{1}$. Existence of threshold ratios in reachability games for all three bidding mechanisms was shown in [13].

Reachability Richman-bidding games have an interesting probabilistic connection [14]. To state the connection, we first need to introduce random-turn games. Let $p \in[0,1]$. In a random-turn game that is parameterized by $p$, in each turn, rather than bidding, the player who moves is chosen by throwing a (possibly) biased coin: with probability $p$, Player 1 chooses how to move the token, and Player 2 chooses with probability $1-p$. Formally, a random-turn game is a special case of a stochastic game [10]. Consider a reachability Richman-bidding game $\mathcal{G}$. We construct a "uniform" random-turn game on top of $\mathcal{G}$, denoted $\mathrm{RT}^{0.5}(\mathcal{G})$, in which we throw an unbiased coin in each turn. The objective of Player 1 remains reaching his target vertex. It is well known that each vertex in $\mathrm{RT}^{0.5}(\mathcal{G})$ has a value, which is, informally, the probability of reaching the target when both players play optimally, and which we denote by $\operatorname{val}\left(\operatorname{RT}^{0.5}(\mathcal{G}), v\right)$. We are ready to state the probabilistic connection: For every vertex $v$ in the Richman game $\mathcal{G}$, the threshold ratio in $v$ equals $1-\operatorname{val}\left(\mathrm{RT}^{0.5}(\mathcal{G}), v\right)$. We note that such a connection is not known and is unlikely to exist in reachability games with neither poorman nor taxman bidding. Random-turn games have been extensively studied in their own right, mostly with unbiased coin tosses, since the seminal paper [18].

Infinite-duration bidding games have been recently studied with Richman [4] and poorman [5] bidding. For qualitative objectives, namely games in which one player wins and the other player loses, both bidding rules have similar properties. By reducing general qualitative games to reachability games, it is shown that threshold ratios exist for both types of bidding rules. We show a similar result for qualitative games with taxman bidding.

Things get interesting in mean-payoff games, which are quantitative games: an infinite play has a payoff, which is Player 1's reward and Player 2's cost (see an example of a mean-payoff game in Figure 1). We thus call the players in a mean-payoff game Max and Min, respectively. We focus on games that are played on strongly-connected graphs. With Richman bidding [4], the initial budget of the players does not matter: A mean-payoff Richman-bidding game $\mathcal{G}$ has a value $c \in \mathbb{R}$ that depends only on the structure of the game such that Min can guarantee a cost of at most $c$ with any positive budget, and with any positive budget, Max can guarantee a payoff of at least $c-\epsilon$, for every $\epsilon>0$. Moreover, the value $c$ of $\mathcal{G}$ equals the value of a random-turn game $\mathrm{RT}^{0.5}(\mathcal{G})$ that is constructed on top of $\mathcal{G}$. Since $\mathcal{G}$ is a mean-payoff game, $\mathrm{RT}^{0.5}(\mathcal{G})$ is a mean-payoff stochastic game, and its value, which again, is a well-known concept, is the expected payoff when both players play optimally.

Mean-payoff poorman-bidding games have different properties. Unlike with Richman bidding, the value of the game depends on the initial ratio. That is, with a higher initial ratio, Max can guarantee a better payoff. While the probabilistic connection for mean-payoff Richman games is not entirely unexpected given the probabilistic connection for reachability Richman games, we find it surprising that mean-payoff poorman games exhibit a probabilistic connection, which is in fact richer than for Richman bidding. The connection for poorman games is the following: Suppose Max's initial ratio is $r \in[0,1]$ in a game $\mathcal{G}$. Then, the value in $\mathcal{G}$ with respect to $r$ is the value of the random-turn game $\mathrm{RT}^{r}(\mathcal{G})$ in which in each turn, we toss a biased coin that chooses Max with probability $r$ and Min with probability $1-r$.
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Figure 1 On the left, a mean-payoff game $\mathcal{G}$. On the right, the mean-payoff value of $\mathcal{G}$, where the initial ratio is fixed to 0.75 and the taxman parameter $\tau$ varies. The value of $\mathcal{G}$ with Richman bidding is -0.5 , with poorman bidding, it is 1 , and, for example, with $\tau=0.2$, it is 0.533 .

Given this difference between the two bidding rules, one may wonder how do mean-payoff taxman games behave, since these bidding rules span the spectrum between Richman and poorman bidding. Our main contribution is a complete solution to this question: we identify a probabilistic connection for a taxman game $\mathcal{G}$ that depends on the parameter $\tau$ of the bidding and the initial ratio $r$. That is, we show that the value of the game equals the value of the random-turn game $\mathrm{RT}^{F(\tau, r)}(\mathcal{G})$, where $F(\tau, r)=\frac{r+\tau \cdot(1-r)}{1+\tau}$. The construction gives rise to optimal strategies w.r.t. $\tau$ and the initial ratio. As a sanity check, note that for $\tau=1$, we have $F(\tau, r)=0.5$, which agrees with the result on Richman bidding, and for $\tau=0$, we have $F(\tau, r)=r$, which agrees with the result on poorman bidding. In Figure 1, we depict some mean-payoff values for a fixed initial ratio and varying taxman parameter. Previous results only give the two endpoints in the plot, and the mid points in the plot are obtained using the results in this paper.

The main technical challenge is constructing an optimal strategy for Max, which, intuitively, performs a de-randomization; with a deterministic bidding strategy, Max guarantees that the ratio of the time that is spent in each vertex is the same as in a random behavior. The construction of Max strategy involves two components. First, we assign an "importance" to each vertex $v$, which we call strength and denote $\operatorname{St}(v)$. Intuitively, if $\operatorname{St}(v)>\operatorname{St}(u)$, then it is more important for Max to move in $v$ than in $u$. Second, when the game reaches a vertex $v$, Max's bid is a careful normalization of $\operatorname{St}(v)$ so that changes in Max's ratio are matched with the accumulated weights in the game. Finding the right normalization is intricate and it consists of the main technical contribution of this paper. Previous such normalizations were constructed for Richman and poorman mean-payoff games [4, 5]. The construction for Richman bidding is much more complicated than the one we present here. The construction for poorman bidding is ad-hoc and does not generalize. Our construction for taxman bidding thus unifies these constructions and simplifies them. It uses techniques that can generalize beyond taxman bidding. Finally, we study, for the first time, complexity problems for taxman games.

Due to lack of space, some proofs appear in the full version.

## 2 Preliminaries

A graph game is played on a directed graph $G=\langle V, E\rangle$, where $V$ is a finite set of vertices and $E \subseteq V \times V$ is a set of edges. The neighbors of a vertex $v \in V$, denoted $N(v)$, is the set of vertices $\{u \in V:\langle v, u\rangle \in E\}$. A path in $G$ is a finite or infinite sequence of vertices $v_{1}, v_{2}, \ldots$ such that for every $i \geq 1$, we have $\left\langle v_{i}, v_{i+1}\right\rangle \in E$.

Bidding games. Each Player $i$ has a budget $B_{i} \in \mathbb{R}^{\geq 0}$. In each turn a bidding determines which player moves the token. Both players simultaneously submit bids, where a bid $b_{i}$ for Player $i$ is legal if $b_{i} \leq B_{i}$. The player who bids higher wins the bidding, where we assume some mechanism to break ties, e.g., always giving Player 1 the advantage, and our results are not affected by the specific tie-breaking mechanism at use. The winner moves the token and pays his bid, where we consider three bidding mechanisms that differ in where the winning bid is paid. Suppose Player 1 wins a bidding with his bid of $b$.

- In Richman bidding, the winner pays to the loser, thus the new budgets are $B_{1}-b$ and $B_{2}+b$.
- In poorman bidding, the winner pays to the bank, thus the new budgets are $B_{1}-b$ and $B_{2}$.
- In taxman bidding with parameter $\tau \in[0,1]$, the winner pays portion $\tau$ to the other player and $(1-\tau)$ to the bank, thus the new budgets are $B_{1}-b$ and $B_{2}+(1-\tau) \cdot b$.

A central quantity in bidding games is the ratio of a player's budget from the total budget.

Definition 1 (Ratio). Suppose the budget of Player $i$ is $B_{i}$, for $i \in\{1,2\}$, at some point in the game. Then, Player $i$ 's ratio is $B_{i} /\left(B_{1}+B_{2}\right)$. The initial ratio refers to the ratio of the initial budgets, namely the budgets before the game begins. We restrict attention to games in which both players start with positive initial budgets, thus the initial ratio is in $(0,1)$.

Strategies and plays. A strategy is a recipe for how to play a game. It is a function that, given a finite history of the game, prescribes to a player which action to take, where we define these two notions below. For example, in turn-based games, a strategy takes as input, the sequence of vertices that were visited so far, and it outputs the next vertex to move to. In bidding games, histories and strategies are more involved as they maintain the information about the bids and winners of the bids. Formally, a history in a bidding game is $\pi=\left\langle v_{1}, b_{1}, i_{1}\right\rangle, \ldots,\left\langle v_{k}, b_{k}, i_{k}\right\rangle, v_{k+1} \in(V \times \mathbb{R} \times\{1,2\})^{*} \cdot V$, where for $1 \leq j \leq k+1$, the token is placed on vertex $v_{j}$ at round $j$, for $1 \leq j \leq k$, the winning bid is $b_{j}$ and the winner is Player $i_{j}$. Consider a finite history $\pi$. For $i \in\{1,2\}$, let $W_{i}(\pi) \subseteq\{1, \ldots, k\}$ denote the indices in which Player $i$ is the winner of the bidding in $\pi$. Let $B_{i}^{I}$ be the initial budget of Player $i$. Player $i$ 's budget following $\pi$, denoted $B_{i}(\pi)$, depends on the bidding mechanism. For example, in Richman bidding, $B_{1}(\pi)=B_{i}^{I}-\sum_{j \in W_{1}(\pi)} b_{j}+\sum_{j \in W_{2}(\pi)} b_{j}, B_{2}$ is defined dually, and the definition is similar for taxman and poorman bidding. Given a history $\pi$ that ends in $v$, a strategy for Player $i$ prescribes an action $\langle b, v\rangle$, where $b \leq B_{i}(\pi)$ is a bid that does not exceed the available budget and $v$ is a vertex to move to upon winning, where we require that $v$ is a neighbor of $v_{k+1}$. An initial vertex, initial budgets, and two strategies for the players determine a unique infinite play $\pi$ for the game. The vertices that $\pi$ visits form an infinite path path $(\pi)$.

Objectives. An objective $O$ is a set of infinite paths. Player 1 wins an infinite play $\pi$ iff $\operatorname{path}(\pi) \in O$. We call a strategy $f$ winning for Player 1 w.r.t. an objective $O$ if for every strategy $g$ of Player 2 the play that $f$ and $g$ determine is winning for Player 1 . Winning strategies for Player 2 are defined dually. We consider the following qualitative objectives:

1. In reachability games, Player 1 has a target vertex $t$ and an infinite play is winning iff it visits $t$.
2. In parity games, each vertex is labeled with an index in $\{1, \ldots, d\}$. An infinite path is winning for Player 1 iff the parity of the maximal index that is visited infinitely often is odd.
3. Mean-payoff games are played on weighted directed graphs, with weights given by a function $w: V \rightarrow \mathbb{Q}$. Consider an infinite path $\eta=v_{1}, v_{2}, \cdots \in V^{\omega}$. For $n \in \mathbb{N}$, the prefix of length $n$ of $\eta$ is $\eta^{n}$, and we define its energy to be $E\left(\eta^{n}\right)=\sum_{i=1}^{n} w\left(v_{i}\right)$. The payoff of $\eta$ is $\operatorname{MP}(\eta)=\liminf _{n \rightarrow \infty} E\left(\eta^{n}\right) / n$. Player 1 wins $\eta \operatorname{iff} \operatorname{MP}(\eta) \geq 0$.

Mean-payoff games are quantitative games. We think of the payoff as Player 1's reward and Player 2's cost, thus in mean-payoff games, we refer to Player 1 as Max and to Player 2 as Min.

Threshold ratios. The first question that arises in the context of bidding games asks what is the necessary and sufficient initial ratio to guarantee an objective.

- Definition 2 (Threshold ratios). Consider a bidding game $\mathcal{G}$, a vertex $v$, an initial ratio $r$, and an objective $O$ for Player 1. The threshold ratio in $v$, denoted Th(v), is a ratio in $[0,1]$ such that if $r>\operatorname{Th}(v)$, then Player 1 has a winning strategy that guarantees that $O$ is satisfied, and if $r<\operatorname{Th}(v)$, then Player 2 has a winning strategy that violates $O$.

Random-turn games. A stochastic game [10] is a graph game in which the vertices are partitioned between two players and a nature player. As in turn-based games, whenever the game reaches a vertex that is controlled by Player $i$, for $i=1,2$, he choses how the game proceeds, and whenever the game reaches a vertex $v$ that is controlled by nature, the next vertex is chosen according to a probability distribution that depends only on $v$.

Consider a bidding game $\mathcal{G}$ that is played on a graph $\langle V, E\rangle$. The random-turn game with ratio $r \in[0,1]$ that is associated with $\mathcal{G}$ is a stochastic game that intuitively simulates the following process. In each turn we throw a biased coin that turns heads with probability $r$ and tails with probability $1-r$. If the coin turns heads, then Player 1 moves the token, and otherwise Player 2 moves the token. Formally, we define $\mathrm{RT}^{r}(\mathcal{G})=\left\langle V_{1}, V_{2}, V_{N}, E, \operatorname{Pr}\right\rangle$, where each vertex in $V$ is split into three vertices, each controlled by a different player, thus for $\alpha \in\{1,2, N\}$, we have $V_{\alpha}=\left\{v_{\alpha}: v \in V\right\}$, nature vertices simulate the fact that Player 1 chooses the next move with probability $r$, thus $\operatorname{Pr}\left[v_{N}, v_{1}\right]=r=1-\operatorname{Pr}\left[v_{N}, v_{2}\right]$, and reaching a vertex that is controlled by one of the two players means that he chooses the next move, thus $E=\left\{\left\langle v_{\alpha}, u_{N}\right\rangle:\langle v, u\rangle \in E\right.$ and $\left.\alpha \in\{1,2\}\right\}$. When $\mathcal{G}$ is a mean-payoff game, the vertices are weighted and we define the weights of $v_{1}, v_{2}$, and $v_{N}$ to be equal to the weight of $v$.

The following definitions are standard, and we refer the reader to [20] for more details. A strategy in a stochastic game is similar to a turn-based game; namely, given the history of vertices visited so far, the strategy chooses the next vertex. Fixing two such strategies $f$ and $g$ for both players gives rise to a distribution $D(f, g)$ on infinite paths. Intuitively, Player 1's goal is to maximize the probability that his objective is met. An optimal strategy for Player 1 guarantees that the objective is met with probability at least $c$ and, intuitively, he cannot do better, thus Player 2 has a strategy that guarantees that the objective is violated with probability at least $(1-c)$. It is well known that optimal positional strategies exist for the objectives that we consider.

- Definition 3 (Values in stochastic games). Consider a bidding game $\mathcal{G}$, let $r \in[0,1]$, and consider two optimal strategies $f$ and $g$ for the two players in $R T^{r}(\mathcal{G})$. When $\mathcal{G}$ is a qualitative game with objective $O$, the value of $R T^{r}(\mathcal{G})$, denoted $\operatorname{val}\left(R T^{r}(\mathcal{G})\right)$, is $\operatorname{Pr}_{\eta \sim D(f, g)} \operatorname{Pr}[\eta \in O]$. When $\mathcal{G}$ is a mean-payoff game, the mean-payoff value of $R T^{r}(\mathcal{G})$, denoted $\operatorname{MP}\left(R T^{r}(\mathcal{G})\right)$, is $\mathbb{E}_{\eta \in D(f, g)} M P(\eta)$.


## 3 Qualitative Taxman Games

In [14, 13], reachability bidding games were studied with a slightly different definition, which we call double-reachability: both players have a target, where we denote by $t_{i}$ the target of Player $i$, for $i \in\{1,2\}$, all vertices have a path to both targets, and the game ends once one of the targets is reached. They show the following results.

- Theorem 4. [14, 13] Consider a double-reachability bidding game $\mathcal{G}$ and a vertex $v$. The threshold ratio exists in $v$ with Richman, poorman, and taxman bidding. Moreover, threshold ratios have the following properties. For the target vertex $t_{1}$ of Player 1, we have $\operatorname{Th}\left(t_{1}\right)=0$, and for the target $t_{2}$ of Player 2, we have $\operatorname{Th}(v)=1$. Consider some other vertex $v$ and denote $v^{+}, v^{-} \in N(v)$ the vertices with the minimal and maximal thresholds in the neighborhood of $v$, thus for every $u \in N(v)$, we have $\operatorname{Th}\left(v^{-}\right) \leq \operatorname{Th}(u) \leq \operatorname{Th}\left(v^{+}\right)$.
- In Richman bidding, we have $\operatorname{Th}(v)=\frac{1}{2}\left(\operatorname{Th}\left(v^{+}\right)+\operatorname{Th}\left(v^{-}\right)\right)$.
- In poorman bidding, we have $\operatorname{Th}(v)=\operatorname{Th}\left(v^{+}\right) /\left(1+\operatorname{Th}\left(v^{+}\right)-\operatorname{Th}\left(v^{-}\right)\right)$.
- In taxman bidding with parameter $\tau$, we have $\operatorname{Th}(v)=\left(\operatorname{Th}\left(v^{-}\right)+\operatorname{Th}\left(v^{+}\right)-\tau \cdot \operatorname{Th}\left(v^{-}\right)\right) /(2-$ $\left.\tau \cdot\left(1+\operatorname{Th}\left(v^{-}\right)-\operatorname{Th}\left(v^{+}\right)\right)\right)$.
Moreover, only double-reachability Richman-bidding games exhibit the following probabilistic connection: for every vertex $v$, we have $\operatorname{Th}(v)=1-\operatorname{val}\left(R T^{0.5}(\mathcal{G}), v\right)$. Thus, for games played on finite graphs, the threshold ratios are all rational numbers. However, threshold ratios with poorman-bidding need not be rational in finite games.

The equivalence between double-reachability bidding games and reachability games with Richman- and poorman-bidding is shown in [4] and [5]. The following proposition is the key component in showing the equivalence as well as in the reduction from parity taxman games to reachability taxman games.

- Lemma 5. Consider a reachability taxman game $\mathcal{G}$. Suppose that every vertex in $\mathcal{G}$ has a path to the target of Player 1. Then, for any taxman parameter, Player 1 wins from every vertex with any positive initial budget. Thus, for every vertex $v$, we have $\operatorname{Th}(v)=0$.

Proof. Let $\mathcal{G}=\langle V, E, t\rangle$, where $n=|V|-1$. Suppose the game starts from a vertex $v$, and let $\epsilon>0$ be the initial budget of Player 1. Since there is a path from $v$ to Player 1's target, there is a path of length at most $n$. Thus, if Player 1 wins $n$ consecutive biddings, he wins the game. Intuitively, Player 1 carefully chooses $n$ increasing bids such that if Player 2 wins one of these bids, Player 1's ratio increases by a constant over his initial budget. By repeatedly playing according to such a strategy, Player 1 guarantees that his ratio increases and will eventually allow him to win $n$ biddings in a row. Formally, if $\tau=0$, then $\mathcal{G}$ is a Richman game and the proof of the lemma can be found in [4]. Otherwise, pick a sufficiently large $r \in \mathbb{N}$ such that $\tau>\frac{2}{r-1}$ and $r \geq 3$. Fix $0<m<\frac{\epsilon}{r^{n}}$. Player 1 proceeds as follows: after winning $i$ times, for $0 \leq i$, he bids $m \cdot r^{i}$ and, upon winning the bidding, he moves towards $t$ along any shortest path. Since $m+m r+\cdots+m r^{n-1}<m r^{n}<\epsilon$, Player 1 has sufficient budget to win $n$ consecutive biddings. If Player 2 does not win any of the first $n$ biddings, Player 1 wins the game. On the other hand, if Player 2 wins the $k$-th bidding with $1 \leq k \leq n$, we show in the full version that his ratio increases by a fixed amount $b=\frac{m r}{(1-\epsilon)(r-1)}>0$.

The following corollary shows the equivalence between reachability and double-reachability taxman games.

Corollary 6. Consider a reachability taxman game $\mathcal{G}=\langle V, E, t\rangle$. Let $S \subseteq V$ be the set of vertices that have no path to $t$. Let $T \subseteq V$ be a set of vertices such that $t \in T$ and every
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$u \in T$ has a path to $t$ and no path to a vertex in $S$. Then, for every $v \in T$, we have $\operatorname{Th}(v)=0$, for every $v \in S$, we have $\operatorname{Th}(v)=1$. Let $\mathcal{G}^{\prime}$ be a double-reachability taxman game that is obtained from $\mathcal{G}$ by merging the vertices in $S$ and $T$ into two targets $t_{1}$ and $t_{2}$ for Players 1 and 2, respectively. Then, for every $v \in(V \backslash(S \cup T))$, the threshold of $v$ in $\mathcal{G}$ equals the threshold of $v$ in $\mathcal{G}^{\prime}$.

The following theorem, whose proof can be found in the full version, uses Lemma 5 to classify the bottom-strongly-connected components of a parity taxman game as those that are winning and losing for Player 1, thereby constructing a reachability taxman game.

- Theorem 7. Parity taxman games are linearly reducible to reachability taxman games. Specifically, threshold ratios exist in parity taxman games.


## 4 Mean-Payoff Taxman Games

This section consists of our main technical contribution. We start by showing a complete classification of the value in strongly-connected mean-payoff taxman games depending on the taxman parameter $\tau$ and the initial ratio. We then extend the solution to general games, where the solution to strongly-connected games constitutes the main ingredient in the solution of the general case.

### 4.1 Strongly-connected mean-payoff taxman games

We start by formally defining the value of a strongly-connected mean-payoff game. Lemma 5 implies that in a strongly-connected game, a player can draw the game from every vertex to any other vertex with any positive initial budget. Since mean-payoff objectives are prefix independent, it follows that the vertex from which the game starts does not matter. Indeed, if the game starts at a vertex $v$ with Max having initial ratio $r+\epsilon$, then Max can use $\epsilon / 2$ of his budget to draw the game to a vertex $u$ and continue as if he starts the game with initial ratio $r+\epsilon / 2$.

- Definition 8 (Mean-payoff value). Consider a strongly-connected mean-payoff game $\mathcal{G}$, a ratio $r \in(0,1)$, and a taxman parameter $\tau \in[0,1]$. The mean-payoff value of $\mathcal{G}$ w.r.t. $r$ and $\tau$, is a value $c \in \mathbb{R}$ such that for every $\epsilon>0$
- if Min's initial ratio is greater than $(1-r)$, then he has a strategy that guarantees that the payoff is at most $c+\epsilon$, and
- if Max's initial ratio is greater than r, then he has a strategy that guarantees that the payoff is greater than $c-\epsilon$.

The following theorem, which we prove in the next two sections, summarizes the properties of mean-payoff taxman games.

- Theorem 9. Consider a strongly-connected mean-payoff taxman game $\mathcal{G}$ with taxman parameter $\tau \in[0,1]$ and an initial ratio $r \in(0,1)$. The value of $\mathcal{G}$ w.r.t. $\tau$ and $r$ equals the value of the random-turn game $R T^{F(\tau, r)}(\mathcal{G})$ in which Max is chosen to move with probability $F(\tau, r)$ and Min with probability $1-F(\tau, r)$, where $F(\tau, r)=\frac{r+\tau(1-r)}{1+\tau}$.

We show that in order to prove Theorem 9, it suffices to prove the following intermediate lemma, whose proof can be found in the full version, and follows from the advantage of Min in the definition of payoff.

- Lemma 10. Consider a strongly-connected mean-payoff taxman game $\mathcal{G}$, a taxman parameter $\tau$, and an initial ratio $r \in(0,1)$ such that $M P\left(R T^{F(\tau, r)}\right)=0$ for $F(\tau, r)=\frac{r+\tau(1-r)}{1+\tau}$. Then, for every $\epsilon>0$ Max has a strategy that guarantees that no matter how Min plays, the payoff is greater than $-\epsilon$.


### 4.2 The importance of moving

The first part of the construction of an optimal strategy for Max as in Lemma 10 is to assign, to each vertex $v \in V$, a strength, denoted $\operatorname{St}(v)$, where $\operatorname{St}(v) \in \mathbb{Q} \geq 0$. Intuitively, if $\operatorname{St}(v)>\operatorname{St}(u)$, for $u, v \in V$, it is more important for Max to move in $v$ than it is in $u$. We follow the construction in [5], which uses the concept of potentials, which is a well-known concept in stochastic games (see [20]) and was originally defined in the context of the strategy iteration algorithm [12]. For completeness, we present the definitions below.

Consider a strongly-connected mean-payoff game $\mathcal{G}$, and let $p \in[0,1]$. Let $f$ and $g$ be two optimal positional strategies in $\mathrm{RT}^{p}(\mathcal{G})$, for Min and Max, respectively. For a vertex $v \in V$, let $v^{-}, v^{+} \in V$ be such that Max proceeds from $v$ to $v^{+}$according to $g$ and Min proceeds from $v$ to $v^{-}$according to $f$. It is not hard to see that the mean-payoff value in all vertices in $\mathrm{RT}^{p}(\mathcal{G})$ is the same and we denote it by $\operatorname{MP}\left(\mathrm{RT}^{p}(\mathcal{G})\right)$. We denote the potential of $v$ by $\operatorname{Pot}^{p}(v)$ and the strength of $v$ by $\mathrm{St}^{p}(v)$, and we define them as follows.

$$
\begin{aligned}
& \operatorname{Pot}^{p}(v)=p \cdot \operatorname{Pot}^{p}\left(v^{+}\right)+(1-p) \cdot \operatorname{Pot}^{p}\left(v^{-}\right)+w(v)-\operatorname{MP}\left(\operatorname{RT}^{p}(\mathcal{G})\right) \text { and } \\
& \operatorname{St}^{p}(v)=p \cdot(1-p) \cdot\left(\operatorname{Pot}^{p}\left(v^{+}\right)-\operatorname{Pot}^{p}\left(v^{-}\right)\right)
\end{aligned}
$$

There are optimal strategies for which $\operatorname{Pot}^{p}\left(v^{-}\right) \leq \operatorname{Pot}^{p}\left(v^{\prime}\right) \leq \operatorname{Pot}^{p}\left(v^{+}\right)$, for every $v^{\prime} \in N(v)$, which can be found, for example, using the strategy iteration algorithm. Note that $\operatorname{St}(v) \geq 0$, for every $v \in V$.

Consider a finite path $\pi=v_{1}, \ldots, v_{n}$ in $\mathcal{G}$. We intuitively think of $\pi$ as a play, where for every $1 \leq i<n$, the bid of Max in $v_{i}$ is $\operatorname{St}\left(v_{i}\right)$ and he moves to $v_{i}^{+}$upon winning. Thus, if $v_{i+1}=v_{i}^{+}$, we say that Max won in $v_{i}$, and if $v_{i+1} \neq v_{i}^{+}$, we say that Max lost in $v_{i}$. Let $W(\pi)$ and $L(\pi)$ respectively be the indices in which Max wins and loses in $\pi$. We call Max wins investments and Max loses gains, where intuitively he invests in increasing the energy and gains a higher ratio of the budget whenever the energy decreases. Let $G(\pi)$ and $I(\pi)$ be the sum of gains and investments in $\pi$, respectively, thus $G(\pi)=\sum_{i \in L(\pi)} \operatorname{St}\left(v_{i}\right)$ and $I(\pi)=\sum_{i \in W(\pi)} \operatorname{St}\left(v_{i}\right)$. Recall that the energy of $\pi$ is $E(\pi)=\sum_{1 \leq i<n} w\left(v_{i}\right)$. The following lemma, whose proof can be found in the full version, which generalizes a similar lemma in [5], connects the strength with the change in energy.

- Lemma 11. Consider a strongly-connected mean-payoff game $\mathcal{G}$ and $p \in[0,1]$. For every finite path $\pi=v_{1}, \ldots, v_{n}$ in $\mathcal{G}$, we have $\operatorname{Pot}^{p}\left(v_{1}\right)-\operatorname{Pot}^{p}\left(v_{n}\right)+(n-1) \cdot \operatorname{MP}\left(R T^{p}(\mathcal{G})\right) \leq$ $E(\pi)+G(\pi) /(1-p)-I(\pi) / p$. In particular, when $p=\nu /(\mu+\nu)$ for $\nu, \mu>0$, there is a constant $P=\min _{v} \operatorname{Pot}^{p}(v)-\max _{v} \operatorname{Pot}^{p}(v)$ such that $\frac{\nu \cdot \mu}{\nu+\mu} \cdot\left(E(\pi)-P-(n-1) \cdot M P\left(R T^{\nu}{ }^{\nu+\nu}(\mathcal{G})\right)\right) \geq$ $\mu \cdot I(\pi)-\nu \cdot G(\pi)$.


### 4.3 Normalizing the bids

Whenever the game reaches a vertex $v$, Max's bid is obtained by carefully normalizing the strength of $v$. More formally, assuming an initial ratio $r$, in $v$, Max bids $r \cdot(1-r) \cdot \operatorname{St}(v) \cdot \beta_{x}$, where $\beta_{x}$ is the normalization factor and $x \in \mathbb{R}_{\geq 1}$. In this section we show how to choose the normalization factor. We associate with every $x \geq 1$, two numbers: a ratio $r_{x}$ and $\beta_{x}$ both in $(0,1]$. We think of $\left(r_{x}\right)_{x \geq 1}$ as a sequence and a play gives rise to a walk on the
sequence, which corresponds to the changes in energy in the bidding game. When the walk is in $x \geq 1$, Max uses the normalization factor $\beta_{x}$. If Max wins a bidding, we take a step up on the sequence, modeling the increase of energy, and when Min wins, we talk a step down. The size of the step depends on the strength of $v$. We prove existence of sequences with properties given in the following lemma and formally define Max's strategy after it.

- Lemma 12. Consider a game $\mathcal{G}$, a finite set of non-negative strengths $S \subseteq \mathbb{R}_{\geq 0}$, a ratio $r \in(0,1)$, and a taxman parameter $\tau \in[0,1]$. For every $K>\frac{\tau r^{2}+r(1-r)}{\tau(1-r)^{2}+r(1-r)}$ there exist sequences $\left(r_{x}\right)_{x \geq 1}$ and $\left(\beta_{x}\right)_{x \geq 1}$ with the following properties.

1. Max's bid does not exceed his budget, thus, for each position $x \in \mathbb{R}_{\geq 1}$ and strength $s \in S$, we have $\beta_{x} \cdot s \cdot r \cdot(r-1)<r_{x}$.
2. Min cannot force the game beyond position 1 , thus for every $s \in S \backslash\{0\}$ and $1 \leq x<1+r s$, we have $\beta_{x} \cdot s \cdot r \cdot(r-1)>1-r_{x}$.
3. The ratios tend to $r$ from above, thus for every $x \in \mathbb{R}_{\geq 1}$, we have $r_{x} \geq r$, and $\lim _{x \rightarrow \infty} r_{x}=$ $r$.
4. No matter who wins a bidding, Max's ratio can only improve. Thus, in case of winning and in case of losing, we respectively have
$\frac{r_{x}-\beta_{x} \cdot s \cdot r \cdot(r-1)}{1-(1-\tau) \cdot \beta_{x} \cdot s \cdot r \cdot(r-1)} \geq r_{x+(1-r) \cdot K \cdot s}$ and $\frac{r_{x}+\tau \cdot \beta_{x} \cdot s \cdot r \cdot(r-1)}{1-(1-\tau) \cdot \beta_{x} \cdot s \cdot r \cdot(r-1)} \geq r_{x-s \cdot r}$
We first show how Lemma 12 implies Theorem 9.
Proof that Lemma 12 implies Lemma 10. Fix $\epsilon>0$, we construct strategy for Max guaranteeing a payoff greater than $-\epsilon$, as wanted. Observe that

$$
\frac{r}{r+(1-r) \frac{\tau r^{2}+r(1-r)}{\tau(1-r)^{2}+r(1-r)}}=\frac{r(\tau(1-r)+r)}{\tau r(1-r)+r^{2}+\tau r^{2}+r(1-r)}=\frac{r+\tau(1-r)}{1+\tau}=F(\tau, r)
$$

Thus, since by assumption $\operatorname{MP}\left(\operatorname{RT}^{F(\tau, r)}(\mathcal{G})\right)=0$ and $\operatorname{MP}\left(\mathrm{RT}^{p}(\mathcal{G})\right)$ is a continuous function in $p \in[0,1][8,22]$, we can pick $K>F(\tau, r)$ such that $\operatorname{MP}\left(\mathrm{RT}^{\frac{r}{r+(1-r) K}}(\mathcal{G})\right)>-\epsilon$.

We now describe Max's strategy. We think of the change in Max's ratio as a walk on $\mathbb{R}_{\geq 1}$. Each position $x \in \mathbb{R}_{\geq 1}$ is associated with a ratio $r_{x}$. The walk starts in a position $x_{0}$ such that Max's initial ratio is at least $r_{x_{0}}$. Let $\nu=r$ and $\mu=K(1-r)$. Suppose the token is placed on a vertex $v \in V$. Then, Max's bid is $r \cdot(1-r) \cdot \beta_{x} \cdot \operatorname{St}(v)$, where the ratios of Max and Min are normalized to sum up to 1 , and he proceeds to $v^{+}$upon winning. If Max wins, the walk proceeds up $\mu \cdot \operatorname{St}(v)$ steps to $x+\mu \mathrm{St}(v)$, and if he loses, the walk proceeds down to $x-\nu \operatorname{St}(v)$. Suppose Min fixes some strategy and let $\pi=v_{1}, \ldots, v_{n}$ be a finite prefix of the play that is generated by the two strategies. Suppose the walk following $\pi$ reaches $x \in \mathbb{R}$. Then, using the terminology of the previous section, we have $x=x_{0}-G(\pi) \cdot \nu+I(\pi) \cdot \mu$. Lemma 12 shows that the walk always stays above 1 , thus $x \geq 1$. Combining with Lemma 11, we get $\frac{\nu+\mu}{\nu \cdot \mu}\left(1-x_{0}\right)+P+(n-1) \cdot \operatorname{MP}\left(\operatorname{RT}^{\frac{\nu}{\nu+\mu}}(\mathcal{G})\right) \leq E(\pi)$. Thus, dividing both sides by $n$ and letting $n \rightarrow \infty$, since $x_{0}$ and $P$ are constants depending only on $K$ we conclude that this strategy guarantees payoff at least $\operatorname{MP}\left(\mathrm{RT}^{\frac{\nu}{\nu+\mu}}(\mathcal{G})\right)>-\epsilon$.

We continue to prove Lemma 12.
Proof of Lemma 12. Note that $\frac{\tau r^{2}+r(1-r)}{\tau(1-r)^{2}+r(1-r)}$ is well-defined for $r \in(0,1)$. Fix $\tau \in[0,1]$ and $r \in(0,1)$. Let $K>\frac{\tau r^{2}+r(1-r)}{\tau(1-r)^{2}+r(1-r)}$. Observe that the two inequalities in Point 4 are equivalent to:

$$
\begin{aligned}
r_{x-r s}-r_{x} & \leq \tau r(1-r) \beta_{x} s+(1-\tau) r(1-r) \beta_{x} s r_{x-r s} \\
r_{x}-r_{x+K(1-r) s} & \geq r(1-r) \beta_{x} s-(1-\tau) r(1-r) \beta_{x} s r_{x+K(1-r) s}
\end{aligned}
$$

Point 3 combined with monotonicity in the above expressions, implies that we can replace the last term in each of them by $r$ in order to obtain stronger inequalities. Therefore, it suffices for $\left(r_{x}\right)_{x \geq 1}$ and $\left(\beta_{x}\right)_{x \geq 1}$ to satisfy

$$
\begin{aligned}
r_{x-r s}-r_{x} & \leq \tau r(1-r) \beta_{x} s+(1-\tau) r(1-r) \beta_{x} s r, \\
r_{x}-r_{x+K(1-r) s} & \geq r(1-r) \beta_{x} s-(1-\tau) r(1-r) \beta_{x} s r,
\end{aligned}
$$

which is equivalent to

$$
\begin{align*}
r_{x-r s}-r_{x} & \leq r(1-r) \beta_{x} s[\tau+(1-\tau) r] \\
r_{x}-r_{x+K(1-r) s} & \geq r(1-r) \beta_{x} s[1-(1-\tau) r] . \tag{1}
\end{align*}
$$

We seek $\left(r_{x}\right)_{x \geq 1}$ and $\left(\beta_{x}\right)_{x \geq 1}$ in the form $r_{x}=\gamma^{x-1}+\left(1-\gamma^{x-1}\right) r$ and $\beta_{x}=\beta \gamma^{x-1}$ for some $\gamma, \beta \in(0,1)$. Note that this choice ensures Points 1 and 3. Therefore, we just need to show that we can find $\gamma, \beta \in[0,1]$ for which the inequalities in (1) hold for any $s \in S$. Substituting $r_{x}$ and $\beta_{x}$ in terms of $\gamma$ and $\beta$, the inequalities in (1) reduce to

$$
\begin{gathered}
r_{x-r s}-r_{x}=\gamma^{x-1}\left(\gamma^{-r s}-1\right)(1-r) \stackrel{?}{\leq} \beta \gamma^{x-1} r(1-r) s[\tau+(1-\tau) r], \\
r_{x}-r_{x+K(1-r) s}=\gamma^{x-1}\left(1-\gamma^{K(1-r) s}\right)(1-r) \stackrel{?}{\geq} \beta \gamma^{x-1} r(1-r) s[1-(1-\tau) r] .
\end{gathered}
$$

First, when $s=0$, both sides of both inequalities are equal to 0 so both inequalities clearly hold. Recall that $S$ is a finite set of non-negative strengths. Thus, when $s>0$, it takes values in $0<s_{1} \leq \ldots \leq s_{n}$, and the above inequalities are equivalent to

$$
\begin{align*}
& \gamma \geq(1+\beta r s[\tau+(1-\tau) r])^{-\frac{1}{r s}} \\
& \gamma \leq(1-\beta r s[1-(1-\tau) r])^{\frac{1}{K(1-r) s}} \tag{2}
\end{align*}
$$

Since both of these expressions are in $(0,1)$, to conclude that $\gamma, \beta \in(0,1)$ exist, it suffices to show that there is some $\beta \in(0,1)$ such that

$$
\begin{equation*}
\max _{s \in\left\{s_{1}, \ldots, s_{n}\right\}}(1+\beta r s[\tau+(1-\tau) r])^{-\frac{1}{r s}} \leq \min _{s \in\left\{s_{1}, \ldots, s_{n}\right\}}(1-\beta r s[1-(1-\tau) r])^{\frac{1}{K(1-r) s}} \tag{3}
\end{equation*}
$$

Note that the LHS of (3) is monotonically increasing in $s>0$ whereas the RHS is monotonically decreasing in $s>0$, therefore it suffices to find $\beta \in(0,1)$ for which

$$
\begin{equation*}
\left(1+\beta r s_{n}[\tau+(1-\tau) r]\right)^{-\frac{1}{r s_{n}}} \leq\left(1-\beta r s_{1}[1-(1-\tau) r]\right)^{\frac{1}{K(1-r) s_{1}}} \tag{4}
\end{equation*}
$$

By Taylor's theorem $(1+y)^{\alpha}=1+\alpha y+O\left(y^{2}\right)$, so Taylor expanding both sides of (4) in $\beta>0$ we get

$$
\begin{aligned}
& \left(1+\beta r s_{n}[\tau+(1-\tau) r]\right)^{-\frac{1}{r s_{n}}}=1-\beta[\tau+(1-\tau) r]+O\left(\beta^{2}\right) \\
& \left(1-\beta r s_{1}[1-(1-\tau) r]\right)^{\frac{1}{K(1-r) s_{1}}}=1-\beta \frac{r}{K(1-r)}[1-(1-\tau) r]+O\left(\beta^{2}\right)
\end{aligned}
$$

Therefore, if we show that $[\tau+(1-\tau) r]>\frac{r}{K(1-r)}[1-(1-\tau) r]$, the linear coefficient of $\beta$ on the LHS of (4) will be strictly smaller than the linear coefficient of $\beta$ on the RHS. Thus, for sufficiently small $\beta>0$, (4) will hold, which concludes the proof of the lemma. This condition is equivalent to

$$
K>\frac{r[1-(1-\tau) r]}{(1-r)[\tau+(1-\tau) r]}=\frac{r[\tau r+(1-r)]}{(1-r)[\tau(1-r)+r]}=\frac{\tau r^{2}+r(1-r)}{\tau(1-r)^{2}+r(1-r)}
$$

which is true by assumption. Thus, Points 1,3 , and 4 hold. In the full version, we show that Point 2 holds.

### 4.4 General mean-payoff taxman games

We extend the solution to general games. Recall that the threshold ratio in mean-payoff games is a necessary and sufficient initial ratio with which Max can guarantee a payoff of at least 0 .

- Theorem 13. Threshold ratios exist in mean-payoff taxman games.

Proof. Consider a mean-payoff taxman game $\mathcal{G}=\langle V, E, w\rangle$ with taxman parameter $\tau$. If $\mathcal{G}$ is strongly-connected, then by Theorem 9 , the threshold ratio in all vertices in $\mathcal{G}$ is the same and is $r \in(0,1)$ for $r$ such that $\operatorname{MP}\left(\operatorname{RT}^{F(\tau, r)}(\mathcal{G})\right)=0$. If no such $r$ exists, then either $\operatorname{MP}\left(\mathrm{RT}^{F(\tau, 1)}(\mathcal{G})\right)<0$, in which case the threshold ratios are 1 , or $\operatorname{MP}^{\left(\mathrm{RT}^{F(\tau, 0)}(\mathcal{G})\right)>0 \text {, in which }}$ case the threshold ratios are 0 . The proof for general games follows along the same lines as the proof for reachability games. For each bottom strongly-connected component $S_{i}$ of $\mathcal{G}$ we find the threshold ratio $r_{i} \in(0,1)$ as in the above. We play a "generalized" reachability game on $\mathcal{G}$ as follows. The game ends once the token reaches one of the BSCCs in $\mathcal{G}$. Max wins the game iff the first time the game enters a BSCC $S_{i}$, Max's ratio is greater than $r_{i}$. Showing existence of threshold ratios in the generalized game follows the same argument as for reachability games [13].

## 5 Computational Complexity

We show, for the first time, computational complexity results for taxman games. We study the following problem, which we call THRESH: given a taxman game $\mathcal{G}$ with taxman parameter $\tau$ and a vertex $v_{0}$ in $\mathcal{G}$, decide whether $\operatorname{Th}\left(v_{0}\right) \geq 0.5$. The correspondence in Theorem 9 gives the second part of the following theorem, and for the first part, in the full version, we show a reduction from THRESH to the existential theory of the reals [7].

- Theorem 14. For taxman reachability, parity, and mean-payoff games THRESH is in PSPACE. For strongly-connected mean-payoff games, THRESH is in NP $\cap$ coNP.


## 6 Discussion

We study, for the first time, infinite-duration taxman-bidding games, which span the spectrum between Richman and poorman bidding. For qualitative objectives, we show that the properties of taxman coincide with these of Richman and poorman bidding. For mean-payoff games, where Richman and poorman bidding have an elegant though surprisingly different mathematical structure, we show a complete understanding of taxman games. Our study of mean-payoff taxman games sheds light on these differences and similarities between the two bidding rules. Unlike previous proof techniques, which were ad-hoc, we expect our technique to be easier to generalize beyond taxman games, where they can be used to introduce concepts like multi-players or partial information into bidding games.
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#### Abstract

In the Cluster Deletion problem the goal is to remove the minimum number of edges of a given graph, such that every connected component of the resulting graph constitutes a clique. It is known that the decision version of Cluster Deletion is NP-complete on ( $P_{5}$-free) chordal graphs, whereas Cluster Deletion is solved in polynomial time on split graphs. However, the existence of a polynomial-time algorithm of Cluster Deletion on interval graphs, a proper subclass of chordal graphs, remained a well-known open problem. Our main contribution is that we settle this problem in the affirmative, by providing a polynomial-time algorithm for Cluster Deletion on interval graphs. Moreover, despite the simple formulation of the algorithm on split graphs, we show that Cluster Deletion remains NP-complete on a natural and slight generalization of split graphs that constitutes a proper subclass of $P_{5}$-free chordal graphs. Although the later result arises from the already-known reduction for $P_{5}$-free chordal graphs, we give an alternative proof showing an interesting connection between edge-weighted and vertex-weighted variations of the problem. To complement our results, we provide faster and simpler polynomial-time algorithms for ClUSTER Deletion on subclasses of such a generalization of split graphs.
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## 1 Introduction

In graph theoretic notions, clustering is the task of partitioning the vertices of the graph into subsets, called clusters, in such a way that there should be many edges within each cluster and relatively few edges between the clusters. In many applications, the clusters are restricted to induced cliques, as the represented data of each edge corresponds to a similarity value between two objects $[18,19]$. Under the term cluster graph, which refers to a disjoint union of cliques, one may find a variety of applications that have been extensively studied [ $1,5,23]$. Here we consider the Cluster Deletion problem which asks for a minimum number of edge deletions from an input graph, so that the resulting graph is a disjoint union of cliques. In the decision version of the problem, we are also given an integer $k$ and we want to decide whether at most $k$ edge deletions are enough to produce a cluster graph.
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Although Cluster Deletion is NP-hard on general graphs [24], settling its complexity status restricted on graph classes has attracted several researchers. Regarding the maximum degree of a graph, Komusiewicz and Uhlmann [22] have shown an interesting dichotomy result: Cluster Deletion remains NP-hard on $C_{4}$-free graphs with maximum degree four, whereas it can be solved in polynomial time on graphs having maximum degree at most three. Quite recently, Golovach et al. [14] have shown that it remains NP-hard on planar graphs. For graph classes characterized by forbidden induced subgraphs, Gao et al. [11] showed that Cluster Deletion is NP-hard on ( $C_{5}, P_{5}$, bull, fork, co-gem, 4-pan, co-4-pan)-free graphs and on $\left(2 K_{2}, 3 K_{1}\right)$-free graphs. Regarding $H$-free graphs, Grüttemeier et al. [16], showed a complexity dichotomy result for any graph $H$ consisting of at most four vertices. In particular, for any graph $H$ on four vertices with $H \notin\left\{P_{4}\right.$, paw $\}$, Cluster Deletion is NP-hard on $H$-free graphs, whereas it can be solved in polynomial time on $P_{4^{-}}$or paw-free graphs [16]. Interestingly, Cluster Deletion remains NP-hard on $P_{5}$-free chordal graphs [3].

On the positive side, Cluster Deletion has been shown to be solved in polynomial time on cographs [11], proper interval graphs [3], split graphs [3], and $P_{4}$-reducible graphs [2]. More precisely, iteratively picking maximum cliques defines a clustering on the graph which actually gives an optimal solution on cographs (i.e., $P_{4}$-free graphs), as shown by Gao et al. in [11]. In fact, the greedy approach of selecting a maximum clique provides a 2-approximation algorithm, though not necessarily in polynomial-time [7]. As the problem is already NP-hard on chordal graphs [3], it is natural to consider subclasses of chordal graphs such as interval graphs and split graphs. Although for split graphs there is a simple polynomial-time algorithm, restricted to interval graphs only the complexity on proper interval graphs was determined by giving a solution that runs in polynomial-time [3]. Settling the complexity of Cluster Deletion on interval graphs, was left open [3, 2, 11].

For proper interval graphs, Bonomo et al. [3] characterized their optimal solution by consecutiveness of each cluster with respect to their natural ordering of the vertices. Based on this fact, a dynamic programming approach led to a polynomial-time algorithm. It is not difficult to see that such a consecutiveness does not hold on interval graphs, as potential clusters might require to break in the corresponding vertex ordering. Here we characterize an optimal solution of interval graphs whenever a cluster is required to break. In particular, we take advantage of their consecutive arrangement of maximal cliques and describe subproblems of maximal cliques containing the last vertex. One of our key observations is that the candidate clusters containing the last vertex can be enumerated in polynomial time given two vertex orderings of the graph. We further show that each such candidate cluster separates the graph in a recursive way with respect to optimal subsolutions, that enables to define our dynamic programming table to keep track about partial solutions. Thus, our algorithm for interval graphs suggests to consider a particular consecutiveness of a solution and apply a dynamic programming approach defined by two vertex orderings. The overall running time of our algorithm is $O\left(n^{6}\right)$ for an interval graph on $n$ vertices.

Furthermore, we complement the previously-known NP-hardness of Cluster Deletion on $P_{5}$-free chordal graphs, by providing a proper subclass of such graphs for which we prove that the problem remains NP-hard. This result is inspired and motivated by the very simple characterization of an optimal solution on split graphs: either a maximal clique constitutes the only non-edgeless cluster, or there are exactly two non-edgeless clusters whenever there is a vertex of the independent set that is adjacent to all the vertices of the clique except one [3]. Due to the fact that true twins belong to the same cluster in an optimal solution, it is natural to consider true twins at the independent set, as they are expected not to influence the solution characterization. Surprisingly, we show that Cluster Deletion remains NP-
complete even on such a slight generalization of split graphs. This is achieved by observing that the constructed graphs given in the reduction for $P_{5}$-free graphs [3], constitute such split-related graphs. However, here we give a different reduction that highlights an interesting connection between edge-weighted and vertex-weighted split graphs. We then study two different classes of such generalization of split graphs that can be viewed as the parallel of split graphs that admit disjoint clique-neighborhood and nested clique-neighborhood. For Cluster Deletion we provide polynomial-time algorithms on both classes of graphs. In particular, for the former case, a polynomial-time algorithm is already known and is achieved through computing a minimizer of submodular functions [3]. Here we provide a simpler and faster (linear-time) algorithm for Cluster Deletion on such graphs that avoids the usage of submodular functions minimization.

## 2 Preliminaries

All graphs considered here are simple and undirected. We refer to Diestel's classical book [8] for standard graph terminology that is undefined here. Two adjacent vertices $u$ and $v$ are called true twins if $N[u]=N[v]$, whereas two non-adjacent vertices $x$ and $y$ are called false twins if $N(u)=N(v)$. For a set of finite graphs $\mathcal{H}$, we say that a graph $G$ is $\mathcal{H}$-free if $G$ does not contain an induced subgraph isomorphic to any of the graphs of $\mathcal{H}$.

The problem of Cluster Deletion is formally defined as follows: given a graph $G=(V, E)$, the goal is to compute the minimum set $F \subseteq E(G)$ of edges such that every connected component of $G-F$ is a clique. A cluster graph is a $P_{3}$-free graph, or equivalently, any of its connected components is a clique. Thus, the task of Cluster Deletion is to turn the input graph $G$ into a cluster graph by deleting the minimum number of edges. Let $S=C_{1}, \ldots, C_{k}$ be a solution of Cluster Deletion such that $G\left[C_{i}\right]$ is a clique. In such terms, the problem can be viewed as a vertex partition problem into $C_{1}, \ldots, C_{k}$. Each $C_{i}$ is simple called cluster. Edgeless clusters, i.e., clusters containing exactly one vertex, are called trivial clusters. The edges of $G$ are partitioned into internal and external edges: an internal edge $u v$ has both its endpoints $u, v \in C_{i}$ in the same cluster $C_{i}$, whereas an external edge $u v$ has its endpoints in different clusters $u \in C_{i}$ and $v \in C_{j}$, for $i \neq j$. Then, the goal of Cluster Deletion is to minimize the number of external edges which is equivalent to maximize the number of internal edges. We write $S(G)$ to denote an optimal solution for Cluster Deletion of the graph $G$, that is, a cluster subgraph of $G$ having the maximum number of edges. Given a solution $S(G)$, the number of edges incident only to the same cluster, that is the number of internal edges, is denoted by $|S(G)|$.

For a clique $C$, we say that a vertex $x$ is $C$-compatible if $C \backslash\{x\} \subseteq N(x)$. We start with few preliminary observations regarding twin vertices. Notice that for true twins $x$ and $y$, if $x$ belongs to any cluster $C$ then $y$ is $C$-compatible.

- Lemma 1 ([3]). Let $x$ and $y$ be true twins in $G$. Then, in any optimal solution $x$ and $y$ belong to the same cluster.

The above lemma shows that we can contract true twins and look for a solution on a vertex-weighted graph that does not contain true twins. Notice, however, that the weights on the vertices imply weights on the edges of the graph, as they contribute to the total cost of external and internal edges in a solution. Even though false twins cannot be grouped into the same cluster as they are non-adjacent, we can actually disregard one of the false twins whenever their neighborhood forms a clique.

- Lemma 2. Let $x$ and $y$ be false twins in $G$ such that $N(x)=N(y)$ is a clique. Then, there is an optimal solution such that $y$ constitutes a trivial cluster.

Proof. Let $C_{x}$ and $C_{y}$ be the clusters of $x$ and $y$, respectively, in an optimal solution such that $\left|C_{x}\right| \geq 2$ and $\left|C_{y}\right| \geq 2$. We construct another solution by replacing both clusters by $C_{x} \cup C_{y} \backslash\{y\}$ and $\{y\}$, respectively. To see that this indeed a solution, first observe that $x$ is adjacent to all the vertices of $C_{y} \backslash\{y\}$ because $N(x)=N(y)$, and $C_{x} \cup C_{y} \backslash\{y\} \subseteq N[x]$ forms a clique by the assumption. Moreover, since $\left|C_{x}\right| \geq 2$ and $\left|C_{y}\right| \geq 2$, we know that $\left|C_{x}\right|+\left|C_{y}\right| \leq\left|C_{x}\right|\left|C_{y}\right|$, implying that the number of internal edges in the constructed solution is at least as large as the number of internal edges of the optimal solution.

Moreover, we prove the following generalization of Lemma 1.

- Lemma 3. Let $C$ and $C^{\prime}$ be two clusters of an optimal solution and let $x \in C$ and $y \in C^{\prime}$. If $y$ is $C$-compatible then $x$ is not $C^{\prime}$-compatible.

Proof. Let $S$ be an optimal solution such that $C, C^{\prime} \in S$. Assume for contradiction that $x$ is $C^{\prime}$-compatible. We show that $S$ is not optimal. Since $y$ is $C$-compatible, we can move $y$ to $C$ and obtain a solution $S_{y}$ that contains the clusters $C \cup\{y\}$ and $C^{\prime} \backslash\{y\}$. Similarly, we construct a solution $S_{x}$ from $S$, by moving $x$ to $C^{\prime}$ so that $C \backslash\{x\}, C^{\prime} \cup\{x\} \in S_{x}$. Notice that the $S_{x}$ forms a clustering, since $x$ is $C^{\prime}$-compatible. We distinguish between the following cases, according to the values $|C|$ and $\left|C^{\prime}\right|$.

- If $|C| \geq\left|C^{\prime}\right|$ then $\left|S_{y}\right|>|S|$, because $\binom{|C|+1}{2}+\binom{\left|C^{\prime}\right|-1}{2}>\binom{|C|}{2}+\binom{\left|C^{\prime}\right|}{2}$.
- If $|C|<\left|C^{\prime}\right|$ then $\left|S_{x}\right|>|S|$, because $\binom{|C|-1}{2}+\binom{\left|C^{\prime}\right|+1}{2}>\binom{|C|}{2}+\binom{\left|C^{\prime}\right|}{2}$.

In both cases we reach a contradiction to the optimality of $S$. Therefore, $x$ is not $C^{\prime}-$ compatible.

- Corollary 4. Let $C$ be a cluster of an optimal solution and let $x \in C$. If there is a vertex $y$ that is C-compatible and $N[y] \subseteq N[x]$, then $y$ belongs to $C$.


## 3 Polynomial-time algorithm on interval graphs

Here we present a polynomial-time algorithm for the Cluster Deletion problem on interval graphs. A graph is an interval graph if there is a bijection between its vertices and a family of closed intervals of the real line such that two vertices are adjacent if and only if the two corresponding intervals intersect. Such a bijection is called an interval representation of the graph. We identify the intervals of the given representation with the vertices of the graph, interchanging these notions appropriately. Whether a given graph is an interval graph can be decided in linear time and if so, an interval representation can be generated in linear time [10, 13]. Notice that every induced subgraph of an interval graph is an interval graph.

Let $G$ be an interval graph. Instead of working with the interval representation of $G$, we consider its sequence of maximal cliques. It is known that a graph $G$ with $p$ maximal cliques is an interval graph if and only if there is an ordering $K_{1}, \ldots, K_{p}$ of the maximal cliques of $G$, such that for each vertex $v$ of $G$, the maximal cliques containing $v$ appear consecutively in the ordering (see e.g., [10, 13]). A path $\mathcal{P}=K_{1} \cdots K_{p}$ following such an ordering is called a clique path of $G$. Notice that a clique path is not necessarily unique for an interval graph. Also note that an interval graph with $n$ vertices contains at most $n$ maximal cliques. By definition, for every vertex $v$ of $G$, the maximal cliques containing $v$ form a connected subpath in $\mathcal{P}$.

Given a vertex $v$, we denote by $K_{a(v)}, \ldots, K_{b(v)}$ the maximal cliques containing $v$ with respect to $\mathcal{P}$, where $K_{a(v)}$ and $K_{b(v)}$ are the first (leftmost) and last (rightmost) maximal
cliques containing $v$. Notice that $a(v) \leq b(v)$ holds. Moreover, for every edge of $G$ there is a maximal clique $K_{i}$ of $\mathcal{P}$ that contains both endpoints of the edge. Thus, two vertices $u$ and $v$ are adjacent if and only if $a(v) \leq a(u) \leq b(v)$ or $a(v) \leq b(u) \leq b(v)$.

For a set of vertices $U \subseteq V$, we write $a-\min U$ and $a$ - max $U$ to denote the minimum and maximum value, respectively, among all $a(u)$ with $u \in U$. Similarly, $b$ - $\min U$ and $b$ - max $U$ correspond to the minimum and maximum value, respectively, with respect to $b(u)$.

With respect to the Cluster Deletion problem, observe that for any cluster $C$ of a solution, we know that $C \subseteq K_{i}$ where $K_{i} \in \mathcal{P}$, as $C$ forms a clique. A vertex $y$ is said to be guarded by two vertices $x$ and $z$ if $\min \{a(x), a(z)\} \leq a(y)$ and $b(y) \leq \max \{b(x), b(z)\}$ hold. For a clique $C$, observe that $y$ is $C$-compatible if and only if there exists a maximal clique $K_{i}$ such that $C \subseteq K_{i}$ with $a(y) \leq i \leq b(y)$. Observe that the following statement generalizes Corollary 4, in the sense that the neighborhood of the guarded vertex $y$ is not necessarily contained in the neighborhood of $x$ or $z$.

- Lemma 5. Let $x, y, z$ be three vertices of $G$ such that $y$ is guarded by $x$ and $z$. If $x$ and $z$ belong to the same cluster $C$ of an optimal solution and $y$ is $C$-compatible then $y \in C$.

Let $v_{1}, \ldots, v_{n}$ be an ordering of the vertices such that $b\left(v_{1}\right) \leq \cdots \leq b\left(v_{n}\right)$. For every $v_{i}, v_{j}$ with $b\left(v_{i}\right) \leq b\left(v_{j}\right)$, we define the following set of vertices:

$$
V_{i, j}=\left\{v \in V(G): \min \left\{a\left(v_{i}\right), a\left(v_{j}\right)\right\} \leq a(v) \text { and } b(v) \leq b\left(v_{j}\right)\right\} .
$$

That is, $V_{i, j}$ contains all vertices that are guarded by $v_{i}$ and $v_{j}$. We write $a(i, j)$ to denote the value of $\min \left\{a\left(v_{i}\right), a\left(v_{j}\right)\right\}$ and we simple write $K_{a(j)}$ and $K_{b(j)}$ instead of $K_{a\left(v_{j}\right)}$ and $K_{b\left(v_{j}\right)}$. Notice that for a neighbor $u$ of $v_{j}$ with $u \in V_{i, j}$, we have either $a\left(v_{j}\right) \leq a(u)$ or $a\left(v_{i}\right) \leq a(u) \leq a\left(v_{j}\right)$. This means that all neighbors of $v_{j}$ that are totally included (i.e., all vertices $u$ such that $\left.a\left(v_{j}\right) \leq a(u) \leq b(u) \leq b\left(v_{j}\right)\right)$ belong to $V_{i, j}$ for any $v_{i}$ with $b\left(v_{i}\right) \leq b\left(v_{j}\right)$. To distinguish such neighbors of $v_{j}$, we define the following sets (see also Figure 1):

- $U(j)$ contains the neighbors $u \in V_{i, j}$ of $v_{j}$ such that $a(u)<a\left(v_{j}\right) \leq b(u) \leq b\left(v_{j}\right)$ (neighbors of $v_{j}$ in $V_{i, j}$ that partially overlap $v_{j}$ ).
- $M(j)$ contains the neighbors $w \in V_{i, j}$ of $v_{j}$ such that $a\left(v_{j}\right) \leq a(w) \leq b(w) \leq b\left(v_{j}\right)$ (neighbors of $v_{j}$ that are totally included within $v_{j}$ ).

In the forthcoming arguments, we restrict ourselves to the graph induced by $V_{i, j}$. It is clear that the first maximal clique that contains a vertex of $V_{i, j}$ is $K_{a(i, j)}$, whereas the last maximal clique is $K_{b(j)}$. For two vertices $v_{i}, v_{j}$ with $b\left(v_{i}\right) \leq b\left(v_{j}\right)$, we define the following: - $A_{i, j}$ is the value of an optimal solution for Cluster Deletion of the graph $G\left[V_{i, j}\right]$. To ease the notation, when we say a cluster of $A_{i, j}$ we mean a cluster of an optimal solution of $G\left[V_{i, j}\right]$. Notice that $A_{1, n}$ is the desired value for the whole graph $G$, since $V_{1, n}=V(G)$.

Our task is to construct the values for $A_{i, j}$ by taking into account all possible clusters that contain $v_{j}$. To do so, we show that (i) the number of candidate clusters containing $v_{j}$ in $A_{i, j}$ is polynomial and (ii) each such candidate cluster containing $v_{j}$ separates the graph in a recursive way with respect to optimal subsolutions.

Observe that if $v_{i} v_{j} \in E(G)$ then $v_{i} \in U(j)$ if and only if $a\left(v_{i}\right)<a\left(v_{j}\right)$, whereas $v_{i} \in M(j)$ if and only if $a\left(v_{j}\right) \leq a\left(v_{i}\right)$; in the latter case, it is not difficult to see that $V_{i, j}=M(j) \cup\left\{v_{j}\right\}$. Thus, whenever $v_{i} \in M(j)$ holds, we have $V_{i, j}=V_{j, j}$. The candidates of a cluster of $A_{i, j}$ containing $v_{j}$ lie among $U(j)$ and $M(j)$. Let us show with the next two lemmas that we can restrict ourselves into a polynomial number of such candidates. To avoid repeating ourselves, in the forthcoming statements we let $v_{i}, v_{j}$ be two vertices with $b\left(v_{i}\right) \leq b\left(v_{j}\right)$.


Figure 1 Illustrating the sets $M(j)$ and $U(j)$ for $v_{j}$. The left part shows the case in which $v_{i} \in M(j)$ (or, equivalently, $V_{i, j}=V_{j, j}$ ), whereas the right part corresponds to the case in which $a\left(v_{i}\right)<a\left(v_{j}\right)$.

Lemma 6. Let $C$ be a cluster of $A_{i, j}$ containing $v_{j}$. If there is a vertex $w \in M(j)$ such that $w \in C$ then there is a maximal clique $K_{t}$ with $a\left(v_{j}\right) \leq t \leq b\left(v_{j}\right)$ such that $K_{t} \cap M(j) \subseteq C$ and $C \cap M(j) \subseteq K_{t}$.

Proof. Observe that $w \in M(j)$ implies $a\left(v_{j}\right) \leq a(w) \leq b(w) \leq b\left(v_{j}\right)$. Since $v_{j}, w \in C$, we know that there is a maximal clique $K_{t}$ for which $C \subseteq K_{t}$ with $a\left(v_{j}\right) \leq a(w) \leq t \leq b(w) \leq$ $b\left(v_{j}\right)$. We show that all other vertices of $K_{t} \cap M(j)$ are guarded by $v_{j}$ and $w$. Notice that for every vertex $y \in M(j)$ we already know that $a\left(v_{j}\right) \leq a(y)$ and $b(y) \leq b\left(v_{j}\right)$. Thus, for every vertex $y \in M(j)$ we have $a\left(v_{j}\right)=\min \left\{a\left(v_{j}\right), a(w)\right\} \leq a(y)$ and $b(y) \leq b\left(v_{j}\right)=$ $\max \left\{b\left(v_{j}\right), b(w)\right\}$. This means that all vertices of $K_{t} \cap M(j) \backslash\{w\}$ are guarded by $v_{j}$ and $w$. Moreover, since $C \subseteq K_{t}$, we know that all vertices of $K_{t} \cap M(j)$ are $C$-compatible. Therefore, we apply Lemma 5 to every vertex of $K_{t} \cap M(j)$, showing that $K_{t} \cap M(j) \subseteq C$. Furthermore, there is no vertex of $M(j) \backslash K_{t}$ that belongs to $C$, because $C \subseteq K_{t}$.

By Lemma 6, we know that we have to pick the entire set $K_{t} \cap M(j)$ for constructing candidates to form a cluster that contains $v_{j}$ and some vertices of $M(j)$. As there are at most $n$ choices for $K_{t}$, we get a polynomial number of such candidate sets. We next show that we can construct a polynomial number of candidate sets that contain $v_{j}$ and vertices of $U(j)$. For doing so, we consider the vertices of $U(j)$ increasingly ordered with respect to their first maximal clique. More precisely, let $U(j)_{\leq a}=\left(u_{1}, \ldots, u_{|U(j)|}\right)$ be an increasingly order of the vertices of $U(j)$ such that $a\left(u_{1}\right) \leq \cdots \leq a\left(u_{|U(j)|}\right)$ (see the right part of Figure 1).

- Lemma 7. Let $C$ be a cluster of $A_{i, j}$ containing $v_{j}$ and let $u_{q} \in U(j)_{\leq a . I f} u_{q} \in C$ then every vertex of $\left\{u_{q+1}, \ldots, u_{|U(j)|}\right\}$ that is $C$-compatible belongs to $C$.

Proof. Let $u$ be a vertex of $\left\{u_{q+1}, \ldots, u_{|U(j)|}\right\}$. We show that $u$ is guarded by $u_{q}$ and $v_{j}$. By the definition of $U(j)_{\leq a}$, we know that $a\left(u_{q}\right)<a(u)<a\left(v_{j}\right)$. Moreover, observe that $b(u) \leq b\left(v_{j}\right)$ holds by the fact that $u \in V_{i, j}$ and $b\left(u_{q}\right) \leq b\left(v_{j}\right)$. Thus, we apply Lemma 5 to $u$, because $u_{q}, v_{j} \in C$ and $u$ is $C$-compatible, showing that $u \in C$ as desired.

For $a\left(v_{j}\right) \leq t \leq b\left(v_{j}\right)$, let $M[t]=K_{t} \cap M(j)$. Observe that each $M[t]$ may be an empty set. On the part $M(j)$, all vertices are grouped into the sets $M\left[a\left(v_{j}\right)\right], \ldots, M\left[b\left(v_{j}\right)\right]$. Similar to the group $M[t]$, let $U[t]=U(j) \cap K_{t}$. Then, all vertices of $U[t]$ are $\left\{v_{j}, M[t]\right\}$-compatible and all vertices of $M[t]$ are $\left\{v_{j}, U[t]\right\}$-compatible. Figure 1 depicts the corresponding sets.

- Lemma 8. Let $C$ be a cluster of $A_{i, j}$ containing $v_{j}$. Then, there is $a\left(v_{j}\right) \leq t \leq b\left(v_{j}\right)$ such that $M[t] \subseteq C$.

All vertices of a cluster $C$ containing $v_{j}$ belong to $U(j) \cup M(j)$. Thus, $C \backslash\left\{v_{j}\right\}$ can be partitioned into $C \cap U(j)$ and $C \cap M(j)$. Also notice that $C \subseteq K_{t}$ for some $a\left(v_{j}\right) \leq t \leq b\left(v_{j}\right)$. Combined with the previous lemmas, we enumerate all such subsets $C$ of $U(j) \cup M(j)$ in polynomial-time. In particular, we first build all candidates for $C \cap M(j)$, which are exactly the sets $M[t]$ by Lemmas 6 and 8 . Then, for each of such candidate $M[t]$, we apply Lemma 7 to construct all subsets containing the last $q$ vertices of $U[t]_{\leq a}$. Thus, there are at most $n^{2}$ candidate sets from the vertices of $U(j) \cup M(j)$ that belong to the same cluster with $v_{j}$.

### 3.1 Splitting into partial solutions

We further partition the vertices of $M(j)$. Given a pivot group $M[t]$, we consider the vertices that lie on the right part of $M[t]$. More formally, for $a\left(v_{j}\right) \leq t<b\left(v_{j}\right)$, we define the set $B_{j}(t)=\left(\left(K_{t+1} \cup \cdots \cup K_{b(j)}\right) \backslash K_{t}\right) \cap M(j)$. The reason of breaking the vertices of the part $M(j)$ into sets $B_{j}(t)$ is the following.

- Lemma 9. Let $C$ be a cluster of $A_{i, j}$ such that $\left\{v_{j}\right\} \cup M[t] \subseteq C$, for $a\left(v_{j}\right) \leq t \leq b\left(v_{j}\right)$. Then, for any two vertices $x \in V_{i, j} \backslash B_{j}(t)$ and $y \in B_{j}(t)$, there is no cluster of $A_{i, j}$ that contains both of them.

Proof. First observe that $y \in(M[t+1] \cup \cdots \cup M[b(j)]) \backslash M[t]$. We consider two cases for $x$, depending on whether $x \in M(j)$ or not. Assume that $x \in M(j)$. If $x \in M[t]$, then $x \in C$ by Lemma 6 , which implies that $y \notin C$. If $x \in\left(M\left[a\left(v_{j}\right)\right] \cup \cdots \cup M[t-1]\right) \backslash M[t]$ then $x y \notin E(G)$. Now assume that $x \in U(j)$. If $x \in C$, then $y$ does not belong to $K_{t}$, so that $y \notin C$. If $x \notin C$, then we show that $x$ does not belong to a cluster with any vertex of $B_{j}(t)$. Assume for contradiction that $x$ belongs to a cluster $C^{\prime}$ such that $C^{\prime} \cap B_{j}(t) \neq \varnothing$. This means that $x \in K_{i^{\prime}}$ with $t<i^{\prime} \leq b\left(v_{j}\right)$ and $C^{\prime} \subseteq K_{i^{\prime}}$. Then $v_{j}$ is $C^{\prime}$-compatible and $x$ is $C$-compatible, as both $x$ and $v_{j}$ belong to $K_{t} \cap K_{i^{\prime}}$. Therefore, by Lemma 3 we reach a contradiction to $x$ and $v_{j}$ belonging to different clusters.

For a non-empty set $S \subseteq V(G)$, we write $A(S)$ to denote the following solutions:

- $A(S)=A_{i^{\prime}, j^{\prime}}$, where $v_{i^{\prime}}$ is the vertex of $S$ having the smallest $a\left(v_{i^{\prime}}\right)$ and $v_{j^{\prime}}$ is the vertex of $S$ having the largest $b\left(v_{j^{\prime}}\right)$.
Having this notation, observe that $A_{i, j}=A\left(V_{i, j}\right)$, for any $v_{i}, v_{j}$ with $b\left(v_{i}\right) \leq b\left(v_{j}\right)$. However, it is important to notice that $A(S)$ does not necessarily represent the optimal solution of $G[S]$, since the vertices of $S$ may not be consecutive with respect to $V_{i^{\prime}, j^{\prime}}$, so that $S$ is only a subset of $V_{i^{\prime}, j^{\prime}}$ in the corresponding solution $A_{i^{\prime}, j^{\prime}}$ for $A(S)$. Under the following assumptions, with the next result we show that for the chosen sets we have $S=V_{i^{\prime}, j^{\prime}}$.
- Observation 10. Let $V_{t}=K_{t} \cap V_{i, j}$, for every $\min \left\{a\left(v_{i}\right), a\left(v_{j}\right)\right\} \leq t \leq b\left(v_{j}\right)$. If $S_{L}=$ $\left(V_{a(i, j)} \cup \cdots \cup V_{t-1}\right) \backslash V_{t}$ then $S_{L}=V_{i^{\prime}, j^{\prime}}$, where $i^{\prime}=a-\min \left(S_{L}\right)$ and $j^{\prime}=b-\max \left(S_{L}\right)$.

Given the clique path $\mathcal{P}=K_{1} \cdots K_{p}$, a clique-index $t$ is an integer $1 \leq t \leq p$. Let $\ell(j), r(j)$ be two clique-indices such that $a(i, j) \leq \ell(j) \leq a\left(v_{j}\right)$ and $a\left(v_{j}\right) \leq r(j) \leq b\left(v_{j}\right)$. We denote by $\ell_{r}(j)$ the minimum value of $a(v)$ among all vertices of $v \in K_{r(j)} \cap V_{i, j}$ having $\ell(j) \leq a(v)$. Clearly, $\ell(j) \leq \ell_{r}(j) \leq r(j)$ holds. A pair of clique-indices $(\ell(j), r(j))$ is called admissible pair for a vertex $v_{j}$, if both $a(i, j) \leq \ell(j) \leq a\left(v_{j}\right)$ and $a\left(v_{j}\right) \leq r(j) \leq b\left(v_{j}\right)$ hold. Given an admissible pair $(\ell(j), r(j))$, we define the following set of vertices:

- $C(\ell(j), r(j))=\left\{z \in V_{i, j}: \ell_{r}(j) \leq a(z)\right.$ and $\left.r(j) \leq b(z)\right\}$.

Observe that all vertices of $C(\ell(j), r(j))$ induce a clique in $G$, because $C(\ell(j), r(j)) \subseteq K_{r(j)}$. We say that a vertex $u$ crosses the pair $(\ell(j), r(j))$ if $a(u)<\ell_{r}(j)$ and $r(j) \leq b(u)$. It is not
difficult to see that for a vertex $u$ that crosses $(\ell(j), r(j))$, we have $u \notin C(\ell(j), r(j))$. We prove the following properties of $C(\ell(j), r(j))$.

- Lemma 11. Let $v_{i^{\prime}}, v_{j^{\prime}}$ be two vertices with $b\left(v_{i^{\prime}}\right) \leq b\left(v_{j^{\prime}}\right)$ and let $(\ell, r)$ be an admissible pair for $v_{j^{\prime}}$. Moreover, let $v_{i}, v_{j}$ be the vertices of $V_{i^{\prime}, j^{\prime}} \backslash C(\ell, r)$ having the smallest $a\left(v_{i}\right)$ and largest $b\left(v_{j}\right)$, respectively. If the vertices of $C(\ell, r)$ form a cluster in $A_{i^{\prime}, j^{\prime}}$ then the following statements hold:

1. $V_{i, j}=V_{i^{\prime}, j^{\prime}} \backslash C(\ell, r)$.
2. If $a(x) \leq r \leq b(x)$ holds for a vertex $x \in V_{i, j}$, then $x$ crosses $(\ell, r)$.
3. Every vertex of $B_{j}(r)$ does not belong to the same cluster with any vertex of $V_{i, j} \backslash B_{j}(r)$.
4. Every vertex that crosses ( $\ell, r$ ) does not belong to the same cluster with any vertex $y \in V_{i, j}$ having $\ell_{r} \leq a(y)$.

Notice that the number of admissible pairs $(\ell(j), r(j))$ for $v_{j}$ is polynomial because there are at most $n$ choices for each clique-index. Moreover, if $v_{i} \in M(j)$ then $\ell(j)=a\left(v_{j}\right)$. A pair of clique-indices $(\ell, r)$ with $\ell \leq r$ is called bounding pair for $v_{j}$ if either $b\left(v_{j}\right)<r$ holds, or $v_{j}$ crosses $(\ell, r)$. Given a bounding pair $(\ell, r)$ for $v_{j}$, we write $(\ell(j), r(j))<(\ell, r)$ to denote the set of admissible pairs $(\ell(j), r(j))$ for $v_{j}$ with the following restriction on $r(j)$ :

- $r(j) \leq b\left(v_{j}\right)$, whenever $b\left(v_{j}\right)<r$ holds, and $r(j)<\ell$, whenever $b\left(v_{j}\right) \geq r$ holds.

Observe that if $b\left(v_{j}\right)<r$ holds, then $(\ell(j), r(j))<(\ell, r)$ describes all admissible pairs for $v_{j}$ with no restriction, regardless of $\ell$. On the other hand, if $\ell<a\left(v_{j}\right)$ and $r \leq b\left(v_{j}\right)$ hold, then $(\ell, r)$ is not a bounding pair for $v_{j}$. In fact, we will show that the latter case will not be considered in our partial subsolutions. Intuitively, an admissible pair $(\ell(j), r(j))$ corresponds to the cluster containing $v_{j}$, whereas a bounding pair $(\ell, r)$ forbids $v_{j}$ to select certain vertices as they have already formed a cluster that does not contain $v_{j}$ (observe that $v_{j} \in C(\ell(j), r(j))$ and $\left.v_{j} \notin C(\ell, r)\right)$.

Our task is to construct subsolutions over all admissible pairs for $v_{j}$ with the property that the vertices of $C(\ell(j), r(j))$ form a cluster. To do so, we consider a vertex $v_{j^{\prime}}$ with $b\left(v_{j}\right) \leq b\left(v_{j^{\prime}}\right)$ and a cluster containing $v_{j^{\prime}}$. Let $(\ell, r)$ be an admissible pair for $v_{j^{\prime}}$ such that $a\left(v_{j}\right) \leq r \leq b\left(v_{j}\right)$. The previous results suggest to consider solutions in which the vertices of $C(\ell, r)$ form a cluster in an optimal solution. It is clear that if $\ell \leq a\left(v_{j}\right)$ then $v_{j} \in C(\ell, r)$. Moreover, if $b\left(v_{j}\right)<r$, then no vertex of $V_{i, j}$ belongs to $C(\ell, r)$. Thus, we need to construct solutions for $A_{i, j}$, whenever ( $\ell, r$ ) is a bounding pair for $v_{j}$ and the vertices of $C(\ell, r)$ form a cluster. Such an idea is formally described as follows: Let $(\ell, r)$ be a bounding pair for $v_{j}$. - $A_{i, j}[\ell, r]$ is the value of an optimal solution for Cluster Deletion of the graph $G\left[V_{i, j}\right]$ $\left(C(\ell, r) \cup B_{j}(r)\right)$ such that the vertices of $C(\ell, r)$ form a cluster.
Hereafter, we assume that $B_{j}(t)$ with $t \geq b\left(v_{j}\right)$ corresponds to an empty set. Figure 2 illustrates a partition of the vertices with respect to $A_{i, j}[\ell, r]$. Notice that an optimal solution $A_{i, j}$ without any restriction is described in terms of $A_{i, j}[\ell, r]$ by $A_{i, j}\left[1, b\left(v_{j}\right)+1\right]$, since no vertex of $V_{i, j}$ belongs to $C\left(1, b\left(v_{j}\right)+1\right)$. Therefore, $A_{1, n}[1, n+1]$ corresponds to the optimal solution of the whole graph $G$. As base cases, observe that if $V_{i, j}$ contains at most one vertex then $A_{i, j}[\ell, r]=0$ for all bounding pairs $(\ell, r)$. For a set $C$, we write $|C|_{2}$ to denote the number $\binom{|C|}{2}$. With the following result, we describe a recursive formulation for the optimal solution $A_{i, j}[\ell, r]$, which is our central tool for our dynamic programming algorithm.

- Lemma 12. Let $(\ell, r)$ be a bounding pair for $v_{j}$. Then,

$$
A_{i, j}[\ell, r]=\max _{(\ell(j), r(j))<(\ell, r)}\left(A\left(V_{L}\right)[\ell(j), r(j)]+|C(\ell(j), r(j))|_{2}+A\left(V_{R}\right)[\ell, r]\right),
$$

where $V_{L}=V_{i, j} \backslash\left(C(\ell(j), r(j)) \cup B_{j}(r(j))\right)$ and $V_{R}=B_{j}(r(j)) \backslash\left(C(\ell, r) \cup B_{j}(r)\right)$.

- Theorem 13. Cluster Deletion is polynomial-time solvable on interval graphs.


Figure 2 A partition of the set of vertices given in $A_{i, j}[\ell, r]$, where $V_{L}=C_{L} \cup L$ and $V_{R}=C_{R} \cup R$. Observe that $B_{j}(r(j))=R \cup C_{R} \cup\left(C(\ell, r) \cap V_{i, j}\right) \cup B_{j}(r)$.

## 4 Cluster Deletion on a generalization of split graphs

A graph $G=(V, E)$ is a split graph if $V$ can be partitioned into a clique $C$ and an independent set $I$, where $(C, I)$ is called a split partition of $G$. Split graphs are characterized as $\left(2 K_{2}, C_{4}, C_{5}\right)$-free graphs [9]. They form a subclass of the larger and widely known graph class of chordal graphs, which are the graphs that do not contain induced cycles of length 4 or more as induced subgraphs. In general, a split graph can have more than one split partition and computing such a partition can be done in linear time [17].

Hereafter, for a split graph $G$, we denote by $(C, I)$ a split partition of $G$ in which $C$ is a maximal clique. It is known that Cluster Deletion is polynomial-time solvable on split graphs [3]. In fact, the algorithm given in [3] is characterized by its simplicity due to the following elegant characterization of an optimal solution: if there is a vertex $v \in I$ such that $N(v)=C \backslash\{w\}$ and $w$ has a neighbor $v^{\prime}$ in $I$ then the non-trivial clusters of an optimal solution are $C \backslash\{w\} \cup\{v\}$ and $\left\{w, v^{\prime}\right\}$; otherwise, the only non-trivial cluster of an optimal solution is $C$ [3]. Here we study whether such a simple characterization can be extended into more general classes of split graphs. Due to Lemma 1, it is natural to consider true twins at the independent set, as they are grouped together in an optimal solution and they are expected not to influence the solution characterization. Surprisingly, we show that Cluster Deletion remains NP-complete even on such a slight generalization of split graphs. Before presenting our NP-completeness proof, let us first show that such graphs form a proper subclass of $P_{5}$-free chordal graphs. We start by giving the formal definition of such graphs.

- Definition 14. A graph $G=(V, E)$ is called split-twin graph if its vertex set can be partitioned into $C$ and $I$ such that $G[C]$ is a clique and the vertices of each connected component of $G[I]$ form true twins in $G$.

It is clear that in a split-twin graph $G$ the following holds: (i) each connected component of $G[I]$ is a clique and forms a true-twin set in $G$, and (ii) contracting the connected components of $G[I]$ results in a split graph, denoted by $G^{*}$. Figure 3 illustrates the induced subgraphs that are forbidden in a split-twin graph.

- Proposition 15. A graph $G$ is split-twin if and only if it does not contain any of the graphs $C_{4}, C_{5}, P_{5}, 2 P_{3}, \bar{A}, X$ as induced subgraphs.


$C_{5}$



$\bar{A}$


X

Figure 3 The list of forbidden induced subgraph characterization for split-twin graphs.

Thus by Proposition 15, split-twin graphs form a proper subclass of $P_{5}$-free chordal graphs, i.e., of $\left(C_{4}, C_{5}, P_{5}\right)$-free graphs. Now let us show that decision version of Cluster Deletion is NP-complete on split-twin graphs. This is achieved by observing that the constructed graphs given in the reduction for $P_{5}$-free graphs [3], constitute such split-related graphs. In particular, the reduction shown in [3] comes from the X3C problem: given a universe $X$ of $3 q$ elements and a collection $C=\left\{C_{1}, \ldots, C_{|C|}\right\}$ of 3-element subsets of $X$, asks whether there is a subset $C^{\prime} \subseteq C$ such that every element of $X$ occurs in exactly one member of $C^{\prime}$. The constructed graph $G$ is obtained by identifying the elements of $X$ as a clique $K_{X}$ and there are $|C|$ disjoint cliques $K_{1}, \ldots, K_{|C|}$ each of size $3 q$ corresponding to the subsets of $C$ and a vertex $x$ of $K_{X}$ is adjacent to all the vertices of $K_{i}$ if and only if $x$ belongs to the corresponding subset $C_{i}$ of $K_{i}$. Then, it is not difficult to see that the vertices of each $K_{i}$ are true twins and the contracted graph $G^{*}$ is a split graph, showing that $G$ is indeed a split-twin graph. Therefore, by the NP-completeness given in [3], we have:

- Theorem 16. Cluster Deletion is $N P$-complete on split-twin graphs.

However, here we give a different reduction that highlights an interesting connection between edge-weighted and vertex-weighted split graphs. In the Edge Weighted Cluster Deletion problem, each edge of the input graph is associated with a weight and the objective is to construct a clustered graph having the maximum total (cumulative) weight of edges. As already explained, we can contract true twins and obtain a vertex-weighted graph as input for the corresponding Cluster Deletion. Similarly, it is known that for edge-weighted graphs the corresponding Edge Weighted Cluster Deletion remains NP-hard even when restricted to particular variations on special families of graphs [3]. In fact, it is known that Edge Weighted Cluster Deletion remains NP-hard on split graphs even when (i) all edges inside the clique have weight one, (ii) all edges incident to a vertex $w \in I$ have the same weight $q$, and (iii) $q=|C|[3]$. We abbreviate the latter problem by EWCD and denote by $(C, I, k)$ an instance of the problem where $(C, I)$ is a split partition of the vertices of $G$ and $k$ is the total weight of the edges in a cluster solution for $G$. With the following result, we show an interesting connection between the two variations of the problem when restricted to split-twin graphs.

- Theorem 17. There exists a polynomial time algorithm that, given an instance ( $C, I, k$ ) for $E W C D$, produces an equivalent instance for CLUSTER DELETION on split-twin graphs.

Proof. From $G$, we build a split-twin graph $G^{\prime}=\left(C^{\prime} \cup I^{\prime}, E^{\prime}\right)$ by keeping the same clique $C^{\prime}=C$, and for every vertex $w_{j} \in I$ we apply the following:

- We replace $w_{j}$ by $q=|C|$ true twin vertices $I_{j}^{\prime}$ (i.e., by a $q$-clique) such that for any vertex $w^{\prime} \in I_{j}^{\prime}$ we have $N_{G^{\prime}}\left(w^{\prime}\right)=N_{G}\left(w_{j}\right) \cup\left(I_{j}^{\prime} \backslash\left\{w^{\prime}\right\}\right)$. That is, their neighbors outside $I_{j}^{\prime}$ are exactly $N_{G}\left(w_{j}\right)$. Moreover, the set of vertices $I_{1}^{\prime}, \ldots, I_{|I|}^{\prime}$ form $I^{\prime}$.
By the above construction, it is not difficult to see that $G^{\prime}$ is a split-twin graph, since the graph induced by $I^{\prime}$ is a disjoint union of cliques and two adjacent vertices of $I^{\prime}$ are true
twins in $G^{\prime}$. Also observe that the construction takes polynomial time because $q$ is at most $n=|V(G)|$. We claim that there is an edge weighted cluster solution for $G$ with total weight at least $k$ if and only if there is a cluster solution for $G^{\prime}$ having at least $k+|I| \cdot\binom{q}{2}$ edges.

Assume that there is a cluster solution $S$ for $G$ with total weight at least $k$. From $S$, we construct a solution $S^{\prime}$ for $G^{\prime}$. There are three types of clusters in $S$ :
(a) Cluster formed only by vertices of the clique $C$, i.e., $Y \in S$, where $Y \subseteq C$. We keep such clusters in $S^{\prime}$. We denote by $t_{a}$ the total weight of clusters of type (a). Notice that since the weight of edges having both endpoints in $C$ are all equal to one, $t_{a}$ corresponds to the number of edges in $Y$.
(b) Cluster formed only by one vertex $w_{j} \in I$, i.e., $\left\{w_{j}\right\} \in S$. In $S^{\prime}$ we replace such cluster by the corresponding clique $I_{j}^{\prime}$ having exactly $\binom{q}{2}$ edges. It is clear that the total weight of such clusters do not contribute to the value of $S$.
(c) Cluster formed by the vertices $y_{1}, \ldots, y_{p}, w_{j}$, where $y_{i} \in C$ and $w_{j} \in I$. As the weights of the edges between the vertices of $y_{i}$ is one, the total number of weights in such a cluster is $\binom{p}{2}+p \cdot q$. Let $t_{c}$ be the total weight of clusters of type (c). In $S^{\prime}$ we replace $w_{j}$ by the vertices of $I_{j}^{\prime}$ and obtain a cluster $S^{\prime}$ having $\binom{p}{2}+p \cdot q+\binom{q}{2}$ number of edges. Now observe that in $S$ we have $t_{a}+t_{c}$ total weight, which implies $t_{a}+t_{c} \geq k$. Thus, in $S^{\prime}$ we have at least $t_{a}+t_{c}+|I| \cdot\binom{q}{2}$ edges, giving the desired bound.

For the opposite direction, assume that there is a solution $S^{\prime}$ in $G^{\prime}$ having at least $k+|I| \cdot\binom{q}{2}$ edges. All vertices of $I_{j}^{\prime}$ are true twins and, by Lemma 1, they belong to the same cluster in $S^{\prime}$. Thus, any cluster of $S^{\prime}$ has one of the following forms: (i) $Y^{\prime}$, where $Y^{\prime} \subseteq C^{\prime}$, (ii) $I_{j}^{\prime}$, (iii) $I_{j}^{\prime} \cup\left\{y_{1}^{\prime}, \ldots, y_{p}^{\prime}\right\}$, where $y_{i}^{\prime} \in C^{\prime}$. This means that all internal edges having both endpoints in $I^{\prime}$ contribute to the value of $S^{\prime}$ by $|I| \cdot\binom{q}{2}$. Moreover, observe that for any internal edge of $S^{\prime}$ of the form $y^{\prime} w^{\prime}$ with $y^{\prime} \in C^{\prime}$ and $w^{\prime} \in I_{j}^{\prime}$, we know that there are exactly $q$ internal edges incident to $y^{\prime}$ and the $q$ vertices of $I_{j}^{\prime}$. Thus, internal edges $y^{\prime} w^{\prime}$ of $S^{\prime}$ correspond to exactly one internal edge $y w_{j}$ of $S$ having weight $q$, where $y=y^{\prime}$ (recall that $C=C^{\prime}$ ) and $w_{j}$ is the vertex of $I$ associated with $I_{j}$. Hence, all internal edges outside each $I_{j}^{\prime}$ in $S^{\prime}$ correspond to either a weighted internal edge in $S$ or to the same unweighted edge of $C$ in $S$. Therefore, there is an edge weighted solution $S$ having weight at least $k$.

### 4.1 Polynomial-time algorithms on subclasses of split-twin graphs

Due to the hardness result given in Theorems 16 and 17, it is natural to consider subclasses of split-twin graphs related to their analogue subclasses of split graphs. We consider two such subclasses. The first one corresponds to the split-twin graphs such that the vertices of $I$ have no common neighbor in the clique, unless they are true or false twins. The second subclass corresponds to threshold graphs (i.e., split graphs in which the vertices of the independent set have nested neighborhood) and form the split-twin graphs in which the vertices of $I$ have a nested neighborhood. We formally define such graphs and give polynomial-time algorithms for Cluster Deletion. For a vertex $x \in I$ we write $N_{C}(x)$ to denote the set $N(x) \cap C$.

- Definition 18. A split-twin graph $G$ with partition $(C, I)$ on its vertices is called 1-split-twin graph if for any two vertices $x, y \in I$, either $N_{C}(x) \cap N_{C}(y)=\varnothing$ or $N_{C}(x)=N_{C}(y)$.

It is not difficult to see that in a 1 -split-twin graph, any two vertices of $I$ having a common neighbor in $C$ have the same neighborhood in $C$. Close related to 1-split-twin graphs, are the 1 -split graphs which are the edge-weighted split graphs in which every vertex of the independent set is adjacent to exactly one vertex of the clique. It is known that the (edge-weighted) Cluster Deletion is solved in polynomial-time on 1-split graphs [3]. Let us explain how to use the algorithm on a 1-split graph to obtain a polynomial-time algorithm
on a 1-split-twin graph $G=(C, I)$. Observe that the contracted graph $G^{*}$ is 1 -split. Let $x y$ be an edge of $G^{*}$. Denote by $w(x)$ and $w(y)$ the weights assigned to $x$ and $y$ that correspond to the sizes of their true twins classes in $G$. From the vertex-weighted 1-split graph $G^{*}$, construct an edge-weighted 1 -split graph $H^{*}$ by removing the vertex weights and for each edge $x y$ assign weight $w(x) \cdot w(y)$. Then, given a solution of the edge-weighted $H^{*}$ taken from the algorithm of [3], we obtain a solution for Cluster Deletion on $G$ by adding the internal edges corresponding to each contracted vertex.

Notice, however, that the running time is bounded by the polynomial-time algorithm of 1-split graphs. In particular the described algorithm of 1-split graphs is accomplished through a minimizer of a general submodular function provided a given oracle for evaluating the function value [3]. This means that through such an approach it is unlikely to achieve a better running time for 1 -split-twin graphs, unless there is a faster algorithm with less number of oracle calls for finding a minimizer of a general submodular function. With our next result we provide a simpler and faster (linear-time) algorithm for Cluster Deletion on 1-split-twin graphs that avoids the usage of submodular functions minimization.

- Theorem 19. Cluster Deletion is linear-time solvable on 1-split-twin graphs.

Proof. Let $G$ be a 1 -split-twin graph with partition $(C, I)$. First observe that if $G$ is disconnected then $I$ contains isolated cliques, i.e., true twins having no neighbor in $C$. Thus we can restrict ourselves to a connected graph $G$, since by Lemma 1 each isolated clique is contained in exactly one cluster of an optimal solution. We now show that all vertices of $C$ that have a common neighbor in $I$ are true twins. Let $u$ and $v$ be two vertices of $C$ such that $x \in N(u) \cap N(v) \cap I$. All vertices of $C \backslash\{u, v\}$ are adjacent to both $u$ and $v$. Assume that there is a vertex $y \in I$ that is adjacent to $u$ and non-adjacent to $v$. If $x y \in E(G)$ then by the definition of split-twin graphs $x$ and $y$ are true twins which contradicts the assumption of $x v \in E(G)$ and $y v \notin E(G)$. Otherwise, $x$ and $y$ are non-adjacent and since $N_{C}(x) \cap N_{C}(y) \neq \varnothing$ we reach a contradiction to the definition of 1 -split-twin graphs. Thus, all vertices of $C$ that have a common neighbor in $I$ are true twins.

We partition the vertices of $C$ into true twin classes $C_{1}, \ldots, C_{k}$, such that each $C_{i}$ contains true twins of $C$. From the previous discussion, we know that any vertex of $I$ is adjacent to all the vertices of exactly one class $C_{i}$; otherwise, there are vertices of different classes in $C$ that have common neighbor. For a class $C_{i}$, we partition the vertices of $N\left(C_{i}\right) \cap I$ into true twin classes $I_{i}^{1}, \ldots, I_{i}^{q}$ such that $\left|I_{i}^{1}\right| \geq \cdots \geq\left|I_{i}^{q}\right|$.

We claim that in an optimal solution $S$, the vertices of each class $I_{i}^{j}$ with $j \geq 2$ constitute a cluster. To see this, observe first that the vertices of $I_{i}^{j}, 1 \leq j \leq q$, are true twins, and by Lemma 1 they all belong to the same cluster of $S$. Also, by Lemma 1 we know that all the vertices of $C_{i}$ belong to the same cluster of $S$. Moreover, all vertices between different classes $I_{i}^{j}, I_{i}^{j^{\prime}}$ are non-adjacent and are $C_{i}$-compatible. Since every vertex of $I_{i}^{j}$ is non-adjacent to all the vertices of $V(G) \backslash\left\{I_{i}^{j} \cup C_{i}\right\}$, we know that any cluster of $S$ that contains $I_{i}^{j}$ is of the form either $\left\{I_{i}^{j} \cup C_{i}\right\}$ or $I_{i}^{j}$. Assume that there is a cluster that contains $\left\{I_{i}^{j} \cup C_{i}\right\}$ with $j \geq 2$. Then, we substitute the vertices of $I_{i}^{j}$ by the vertices of $I_{i}^{1}$ and obtain a solution of at least the same size, because $\left|I_{i}^{1}\right| \geq\left|I_{i}^{j}\right|$ implies $\binom{\left|C_{i}\right|+\left|I_{i}^{1}\right|}{2} \geq\binom{\left|C_{i}\right|+\left|I_{i}^{j}\right|}{2}$. Thus, all vertices of each class $I_{i}^{j}$ with $j \geq 2$ constitute a cluster in an optimal solution $S$.

This means that we can safely remove the vertices of $I_{i}^{j}$ with $j \geq 2$, by constructing a cluster that contains only $I_{i}^{j}$. Hence, we construct a graph $G^{*}$ from $G$, in which there are only matched pair of $k$ classes $\left(C_{i}, I_{i}\right)$ such that (i) all sets $C_{i}, I_{i}$ are non-empty except possibly the set $I_{k}$, (ii) $N\left(C_{i}\right) \cap I=I_{i}$, (iii) $N\left(I_{i}\right)=C_{i}$, (iv) $G^{*}\left[C_{i} \cup I_{i}\right]$ is a clique, and (v) $G^{*}\left[C_{1} \cup \cdots \cup C_{k}\right]$ is a clique. Our task is to solve Cluster Deletion on $G^{*}$, since for the
rest of the vertices we have determined their cluster. By Lemma 1, if the vertices of $C_{i} \cup C_{j}$ belong to the same cluster then the vertices of each $I_{i}$ and $I_{j}$ constitute two clusters. Thus, for each set of vertices $I_{i}$ we know that either one of $C_{i} \cup I_{i}$ or $I_{i}$ constitutes a cluster in $S$. This boils down to compute a set $M$ of matched pairs ( $C_{i}, I_{i}$ ), having the maximum value

$$
\sum_{\left(C_{i}, I_{i}\right) \in M}\binom{\left|C_{i}\right|+\left|I_{i}\right|}{2}+\binom{\sum_{C_{j} \notin M}\left|C_{j}\right|}{2}+\sum_{I_{j} \notin M}\binom{\left|I_{j}\right|}{2} .
$$

Let $\left(C_{i}, I_{i}\right)$ and $\left(C_{j}, I_{j}\right)$ be two pairs of classes such that $\left|C_{i}\right|+\left|I_{i}\right| \leq\left|C_{j}\right|+\left|I_{j}\right|$. We show that if $\left(C_{j}, I_{j}\right) \notin M$ then $\left(C_{i}, I_{i}\right) \notin M$. Assume for contradiction that $\left(C_{j}, I_{j}\right) \notin M$ and $\left(C_{i}, I_{i}\right) \in M$. Observe that $\left|I_{j}\right|<\sum_{C_{t} \notin M \backslash C_{j}}\left|C_{t}\right|$, because $I_{j}$ is $C_{j}$-compatible. Similarly, we know that $\sum_{C_{t} \notin M \backslash C_{j}}\left|C_{t}\right|+\left|C_{j}\right| \leq\left|I_{i}\right|$. This however, shows that $\left|C_{j}\right|+\left|I_{j}\right|<\left|I_{i}\right|$, contradicting the fact that $\left|C_{i}\right|+\left|I_{i}\right| \leq\left|C_{j}\right|+\left|I_{j}\right|$. Thus $\left(C_{j}, I_{j}\right) \notin M$ implies $\left(C_{i}, I_{i}\right) \notin M$.

This means that we can consider the $k$ pair of classes $\left(C_{i}, I_{i}\right)$ in a decreasing order according to their number of vertices $\left|C_{i}\right|+\left|I_{i}\right|$. With a simple dynamic programming algorithm, starting from the largest ordered pair $\left(C_{1}, I_{1}\right)$ we know that either $\left(C_{1}, I_{1}\right)$ belongs to $M$ or not. In the former, we add $\left(\begin{array}{c}\left|C_{1}\right|+\left|I_{1}\right|\end{array}\right)$ to the optimal value of $\left(C_{2}, I_{2}\right), \ldots,\left(C_{k}, I_{k}\right)$ and in the latter we know that no pair belongs to $M$ giving a total value of $\left(\sum_{2}^{\left|C_{i}\right|}\right)+\sum\binom{\left|I_{i}\right|}{2}$. By choosing the maximum between the two values, we construct a table of size $k$ needed for the dynamic programming. Computing the twin classes and the partition $(C, I)$ takes linear time in the size of $G$ and sorting the pair of classes can be done $O(n)$ time, since $\sum\left(\left|C_{i}\right|+\left|I_{i}\right|\right)$ is bounded by $n$. Thus, the total running time is $O(n+m)$, as the dynamic programming for computing $M$ requires $O(n)$ time. Therefore, all steps can be carried out in linear time for a 1-split-twin graph $G$.

- Definition 20. A split-twin graph $G$ with partition $(C, I)$ on its vertices is called thresholdtwin graph if the vertices of $I$ can be ordered $w_{1}, \ldots, w_{|I|}$ such that for any $w_{i}, w_{j} \in I$ with $i<j$, we have $N_{C}\left(w_{i}\right) \subseteq N_{C}\left(w_{j}\right)$.

For the next result, we prove that there is no $P_{4}$ in a threshold-twin graph ( $P_{4}$-free graphs are closed under true twins addition). Thus, by the algorithm given in [11], we have:

- Theorem 21. Cluster Deletion is polynomial-time solvable on threshold-twin graphs.


## 5 Concluding remarks

It is notable that our algorithm for interval graphs, heavily relies on the linear structure obtained from their clique paths. Such an observation, leads us to consider few open questions regarding two main directions. On the one hand, it seems tempting to adjust our algorithm for other vertex partitioning problems on interval graphs within a more general framework, as already have been studied for particular graph properties [4, 12, 20, 21, 25]. On the other hand, it is reasonable to ask whether our approach works for Cluster Deletion on graphs admitting similar linear structure such as permutation graphs, or graphs having bounded linear related parameter. Towards the latter direction, observe that Cluster Deletion as a vertex partitioning problem can be solved in linear time on graphs of bounded treewidth by using Courcelle's machinery [6].

Although for other structural parameters it seems rather difficult to obtain similar result, it is still interesting to settle the complexity of Cluster Deletion on distance hereditary graphs that admit constant clique-width [15]. In fact, we would like to settle the case in which from a given cograph we can append degree-one vertices. This comes in conjunction with the 1 -split-twin graphs, as they can be seen as a degree-one extension of a clique.

## References

1 N. Bansal, A. Blum, and S. Chawla. Correlation clustering. Machine Learning, 56:89-113, 2004.

2 F. Bonomo, G. Durán, A. Napoli, and M. Valencia-Pabon. A one-to-one correspondence between potential solutions of the cluster deletion problem and the minimum sum coloring problem, and its application to $P_{4}$-sparse graphs. Inf. Proc. Lett., 115:600-603, 2015.
3 F. Bonomo, G. Durán, and M. Valencia-Pabon. Complexity of the cluster deletion problem on subclasses of chordal graphs. Theor. Comp. Science, 600:59-69, 2015.
4 B. Bui-Xuan, J. A. Telle, and M. Vatshelle. Fast dynamic programming for locally checkable vertex subset and vertex partitioning problems. Theor. Comput. Sci., 511:66-76, 2013.
5 M. Charikar, V. Guruswami, and A. Wirth. Clustering with qualitative information. In Proceedings of FOCS 2003, pages 524-533, 2003.
6 B. Courcelle. The monadic second-order logic of graphs I: Recognizable sets of finite graphs. Information and Computation, 85:12-75, 1990.
7 A. Dessmark, J. Jansson, A. Lingas, E.-M. Lundell, and M. Persson. On the approximability of maximum and minimum edge clique partition problems. Int. J. Found. Comput. Sci., 18:217-226, 2007.
8 R. Diestel. Graph Theory, 4th Edition, volume 173 of Graduate Texts in Mathematics. Springer, 2012.

9 S. Földes and P. L. Hammer. Split graphs. Congressus Numerantium, 19:311-315, 1977.
10 D. R. Fulkerson and O. A. Gross. Incidence matrices and interval graphs. Pacific Journal of Mathematics, 15:835-855, 1965.
11 Y. Gao, D. R. Hare, and J. Nastos. The cluster deletion problem for cographs. Discrete Mathematics, 313:2763-2771, 2013.
12 M. U. Gerber and D. Kobler. Algorithms for vertex-partitioning problems on graphs with fixed clique-width. Theor. Comp. Science, 299:719-734, 2003.
13 P. C. Gilmore and A. J. Hoffman. A characterization of comparability graphs and of interval graphs. Canadian Journal of Mathematics, 16:539-548, 1964.
14 P. A. Golovach, P. Heggernes, A. L. Konstantinidis, P. T. Lima, and C. Papadopoulos. Parameterized aspects of strong subgraph closure. In Proceedings of SWAT 2018, pages 23:1-23:13, 2018.
15 M. C. Golumbic and U. Rotics. On the clique-width of some perfect graph classes. Int. J. Found. Comput. Sci., 11:423-443, 2000.
16 N. Grüttemeier and C. Komusiewicz. On the relation of strong triadic closure and cluster deletion. In Proceedings of $W G$ 2018, pages 239-251, 2018.
17 P. L. Hammer and B. Simeone. The splittance of a graph. Combinatorica, 1:275-284, 1981.
18 P. Hansen and B. Jaumard. Cluster analysis and mathematical programming. Math. Programming, 79:191-215, 1997.
19 J. Hartigan. Clustering Algorithms. Wiley, New York, 1975.
20 P. Heggernes, D. Lokshtanov, J. Nederlof, C. Paul, and J. A. Telle. Generalized graph clustering: recognizing $(p, q)$-cluster graphs. In Proceedings of $W G$ 2010, pages 171-183, 2010.
21 I. A. Kanj, C. Komusiewicz, M. Sorge, and E. Jan van Leeuwen. Solving partition problems almost always requires pushing many vertices around. In Proceedings of ESA 2018, pages 51:1-51:14, 2018.
22 C. Komusiewicz and J. Uhlmann. Cluster editing with locally bounded modifications. Discrete Applied Mathematics, 160:2259-2270, 2012.
23 S. E. Schaeffer. Graph clustering. Computer Science Review, 1(1):27-64, 2007.
24 R. Shamir, R. Sharan, and D. Tsur. Cluster graph modification problems. Discrete Applied Mathematics, 144:173-182, 2004.
25 J. A. Telle and A. Proskurowski. Algorithms for Vertex Partitioning Problems on Partial k-Trees. SIAM J. Discrete Math., 10:529-550, 1997.

# Constrained Representations of Map Graphs and Half-Squares 

Hoang-Oanh Le<br>Berlin, Germany<br>LeHoangOanh@web.de<br>Van Bang Le<br>Universität Rostock, Institut für Informatik, Rostock, Germany<br>van-bang.le@uni-rostock.de


#### Abstract

The square of a graph $H$, denoted $H^{2}$, is obtained from $H$ by adding new edges between two distinct vertices whenever their distance in $H$ is two. The half-squares of a bipartite graph $B=\left(X, Y, E_{B}\right)$ are the subgraphs of $B^{2}$ induced by the color classes $X$ and $Y, B^{2}[X]$ and $B^{2}[Y]$. For a given graph $G=\left(V, E_{G}\right)$, if $G=B^{2}[V]$ for some bipartite graph $B=\left(V, W, E_{B}\right)$, then $B$ is a representation of $G$ and $W$ is the set of points in $B$. If in addition $B$ is planar, then $G$ is also called a map graph and $B$ is a witness of $G$ [Chen, Grigni, Papadimitriou. Map graphs. J. ACM, 49 (2) (2002) 127-138].

While Chen, Grigni, Papadimitriou proved that any map graph $G=\left(V, E_{G}\right)$ has a witness with at most $3|V|-6$ points, we show that, given a map graph $G$ and an integer $k$, deciding if $G$ admits a witness with at most $k$ points is NP-complete. As a by-product, we obtain NP-completeness of EDGE CLIQUE PARTITION on planar graphs; until this present paper, the complexity status of EDGE CLique partition for planar graphs was previously unknown.

We also consider half-squares of tree-convex bipartite graphs and prove the following complexity dichotomy: Given a graph $G=\left(V, E_{G}\right)$ and an integer $k$, deciding if $G=B^{2}[V]$ for some tree-convex bipartite graph $B=\left(V, W, E_{B}\right)$ with $|W| \leq k$ points is NP-complete if $G$ is non-chordal dually chordal and solvable in linear time otherwise. Our proof relies on a characterization of half-squares of tree-convex bipartite graphs, saying that these are precisely the chordal and dually chordal graphs.
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## 1 Introduction

Map graphs, introduced and investigated in [5, 6], are intersection graphs of simply-connected and interior-disjoint regions of the Euclidean plane; each region is homeomorphic to a closed disc. More precisely, a map of a graph $G=\left(V, E_{G}\right)$ is a function $\mathcal{M}$ taking each vertex $v \in V$ to a region $\mathcal{M}(v)$ in the plane, such that all $\mathcal{M}(v), v \in V$, are interior-disjoint, and two distinct vertices $v$ and $v^{\prime}$ of $G$ are adjacent if and only if the boundaries of $\mathcal{M}(v)$ and $\mathcal{M}\left(v^{\prime}\right)$ intersect, even in a point. A map graph is one having a map. Map graphs are interesting as they generalize planar graphs in a very natural way. Some applications of map graphs have been addressed in [8]. Papers dealing with hard problems in map graphs include $[4,9,10,11,13,14]$.

In $[5,6]$, the notion of half-squares of bipartite graphs has been also introduced in order to give a combinatorial representation of map graphs. The square of a graph $H$, denoted $H^{2}$, is obtained from $H$ by adding new edges between any two vertices at distance two in $H$. For a bipartite graph $B=\left(X, Y, E_{B}\right)$, the subgraphs of the square $B^{2}$ induced by the color classes $X$ and $Y, B^{2}[X]$ and $B^{2}[Y]$, are called the two half-squares of $B$. For a given graph $G=\left(V, E_{G}\right)$, if $G=B^{2}[V]$ for some bipartite graph $B=\left(V, W, E_{B}\right)$, then $B$ is a representation or a half-root of $G$ and $W$ is the set of points in $B$. While every graph is a
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half-square of some bipartite graph, it turns out that map graphs are exactly half-squares of planar bipartite graphs [5, 6]. If $G=\left(V, E_{G}\right)$ is a map graph and $B=\left(V, W, E_{B}\right)$ is a planar representation of $G$, then $B$ is called a witness of $G$. See Figure 1 for an example.


Figure 1 A map graph $G$, a map $\mathcal{M}$, and a witness $B$ of $G$.

It is perhaps important to note at this place that one of the difficulties in recognizing map graphs is that we do not know the set of points of a witness we are looking for. It is shown in $[5,6]$ that an $n$-vertex graph $G=\left(V, E_{G}\right)$ is a map graph if and only if it has a witness $B=\left(V, W, E_{B}\right)$ with $|W| \leq 3 n-6$ points, implying that recognizing map graphs is in NP. Subsequently, Thorup [28] announced that recognizing map graphs is in P by giving an $\Omega\left(n^{120}\right)$-time algorithm for $n$-vertex input graphs. ${ }^{1}$ Thorup's algorithm is very complex and highly non-combinatorial. Given the very high polynomial degree in Thorup's running time, the most discussed problem concerning map graphs is whether there is a faster recognition algorithm with simpler arguments for map graphs.

One direction in attacking this problem is to consider map graphs with restricted witness. Structural results and more efficient recognition algorithms for map graphs with restricted witness will enhance our understanding on map graphs in whole. More generally, let $\mathcal{B}$ be a class of (not necessarily planar) bipartite graphs, the following problem has been discussed first by Le and Le [18].

```
\(\mathcal{B}\) REpresentation
    Instance: A graph \(G=\left(V, E_{G}\right)\).
    Question: Does there exist a bipartite graph \(B=\left(V, W, E_{B}\right)\) in \(\mathcal{B}\) with \(G=B^{2}[V]\) ?
```

Recall that in case $\mathcal{B}$ is the class of all planar bipartite graphs, PLANAR REPRESENTATION is the problem of recognizing map graphs, which admits an $\Omega\left(n^{120}\right)$-time algorithm due to Thorup. Recall also that every map graph has a witness $B=\left(V, W, E_{B}\right)$ with $|W| \leq 3|V|-6$ due to Chen et al. [5, 6]. This motivates considering the following problem.

```
POINT MINIMAL \mathcal{B REPRESENTATION}
    Instance: A graph }G=(V,\mp@subsup{E}{G}{})\mathrm{ and an integer k.
    Question: Does there exist a bipartite graph B}=(V,W,\mp@subsup{E}{B}{})\mathrm{ in }\mathcal{B}\mathrm{ with }G=\mp@subsup{B}{}{2}[V
        and }|W|\leqk\mathrm{ ?
```

In case $\mathcal{B}$ is the class of all bipartite graphs, we simply denote the problem by point minimal REPRESENTATION.

This paper considers the cases where $\mathcal{B}$ is one of the classes of (planar) bipartite graphs of a given girth, of tree-convex bipartite graphs, and of tree-biconvex bipartite graphs. All terms used are given in the next section.

[^13]Our contributions. We first consider map graphs with witness of large girth and, more generally, half-squares of bipartite graphs of large girth, and prove the following complexity dichotomy for minimal point (Planar) Girth- $g$ representation: Given a (map) graph $G=\left(V, E_{G}\right)$ and an integer $k$, deciding if $G=B^{2}[V]$ for some (planar) bipartite graph $B=$ $\left(V, W, E_{B}\right)$ of girth at least $g$ with $|W| \leq k$ points is NP-complete for $g \leq 6$ and polynomially solvable otherwise. The case $g \geq 8$ is based on our previous paper [19], and the case $g \leq 6$ is based on a close connection to the well-known NP-complete problems EDGE CLIQUE COVER and edge clique partition. It is perhaps interesting to note that, while recognizing map graphs is in P due to Thorup, our hardness result in case $g=4$ says that the problem becomes intractable if we ask for a witness with few points. In case $g=6$, our result implies that edge clique partition is NP-complete for planar graphs. (The complexity status of this problem for planar graphs was previously unknown.) We then consider half-squares of tree-convex bipartite graphs, and prove the following complexity dichotomy for MINIMAL point tree-convex representation: Given a graph $G=\left(V, E_{G}\right)$ and an integer $k$, deciding if $G=B^{2}[V]$ for some tree-convex bipartite graph $B=\left(V, W, E_{B}\right)$ with $|W| \leq k$ points is NP-complete for non-chordal dually chordal graphs $G$ and solvable in linear time otherwise. We obtain this result by proving that half-squares of tree-convex bipartite graphs are exactly the chordal and dually chordal graphs. We also show that MINIMAL POINT TREE-BICONVEX REPRESENTATION can be solved in linear time by proving that half-squares of tree-biconvex bipartite graphs are precisely the double chordal graphs. Our results on half-squares of tree-(bi)convex bipartite graphs settle the question left open in [18].

Related work. The first restricted representations of map graphs have been considered in $[5,6]$ which lead to the so-called $k$-map graphs; $k$-map graphs are map graphs having a witness in which every point has at most $k$ neighbors. It turns out that, for $k \leq 3, k$-map graphs are precisely the planar graphs. 4-map graphs can be recognized in cubic time [1], and are related to 1 -planar graphs [1, 7], a relevant topic in graph drawing. Recognizing $k$-map graphs, $k \geq 5$, in polynomial time still remains open. (We remark that Thorup's algorithm cannot be used to recognize map graphs having witness with additional properties.)

Mnich et al. [25] considered map graphs with outerplanar witness and tree witness, and showed that such map graphs can be recognized in linear time. Map graphs with witness of a given girth and, more generally, half-squares of bipartite graphs of a given girth have been considered in the recent paper [19]. It is shown in that paper that half-squares of (planar) bipartite graphs of girth at least 8 admit good characterizations, leading to cubic time recognition algorithms. In [18], half-squares of classical bipartite graphs, such as biconvex, convex, and chordal bipartite graphs, have been studied. It turns out that half-squares of biconvex, convex, and chordal bipartite graphs (all are subclasses of tree-(bi)convex bipartite graphs) are exactly the proper interval, interval, and strongly chordal graphs, respectively.

The paper is organized as follows. All definitions and notion needed are provided in the next section. Section 3 first collects known results on half-squares of (planar) bipartite graphs of large girth, and then provides a dichotomy theorem for POINT MINIMAL GIRTH- $g$ (PLANAR) REpresentation. Section 4 deals with half-squares of tree-convex and treebiconvex bipartite graphs, and provides a dichotomy theorem for POINT MINIMAL TREECONVEX REPRESENTATION. Section 5 concludes the paper with some open problems for future work.

## 2 Preliminaries

All graphs considered are simple and connected. Let $G=\left(V, E_{G}\right)$ be a graph with vertex set $V(G)=V$ and edge set $E(G)=E_{G}$. A stable set (a clique) in $G$ is a set of pairwise non-adjacent (adjacent) vertices. The complete graph on $n$ vertices and the cycle with $n$ vertices are denoted $K_{n}$ and $C_{n}$, respectively. A $K_{3}$ is also called a triangle. The diamond, denoted $K_{4}-e$, is the graph obtained from the $K_{4}$ by deleting an edge.

The neighborhood of a vertex $v$ in $G$, denoted $N_{G}(v)$, is the set of all vertices in $G$ adjacent to $v$; if the context is clear, we simply write $N(v)$. A universal vertex $v$ in $G$ is one with $N(v)=V \backslash\{v\}$, i.e., $v$ is adjacent to all other vertices in $G$.

Let $F$ be a graph. $F$-free graphs are those having no induced subgraphs isomorphic to $F$. Chordal graphs are precisely the $C_{k}$-free graphs, $k \geq 4$. A dually chordal graph $G$ is one in which every connected component $H$ of $G$ admits a spanning tree $T$ such that every maximal clique of $H$ induces a subtree in $T .^{2}$ Graphs that are both chordal and dually chordal are called double chordal. While chordal graphs are closed under taking induced subgraphs, dually chordal graphs and double chordal graphs are not. Strongly chordal graphs are those graphs $G$ such that every induced subgraph of $G$ is double chordal. See [15, 24, 27] for more information on these graph classes. Additional information on dually chordal graphs can be found in [2]. We will use the well-known facts that chordal and dually chordal graphs, hence double chordal graphs, can be recognized in linear time [15, 27, 2], and that any $n$-vertex chordal graph has at most $n$ maximal cliques and all of them can be listed in linear time [15, 27].

For a subset $W \subseteq V, G[W]$ is the subgraph of $G$ induced by $W$, and $G-W$ stands for $G[V \backslash W]$. For a vertex $v, G-v$ stands for $G-\{v\}$. We will consider map graphs with large-girth witness and, more generally, half-squares of bipartite graphs of large girth. Here, the girth of a graph is the minimum length of a cycle in that graph. (Thus, a graph has girth at least $g$ if and only if it is $C_{k}$-free for all $k<g$.) We will also consider half-squares of tree-convex bipartite graphs, a problem left open in [18]. A bipartite graph $B=\left(X, Y, E_{B}\right)$ is tree-convex on $X$ if there exists a tree $T=\left(X, E_{T}\right)$ such that, for each $y \in Y, N(y)$ induces a subtree in $T$. Being tree-convex on $Y$ is defined similarly. $B$ is tree-convex if it is tree-convex on $X$ or tree-convex on $Y . B$ is tree-biconvex if it is both tree-convex on $X$ and tree-convex on $Y$. A well-known subclass of tree-biconvex bipartite graphs consists of the chordal bipartite graphs, i.e., bipartite graphs containing no induced cycle of length at least six. Liu [21] discusses relationships between tree-convex bipartite graphs and other classical classes of bipartite graphs.
point minimal $\mathcal{B}$ representation is related to two well-studied problems. An edge clique cover of a graph $G$ is a family of cliques $\mathcal{C}$ in $G$ such that every edge of $G$ is contained in one or more cliques in $\mathcal{C}$. An edge clique partition of $G$ is an edge clique cover $\mathcal{C}$ of $G$ such that every edge of $G$ is contained in exactly one clique in $\mathcal{C}$. The two well-studied problems are:

```
EDGE CLIQUE COVER
    Instance: A graph \(G=\left(V, E_{G}\right)\) and an integer \(k\).
    Question: Does \(G\) have an edge clique cover of size \(k\) or less?
```

[^14]EDGE CLIQUE PARTITION
Instance: A graph $G=\left(V, E_{G}\right)$ and an integer $k$.
Question: Does $G$ have an edge clique partition of size $k$ or less?
EDGE CLIQUE COVER is NP-complete [26, 17], and remains NP-complete on planar graphs [3] and on complements of bipartite graphs [20]. We will use the fact that EDGE CLIQUE COVER is solvable in linear time on chordal graphs [23]. The monograph [24] provides more information on edge clique covers.

EdGe clique partition is NP-complete [26, 16] , and remains NP-complete on $K_{4}$-free graphs [22]. In contrast to EDGE CLIQUE COVER, EDGE CLIQUE PARTITION is NP-complete on chordal graphs, even on split graphs [30]. EdGe CLIQUE PARTITION on planar graphs has been considered in [12]; the complexity status of this problem on planar graphs was unknown until our present work.

Let $\mathcal{C}$ be an edge clique cover of a graph $G=\left(V, E_{G}\right)$. The vertex-C incidence bipartite graph of $G$ is $B_{\mathcal{C}}=\left(V, \mathcal{C}, E_{B}\right)$ with $E_{B}=\{v C \mid v \in V, C \in \mathcal{C}, v \in C\}$. If $\mathcal{C}=\mathcal{C}(G)$, the set of all maximal cliques in $G$, then $B_{\mathcal{C}}$ is called the vertex-clique incidence bipartite graph of $G$ and usually denoted by $B_{G}$.

## - Fact 1.

(i) For any graph $G=\left(V, E_{G}\right)$ and any edge clique cover $\mathcal{C}$ of $G, G=B_{\mathcal{C}}^{2}[V]$. If $\mathcal{C}$ is in addition an edge clique partition, then $B_{\mathcal{C}}$ is $C_{4}$-free.
(ii) For any graph $G=\left(V, E_{G}\right)$ and any bipartite graph $B=\left(V, W, E_{B}\right)$ with $G=B^{2}[V]$, $\mathcal{C}=\left\{N_{B}(w) \mid w \in W\right\}$ is an edge clique cover of $G$. If $B$ is in addition $C_{4}$-free, then $\mathcal{C}$ is an edge clique partition of $G$.

Proof. (i): For all vertices $x, y \in V$ we have $x y \in E_{G} \Leftrightarrow x, y \in C$ for some $C \in \mathcal{C} \Leftrightarrow x C$ and $y C$ are edges of $B_{\mathcal{C}}$ for some $C \in \mathcal{C} \Leftrightarrow x y \in E\left(B_{\mathcal{C}}^{2}[V]\right)$. If $\mathcal{C}$ is an edge clique partition, then, for any two distinct cliques $C, C^{\prime} \in \mathcal{C}, C$ and $C^{\prime}$ have at most one vertex in common. Hence, $B_{\mathcal{C}}$ is a $C_{4}$-free.
(ii): If $G=B^{2}[V]$ for some bipartite graph $B=\left(V, W, E_{B}\right)$, then any edge of $G$ is in a clique $N_{B}(w)$ for some $w \in W$, hence $\left\{N_{B}(w) \mid w \in W\right\}$ is an edge clique cover of $G$. If, in addition, $B$ is $C_{4}$-free, then $\left|N_{B}(w) \cap N_{B}\left(w^{\prime}\right)\right| \leq 1$ for any two distinct points $w, w^{\prime} \in W$. Hence $\left\{N_{B}(w) \mid w \in W\right\}$ is an edge clique partition of $G$.

Thus,

- Point minimal representation and edge clique cover, and
- Point minimal $C_{4}$-Free representation and edge clique partition are computationally equivalent.


## 3 Girth-constrained representations

This section deals with half-squares of (planar) bipartite graphs of large girth. In [18], the following useful fact has been observed, and used in [19] in discussing half-squares of bipartite graphs with girth constraints.

- Lemma 1 ([18]). Let $G=B^{2}[V]$ for some bipartite graph $B=\left(V, W, E_{B}\right)$. If $B$ has no induced cycle of length six, then every maximal clique $Q$ in $G$ stems from a star in $B$, i.e., there is a point $w \in W$ such that $Q=N_{B}(w)$.

We will also use this fact when considering point minimal representations of half-squares and map graphs.

### 3.1 Half-squares of girth-constrained bipartite graphs

Recall that every graph is a half-square of a girth-six bipartite graph (take its subdivision). Half-squares of bipartite graphs of large girth have been fully characterized as follows.

- Theorem 2 ([19]). Let $t \geq 4$ be an integer. The following statements are equivalent for every graph $G=\left(V, E_{G}\right)$.
(i) $G$ is a half-square of a bipartite graph with girth at least $2 t$;
(ii) $G$ is diamond-free and $C_{\ell}$-free for every $4 \leq \ell \leq t-1$;
(iii) The vertex-clique incidence bipartite graph $B_{G}$ of $G$ has girth at least $2 t$.

Theorem 2 implies that half-squares of bipartite graphs of large girth can be recognized in cubic time (cf. [19]).

By definition, every map graph is a half-square of a planar bipartite graph. Though map graphs can be recognized in polynomial time due to Thorup, no good characterization for map graphs is known so far. Map graphs of planar bipartite graphs of large girth have been fully characterized as follows.

- Theorem 3 ([19]). Let $t \geq 4$ be an integer. The following statements are equivalent for every graph $G=\left(V, E_{G}\right)$.
(i) $G$ is a map graph having a witness of girth at least $2 t$;
(ii) $G$ is diamond-free and $C_{\ell}$-free for every $4 \leq \ell \leq t-1$, and the vertex-clique incidence bipartite graph $B_{G}$ of $G$ is planar;
(iii) The vertex-clique incidence bipartite graph $B_{G}$ of $G$ is planar and has girth at least $2 t$.

Theorem 3 implies that map graphs with witness of large girth can be recognized in time $O\left(n^{2} m\right)$ (cf. [19]). No good characterization of map graphs with girth-six witness is known so far. It is also not known whether these map graphs can be recognized efficiently. Note that every planar graph has a girth-six witness, e.g., its subdivision.

### 3.2 Point minimal girth-constrained representations

This subsection deals with half-squares of (planar) bipartite graphs with girth constraints. We first consider the non-planar case.

Recall that, by Fact 1, point minimal Representation is equivalent to edge clique cover, and thus is NP-complete. Also by Fact 1, point minimal $C_{4}$-Free representation is equivalent to EDGE CLIqUE Partition, and thus is NP-complete. Notice that $C_{4}$-free bipartite graphs and bipartite graphs of girth at least six coincide.

Now, let $t \geq 4$ be an integer and assume $G=B^{2}[V]$ for some bipartite graph $B=$ $\left(V, W, E_{B}\right)$ of girth at least $2 t$. By Lemma 1, any maximal clique in $G$ is a neighborhood of some $w \in W$, implying $|W| \geq|\mathcal{C}(G)|$. Thus, by Theorem $2, B_{G}$ is a minimal point girth- $2 t$ representation for $G$. Note that, in this case, $\mathcal{C}(G)$ can be computed in polynomial time (cf. [19]), hence we obtain:

- Theorem 4. POINT MINIMAL GIRTH-AT-LEAST- $2 t$ REPRESENTATION is NP-complete for $t \leq 3$ and solvable in polynomial time otherwise.

In the remainder of this subsection, we deal with the planar case. We first consider the girth-four witness case, i.e., no girth condition is made. Recall that any map graph with $n$ vertices has a witness with at most $3 n-6$ points. We are going to show that finding a witness with minimal number of points is hard. We will use the fact that EDGE CLIQUE COVER remains NP-complete on maximal planar graphs without triangle-separators. More
precisely, it was shown in [3], that EDGE CLIqUE COVER remains NP-complete for plane triangulations in which every triangle is a face. Observe that such a triangulation does not contain any 4 -clique $K_{4}$, unless the whole graph is a $K_{4}$. Thus, we may further assume that all plane triangulations considered are $K_{4}$-free.

- Theorem 5. POINT MINIMAL PLANAR REPRESENTATION is NP-complete, even when restricted to planar graphs.

Proof. Let $G=\left(V, E_{G}\right)$ be a plane triangulation in which every triangle is a face, and let $k$ be an integer. We will argue that $G$ has an edge clique cover of size $k$ or less if and only if $G$ has a witness $B=\left(V, W, E_{B}\right)$ with $|W| \leq k$.

First, assume $G$ has an edge clique cover $\mathcal{C}$ with $|\mathcal{C}| \leq k$. Note that we can assume that every clique in $\mathcal{C}$ is a triangle. Then, as any triangle in $G$ is a face of the plane triangulation $G$, the vertex- $\mathcal{C}$ incidence bipartite graph $B_{\mathcal{C}}=\left(V, \mathcal{C}, E_{B}\right)$ is planar. Indeed, $B_{\mathcal{C}}$ is obtained from $G$ by

- inserting a point $w_{T}$ in the face $T, T \in \mathcal{C}$, and
- connecting $w_{T}$ with the three vertices of the triangle $T$, and
- deleting all edges of $G$.

See also Figure 2. By Fact 1, as $\mathcal{C}$ is an edge clique cover of $G, G=B_{\mathcal{C}}^{2}[V]$, and by construction, $B_{\mathcal{C}}$ has $|\mathcal{C}| \leq k$ points.

Next, assume that $G=H^{2}[V]$ for some (planar) bipartite graph $H=\left(V, W, E_{H}\right)$ with $|W| \leq k$. Then, by Fact $1, N_{H}(w), w \in W$, form an edge clique cover of $G$ with $|W| \leq k$ cliques. (Notice that, in this direction, we do not use the fact that $H$ is planar. Any half-root of $G$ with at most $k$ points works.)


Figure 2 A triangulation $G$ with the edge clique cover $\mathcal{C}$ consisting of the eight triangles $126,278,389,349,145,567,579$, and 123 , and the planar bipartite graph $B_{\mathcal{C}}$ obtained from $G$ and $\mathcal{C}$.

We next consider the girth-six witness case. Recall that every planar graph has a witness of girth six. We are going to show that finding a witness of girth six with minimal number of points is hard. In a graph, a set of pairwise edge-disjoint triangles is called an independent triangle set. In [29], Uehara considered the following problem:

$$
\begin{aligned}
& \text { INDEPENDENT TRIANGLE SET } \\
& \text { Instance: } \quad \text { A graph } G=\left(V, E_{G}\right) \text { and an integer } k . \\
& \text { Question: } \quad \text { Does } G \text { have } k \text { or more pairwise edge-disjoint triangles? }
\end{aligned}
$$

Uehara [29] proved that the INDEPENDENT TRIANGLE SET, restricted to plane triangulations,
is NP-complete. Chang and Müller [3] observed that independent triangle set is NPcomplete even on plane triangulations in which every triangle is a face. (We leave the details to the full version.) Recall that we may further assume that all such plane triangulations are $K_{4}$-free.

- Theorem 6. POINT MINIMAL PLANAR GIRTH-6 REPRESENTATION is NP-complete, even when restricted to planar graphs.

Proof. Let $G=\left(V, E_{G}\right)$ be a plane triangulation without $K_{4}$ in which every triangle is a face, and let $k$ be an integer. We will argue that $G$ has $k$ edge-disjoint triangles if and only if there is a $C_{4}$-free planar bipartite graph $B=\left(V, W, E_{B}\right)$ with $G=B^{2}[V]$ and $|W| \leq m-2 k$. (As usual, $m$ denotes the edge number of $G$.)

First, assume $G$ has $k$ edge-disjoint triangles $T_{1}, \ldots, T_{k}$. We construct a bipartite graph $B=\left(V, W, E_{B}\right)$ as follows; let $F$ be the set of all edges of $G$ not belonging to any triangle $T_{i}, 1 \leq i \leq k$. For each $1 \leq i \leq k, w_{i}$ is a point in $W$ corresponding to $T_{i}$, and for each edge $e \in F, w_{e}$ is a point in $W$ corresponding to $e$. Then, $B$ is the $V$ - $W$ incidence bipartite graph. Thus, $W=\left\{w_{1}, \ldots, w_{k}\right\} \cup\left\{w_{e} \mid e \in F\right\}$, and $E_{B}=\left\{v w_{i} \mid v \in V, v \in T_{i}, 1 \leq i \leq\right.$ $k\} \cup\left\{v w_{e} \mid v \in V, v \in e \in F\right\}$. Obviously, $B$ is planar. Indeed, $B$ is obtained from the plane triangulation $G$ by

- inserting a point $w_{i}$ in the face $T_{i}, 1 \leq i \leq k$, and connecting $w_{i}$ with the three vertices of $T_{i}$,
- subdividing each edge $e \in F$ by a point $w_{e}$, and
- deleting all edges in $T_{1} \cup \ldots \cup T_{k}$.

Now, as each of the triangles $T_{i}$ is a face of the plane triangulation $G, B$ is clearly planar. Since $\left\{T_{1}, \ldots, T_{k}\right\} \cup F$ is an edge clique cover of $G, G=B^{2}[V]$. Since the triangles $T_{i}$ are edge-disjoint, $\left|N_{B}\left(w_{i}\right) \cap N_{B}\left(w_{j}\right)\right| \leq 1$ for $1 \leq i, j \leq k, i \neq j$, and by definition of $F$, $\left|N_{B}\left(w_{e}\right) \cap N_{B}(w)\right| \leq 1$ for all $e \in F, w \in W \backslash\left\{w_{e}\right\}$. That is, $B$ is $C_{4}$-free. Moreover, $B$ has $|W|=k+|F|=m-2 k$ points.

Next, assume that $G=H^{2}[V]$ for some (planar) $C_{4}$-free bipartite graph $H=\left(V, W, E_{H}\right)$ with $|W| \leq m-2 k$. Among all such bipartite graphs, let $H$ have minimal number of points $|W|$. Since $G$ is $K_{4}$-free, $\left|N_{H}(w)\right| \leq 3$ for all $w \in W$. Since $|W|$ is minimal, $\left|N_{H}(w)\right| \geq 2$, and every two points have distinct neighborhoods. Let $w_{1}, \ldots, w_{k^{\prime}}$ be the degree-3 points in $W$. Then, as $H$ is $C_{4}$-free, $N_{H}\left(w_{i}\right), 1 \leq i \leq k^{\prime}$, are $k^{\prime}$ edges-disjoint triangles in $G$. Since $G=H^{2}[V]$, $G$ has $m=3 k^{\prime}+\left(|W|-k^{\prime}\right)=|W|+2 k^{\prime} \leq m-2 k+2 k^{\prime}$ edges. Therefore, $k^{\prime} \geq k$. That is, $G$ has at least $k$ edges-disjoint triangles.

Since, by Fact 1, point minimal girth-6 representation and edge clique partition are equivalent, Theorem 6 implies:

- Corollary 7. EDGE CLIQUE PARTITION is NP-complete on planar graphs.

We remark that the complexity of edge clique partition on planar graphs was previously unknown until this work (cf. [12]). Actually, the proof of Theorem 6 implies that EDGE CLIQUE PARTITION is NP-complete even for $K_{4}$-free maximal plane graphs in which every triangle is a face.

Now, let $t \geq 4$ be an integer, and assume that $G=B^{2}[V]$ for some planar bipartite graph $B=\left(V, W, E_{B}\right)$ of girth at least $2 t$. By Lemma 1 , any maximal clique in $G$ is a neighborhood of some point $w \in W$, implying $|W| \geq|\mathcal{C}(G)|$. Thus, by Theorem $3, B_{G}$ is a minimal point planar girth- $2 t$ representation for $G$. Note that, in this case, $\mathcal{C}(G)$ can be computed in polynomial time (cf. [19]), hence, by Theorems 5 and 6 we obtain:

- Theorem 8. POINT MINIMAL PLANAR GIRTH-AT-LEAST- $2 t$ REPRESENTATION is NP-complete for $t \leq 3$ and solvable in polynomial time otherwise.


## 4 Tree-convex representations

Recall that a bipartite graph $B=\left(X, Y, E_{B}\right)$ is tree-convex on $X$ (resp. $Y$ ) if there is a tree $T$ on vertex set $X$ (resp. $Y$ ) such that the neighborhood of any vertex $y \in Y$ (resp. $x \in X$ ) forms a subtree in $T . B$ is tree-biconvex if it is both tree-convex on $X$ and on $Y$. In this section we first characterize and recognize half-squares of tree-convex bipartite graphs and half-squares of tree-biconvex bipartite graphs. Characterizing and recognizing these half-squares have been left open in [18]. We then discuss the problem of determining such a representation with minimal number of points.

### 4.1 Half-squares of tree-convex bipartite graphs

In this section, we characterize half-squares of tree-convex bipartite graphs and of treebiconvex bipartite graphs. It turns out that these are precisely the chordal and dually chordal graphs, and the double chordal graphs, respectively. We will use the following well known characterizations of chordal graphs which are classical by now (cf. [15, 24]).

- Theorem 9. The following statements are equivalent for any graph $G=(V, E)$ :
(i) $G$ is chordal;
(ii) $G$ is the vertex-intersection graph of subtrees in a tree: There are subtrees $T_{v}, v \in V$, of a tree $T$ such that, for any pair of vertices $u, v$ of $G, u v \in E$ if and only if $T_{u}$ and $T_{v}$ have a vertex in common;
(iii) $G$ has a clique tree: There is a tree $T$ on the maximal cliques of $G$ with the property that, for any vertex $v$ of $G$, the cliques containing $v$ form a subtree of $T$.
- Lemma 10. Let $B=\left(X, Y, E_{B}\right)$ be a bipartite graph. If $B$ is tree-convex on $Y$, then $B^{2}[X]$ is chordal and $B^{2}[Y]$ is dually chordal.

Proof. Let $B$ be tree-convex with an associated tree $T=\left(Y, E_{T}\right)$ such that, for each $v \in X$, $N_{B}(v)$ induces a subtree in $T$.

Then, by Theorem 9 (ii), $B^{2}[X]$ is chordal. We now show that $G=B^{2}[Y]$ is dually chordal. Note that we may assume that $G$ is connected. Then $T$ is a spanning tree of $G$. Indeed, consider an edge $y_{1} y_{2}$ of $T$, and let $T_{1}$ and $T_{2}$ be the two subtrees of $T-y_{1} y_{2}$ containing $y_{1}$ and $y_{2}$, respectively. Since $G=B^{2}[Y]$ is connected, some vertex $x \in X$ must have neighbors, in $B$, in both $T_{1}$ and $T_{2}$. Since $N_{B}(x)$ is a subtree of $T$, both $y_{1}$ and $y_{2}$ must be neighbors of such a vertex $x$. Therefore, $y_{1} y_{2}$ is an edge of $B^{2}[V]=G$, and hence $T$ is a spanning tree of $G$ as claimed. Now, consider an arbitrary maximal clique $C$ of $G$, and suppose that $T[C]$ is not connected. Let $T_{1}, \ldots, T_{q}$ be the connected components of $T[C]$. Let $y \notin T[C]$ such that there is a connected component of $T-y$ contains only one of $T_{1}, \ldots, T_{q}$, say $T_{1}$. (As $T$ is a tree, such vertex $y$ exists.) Now, since $C$ is a clique in $G$, for each $w \in T_{1}$ and $w^{\prime} \in T_{i}, 2 \leq i \leq q$, there is some $v \in X$ adjacent in $B$ to both $w$ and $w^{\prime}$. Since $T[N(v)]$ is a subtree, $v$ therefore must be adjacent in $B$ to $y$. Thus, $y$ is adjacent in $G$ to every $w \in T_{1}$ and every $w^{\prime} \in T_{i}, 2 \leq i \leq q$. This contradicts the fact that $C$ is a maximal clique in $G$. Thus, for any maximal clique $C$ of $G, T[C]$ is a subtree in $T$, hence $G$ is dually chordal.

It follows from Lemma 10 that half-squares of tree-biconvex bipartite graphs are double chordal. The following lemma characterizes chordal graphs, dually chordal graphs and double chordal graphs in terms of their vertex-clique bipartite graphs.

- Lemma 11. Let $G=\left(V, E_{G}\right)$ be a graph and let $B_{G}=\left(V, \mathcal{C}(G), E_{B}\right)$ the vertex-clique incidence bipartite graph of $G$. Then:
(i) $G$ is chordal if and only if $B_{G}$ is tree-convex on $\mathcal{C}(G)$.
(ii) $G$ is dually chordal if and only if $B_{G}$ is tree-convex on $V$.
(iii) $G$ is double chordal if and only if $B_{G}$ is tree-biconvex.

Proof. (i): Let $G$ be a chordal graph. By Theorem 9 (iii), $G$ has a clique tree $T$. By definition of $B_{G}$ and of $T$, for each $v \in V, N_{B_{G}}(v)=\{C \in \mathcal{C}(G) \mid v \in C\}$ induces a subtree in $T$. That is, $B_{G}$ is tree-convex on $\mathcal{C}(G)$. The conserve follows from Lemma 10 with $B=B_{G}$, where $X=V$ and $Y=\mathcal{C}(G)$. (Recall that $G=B_{G}^{2}[V]=B^{2}[X]$.)
(ii): Let $G$ be a (connected) dually chordal graph, and let $T=\left(V, E_{T}\right)$ be a spanning tree of $G$ such that, for each maximal clique $C$ of $G, T[C]$ is a subtree of $T$. Then, by definition of $B_{G}$, for each $w \in W, N_{B_{G}}(w)$ is a maximal clique in $G$, hence $N_{B_{G}}(w)$ induces a subtree in $T$. The converse follows from Lemma 10 with $B=B_{G}$, where $X=\mathcal{C}(G)$ and $Y=V$.
(iii): This part immediately follows from (i) and (ii).

By Lemmas 10 and 11 we obtain:

## - Theorem 12.

(i) A graph is a half-square of a tree-convex bipartite graph if and only if it is chordal or dually chordal.
(ii) Half-squares of tree-biconvex bipartite graphs are exactly the double chordal graphs.

Since chordal and dually chordal graphs, hence double chordal graphs, can be recognized in linear time, we obtain from Theorem 12:

- Corollary 13. Deciding if a given graph is a half-square of a tree-(bi)convex bipartite graph can be done in linear time.


### 4.2 Point minimal tree-convex representations

In the remainder of this section, we first show that POINT MINIMAL TREE-BICONVEX REPRESENTATION is solvable in linear time and then prove a complexity dichotomy theorem for POINT MINIMAL TREE-CONVEX REPRESENTATION.

We will show that, in fact, $\langle G, k\rangle$ is a yes-instance for point minimal tree-biconvex REPRESENTATION if and only if $G$ is double chordal and $k$ is at least the number of maximal cliques of $G, k \geq|\mathcal{C}(G)|$. If we ask for a tree-convex (not necessarily tree-biconvex) representation, $k$ may be much smaller than $|\mathcal{C}(G)|$. See Figure 3 for an example.

The following fact will be useful in later discussions:

- Lemma 14. Let $B=\left(X, Y, E_{B}\right)$ be tree-convex on $Y$. Then, for each maximal clique $C$ of $B^{2}[X]$, there is some $y \in Y$ with $C=N_{B}(y)$.

Proof. Let $T=\left(Y, E_{T}\right)$ be a tree such that, for any $x \in X, T\left[N_{B}(x)\right]$ is a subtree of $T$. Let $C$ be a maximal clique in $B^{2}[X]$. Let $y \in T$ be a vertex with maximum $\left|N_{B}(y) \cap C\right|$. Suppose there is some $x \in C \backslash N_{B}(y)$. Let $w \in T$ be a neighbor of $x$ in $B$ that is closest to $y$ in $T$, and let $T_{w}$ be the connected component of $T-w y^{\prime}$ containing $w$, where $w y^{\prime}$ is the $w$-edge on the $w, y$-path in $T$ (possibly $y^{\prime}=y$ ). Since $B$ is tree-convex on $Y$ with


Figure 3 A double chordal graph $G$ (top left), a point minimal tree-convex, not tree-biconvex, half-square root $B$ (top right) and a point minimal tree-biconvex half-square root $B_{G}$ of $G$ (bottom).
tree $T, N_{B}(x) \subseteq T_{w}$. By the choice of $y$, there is some $x^{\prime} \in N_{B}(y) \cap C \backslash N_{B}(w)$. As $B$ is tree-convex on $Y$ with tree $T$, we have $N_{B}\left(x^{\prime}\right) \subseteq T_{y}$ with $T_{y}$ is the connected component of $T-y y^{\prime \prime}$ containing $y$, where $y y^{\prime \prime}$ is the $y$-edge on the $y$, $w$-path in $T$ (possibly $y^{\prime \prime}=w$ ). Since $T_{w} \cap T_{y}=\emptyset$, we have $N_{B}(x) \cap N_{B}\left(x^{\prime}\right)=\emptyset$. This contradicts the fact that $x$ and $x^{\prime}$ are adjacent in $B^{2}[V]$.

Thus, $C \subseteq N_{B}(y)$, and by the maximality of the clique $C, C=N_{B}(y)$.
Notice that tree-convex bipartite graphs need not be $C_{6}$-free, and $C_{6}$-free bipartite graphs need not be tree-convex. So, Lemma 14 and Lemma 1 are independent to each other.

- Theorem 15. point minimal tree-biconvex representation is solvable in linear time.

Proof. Let $\langle G, k\rangle$ be an instance for point minimal tree-biconvex representation. By Theorem 12 (ii) we may assume that $G=\left(V, E_{G}\right)$ is double chordal. Let $B=\left(V, W, E_{G}\right)$ be an arbitrary tree-biconvex bipartite graph with $G=B^{2}[V]$. By Lemma 14, every maximal clique $C$ of $G$ is the neighborhood $N_{B}(w)$ for some $w \in W$, implying $|W| \geq|\mathcal{C}(G)|$. Therefore, the vertex-clique incidence bipartite graph $B_{G}$ of $G$ (which is tree-biconvex by Lemma 11 (iii)) is a point optimal tree-biconvex half-root of $G$. That is, $\langle G, k\rangle$ is a yes-instance if and only if $G$ is double chordal and $k \geq|\mathcal{C}(G)|$.

Finally, recall that double chordal graphs can be recognized in linear time, and that all maximal cliques of an $n$-vertex chordal graph (there are at most $n$ ) can be computed in linear time (and so $B_{G}$ can be constructed in linear time, too).

We now are providing a dichotomy for Point minimal tree-convex representation. We first begin with the hardness case.

- Lemma 16. Point minimal tree-convex representation is NP-complete, when restricted to non-chordal dually chordal input graphs.

Proof. Given an instance $\left\langle G=\left(V, E_{G}\right), k\right\rangle$ of point minimal REPRESENTATION, construct an instance $\left\langle G^{\prime}, k^{\prime}\right\rangle$ for POINT MINIMAL TREE-CONVEX REPRESENTATION as follows.

- $G^{\prime}$ is obtained from $G$ by adding a new vertex $u$ and all edges between $u$ and all vertices of $G$, i.e., $u$ is a universal vertex of $G^{\prime}$;
- $k^{\prime}:=k$.

Suppose that $G=B^{2}[V]$ for some bipartite graph $B=\left(V, W, E_{B}\right)$ with $|W| \leq k$. Consider $B^{\prime}=\left(V^{\prime}, W^{\prime}, E_{B^{\prime}}\right)$ with $V^{\prime}=V \cup\{u\}, W^{\prime}=W$ and $E_{B^{\prime}}=E_{B} \cup\{u w \mid w \in W\}$. Then it is easy to see that $G^{\prime}=B^{\prime 2}\left[V^{\prime}\right]$. Notice, moreover, that $G^{\prime}$ is dually chordal (as $u$ is a universal vertex of $G^{\prime}$ ), and $B^{\prime}$ is tree-convex (with a star $T=(V,\{u v \mid v \in V\})$ ).

Conversely, if $G^{\prime}=H^{2}\left[V^{\prime}\right]$ for some bipartite graph $H=\left(V^{\prime}, W, E_{H}\right)$ with $|W| \leq k^{\prime}$, regardless tree-convex or not, then clearly $G=B^{2}[V]$, where $B=H-u$ with at most $k=k^{\prime}$ points.

Since point minimal Representation (viz., Clique edge cover) is NP-complete on non-chordal graphs, Point minimal tree-convex representation is NP-complete, when restricted to non-chordal dually chordal graphs.

For the efficient solvable cases, we need the following characterization of dually chordal graphs which is slightly more flexible than the one stated in Lemma 11 (ii), and can be proved along the same line. (Notice that the characterization of chordal and double chordal graphs stated in Lemma 11 (i) and (iii), respectively, does not admit this flexibility.)

- Lemma 17. Let $G=\left(V, E_{G}\right)$ be a graph and let $\mathcal{C}$ be an edge clique cover of $G$ in which every member is a maximal clique. Let $B_{\mathcal{C}}=\left(V, \mathcal{C}, E_{B}\right)$ be the vertex- $\mathcal{C}$ incidence bipartite graph of $G$. Then $G$ is dually chordal if and only if $B_{\mathcal{C}}$ is tree-convex on $V$.

Notice that any edge clique cover can be modified in an obvious way to another one of the same size that consists of maximal cliques only.

- Theorem 18. point minimal tree-convex representation is NP-complete for nonchordal dually chordal inputs, and solvable in linear time otherwise.

Proof. Let $\langle G, k\rangle$ be an instance for point minimal tree-convex representation. By Theorem 12, we may assume that $G=\left(V, E_{G}\right)$ is chordal or dually chordal (otherwise, the output is 'no' as $G$ does not have a tree-convex representation). Recall that chordal, as well as dually chordal graphs can be recognized in linear time.

By Lemma 16, it remains to consider the case in which $G$ is chordal. The following procedure decides in linear time if $G$ has a tree-convex representation with at most $k$ points and, if so, outputs such one.

```
if G}\mathrm{ is double chordal then
    compute an optimal edge clique cover \mathcal{C of G}\mathrm{ that consists of}
    maximal cliques only
    if k< |\mathcal{C}| then return 'no'
    return the vertex-\mathcal{C}\mathrm{ incidence bipartite graph }\mp@subsup{B}{\mathcal{C}}{}
    else // G is chordal but not dually chordal
    if k< \\mathcal{C}(G)| then return 'no'
    return the vertex-clique incidence bipartite graph }\mp@subsup{B}{G}{
```

Since $G$ is chordal, an optimal edge clique cover $\mathcal{C}$ can be computed in linear time [23]. In fact, the optimal edge clique cover of a chordal graph computed in [23] consists of maximal cliques only. Also, recall that for any chordal graph $G=\left(V, E_{G}\right), \mathcal{C}(G)$ consists of at most $|V|$ maximal cliques and all maximal cliques can be listed in linear time.

We now argue that the output of the procedure is a tree-convex representation with at most $k$ points (if exists). Assume first that $G$ is dually chordal (and hence $G$ is double chordal). Then $B_{\mathcal{C}}$ is tree-convex (on $V$ ) by Lemma 17. Thus, by Fact $1, B_{\mathcal{C}}$ is a point optimal tree-convex representation of $G$. So, the outputs at lines (4) and (5) are correct.

In the second case, let us assume that $G$ is not dually chordal. Then, by Lemma 10 , for any tree-convex representation $B=\left(V, W, E_{B}\right)$ of $G, B$ must be tree-convex on $W$. Hence, by Lemma 14, every maximal clique of $G=B^{2}[V]$ is the neighborhood $N_{B}(w)$ for some $w \in W$, implying $|W| \geq|\mathcal{C}(G)|$. Therefore, the vertex-clique incidence bipartite graph $B_{G}$ of $G$ (which is, by Lemma 11 (i), tree-convex on $\mathcal{C}(G)$; recall that $G$ is chordal) is a point optimal tree-convex half-root of $G$. Thus, the outputs at lines (7) and (8) are correct.

## 5 Conclusion

Though the computational complexity of minimal Point Planar Girth- $g$ REPRESENTATION is completely determined (Theorem 8), the problem of characterizing and recognizing map graphs with girth- 6 witness is still open. Recall that, by definition, all map graphs have a witness of girth at least 4 , and that all map graphs with witness of girth $g \geq 8$ admit good characterizations which lead to simple cubic time recognition algorithms [19]. Since any planar graph has a girth-six witness (e.g., its subdivision), it is natural to study map graphs with girth-six witness. Thus, recognizing and characterizing map graphs with girth-six witness are two interesting open problems.

In contrast to large-girth witnesses, maximal witnesses (i.e., maximal planar bipartite graphs) have girth four. Recognizing and characterizing map graphs with maximal witness are two other interesting open problems for further research.

Perhaps, another way to look for a simpler and more efficient algorithm than the one of Thorup is to consider restricted input graphs (rather than restricted witnesses). So, recognizing map graphs is trivial if the input graphs are planar. But it is not obvious for other restricted graph classes; especially for graphs with arbitrary large cliques. In particular, it seems that it is not easy to recognize chordal map graphs in polynomial time without using Thorup's algorithm.
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#### Abstract

The Colouring problem is to decide if the vertices of a graph can be coloured with at most $k$ colours for an integer $k$, such that no two adjacent vertices are coloured alike. A graph $G$ is $H$-free if $G$ does not contain $H$ as an induced subgraph. It is known that Colouring is NP-complete for $H$-free graphs if $H$ contains a cycle or claw, even for fixed $k \geq 3$. We examine to what extent the situation may change if in addition the input graph has bounded diameter.
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## 1 Introduction

Graph colouring is one of the best studied concepts in Computer Science and Mathematics. This is mainly due to its many practical and theoretical applications and its many natural variants and generalizations. Over the years, numerous surveys and books on graph colouring were published (see, for example, $[1,4,18,21,26,28,31]$ ).

A (vertex) colouring of a graph $G=(V, E)$ is a mapping $c: V \rightarrow\{1,2, \ldots\}$ that assigns each vertex $u \in V$ a colour $c(u)$ in such a way that $c(u) \neq c(v)$ whenever $u v \in E$. If $1 \leq c(u) \leq k$, then $c$ is said to be a $k$-colouring of $G$ and $G$ is said to be $k$-colourable. The Colouring problem is to decide if a given graph $G$ has a $k$-colouring for some given integer $k$. If $k$ is fixed, that is, $k$ is not part of the input, we denote the problem by $k$-Colouring. It is well known that even 3-Colouring is NP-complete [23].

In this paper we aim to increase our understanding of the computational hardness of Colouring. One way to do this is to consider inputs from families of graphs to learn more about the kind of graph structure that causes the hardness. This led to a highly extensive study of Colouring and $k$-Colouring for many special graph classes. The best-known result in this direction is due to Grötschel, Lovász, and Schrijver, who proved that Colouring is polynomial-time solvable for perfect graphs [13].

Perfect graphs form an example of a graph class that is closed under vertex deletion. Such graph classes are also called hereditary. Hereditary graph classes are ideally suited for a systematic study in the computational complexity of graph problems. Not only do they capture a very large collection of many well-studied graph classes, but they are also exactly the graph classes that can be characterized by a unique set $\mathcal{H}$ of minimal forbidden induced subgraphs. When solving an NP-hard problem under input restrictions, it is standard practice to consider, for example, first the case where $\mathcal{H}$ has small size, or where each $H \in \mathcal{H}$ has small size.

We note that the set $\mathcal{H}$ defined above may be infinite. If not, say $\mathcal{H}=\left\{H_{1}, \ldots, H_{p}\right\}$ for some positive integer $p$, then the corresponding hereditary graph class $\mathcal{G}$ is said to be finitely defined. Formally, a graph $G$ is $\left(H_{1}, \ldots, H_{p}\right)$-free if for each $i \in\{1, \ldots, p\}, G$ is $H_{i}$-free, where the latter means that $G$ does not contain an induced subgraph isomorphic to $H_{i}$.

We emphasize that the borderline between NP-hardness and tractability is often far from clear beforehand and jumps in computational complexity can be extreme. In order to illustrate this behaviour of graph problems, we present the following example of a (somewhat artificial) graph problem related to vertex colouring.

```
COLOURING-OR-SUBGRAPH
    Instance: an n-vertex graph G
    Question: is }G\lceil\sqrt{}{\operatorname{log}n}\rceil\mathrm{ -colourable or }H\mathrm{ -free for some graph H}\mathrm{ with }|V(H)|\leq\lceil\sqrt{}{\operatorname{log}n}\rceil\mathrm{ ?
```

Theorem 1. The Colouring-or-Subgraph problem is NP-hard, but constant-time solvable for every hereditary graph class not equal to the class of all graphs.

Proof. We reduce from 3-Colouring, which we recall is NP-complete [23]. Let $G$ be an $n$-vertex graph. Set $k=\lceil\sqrt{\log n}\rceil$. Add $k-3$ pairwise adjacent vertices to $G$. Make the new vertices also adjacent to every vertex of $G$. Add each possible graph on $k$ vertices as a connected component to $G$. The resulting graph $G^{\prime}$ has $n+(k-3)+k \cdot 2^{\frac{k(k-1)}{2}}<3 n^{2}$ vertices. By construction, $G^{\prime}$ contains every graph on at most $k$ vertices as an induced subgraph. Hence, $G^{\prime}$ is a yes-instance of Colouring-or-Subgraph if and only if $G^{\prime}$ is $k$-colourable, and the latter holds if and only if $G$ is 3 -colourable.

Now let $\mathcal{G}$ be a hereditary graph class for which there exist at least one graph $H$ such that every graph $G \in \mathcal{G}$ is $H$-free. Let $\ell=|V(H)|$. We claim that Colouring-orSubgraph is constant-time solvable for $\mathcal{G}$. Let $G \in \mathcal{G}$ be an $n$-vertex graph. If $n \leq 2^{|\ell|^{2}}$, then $G$ has constant size and the problem is constant-time solvable. If $n>2^{|\ell|^{2}}$, then $\ell=|V(H)|<\sqrt{\log n} \leq\lceil\sqrt{\log n}\rceil$. Hence $G$ is a yes-instance of Colouring-Or-Subgraph, as $G$ is $H$-free and $H$ has less than $\lceil\sqrt{\log n}\rceil$ vertices.

In this paper, we consider the problems Colouring and $k$-Colouring. In order to describe known results and our new results we first give some terminology and notation.

### 1.1 Terminology and Notation

The disjoint union of two vertex-disjoint graphs $F$ and $G$ is the graph $G+F=(V(F) \cup$ $V(G), E(F) \cup E(G))$. The disjoint union of $s$ copies of a graph $G$ is denoted $s G$. A linear forest is the disjoint union of paths. The length of a path or a cycle is the number of its edges. The distance $\operatorname{dist}(u, v)$ between two vertices $u, v$ in a graph $G$ is the length of a shortest induced path between them. The diameter of a graph $G$ is the maximum distance over all pairs of vertices in $G$. The girth of a graph $G$ is the length of a shortest induced cycle of $G$. The graphs $C_{r}, P_{r}$ and $K_{r}$ denote the cycle, path and complete graph on $r$ vertices, respectively.

A polyad is a tree where exactly one vertex has degree at least 3 . We will use several special polyads in our paper. The graph $K_{1, r}$ denotes the $(r+1)$-vertex star, that is, the graph with vertices $x, y_{1}, \ldots, y_{r}$ and edges $x y_{i}$ for $i=1, \ldots, r$. The graph $K_{1,3}$ is also called the claw. The subdivision of an edge $u w$ in a graph removes $u w$ and replaces it with a new vertex $v$ and edges $u v, v w$. We let $K_{1, r}^{\ell}$ denote the $\ell$-subdivided star, which is the graph obtained from a star $K_{1, r}$ by subdividing one edge of $K_{1, r}$ exactly $\ell$ times. The graph $S_{h, i, j}$, for $1 \leq h \leq i \leq j$, denotes the subdivided claw, which is the tree with one vertex $x$ of degree 3 and exactly three leaves, which are of distance $h, i$ and $j$ from $x$, respectively. Note that $S_{1,1,1}=K_{1,3}$. The graph $S_{1,1,2}=K_{1,3}^{1}$ is also known as the chair.

### 1.2 Known Results

The computational complexity of Colouring has been fully classified for $H$-free graphs: if $H$ is an induced subgraph of $P_{1}+P_{3}$ or of $P_{4}$, then Colouring for $H$-free graphs is polynomial-time solvable, and otherwise it is NP-complete [20]. In contrast, the complexity classification for $k$-Colouring restricted to $H$-free graphs is still incomplete. It is known that for every $k \geq 3, k$-Colouring for $H$-free graphs is NP-complete if $H$ contains a cycle [10] or an induced claw [16, 22]. However, the remaining case where $H$ is a linear forest has not been settled yet even if $H$ consists of a single path. For $P_{t}$-free graphs, the cases $k \leq 2, t \geq 1$ (trivial), $k \geq 3, t \leq 5$ [14], $k=3,6 \leq t \leq 7$ [2] and $k=4, t=6$ [6] are polynomial-time solvable and the cases $k=4, t \geq 7$ [17] and $k \geq 5, t \geq 6$ [17] are NP-complete. The cases where $k=3$ and $t \geq 8$ are still open. For further details, including for linear forests $H$ of more than one connected component, see the survey paper [11] or some recent papers $[5,12,19]$.

### 1.3 Our Focus

We consider $H$-free graphs where $H$ contains a cycle or claw. In this case, $k$-Colouring restricted to $H$-free graphs is NP-compete for every $k \geq 3$, as mentioned above. However, we re-examine the situation after adding a diameter constraint to our input graphs. If the diameter is 1 , then $G$ is a complete graph, and Colouring becomes trivial. As such, our research question is:

To what extent does bounding the diameter help making Colouring and $k$-Colouring tractable on $H$-free graphs?

We remark that $H$-free graphs of diameter at most $d$ for some integer $d$ are no longer hereditary, which requires some care in the proof of our results. We also note that by a straightforward reduction from 3-Colouring one can show that $k$-Colouring is NPcomplete for graphs of diameter $d$ for all pairs $(k, d)$ with $k \geq 3$ and $d \geq 2$ except for two cases, namely $(k, d) \in\{(3,2),(3,3)\}$. Mertzios and Spirakis [24] settled the case $(k, d)=(3,3)$ by proving that 3 -Colouring is NP-complete even for $C_{3}$-free graphs of diameter 3 . The case $(k, d)=(3,2)$ is still open.

### 1.4 Our Results

We complement the bounded diameter results of Mertzios and Spirakis [24] by presenting a set of new results for Colouring and $k$-Colouring for $H$-free graphs of bounded diameter when $H$ contains a claw or a cycle. Results for the case where $H$ has a cycle usually follow from stronger results for graphs of girth at least $g$ for some fixed integer $g$. In particular, Emden-Weinert, Hougardy and Kreuter [10] proved that for all integers $k \geq 3$ and $g \geq 3$, $k$-Colouring is NP-complete for graphs with girth at least $g$ and with maximum degree at most $6 k^{13}$ (for more results on Colouring for graphs of maximum degree, see [3, 7, 25]).

First, in Section 3 we research the effect on bounding the diameter of $k$-Colouring and Colouring restricted to polyad-free graphs for various polyads. Our first result, which formed together with the result of [24] the starting point of our investigation, is that $k$ Colouring is constant-time solvable for $K_{1, r}$-free graphs of diameter $d$ for any fixed integers $d \geq 1, k \geq 1$ and $r \geq 1$. We also show that this does not hold for Colouring (when $k$ is part of the input). We then extend these results for larger polyads; see also Figure 1.

Second, in Section 4 we perform a similar study for graphs of bounded diameter and girth. We provide new polynomial-time and NP-hardness results for $k$-Colouring, identifying and

| Colours | Diameter | $H$-free | Complexity | Theorem |
| :---: | :---: | :---: | :---: | :---: |
| fixed $k$ | $d$ | $K_{1, r}$ | P | 9 |
| input $k$ | $d$ | $K_{1,4}$ | NP-c | 10 |
| 3 | $d$ | $K_{1,3}^{1}$ | P | $12(1)$ |
| 3 | 2 | $K_{1, r}^{2}$ | P | $12(2)$ |
| 3 | 4 | $K_{1,4}^{3}$ | NP-c | $12(3)$ |
| 4 | 2 | $K_{1,3}^{1}$ | NP-c | $12(4)$ |
| 3 | 2 | $S_{1,2,2}$ | P | 13 |

Figure 1 Our polynomial-time (P) and NP-complete (NP-c) results for polyad-free graphs.
narrowing the gap between tractability and intractability, in particular for the case where $k=3$ (see also Figure 2). Section 5 contains some open questions and directions for future work.

| diameter | $\geq 3$ | $\geq 4$ | $\geq 5$ | $\geq 6$ | $\geq 7$ | $\geq 8$ | $\geq 9$ | $\geq 10$ | $\geq 11$ | $\geq 12$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\leq 1$ | P | P | P | P | P | P | P | P | P | P |
| $\leq 2$ | $?$ | $?$ | P | P | P | P | P | P | P | P |
| $\leq 3$ | NP-c | NP-c | $?$ | $?$ | P | P | P | P | P | P |
| $\leq 4$ | NP-c | NP-c | NP-c | NP-c | $?$ | $?$ | P | P | P | P |
| $\leq 5$ | NP-c | NP-c | NP-c | NP-c | $?$ | $?$ | $?$ | $?$ | $?$ | P |

Figure 2 The complexity of 3-Colouring for graphs of diameter at most $d$ and girth at least $g$.

## 2 Preliminaries

In this section we complement Section 1.1 by giving some additional terminology and notation. We also recall some useful results from the literature.

Let $G=(V, E)$ be a graph. A vertex $u \in V$ is dominating if $u$ is adjacent to every other vertex of $G$. For a set $S \subseteq V$, the graph $G[S]$ denotes the subgraph of $G$ induced by $S$. The neighbourhood of a vertex $u \in V$ is the set $N(u)=\{v \mid u v \in E\}$ and the degree of $u$ is the size of $N(u)$. For a set $U \subseteq V$, we write $N(U)=\bigcup_{u \in U} N(u) \backslash U$. For a set $U \subseteq V$ and a vertex $u \in U$, the private neighbourhood of $u$ with respect to $U$ is the set $N(u) \backslash(N(U \backslash\{u\}) \cup U)$ of private neighbours of $u$ with respect to $U$, which is the set of neighbours of $u$ outside $U$ that are not a neighbour of any other vertex of $U$. If every vertex of $G$ has degree $p$, then $G$ is ( $p$ )-regular.

We will use the aforementioned results of Král' et al.; Holyer; Leven and Galil; EmdenWeinert, Hougardy and Kreuter; and Mertzios and Spirakis.

- Theorem 2 ([20]). Let $H$ be a graph. If $H \subseteq_{i} P_{4}$ or $H \subseteq_{i} P_{1}+P_{3}$, then Colouring restricted to $H$-free graphs is polynomial-time solvable, otherwise it is NP-complete.
- Theorem 3 ([16, 22]). For every integer $k \geq 3, k$-Colouring is NP-complete for claw-free graphs.
- Theorem 4 ([10]). For all integers $k \geq 3$ and $g \geq 3$, $k$-ColOURING is NP-complete for graphs with girth at least $g$ (and with maximum degree at most $6 k^{13}$ ).
- Theorem 5 ([24]). 3-Colouring is NP-complete for $C_{3}$-free graphs of diameter 3 .

A list assignment of a graph $G=(V, E)$ is a function $L$ that prescribes a list of admissible colours $L(u) \subseteq\{1,2, \ldots\}$ to each $u \in V$. A colouring $c$ respects $L$ if $c(u) \in L(u)$ for every $u \in V$. If $|L(u)| \leq 2$ for each $u \in V$, then $L$ is also called a 2-list assignment. The 2-List Colouring problem is to decide if a graph $G$ with a 2 -list assignment $L$ has a colouring that respects $G$. Our strategy for obtaining a polynomial-time algorithm for 3-Colouring is often to reduce the input to a polynomial number of instances of 2-List Colouring. The reason is that we can then apply the following well-known result of Edwards.

- Theorem 6 ([9]). The 2-List Colouring problem is linear-time solvable.

We will also use the following result, which includes the Hoffman-Singleton Theorem, which provides a description of regular graphs of diameter 2 and girth 5 .

- Theorem $7([8,15,30])$. For every $d \geq 1$, every graph of diameter $d$ and girth $2 d+1$ is $p$-regular for some integer $p$. Moreover, if $d=2$, then there are only four such graphs (with $p=2,3,7,57$, respectively) and if $d \geq 3$, then such graphs are cycles (of length $2 d+1$ ).

A clique in a graph is a set of pairwise adjacent vertices, and an independent set is a set of pairwise non-adjacent vertices. By Ramsey's Theorem [27], there exists a constant, which we denote by $R(k, r)$, such that any graph on at least $R(k, r)$ vertices contains either a clique of size $k$ or an independent set of size $r$.

## 3 Polyad-Free Graphs of Bounded Diameter

In this section we prove, among other things, our results on Colouring and $k$-Colouring for polyad-free graphs of bounded diameter; see also Figure 1. We first make an observation.

- Lemma 8. If $G$ is a graph of diameter $d$ that is not a tree, then $G$ contains an induced cycle of length at most $2 d+1$.

Proof. As $G$ is not a tree and $G$ is connected, $G$ must contain a cycle $C$. Suppose that $C$ has length at least $2 d+2$. Since $G$ has diameter $d$, there exists a path of length at most $d$ in $G$ between any two vertices $u$ and $v$ at distance $d+1$ in $C$. The vertices of this path, together with the vertices of the path of length $d+1$ between $u$ and $v$ on $C$, induce a subgraph of $G$ that contains an induced cycle $C^{\prime}$ of length at most $2 d+1$.

We now state our first result, which forms the starting point of the research in this section.

- Theorem 9. For all integers $d, k, r \geq 1, k$-Colouring is constant-time solvable for $K_{1, r}$-free graphs of diameter $d$.

Proof. Let $G=(V, E)$ be a $K_{1, r}$-free graph of diameter $d$. We prove that if $G$ has size larger than some constant $\beta(k, r)$, which we determine below, then $G$ is not $k$-colourable. If $|V(G)| \leq \beta(k, r)$, we can solve $k$-Colouring in constant time.

As $G$ is $K_{1, r}$-free, Ramsey's Theorem tells us that the neighbourhood of every vertex $u \in V$ with degree at least $R(k, r)$ contains a clique of size $k$. In that case $N(u) \cup\{u\}$ is a clique of size $k+1$. Hence, to be $k$-colourable, every vertex of $G$ must have degree less than $R(k, r)$, so $G$ must have at most $\beta(k, r)=1+R(k, r)+R(k, r)^{2}+\ldots+R(k, r)^{d}$ vertices.

If $k$ is not part of the input, Theorem 9 no longer holds. This is shown by the following more general theorem. In this theorem we assume that $H \not \Phi_{i} P_{1}+P_{3}$ and $H \not \mathbb{Z}_{i} P_{4}$, as in those cases Colouring is polynomial-time solvable for all $H$-free graphs due to Theorem 2. Note that Theorem 10 covers all remaining cases except the case where $H=K_{1,3}$.

- Theorem 10. Let $H$ be a graph with $H \not \Phi_{i} P_{1}+P_{3}$ and $H \not \Phi_{i} P_{4}$ and $d$ be an integer. Then Colouring for $H$-free graphs of diameter at most d is

1. NP-complete if $H$ has no dominating vertex $u$ such that $H-u \subseteq_{i} P_{1}+P_{3}$ or $H-u \subseteq_{i} P_{4}$ and $d \geq 2$;
2. NP-complete if $H \neq K_{1,3}$ and $H$ has a dominating vertex $u$ such that $H-u \subseteq_{i} P_{1}+P_{3}$ or $H-u \subseteq_{i} P_{4}$ and $d \geq 3$.

## Proof.

1. Let $H$ have no dominating vertex $u$ such that $H-u \subseteq_{i} P_{1}+P_{3}$ or $H-u \subseteq_{i} P_{4}$. We define $H^{\prime}$ as $H-u$ if $H$ has a dominating vertex $u$ and as $H$ itself otherwise. By construction, $H^{\prime} \not £_{i} P_{1}+P_{3}$ and $H^{\prime} \not £_{i} P_{4}$. Hence, Colouring is NP-complete for $H^{\prime}$-free graphs due to Theorem 2. Let $G$ be an $H^{\prime}$-free graph. Add a dominating vertex to $G$. The new graph $G^{\prime}$ has diameter 2 and is $H$-free. Moreover, $G$ is $k$-colourable if and only if $G^{\prime}$ is $(k+1)$-colourable.
2. Let $H \neq K_{1,3}$ have a dominating vertex $u$ such that $H-u \subseteq_{i} P_{1}+P_{3}$ or $H-u \subseteq_{i} P_{4}$. Then $H$ cannot be a forest, as in that case $H$ would be in $\left\{P_{1}, P_{2}, P_{3}, K_{1,3}\right\}$. Hence, $H$ has an induced cycle $C_{r}$ for some $r \geq 3$. If $r=3$, then 3-Colouring is NP-complete for $H$-free graphs of diameter 3 , as it is so for $C_{3}$-free graphs of diameter 3 due to Theorem 5 . If $r \geq 4$, then Colouring is NP-complete even for $H$-free graphs of diameter 2 , as it is so for $C_{r}$-free graphs of diameter 2 due to 1 .

It is a natural question whether we can extend Theorem 9 to $H$-free graphs of diameter $d$, where $H$ is a slightly larger tree than a star. The first interesting case is where $H$ is an $\ell$-subdivided star $K_{1, r}^{\ell}$ for some integer $\ell \geq 1$ and $r \geq 3$. We prove a number of results for various values of $d, k, \ell$. For one of our proofs and also for the proof of our next result we need the following theorem.

- Theorem 11. 3-Colouring can be solved in polynomial time for $C_{5}$-free graphs of diameter at most 2 .

Proof. If $G$ is bipartite, then $G$ is 3-colourable. If $G$ contains a $K_{4}$, then $G$ is not 3-colourable. We check these properties in polynomial time, and from now on we assume that $G$ is $K_{4}$-free and non-bipartite. The latter implies that $G$ must have an odd induced cycle $C_{r}$ for some odd integer $r$. As $G$ has diameter 2, we find that $r \leq 5$ due to Lemma 8. As $G$ is $C_{5}$-free, it follows that $r=3$.

Let $C$ be a triangle in $G$. We write $N_{0}=V(C)=\left\{x_{1}, x_{2}, x_{3}\right\}, N_{1}=N(V(C))$ and $N_{2}=V(G) \backslash\left(N_{0} \cup N_{1}\right)$. As $G$ has diameter 2, for every $i \in\{1,2,3\}$, it holds that every vertex in $N_{2}$ has a neighbour in $N_{1}$ that is adjacent to $x_{i}$.

We let $T$ consist of all vertices of $N_{2}$ that have a neighbour in $N_{1}$ that is adjacent to exactly two vertices of $N_{0}$. We claim that $N_{2}=T$. In order to see this, let $u \in N_{2}$. If $u$ has a neighbour $y \in N_{1}$ adjacent to every $x_{i}$, then $G$ contains a $K_{4}$, a contradiction. Hence, $u$ must have three distinct neighbour $y_{1}, y_{2}, y_{3}$, such that for $i \in\{1,2,3\}$, it holds that $N\left(y_{i}\right) \cap N_{0}=\left\{x_{i}\right\}$. If $\left\{y_{1}, y_{2}, y_{3}\right\}$ is a clique, then $G$ has a $K_{4}$ on vertices $u, y_{1}, y_{2}, y_{3}$, a contradiction. Hence, we may assume without loss of generality that $y_{1}$ and $y_{2}$ are nonadjacent. However, then $\left\{u, y_{1}, x_{1}, x_{2}, y_{2}\right\}$ induces a $C_{5}$ in $G$, another contradiction. We conclude that $T=N_{2}$.

If $G$ has a 3-colouring $c$, then we may assume without loss of generality that $c\left(x_{i}\right)=i$ for $i \in\{1,2,3\}$. Hence, our algorithm assigns colours 1, 2, 3 to $x_{1}, x_{2}, x_{3}$, respectively. This reduces the list of admissible colours of the vertices of $N_{1}$ by at least one colour. In particular, vertices in $N_{1}$ that have two neighbours in $N_{0}$ can be coloured with only one
colour. Our algorithm assigns this colour to such vertices. This means that any of their neighbours in $T=N_{2}$ can be coloured with at most two colours. So, after propagation, we have obtained either two adjacent vertices that are coloured alike, in which case $G$ is not 3 -colourable, or we have constructed an instance of 2 -List Colouring. We can solve such an instance in linear time due to Theorem 6.

We are now ready to state our results for $K_{1, r}^{\ell}$, where we exclude the cases that are tractable in general, namely where $d=1$, or $k \leq 2$, or $r \leq 2$ (the latter case corresponds to the case where $H=K_{1,2}^{+}=P_{4}$, so we can use Theorem 2). Note that for $k \geq 4$ all interesting cases are NP-complete, whereas for $k=3$ the situation is less clear.


Figure 3 An example of a decomposition of a chair-free graph of diameter 3 into sets $N_{0}, \ldots, N_{3}$ where $p=5$ and $y \in N_{1}$ has two "descendants" in $N_{3}$. To prevent an induced chair, $y$ must be adjacent to exactly two (adjacent) vertices of $N_{0}$, and $w_{1}$ and $w_{2}$ must be adjacent to each other.

- Theorem 12. Let $d, k, \ell, r$ be four integers with $d \geq 2, k \geq 3, \ell \geq 1$ and $r \geq 3$. Then $k$-Colouring for $K_{1, r}^{\ell}$-free graphs of diameter at most $d$ is:

1. polynomial-time solvable if $d \geq 2, k=3, \ell=1$ and $r=3$
2. polynomial-time solvable if $d=2, k=3, \ell=2$ and $r \geq 3$
3. $N P$-complete if $d \geq 4, k=3, \ell \geq 3$ and $r \geq 4$
4. $N P$-complete if $d \geq 2, k \geq 4, \ell \geq 1$ and $r \geq 3$.

## Proof.

1. Recall that $K_{1,3}^{1}$ is the chair $S_{1,1,2}$. Let $G$ be a chair-free graph of diameter $d$. If $G$ is a tree, then $G$ is even 2-colourable. We check in $O\left(n^{4}\right)$ time if $G$ has a $K_{4}$. If so, then $G$ is not 3 -colourable. From now on we assume that $G$ is not a tree and that $G$ is $K_{4}$-free. As $G$ is not a tree and $G$ is connected, $G$ contains an induced cycle of length at most $2 d+1$ by Lemma 8 . We can find a largest induced cycle $C$ of length at most $2 d+1$ in $O\left(n^{2 d+1}\right)$ time. Let $|V(C)|=p$. We write $N_{0}=V(C)=\left\{x_{1}, x_{2}, \ldots, x_{p}\right\}$ and for $i \geq 1$, $N_{i}=N\left(N_{i-1}\right) \backslash N_{i-2}$. So the sets $N_{i}$ partition $V(G)$, and the distance of a vertex $u \in N_{i}$ to $N_{0}$ is $i$.

Case 1. $4 \leq p \leq 2 d+1$.
This case is illustrated in Figure 3. We consider every possible 3 -colouring of $C$. Let $c$ be
such a 3 -colouring. Every vertex with two differently coloured neighbours can only be coloured with one remaining colour. We assign this unique colour to such a vertex and apply this rule as long as possible. This takes polynomial time. The remaining vertices have a list of admissible colours that either consists of two or three colours, and vertices in the latter case belong to $V(G) \backslash\left(N_{0} \cup N_{1}\right)$ (as $\left.N\left(N_{0}\right)=N_{1}\right)$.
If $N_{2}=\emptyset$, then $V(G)=N_{0} \cup N_{1}$. Then, we obtained an instance of 2-List Colouring, which we can solve in linear time due to Theorem 6 . Now assume that $N_{2} \neq \emptyset$. Let $z \in N_{2}$. Then $z$ has a neighbour $y \in N_{1}$, which in turn has a neighbour $x \in N_{0}$. If $y$ is adjacent to neither neighbour of $x$ on $N_{0}$, then $z, y, x$ and these two neighbours induce a chair in $G$, a contradiction. Hence, $y$ must be adjacent to at least one neighbour of $x$ on $N_{0}$, meaning that $y$ must have received a colour by our algorithm. Consequently, $z$ must have a list of admissible colours of size at most 2 .
From the above we deduce that every vertex in $N_{2}$ has only two available colours in its list. We now consider the vertices of $N_{3}$. Let $z^{\prime} \in N_{3}$. Then $z^{\prime}$ has a neighbour $z \in N_{2}$, which in turn has a neighbour $y \in N_{1}$, which in turn has a neighbour $x \in N_{0}$, say $x=x_{1}$. If $y$ has two non-adjacent neighbours in $N_{0}$, then $z^{\prime}, z, y$ and these two non-adjacent neighbours of $y$ induce a chair in $G$, a contradiction. Combined with the fact deduced above, we conclude that $y$ must have exactly two neighbours in $N_{0}$ and these two neighbours must be adjacent, say $x_{2}$ is the other neighbour of $y$ in $N_{0}$.
Suppose $x_{1}$ and $x_{2}$ are both adjacent to a vertex $y^{\prime} \in N_{1} \backslash\{y\}$ that is adjacent to a vertex in $N_{2}$ that has a neighbour in $N_{3}$. Then, just as in the case of vertex $y$, the two vertices $x_{1}$ and $x_{2}$ are the only two neighbours of $y^{\prime}$ in $N_{0}$. If $y$ and $y^{\prime}$ are not adjacent, this means that $x_{2}, x_{3}, x_{4}, y, y^{\prime}$ induce a chair in $G$, a contradiction. Hence $y$ and $y^{\prime}$ must be adjacent. However, then $x_{1}, x_{2}, y, y^{\prime}$ form a $K_{4}$, a contradiction. This means that every pair of adjacent vertices of $N_{0}$ can have at most one common neighbour in $N_{1}$ that is adjacent to a vertex in $N_{2}$ with a neighbour in $N_{3}$. We already deduced that every vertex of $N_{1}$ with a "descendant" in $N_{3}$ has exactly two neighbours in $N_{0}$, which are adjacent. Hence, we conclude that the number of such vertices of $N_{1}$ is at most $p$.
We now observe that for $i \geq 2$, every vertex in $N_{i}$ has at most two neighbours in $N_{i+1}$. This can be seen as follows. If $v \in N_{i}$ has two non-adjacent neighbours $w_{1}, w_{2}$ in $N_{i+1}$, then we pick a neighbour $u$ of $v$ in $N_{i-1}$, which has a neighbour $t$ in $N_{i-2}$. Then $v, u, t, w_{1}, w_{2}$ induce a chair in $G$, a contradiction. Hence, the neighbourhood of every vertex in $N_{i}$ in $N_{i+1}$ is a clique, which must have size at most 2 due to the $K_{4}$-freeness of $G$. As the number of vertices in $N_{1}$ with a "descendant" in $N_{3}$ is at most $p$, this means that there are at most $2^{i-1} p$ vertices in $N_{i}$ with a neighbour in $N_{i+1}$. Therefore the total number of vertices not belonging to any of the sets $N_{0}, N_{1}$ or $N_{2}$ is at most $\sum_{i=3}^{d} 2^{i-1} p$. This means the total number of vertices not belonging to $N_{1}$ or $N_{2}$ is at most $\beta(d)=$ $\sum_{i=3}^{d} 2^{i-1} p+p \leq \sum_{i=3}^{d} 2^{i-1}(2 d+1)+2 d+1$. Let $T_{c}$ be this set. We consider every possible 3-colouring of $G\left[T_{c}\right]$. As we already deduced that the vertices in $N_{1} \cup N_{2}$ have a list of size at most 2 , for each case we obtain an instance of 2-List Colouring, which we can solve in linear time due to Theorem 6 . As the total number of instances we need to consider is at most $3^{p} \times 3^{\beta(d)} \leq 3^{2 d+1} \times 3^{\beta(d)}$, our algorithm runs in polynomial time.
Case 2. $p=3$.
As $p$ was the size of a largest induced cycle of length at most $2 d+1$ and $2 d+1 \geq 5$, we find that $G$ is $C_{4}$-free. As $G$ is $K_{4}$-free, each vertex of $N_{1}$ is adjacent to at most two vertices of $N_{0}$. If a vertex $x \in N_{0}$ has two independent private neighbours $u$ and $v$ in $N_{1}$ with respect to $N_{0}$, then every neighbour $w$ of $u$ in $N_{2}$ must also be a neighbour of $v$ and vice versa, since $G$ is chair-free. However, this is not possible, as $x, u, w, v$ induce a $C_{4}$.

We conclude that $u$ and $v$ must be adjacent. Therefore, as $G$ is $K_{4}$-free, every vertex of $N_{0}$ has at most two private neighbours in $N_{1}$, with respect to $N_{0}$, that have a neighbour in $N_{2}$.
By the same arguments as above we deduce that every two vertices of $N_{0}$ have at most one common neighbour in $N_{1}$ that is adjacent to a vertex in $N_{2}$. Combined with the above, we find that there at most $6+3=9$ vertices in $N_{1}$ that have a neighbour in $N_{2}$. If a vertex in $N_{1}$ has two independent neighbours in $N_{2}$, then $G$ contains an induced chair, which is not possible. Hence the neighbourhood of a vertex in $N_{1}$ in $N_{2}$ is a clique, which has size at most 2 due to the $K_{4}$-freeness of $G$. We conclude that $\left|N_{2}\right| \leq 9 \times 2=18$. Similarly, every vertex in $N_{i}$ for $i \geq 3$ has at most two neighbours in $N_{i+1}$. Therefore the number of vertices in $N_{i}$ for $i \geq 3$ is at most $18 \times 2^{i-2}$. This means that the total number of vertices outside $N_{0} \cup N_{1} \cup N_{2}$ is at most $\beta(d)=\sum_{i=3}^{d} 18 \times 2^{i-2}$. Let $T$ be this set. We consider every possible 3 -colouring of $G[T]$ and every possible 3 -colouring of $C$. For each case we obtain an instance of 2-List Colouring, which we can solve in linear time due to Theorem 6. As the total number of instances we need to consider is at most $3^{d} \times 3^{\beta(d)}$, our algorithm runs in polynomial time.
2. Let $G$ be a $K_{1, r}^{2}$-free graph of diameter at most 2 . We first check in $O\left(n^{4}\right)$ time if $G$ is $K_{4}{ }^{-}$ free. If not, then $G$ is not 3-colourable. We then check in $O\left(n^{5}\right)$ time if $G$ has an induced $C_{5}$. If $G$ is $C_{5}$-free, then we use Theorem 11. From now on, suppose that $G$ is $K_{4}$-free and that $G$ contains an induced cycle $C$ of length 5 , say on vertices $x_{1}, \ldots, x_{5}$ in that order. We write $N_{0}=V(C)=\left\{x_{1}, \ldots, x_{5}\right\}, N_{1}=N(V(C))$ and $N_{2}=V(G) \backslash\left(N_{0} \cup N_{1}\right)$. Let $N_{2}^{\prime}$ be the set of vertices in $N_{2}$ that are adjacent to some vertex in $N_{1}$ that is a private neighbour of some vertex in $N_{0}$ with respect to $N_{0}$. As $G$ is $K_{4}$-free, the private neighbourhood $P\left(x_{i}\right)$ of each vertex $x_{i} \in N_{0}$ with respect to $N_{0}$ does not contain a clique of size 3 . Moreover, if $P\left(x_{i}\right)$ contains an independent set $I$ of size $r-1$ for some $i \in\{1, \ldots, 5\}$, then $I \cup\left\{x_{i}, x_{i+1}, x_{i+2}, x_{i+3}\right\}$ induces a $K_{1, r}^{2}$, which is not possible. Now let $v \in P\left(x_{i}\right)$ for some $i \in\{1, \ldots 5\}$, say $i=1$. As $G$ is $K_{4}$-free, the set $N(v) \cap N_{2}$ does not contain a clique of size 3 . Moreover, if $N(v) \cap N_{2}$ contains an independent set $I^{\prime}$ of size $r-1$, then $I^{\prime} \cup\left\{v, x_{1}, x_{2}, x_{3},\right\}$ induces a $K_{1, r}^{2}$, which is not possible. Hence, $\left|N(v) \cap N_{2}\right| \leq R(3, r-1)$ by Ramsey's Theorem. We conclude that $\left|N_{2}^{\prime}\right| \leq 5 R(3, r-1)^{2}$. We now consider all possible 3 -colourings of $C$. Let $c$ be such a 3 -colouring. We assume without loss of generality that $c\left(x_{1}\right)=c\left(x_{3}\right)=1, c\left(x_{2}\right)=c\left(x_{4}\right)=2$ and $c\left(x_{5}\right)=3$. Moreover, every vertex that has two differently coloured neighbours can only be coloured with one remaining colour. We assign this unique colour to such a vertex and apply this rule as long as possible. This takes polynomial time. The remaining vertices have a list of admissible colours that either consists of two or three colours, and vertices in the latter case must belong to $N_{2}\left(\right.$ as $\left.N\left(N_{0}\right)=N_{1}\right)$.
Let $T_{c}$ be the set of vertices in $N_{2}$ that still have a list of size 3 . We will prove that $T_{c} \subseteq N_{2}^{\prime}$. Let $u \in T_{c}$. As $G$ has diameter 2, we find that $u$ has a neighbour $v$ adjacent to $x_{5}$. Then $v$ cannot be adjacent to any of $x_{1}, \ldots, x_{4}$, as otherwise $v$ would have a unique colour and $u$ would not be in $T_{c}$. Hence, $v$ is a private neighbour of $x_{5}$ with respect to $N_{0}$. We conclude that all vertices in $T_{c}$ belong to $N_{2}^{\prime}$, which implies that $\left|T_{c}\right| \leq\left|N_{2}^{\prime}\right| \leq 5 R(3, r-1)^{2}$.
We now consider every possible 3-colouring of $G\left[T_{c}\right]$. Then all uncoloured vertices have a list of size at most 2 . In other words, we created an instance of 2-List Colouring, which we solve in linear time using Theorem 6 . As the number of 3 -colourings of $C$ is at most $3^{5}$ and for each 3-colouring $c$ of $C$ the number of 3 -colourings of $G\left[T_{c}\right]$ is at most $3^{5 R(3, r-1)^{2}}$, the total running time of our algorithm is polynomial.
3. We consider the standard reduction from the NP-complete problem NAE 3-SAT [29], where each variable appears in at most three clauses and each literal appears in at most two. Given a CNF formula $\phi$, we construct the graph $G$ as follows:
= Add a vertex $v_{x_{i}}$ for each literal $x_{i}$.

- Add an edge between each literal and its negation.
- Add a vertex $z$ adjacent to every literal vertex.
= For each clause $C_{i}$ add a triangle $T_{i}$ with vertices $c_{i_{1}}, c_{i_{2}}, c_{i_{3}}$.
$=$ Fix an arbitrary order of the literals of $C_{i}, x_{i_{1}}, x_{i_{2}}, x_{i_{3}}$ and add an edge $x_{i_{j}} c_{i_{j}}$.
Given a 3 -colouring of $G$, assume $z$ is assigned colour 1. Then each literal vertex is assigned either colour 2 or colour 3 . If, for some clause $C_{i}$, the vertices $x_{i_{1}}, x_{i_{2}}$ and $x_{i, 3}$ are all assigned the same colour, then $T_{i}$ cannot be coloured. Therefore, if we set literals whose vertices are coloured with colour 2 to be true and those coloured with colour 3 to be false, each clause must contain at least one true literal and at least one false literal. If $\phi$ is satisfiable then we can colour vertex $z$ with colour 1 , each true literal with colour 2 and each false literal with colour 3. Then, since each clause has at least one true literal and at least one false literal, each triangle has neighbours in two different colours. This implies that each triangle is 3 -colourable. Therefore $G$ is 3 -colourable if and only if $\phi$ is satisfiable.
We next show that $G$ has diameter at most 4 . First note that any literal vertex is adjacent to $z$ and any clause vertex is adjacent to some literal vertex so any vertex is at distance at most 2 from $z$. Therefore any two vertices are at distance at most 4.
Finally we show that $G$ is $K_{1,4}^{3}$-free. Any literal vertex has degree at most 4 since it appears in at most two clauses. However it has at most 3 independent neighbours since its negation is adjacent to $z$. Each clause vertex has at most 3 neighbours so the only vertex with four independent neighbours is $d$. The longest induced path including $z$ has length at most 4 since any such path contains at most one literal and at most two vertices of any triangle. Therefore $G$ is $K_{1,4}^{3}$-free.

4. This follows from Theorem 3. Let $k^{*} \geq 3$. We take a claw-free graph $G$ and add a dominating vertex to it. The new graph $G^{\prime}$ has diameter at most 2 and is $K_{1,3}^{1}$-free. Let $k=k^{*}+1 \geq 4$. Then $G$ is $k^{*}$-colourable if and only if $G^{\prime}$ is $k$-colourable.

Subdividing two edges of the claw yields another interesting case, namely where $H=S_{1,2,2}$. For $k \geq 4$, Theorem 12 tells us that $k$-Colouring is NP-complete for $S_{1,2,2}$-free graphs of diameter 2 . For $k=3$, we could only prove polynomial-time solvability if $d=2$.

- Theorem 13. 3-Colouring can be solved in polynomial time for $S_{1,2,2}$-free graphs of diameter at most 2.

Proof. Let $G$ be an $S_{1,2,2}$-free graph of diameter at most 2. We first check in $O\left(n^{5}\right)$ time if $G$ has an induced $C_{5}$. If $G$ is $C_{5}$-free, then we use Theorem 11. Suppose $G$ contains an induced cycle $C$ of length 5 , say on vertices $x_{1}, \ldots, x_{5}$ in that order. We write $N_{0}=V(C)=\left\{x_{1}, \ldots, x_{5}\right\}, N_{1}=N(V(C))$ and $N_{2}=V(G) \backslash\left(N_{0} \cup N_{1}\right)$. As $G$ has diameter 2, for every $i \in\{1,2,3\}$, every vertex in $N_{2}$ has a neighbour in $N_{1}$ that is adjacent to $x_{i}$.

We let $T$ consist of all vertices of $N_{2}$ that have a neighbour in $N_{1}$ that is adjacent to two adjacent vertices of $N_{0}$. So the colour of any vertex of $T$ will be fixed in any 3 -colouring after colouring the five vertices of $N_{0}$. We claim that $N_{2}=T$. In order to see this, let $u \in N_{2}$. As $G$ has diameter 2, we find that $u$ must have a neighbour $v \in N_{1}$ adjacent to a vertex of $N_{0}$,
say $x_{1}$. Then $v$ is not adjacent to $x_{5}$ or $x_{2}$. If $v$ is not adjacent to $x_{3}$ either, then the vertices $x_{1}, x_{5}, x_{2}, x_{3}, v, u$ induce a $S_{1,2,2}$ with center $x_{1}$, a contradiction. So $v$ must be adjacent to $x_{3}$, meaning $v$ is not adjacent to $x_{4}$. However, now $x_{3}, x_{2}, x_{4}, x_{5}, v, u$ induce a $S_{1,2,2}$ with center $x_{3}$, another contradiction.

We now "guess" the 3 -colouring of $C$ by considering all $3^{5}$ possibilities if necessary. We then proceed as in the proof of Theorem 11. That is, we observe that every vertex of $N_{1}$ can only be coloured with two possible colours and that after propagation, every uncoloured vertex of $N_{2}$ can only be coloured with two possible colours as well (as $T=N_{2}$ ). Then it remains to solve an instance of 2-List Colouring, which takes linear time by Theorem 6. As we need to do this at most $3^{5}$ times, the total running time of our algorithm is polynomial.

## 4 Graphs of Bounded Diameter and Girth

In this section we will examine the trade-offs for $k$-Colouring between diameter and girth. Recall that Mertzios and Sprirakis [24] proved that 3-Colouring is NP-complete for graphs of diameter 3 and girth 4 (Theorem 5). We extend their result in our next theorem, partially displayed in Figure 2. This theorem shows that there is still a large gap for which we do not know the computational complexity of 3-Colouring for graphs of diameter $d$ and girth $g$.

- Theorem 14. Let $d, g, k$ be three integers with $d \geq 2, g \geq 3$ and $k \geq 3$. Then $k$-Colouring for graphs of diameter at most $d$ and girth at least $g$ is

1. polynomial-time solvable if $g \geq 2 d+1$
2. NP-complete if $d=3$ and $g \leq 4$ and $k=3$
3. NP-complete if $4 p \leq d \leq 4 p+3$ and $g \leq 4 p+2$ for some integer $p \geq 1$ and $k=3$.


Figure 4 An example of a graph $G^{\prime}$, constructed in the proof of Theorem $14(3)$, for $p=1$.

## Proof.

1. This case follows from Theorem 7.
2. This case is Theorem 5 (proven in [24]).
3. We reduce 3-Colouring for graphs of girth at least $8 p-3$, which is NP-complete by Theorem 4, to 3-Colouring for graphs of diameter at most $4 p$ and girth at least $4 p+2$. Construct the graph $G^{\prime}$ as follows (see Figure 4 for an example):

- label the vertices of $G v_{1}$ to $v_{n}$;
- for each vertex of $G$, add a new neighbour $v_{i, 1}$;
= for every two vertices $v_{i}$ and $v_{j}$ such that $\operatorname{dist}\left(v_{i}, v_{j}\right)>l=2 p-1$ add new vertices to form the path $v_{i, 1} v_{i, 2, j} \ldots v_{i, p+1, j} v_{j, p, i} \ldots v_{j, 1}$.

First we show that $G^{\prime}$ has diameter at most $4 p$. For any two vertices $v_{i}$ and $v_{j}$ of $G$ either $\operatorname{dist}\left(v_{i}, v_{j}\right) \leq l$ or we have the path $v_{i, 1} v_{i, 2, j} \ldots v_{i, p+1, j} v_{j, p, i} \ldots v_{j, 1}$ and $\operatorname{dist}\left(v_{i}, v_{j}\right) \leq$ $2 p+2$. Similarly, $\operatorname{dist}\left(v_{i}, v_{j, 1}\right) \leq 2 p+1$ and $\operatorname{dist}\left(v_{i, 1}, v_{j, 1}\right) \leq 2 p+1$. Now consider two vertices $v_{a, r, b}$ and $v_{c, q, d}$ for $2 \leq r \leq p+1,2 \leq q \leq p+1$. If $\operatorname{dist}\left(v_{a}, v_{c}\right) \leq l$ then $\operatorname{dist}\left(v_{a, r, b}, v_{c, q, d}\right) \leq r+q+l \leq(p+1)+(p+1)+(2 p-1) \leq 4 p+1$. Otherwise we have the path $v_{a, r, b} . . v_{a, 1} v_{a, 2, c} \ldots v_{a, p+1, c} v_{c, p, a} \ldots v_{c, 1} v_{c, 2, d} \ldots v_{c, q, d}$. This gives $\operatorname{dist}\left(v_{a, r, b}, v_{c, q, d}\right) \leq$ $(r-1)+p+p+(q-1) \leq 4 p$. In fact, if $\operatorname{dist}\left(v_{a, r, b}, v_{c, q, d}\right)=4 p+1$, then we must have $r=q=p+1$ and $\operatorname{dist}\left(v_{a}, v_{c}\right)=\operatorname{dist}\left(v_{a}, v_{d}\right)=\operatorname{dist}\left(v_{b}, v_{c}\right)=\operatorname{dist}\left(v_{b}, v_{d}\right)=2 p-1$. In this case we have two paths of length at most $4 p-2$ between $v_{a}$ and $v_{b}$, one containing $v_{c}$ and the other containing $v_{d}$. These paths must be distinct since the existence of the vertex $v_{c, p+1, d}$ implies that $\operatorname{dist}\left(v_{c}, v_{d}\right)>2 p-1$. Therefore we have a cycle in $G$ of length at most $8 p-4$ which contradicts the assumption that $G$ has girth at least $8 p-3$. This implies that the diameter of $G^{\prime}$ is at most $4 p$.

Since $G$ has girth at least $8 p-3$, every cycle in $G^{\prime}$ of length less than $4 p+2$ must contain at least one vertex of $V\left(G^{\prime}\right) \backslash V(G)$. Since all the vertices of $V\left(G^{\prime}\right) \backslash V(G)$ except the vertices $v_{i, 1}$ have degree 2 , any such cycle $C$ must contain the path $v_{i, 1} . . v_{i, p+1, j \ldots} \ldots v_{j}$ for some $v_{i}, v_{j}$ at distance greater than $l$. This path has length $2 p+1$. If $C$ contains $v_{i, 2, m}$ for some $m$ different from $j$ then it contains the path $v_{i, 2, m} \ldots v_{m, 1}$ and has length at least $4 p+2$. Similarly, this is the case if $C$ contains $v_{j, 2, m}$ for $m$ different from $i$. Otherwise $C$ contains $v_{i}$ and $v_{j}$ which are at distance at least $l$ and has length at least $(2 p+1)+2+(2 p-1)=4 p+2$.

Finally, we show that $G$ is 3 -colourable if and only if $G^{\prime}$ is 3 -colourable. The latter holds if and only if the subgraph $G^{\prime \prime}$ of $G^{\prime}$ induced by $V(G) \cup\left\{v_{i, 1} \mid 1 \leq i \leq n\right\}$ is 3-colourable, since every other vertex of $G^{\prime}$ has degree 2 . The graph $G$ is 3 -colourable if and only if $G^{\prime \prime}$ is 3-colourable, since $G$ is an induced subgraph of $G^{\prime \prime}$ and each vertex of $V\left(G^{\prime \prime}\right) \backslash V(G)$ has degree 1. Therefore, $G$ is 3 -colourable if and only if $G^{\prime}$ is 3 -colourable.

## 5 Conclusions

We proved a number of new results for Colouring and $k$-Colouring for polyad-free graphs of bounded diameter and for graphs of bounded diameter and girth. In particular we identified and narrowed a number of complexity gaps. This leads us to some natural open problems. Our first two open problems follow from Theorem 10. The third open problem comes from Theorem 12; note that $K_{1,3}^{2}=S_{1,1,3}$. Our fourth open problem stems from Theorem 13. Recall that determining the complexity of 3-Colouring for graphs of diameter 2 is still wide open. This question is covered by the fifth open problem.

- Open Problem 1. Does there exist an integer $d$ such that Colouring is NP-complete for $K_{1,3}$-free graphs of diameter d?
- Open Problem 2. What is the complexity of Colouring for $C_{3}$-free graphs of diameter 2, or equivalently, graphs of diameter 2 and girth 4?
- Open Problem 3. What are the complexities of 3-Colouring for $K_{1,4}^{1}$-free graphs of diameter 3 and for $K_{1,3}^{2}$-free graphs of diameter 3 ?
- Open Problem 4. Do there exist integers $d, h, i, j$ such that 3 -Colouring is NP-complete for $S_{h, i, j}$-free graphs of diameter d?
- Open Problem 5. What is the complexity of the open cases in Figure 2 and in particular of 3-Colouring for graphs of diameter 2 and for graphs of diameter 2 and girth 4?
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#### Abstract

Distance labeling schemes are schemes that label the vertices of a graph with short labels in such a way that the distance between any two vertices $u$ and $v$ can be determined efficiently by merely inspecting the labels of $u$ and $v$, without using any other information. One of the important problems is finding natural classes of graphs admitting distance labeling schemes with labels of polylogarithmic size. In this paper, we show that the class of cube-free median graphs on $n$ nodes enjoys distance labeling scheme with labels of $O\left(\log ^{3} n\right)$ bits.
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## 1 Introduction

Classical network representations are usually global in nature. In order to derive a useful piece of information, one must access to a global data structure representing the entire network even if the needed information only concerns few nodes. Nowadays, with networks getting bigger and bigger, the need for locality is more important than ever. Indeed, in several cases, global representations are impractical and network representation must be distributed. The notion of (distributed) labeling scheme has been introduced [12, 32, 38, 39, 27] in order to meet this need. A (distributed) labeling scheme is a scheme maintaining global information on a network using local data structures (or labels) assigned to nodes of the network. Their goal is to locally store some useful information about the network in order to answer a specific query concerning a pair of nodes by only inspecting the labels of the two nodes. Motivation for such localized data structure in distributed computing is surveyed and widely discussed in [38]. The predefined queries can be of various types such as distance, adjacency, or routing. The quality of a labeling scheme is measured by the size of the labels of nodes and the time required to answer queries. Trees with $n$ vertices admit adjacency and routing labeling schemes with size of labels and query time $O(\log n)^{1}$ and distance labeling schemes with size of labels and query time $O\left(\log ^{2} n\right)$, and this is asymptotically optimal. Finding natural classes of graphs admitting distance labeling schemes with labels of polylogarithmic size is an important and challenging problem.

[^15]A connected graph $G$ is median if any triplet of vertices $x, y, z$ contains a unique vertex simultaneously lying on shortest $(x, y)-,(y, z)$-, and $(z, x)$-paths. Median graphs constitute the most important class in metric graph theory [5]. This importance is explained by the bijections between median graphs and discrete structures arising and playing important roles in completely different areas of research in mathematics and theoretical computer science: in fact, median graphs, 1-skeletons of $\operatorname{CAT}(0)$ cube complexes from geometric group theory [30, 41], domains of event structures from concurrency [44], median algebras from universal algebra [7], and solution sets of 2-SAT formulae from complexity theory [36, 42] are all the same. In this paper, we design a distance labeling scheme for median graphs containing no cubes. In our scheme, the labels have $O\left(\log ^{3} n\right)$ bits and $O(1)$ query time. Our constant query time assumes the standard word-RAM model with word size $\Omega(\log n)$.

We continue with the idea of the labeling scheme. Let $G=(V, E)$ be a cube-free median graph with $n$ vertices. First, the algorithm computes a median (centroid) vertex $m$ of $G$. and the star $\operatorname{St}(m)$ of $m$ (the union of all edges and squares of $G$ incident to $m$ ). The star $\operatorname{St}(m)$ is gated, i.e., each vertex of $G$ has an unique projection (nearest vertex) in $\operatorname{St}(m)$. Therefore, with respect to the projection function, the vertex-set of $G$ is partitioned into fibers: the fiber $F(x)$ of $x \in \operatorname{St}(m)$ consists of all vertices $v \in V$ having $x$ as the projection in $\operatorname{St}(m)$. Since $m$ is a median of $G$, each fiber contains at most $\frac{n}{2}$ vertices. The fibers are also gated and are classified into panels and cones depending to the distance between their projections and $m$ (one for panels and two for cones). Each cone has at most two neighboring panels however a panel may have an unbounded number of neighboring cones. Given two arbitrary vertices $u$ and $v$ of $G$, we show that $d_{G}(u, v)=d_{G}(u, m)+d_{G}(m, v)$ for all locations of $u$ and $v$ in the fibers of $\operatorname{St}(m)$ except the cases when $u$ and $v$ belong to neighboring cones and panels, or $u$ and $v$ belong to two cones neighboring the same panel, or $u$ and $v$ belong to the same fiber. If $d_{G}(u, v)=d_{G}(u, m)+d_{G}(m, v)$, then $d_{G}(u, v)$ can be retrieved by keeping $d_{G}(u, m)$ in the label of $u$ and $d_{G}(v, m)$ in the label of $v$. If $u$ and $v$ belong to the same fiber $F(x)$, the computation of $d_{G}(u, v)$ is done by recursively partitioning the cube-free median graph $F(x)$ at a later stage of the recursion. In the two other cases, we show that $d_{G}(u, v)$ can be retrieved by keeping in the labels of vertices in all cones the distances to their projections on the two neighboring panels. It turns out (and this is the main technical contribution of the paper), that for each panel $F(x)$, the union of all projections of vertices from neighboring cones on $F(x)$ is included in an isometric tree of $G$ and that the vertices of the panel $F(x)$ contain one or two projections in this tree. All such outward and inward projections are kept in the labels of respective vertices. Therefore, one can use distance labeling schemes for trees to deal with vertices $u$ and $v$ lying in neighboring fibers or in cones having a common neighboring panel. Consequently, the size of the label of a vertex $u$ on each recursion level is $O\left(\log ^{2} n\right)$. Since the recursion depth is $O(\log n)$, the vertices of $G$ have labels of size $O\left(\log ^{3} n\right)$. The distance $d_{G}(u, v)$ can be retrieved by finding the first time in the recursion when vertices $u$ and $v$ belong to different fibers of the partition. Consequently, the main result of the paper is the following theorem:

- Theorem 1. There exists a distance labeling scheme that constructs in $O\left(n^{2} \log n\right)$ time labels of size $O\left(\log ^{3} n\right)$ of the vertices of a cube-free median graph $G=(V, E)$. Given the labels of $u$ and $v$ of $G$, it computes in constant time the distance $d_{G}(u, v)$ between $u$ and $v$.

The remaining part of this note is organized in the following way. Section 2 introduces the notions used in this paper. In Section 3 we review the main results on distance labeling schemes and on median graphs. In Section 4 we recall or establish some properties of general median graphs used in our scheme. Section 5 presents the most important geometric and structural properties of cube-free median graphs, which are the essence of our distance scheme
and which do not hold for general median graphs. Section 6 describes our distance labeling scheme for cube-free median graphs and proves Theorem 1. Due to page limits, the missing proofs and the pseudocodes are provided in the full version [22]. In the full version, we also describe a routing labeling scheme with similar performances.

## 2 Preliminaries

### 2.1 Basic notions

All graphs $G=(V, E)$ in this note are finite, undirected, simple, and connected. We will write $u \sim v$ if two vertices $u$ and $v$ are adjacent. The distance $d_{G}(u, v)$ between two vertices $u$ and $v$ is the length of a shortest $(u, v)$-path, and the interval $I(u, v):=\{x \in$ $\left.V: d_{G}(u, x)+d_{G}(x, v)=d_{G}(u, v)\right\}$ consists of all the vertices on shortest $(u, v)$-paths. A connected subgraph $H$ of $G$ is called isometric if $d_{H}(u, v)=d_{G}(u, v)$ for any two vertices $u, v$ of $H$. A subgraph $H$ of $G$ is gated if for every vertex $v \notin V(H)$, there exists a vertex $v^{\prime} \in V(H)$ such that for all $u \in V(H), d_{G}(v, u)=d_{G}\left(v, v^{\prime}\right)+d_{G}\left(v^{\prime}, u\right)\left(v^{\prime}\right.$ is called the gate of $v$ in $\left.H\right)$. For a vertex $x$ of a gated subgraph $H$ of $G$, the set $F(x)=\{v \in V: x$ is the gate of $v$ in $H\}$ is called the fiber of $x$ with respect to $H$. The fibers $\{F(x): x \in H\}$ define a partition of $G$. The m-dimensional hypercube $Q_{m}$ has all subsets of $\{1, \ldots, m\}$ as the vertex-set and $A \sim B$ iff $|A \triangle B|=1$.

A graph $G$ is called median if the intersection $I(x, y) \cap I(y, z) \cap I(z, x)$ is a singleton for each triplet $x, y, z$ of vertices; this unique intersection vertex is called the median of $x, y, z$. Median graphs are bipartite. Basic examples of median graphs are trees, hypercubes, rectangular grids, and Hasse diagrams of distributive lattices and of median semilattices [5]. The $\operatorname{star} \operatorname{St}(z)$ of a vertex $z$ of a median graph $G$ is the union of all hypercubes of $G$ containing $z$. The dimension $\operatorname{dim}(G)$ of a median graph $G$ is the largest dimension of an hypercube subgraph of $G$. A cube-free median graph is a median graph $G$ of dimension 2 , see Figure 1 for illustrations. Even if cube-free median graphs are the skeletons of 2-dimensional CAT(0) cube complexes, their combinatorial structure is rather intricate. As an example, for $n, m \geq 5$, the Cartesian product $K_{1, n} \times K_{1, m}$ is a non-planar cube-free median graph. Moreover, for any $n$, one can construct a cube-free median graph containing $K_{n}$ as a minor by gluing together $\binom{n}{2}$ grids of size $n \times n$ along a common horizontal side. Hence, this class is not a subset of any minor-closed graph family.


Figure 1 Cube-free median graphs.

### 2.2 Distance labeling schemes

A labeling scheme for a graph family $\mathcal{G}$ consists of an encoding function and a decoding function. These functions depend on the family $\mathcal{G}$ and on the type of queries: adjacency, distance, or routing queries. More formally, a distance labeling scheme on a graph family $\mathcal{G}$ consists of an encoding function $C_{G}: V(G) \rightarrow\{0,1\}^{*}$ that gives to every vertex of a graph $G$ of $\mathcal{G}$ a label, and of a decoding function $D_{G}:\{0,1\}^{*} \times\{0,1\}^{*} \rightarrow \mathbb{N}$ that, given the labels of two vertices $u$ and $v$ of $G$, can compute efficiently the distance $d_{G}(u, v)$ between them.

## 3 Related work

### 3.1 Distance labeling schemes

Distance Labeling Schemes (DLS) have been introduced in a series of papers by Peleg et al. $[38,39,27]$. Before these works, some closely related notions already existed such as embeddings in a squashed cube [43] (equivalent to distance labeling schemes with labels of size $\log n$ times the dimension of the cube) or labeling schemes for adjacency requests [32]. One of the main results for DLS is that general graphs support distance labeling schemes with labels of size $O(n)$ bits [43, 27, 2]. This scheme is asymptotically optimal since $\Omega(n)$ bits labels are needed for general graphs. Another important result is that there exists a distance labeling scheme for the class of trees with $O\left(\log ^{2} n\right)$ bits labels [38, 3, 24]. Several classes of graphs containing trees also enjoy a distance labeling scheme with $O\left(\log ^{2} n\right)$ bit labels such as bounded tree-width graphs [27], distance-hereditary graphs [25], bounded clique-width graphs [23], and non-positively curved plane graphs [19]. A lower bound of $\Omega\left(\log ^{2} n\right)$ bits on the label length is known for trees [27, 3], implying that all the results mentioned above are optimal as well. Other families of graphs have been considered such as interval graphs, permutation graphs, and their generalizations [9, 26] for which an optimal bound of $\Theta(\log n)$ bits was given, and planar graphs for which there is a lower bound of $\Omega\left(n^{\frac{1}{3}}\right)$ bits [27] and an upper bound of $O(\sqrt{n})$ bits [28].

### 3.2 Median graphs

Median graphs and related structures have an extensive literature; several surveys exist listing their numerous characterizations and properties [5, 33, 34]. These structures have been investigated in different contexts by quite a number of authors for more than half a century. In this subsection we briefly review the links between median graphs and CAT(0) cube complexes. We also recall some results, related to the subject of this paper, about the distance and shortest path problems in median graphs and CAT(0) cube complexes. For a survey of results on median graphs and their bijections with median algebras, median semilattices, CAT(0) cube complexes, and solution spaces of 2-SAT formulae, see [5]. For a comprehensive presentation of median graphs and CAT(0) cube complexes as domains of event structures, see the long version of [14].

It is not immediately clear from the definition, but median graphs are intimately related to hypercubes: median graphs can be obtained from hypercubes by amalgams and median graphs are themselves isometric subgraphs of hypercubes $[8,35]$. Even more, median graphs are exactly the retracts of hypercubes [4]. Due to the abundance of hypercubes, to each median graph $G$ one can associate a cube complex $X(G)$ obtained by replacing every hypercube of $G$ by a solid unit cube. Then $G$ can be recovered as the 1 -skeleton of $X(G)$. The cube complex $X(G)$ can be endowed with several intrinsic metrics, in particular with the $\ell_{2}$-metric. An important class of cube complexes studied in geometric group theory and combinatorics is the
class of $\operatorname{CAT}(0)$ cube complexes. CAT(0) geodesic metric spaces are usually defined via the nonpositive curvature comparison axiom of Cartan-Alexandrov-Toponogov [13]. For cube complexes (and more generally for cell complexes) the CAT(0) property can be defined in a very simple and intuitive way by the property that $\ell_{2}$-geodesics between any two points are unique. Gromov [30] gave a nice combinatorial characterization of $\operatorname{CAT}(0)$ cube complexes as simply connected cube complexes with flag links. It was also shown in $[18,40]$ that median graphs are exactly the 1-skeletons of CAT(0) cube complexes.

Previous characterizations can be used to show that several cube complexes arising in applications are $\operatorname{CAT}(0)$. Billera et al. [10] proved that the space of trees (encoding all tree topologies with a given set of leaves) is a CAT(0) cube complex. Abrams et al. [1, 29] considered the space of all possible positions of a reconfigurable system and showed that in many cases this state complex is $\operatorname{CAT}(0)$. Billera et al. [10] formulated the problem of computing the geodesic between two points in the space of trees. In the robotics literature, geodesics in state complexes correspond to the motion planning to get the robot from one position to another one with minimal power consumption. A polynomial-time algorithm for geodesic problem in the space of trees was provided in [37] and, very recently, [31] designed such an algorithm for all CAT(0) cube complexes.

Returning to median graphs, the following is known about the labeling schemes for them. First, the arboricity of any median graph $G$ on $n$ vertices is at most $\log n$, leading to adjacency schemes of $O\left(\log ^{2} n\right)$ bits per vertex. As noted in [21], one $\log n$ factor can be replaced by the dimension of $G$. Compact distance labeling schemes can be obtained for some subclasses of cube-free median graphs. One particular class is that of squaregraphs, i.e., plane graphs in which all inner vertices have degree $\geq 4$. For squaregraphs, distance schemes with labels of size $O\left(\log ^{2} n\right)$ follow from a more general result of [19] for plane graphs of nonpositive curvature. Another such class of graphs is that of partial double trees [6]. Those are the median graphs which isometrically embed into a Cartesian product of two trees. The isometric embedding of partial double trees into a product of two trees immediately leads to distance schemes with labels of $O\left(\log ^{2} n\right)$ bits. Finally, with a technically involved proof, it was shown in [20] that there exists a constant $M$ such that any cube-free median graph $G$ with maximum degree $\Delta$ can be isometrically embedded into a Cartesian product of at most $\epsilon(\Delta):=M \Delta^{26}$ trees. This immediately shows that cube-free median graph admit distance labeling schemes with labels of length $O\left(\epsilon(\Delta) \log ^{2} n\right.$ ). Compared with the $O\left(\log ^{3} n\right)$-labeling scheme obtained in the current paper, the disadvantage of the $O\left(\epsilon(\Delta) \log ^{2} n\right)$-labeling scheme is the dependence from the maximum degree $\Delta$ of $G$. The situation is even worse for high dimensional median graphs: [20] presents an example of a 5 -dimensional median graph/CAT(0) cube complex with constant degree which cannot be embedded into a Cartesian product of a finite number of trees. Therefore, for general finite median graphs the function $\epsilon(\Delta)$ does not exist. This in some sense explains the difficulty of designing polylogarithmic distance labeling schemes for general median graphs. Nevertheless, we do not have any indication to believe that such schemes do not exist.

## 4 Fibers in median graphs

In this section, we recall several useful properties of fibers of gated subgraphs of median graphs. From the definition, one can deduce that median graphs satisfy the following quadrangle condition: For any vertices $u, v, w, z$ such that $d_{G}(u, z)=k+1, v, w \sim z$, and $d_{G}(u, v)=d_{G}(u, w)=k$, there is a unique vertex $x \sim v, w$ such that $d_{G}(u, x)=k-1$.

- Lemma 1. [17]: A subgraph $H$ of a median graph $G$ is gated if and only if any vertex $v \notin V(H)$ is adjacent to at most one vertex of $H$.

Combinatorially, the stars of median graphs may have quite an arbitrary structure: by a result of [8], there is a bijection (via the simplex graph operation) between the stars of median graphs and arbitrary graphs. However, from the metric point of view, stars $\operatorname{St}(z)$ have interesting properties:

- Proposition 2. The stars $S t(z)$ and their fibers $F(x), x \in S t(z)$, are gated.

Both properties of Proposition 2 are known for more general graphs: for gatedness of stars, see [15, Theorem 6.17]) and for gatedness of fibers of gated sets, see [16].

Let $H$ be a gated subgraph of $G$ and let $\mathcal{F}(H)=\{F(x): x \in V(H)\}$ be the partition of $V$ into fibers. We call two fibers $F(x)$ and $F(y)$ neighboring (notation $F(x) \sim F(y)$ ) if there exists an edge $x^{\prime} y^{\prime}$ of $G$ with $x^{\prime}$ in $F(x)$ and $y^{\prime}$ in $F(y)$. If $F(x)$ and $F(y)$ are neighboring fibers of $H$, then denote by $\partial_{y} F(x)$ the set of all vertices $x^{\prime} \in F(x)$ having a neighbor $y^{\prime}$ in $F(y)$ and call $\partial_{y} F(x)$ the boundary of $F(x)$ relative to $F(y)$. The following three results can be easily proved.

- Lemma 2. Two fibers $F(x)$ and $F(y)$ of $H$ are neighboring if and only if $x \sim y$. Moreover, if $F(x) \sim F(y)$, then $\partial_{y} F(x)$ induces a gated subgraph of $G$ of dimension $\leq \operatorname{dim}(G)-1$.

For a vertex $x$ of $H$ and its fiber $F(x)$, the union of all boundaries $\partial_{y} F(x)$ over all $F(y) \sim F(x), y \in V(H)$, is called the total boundary of the fiber $F(x)$ and is denoted by $\partial^{*} F(x)$. The boundaries $\partial_{y} F(x)$ constituting $\partial^{*} F(x)$ are called branches of $\partial^{*} F(x)$.

- Lemma 3. The total boundary of any fiber of $H$ is an isometric subgraph of $G$ not containing $\operatorname{dim}(G)$-cubes.

We conclude this section with an additional property of fibers of stars of median vertices of $G$, i.e., vertices minimizing the function $M(x)=\sum_{v \in V} d_{G}(x, v)$.

- Lemma 4. Let $m$ be a median vertex of a median graph $G$ with $n$ vertices. Then any fiber $F(x)$ of the star $S t(m)$ of $m$ has at most $n / 2$ vertices.

Unfortunately, the total boundary of a fiber does not always induce a median subgraph. Therefore, one cannot recursively apply the algorithm to the subgraphs induced by the total boundaries $\partial^{*} F(x)$. However, if $G$ is cube-free, then the total boundaries of fibers are isometric subtrees of $G$ and one can use for them distance schemes for trees. Even in this case, we still need an additional property of $\partial^{*} F(x)$. We establish it in the next section.

## 5 Fibers in cube-free median graphs

In this section, we establish additional properties of fibers and of their total boundaries in cube-free median graphs (for other properties of such graphs, see [11]). Using them we can show that for any pair $u, v$ of vertices of $G$, the following trichotomy holds: the distance $d_{G}(u, v)$ either can be computed as $d_{G}(u, m)+d_{G}(m, v)$, or as the sum of distances from $u, v$ to appropriate vertices $u^{\prime}, v^{\prime}$ of $\partial^{*} F(x)$ plus the distance between $u^{\prime}, v^{\prime}$ in $\partial^{*} F(x)$, or via a recursive call to the fiber containing $u$ and $v$.

### 5.1 Classification of fibers

Let $z$ be an arbitrary vertex of $G$ and let $\mathcal{F}_{z}=\{F(x): x \in \operatorname{St}(z)\}$ denote the partition of $V$ into the fibers of $\operatorname{St}(z)$. We distinguish two types of fibers: the fiber $F(x)$ is called a panel if $x$ is adjacent to $z$ and $F(x)$ is called a cone if $x$ has distance two to $z$. The interval $I(x, z)$ is the edge $x z$ if $F(x)$ is a panel and is a square $Q_{x}:=\left(x, y^{\prime}, z, y^{\prime \prime}\right)$ if $F(x)$ is a cone. In the second case, since $y^{\prime}$ and $y^{\prime \prime}$ are the only neighbors of $x \operatorname{in} \operatorname{St}(z)$, by Lemma 2 we deduce that the cone $F(x)$ is adjacent to the panels $F\left(y^{\prime}\right)$ and $F\left(y^{\prime \prime}\right)$ and that $F(x)$ is not adjacent to any other panel or cone. By the same lemma, a panel $F(y)$ is not adjacent to any other panel, but $F(y)$ is adjacent to all cones $F(x)$ such that the square $Q_{x}$ contains the edge $y z$.

### 5.2 Total boundaries of fibers are quasigated

For a set $A$, an imprint of a vertex $u \notin A$ on $A$ is a vertex $a \in A$ such that $I(u, a) \cap A=\{a\}$. Denote by $\Upsilon(u, A)$ the set of all imprints of $u$ on $A$. The most important property of imprints is that for any vertex $z \in A$, there exists a shortest $(u, z)$-path passing via an imprint. Therefore, if the set $\Upsilon(u, A)$ has constant size, one can store in the label of $u$ the distances to the vertices of $\Upsilon(u, A)$. Using this, for any $z \in A$, one can compute $d_{G}(u, z)$ as $\min \left\{d_{G}(u, a)+d_{G}(a, z): a \in \Upsilon(u, A)\right\}$. Note that $A$ is gated iff any $u \notin A$ has a unique imprint on $A$. We will say that a set $A$ is quasigated if $|\Upsilon(u, A)| \leq 2$ for any vertex $u \notin A$. The main goal of this subsection is to show that the total boundaries of fibers are quasigated.

Let $T$ be a tree with a distinguished vertex $r$ in $G$, called the root of $T$. We will say that a rooted tree $T$ has gated branches if for any vertex $x$ of $T$ the unique path $P(x, r)$ of $T$ connecting $x$ to the root $r$ is a gated subgraph of $G$. Lemma 3 implies:

- Lemma 5. The total boundary of any fiber is an isometric tree with gated branches.

By Lemma $5, \partial^{*} F(x)$ has gated branches, however $\partial^{*} F(x)$ is not necessarily gated itself. Since a panel $F(x)$ may be adjacent to an arbitrary number of cones, one can think that the imprint-set $\Upsilon\left(u, \partial^{*} F(x)\right)$ of a vertex $u$ of $F(x)$ may have an arbitrarily large size. The following lemma shows that this is not the case, namely that $\left|\Upsilon\left(u, \partial^{*} F(x)\right)\right| \leq 2$. This is one of the key ingredients in the design of the distance labeling scheme presented in Section 6. This property is no longer true for median graphs of dimension $>2$.

- Lemma 6. Any rooted (at r) tree $T$ with gated branches of $G$ is quasigated.

Proof. Pick any $u \in V \backslash V(T)$ and suppose by way of contradiction that $\Upsilon(u, T)$ contains three distinct imprints $x_{1}, x_{2}$, and $x_{3}$. Since $T$ has gated branches, none of the vertices $x_{1}, x_{2}, x_{3}$ belong to the path of $T$ between $r$ and another vertex from this triplet. In particular, $r$ is different from $x_{1}, x_{2}, x_{3}$. Suppose additionally that among all rooted trees $T^{\prime}$ with gated branches of $G$ and such that $\left|\Upsilon\left(u, T^{\prime}\right)\right| \geq 3$, the tree $T$ has the minimal number of vertices. This minimality choice (and the fact that any subtree of $T$ containing $r$ is also a rooted tree with gated branches) implies that $T$ is exactly the union of the three gated paths $P\left(r, x_{1}\right), P\left(r, x_{2}\right)$, and $P\left(r, x_{3}\right)$. Therefore, $x_{1}, x_{2}$ and $x_{3}$ are the leaves of $T$.

Let $y_{i}$ be the neighbor of $x_{i}$ in the path $P\left(r, x_{i}\right), i=1,2,3$. Since $G$ is bipartite, either $x_{i} \in I\left(y_{i}, u\right)$ or $y_{i} \in I\left(x_{i}, u\right)$. Since $x_{i} \in \Upsilon(u, T)$, necessarily $x_{i} \in I\left(y_{i}, u\right)$. Let $T_{i}^{\prime}$ be the subtree of $T$ obtained by removing the leaf $x_{i}$. From the minimality choice of $T$, we cannot replace $T$ by the subtree $T_{i}^{\prime}$. This means that $\left|\Upsilon\left(u, T_{i}^{\prime}\right)\right| \leq 2$. Since $x_{j}, x_{k} \in \Upsilon\left(u, T_{i}^{\prime}\right)$ for $\{i, j, k\}=\{1,2,3\}$, necessarily $I\left(y_{i}, u\right) \cap\left\{x_{j}, x_{k}\right\} \neq \varnothing$ holds.

First, notice that $x_{1}, x_{2}, x_{3} \in I(u, r)$. Indeed, let $z_{i}$ denote the median of the triplet $x_{i}, u, r$. If $z_{i} \neq x_{i}$, since $z_{i} \in I\left(x_{i}, r\right)=P\left(x_{i}, r\right) \subset T$ and $z_{i} \in I\left(u, x_{i}\right)$, we obtain a contradiction with the inclusion of $x_{i}$ in $\Upsilon(u, T)$. Thus $z_{i}=x_{i}$, yielding $x_{i} \in I\left(u, z_{i}\right)$.

Now, suppose without loss of generality that $d_{G}\left(r, x_{3}\right)=\max \left\{d_{G}\left(r, x_{i}\right): i=1,2,3\right\}:=k$. Since $I\left(y_{3}, u\right) \cap\left\{x_{1}, x_{2}\right\} \neq \varnothing$ as shown above, we can suppose that $x_{2} \in I\left(y_{3}, u\right)$. Since $x_{3} \in I\left(y_{3}, u\right)$, from these inclusions we obtain that $d_{G}\left(x_{3}, u\right)+1=d_{G}\left(y_{3}, x_{2}\right)+d_{G}\left(x_{2}, u\right)$. Then $d_{G}\left(x_{3}, u\right) \geq d_{G}\left(x_{2}, u\right)$, and we conclude that $d_{G}\left(x_{3}, u\right)=d_{G}\left(x_{2}, u\right)$ and $d_{G}\left(y_{3}, x_{2}\right)=1$. Since $x_{2}, x_{3} \in I(r, u), d_{G}\left(x_{3}, r\right)=d_{G}\left(x_{2}, r\right)$. We distinguish two cases:
Case 1. $d_{G}\left(x_{1}, r\right)=k$.
Since $x_{1}, x_{2}, x_{3}$ have the same distance $k$ to $r$, we can apply to $x_{1}$ the same analysis as to $x_{3}$ and deduce that the neighbor $y_{1}$ of $x_{1}$ in $T$ coincides with one of the vertices $y_{2}$ or $y_{3}$. Since $y_{2}=y_{3}=y$, we conclude that the vertices $x_{1}, x_{2}, x_{3}$ have the same neighbor $y$ in $T$. Since $y$ is closer to $r$ than each of the vertices $x_{1}, x_{2}, x_{3}$ and since $x_{1}, x_{2}, x_{3} \in I(r, u)$, we conclude that $x_{1}, x_{2}, x_{3} \in I(y, u)$. Applying the quadrangle condition three times, we can find three vertices $x_{i, j}, i, j \in\{1,2,3\}, i \neq j$, such that $x_{i, j} \sim x_{i}, x_{j}$ and $d_{G}\left(x_{i, j}, u\right)=k-1$. If two of the vertices $x_{1,2}, x_{2,3}$, and $x_{3,1}$ coincide, then we will get a forbidden $K_{2,3}$. Thus $x_{1,2}, x_{2,3}$, and $x_{3,1}$ are pairwise distinct. Since $G$ is bipartite, this implies that $d_{G}\left(x_{i}, x_{j, k}\right)=3$ for $\{i, j, k\}=\{1,2,3\}$. Since $x_{1,2}, x_{2,3} \in I\left(x_{2}, u\right)$, by quadrangle condition there exists a vertex $w$ such that $w \sim x_{1,2}, x_{2,3}$ and $d_{G}(w, u)=k-2$. Since $G$ is bipartite, $d_{G}\left(w, x_{3,1}\right)$ equals to 3 or to 1 . If $d_{G}\left(w, x_{3,1}\right)=3=d(y, w)$, then the triplet $y, w, x_{3,1}$ has two medians $x_{1}$ and $x_{3}$, which is impossible, because $G$ is median. Thus $d_{G}\left(w, x_{3,1}\right)=1$, i.e., $w \sim x_{3,1}$. Then one can easily see that the vertices $y, x_{1}, x_{2}, x_{3}, x_{1,2}, x_{2,3}, x_{3,1}, w$ define an isometric 3 -cube of $G$, contrary to the assumption that $G$ is cube-free. This finishes the analysis of Case 1.
Case 2. $d_{G}\left(x_{1}, r\right)<k$.
This implies that $d_{G}\left(r, x_{1}\right) \leq k-1=d_{G}(r, y)$. Let $r^{\prime}$ be the neighbor of $r$ in the $(r, y)$-path of $T$. Note that $r^{\prime} \notin I\left(r, x_{1}\right)=P\left(r, x_{1}\right)$. Otherwise, $r^{\prime} \in P\left(r, x_{1}\right) \cap P\left(r, x_{2}\right) \cap P\left(r, x_{3}\right)$ and we can replace $T$ by the subtree $T^{\prime}$ rooted at $r^{\prime}$ and consisting of the subpaths of $P\left(r, x_{i}\right)$ between $r^{\prime}$ and $x_{i}, i=1,2,3$. Clearly $T^{\prime}$ is a rooted tree with gated branches and $x_{1}, x_{2}, x_{3} \in \Upsilon\left(u, T^{\prime}\right)$, contrary to the minimality choice of $T$. Thus $r^{\prime} \notin P\left(r, x_{1}\right)$.
Let also $P\left(r, x_{1}\right)=\left(r, v_{1}, \ldots, v_{m-1}, v_{m}=: x_{1}\right)$. Note that $r$ may coincide with $y_{1}$ and $x_{1}$ may coincide with $v_{1}$. Since $v_{1}, r^{\prime} \in I(r, u)$, by quadrangle condition we will find $v_{2}^{\prime} \sim v_{1}, r^{\prime}$ at distance $d_{G}(r, u)-2$ from $u$. Since $r^{\prime} \notin I\left(r, x_{1}\right), v_{2}^{\prime} \neq v_{2}$. Since $v_{2}, v_{2}^{\prime} \in I\left(v_{1}, u\right)$, by quadrangle condition we will find $v_{3}^{\prime} \sim v_{2}, v_{2}^{\prime}$ at distance $d_{G}(r, u)-3$ from $u$. Again, since $r^{\prime} \notin I\left(r, x_{1}\right), v_{3}^{\prime} \neq v_{3}$. Continuing this way, we will find the vertices $v_{2}^{\prime}, v_{3}^{\prime}, \ldots, v_{m}^{\prime}, v_{m+1}^{\prime}=: x_{1}^{\prime}$ forming an $\left(r^{\prime}, x_{1}^{\prime}\right)$-path $P\left(r^{\prime}, x_{1}^{\prime}\right)$ and such that $v_{i+1}^{\prime} \sim v_{i}, v_{i}^{\prime}$, $v_{i+1}^{\prime} \neq v_{i+1}$, and $v_{i+1}^{\prime}$ is one step closer to $u$ than $v_{i}$ and $v_{i}^{\prime}$. From its construction, $P\left(r^{\prime}, x_{1}^{\prime}\right)$ is a shortest path. We assert that $P\left(r^{\prime}, x_{1}^{\prime}\right)$ is gated. Otherwise, by Lemma 1 , we can find two vertices $v_{i-1}^{\prime}$ and $v_{i+1}^{\prime}$ having a common neighbor $z^{\prime}$ different from $v_{i}^{\prime}$. Let $z$ be the median of the triplet $z^{\prime}, v_{i-1}, v_{i+1}$. Then $z$ is a common neighbor of $z^{\prime}, v_{i-1}, v_{i+1}$ and $z$ is different from $v_{i}$ (otherwise, we obtain a forbidden $K_{2,3}$ ). But then the vertices $v_{i-1}, v_{i}, v_{i+1}, v_{i-1}^{\prime}, v_{i}^{\prime}, v_{i+1}^{\prime}, z, z^{\prime}$ induce in $G$ an isometric 3 -cube, contrary to the assumption that $G$ is cube-free. Consequently, $P\left(r^{\prime}, x_{1}^{\prime}\right)$ is a gated path of $G$.
Let $T^{\prime \prime}$ be the tree rooted at $r^{\prime}$ and consisting of the gated path $P\left(r^{\prime}, x_{1}^{\prime}\right)$ and the gated subpaths of $P\left(r, x_{2}\right)$ and $P\left(r, x_{3}\right)$ between $r^{\prime}$ and $x_{2}, x_{3}$, respectively. Clearly, $T^{\prime \prime}$ is a rooted tree with gated branches. Notice that $x_{1}^{\prime}, x_{2}, x_{3} \in \Upsilon\left(u, T^{\prime \prime}\right)$. Indeed, if $x_{2}$ or $x_{3}$ belonged to $I\left(x_{1}^{\prime}, u\right)$, then $x_{1}^{\prime} \in I\left(x_{1}, u\right)$ and we would conclude that $x_{2}$ or $x_{3}$ belongs to $I\left(x_{1}, u\right)$, which is impossible because $x_{1} \in \Upsilon(u, T)$. On the other hand, $x_{1}^{\prime}$ cannot belong to $I\left(x_{2}, u\right)$ or to $I\left(x_{3}, u\right)$ because $d_{G}\left(x_{1}^{\prime}, u\right)=d_{G}\left(x_{1}, u\right)-1 \leq d_{G}\left(x_{2}, u\right)=d_{G}\left(x_{3}, u\right)$. Consequently, $\left|\Upsilon\left(u, T^{\prime \prime}\right)\right| \geq 3$. Since $T^{\prime \prime}$ contains less vertices than $T$, we obtain a contradiction with the minimality choice of $T$. This concludes the analysis of Case 2, thus $T$ is quasigated.

Applying Lemmas 5 and 6 to the subgraph of $G$ induced by the fiber $F(x)$, we obtain:

- Corollary 3. The total boundary $\partial^{*} F(x)$ of any fiber $F(x)$ is quasigated.


### 5.3 Classification of pairs of vertices

In Subsection 5.1, we classified the fibers of $\operatorname{St}(z)$ into panels and cones. In this subsection, we use it to provide a classification of pairs of vertices of $G$ with respect to the partition into fibers, which extends the one done in [19] for planar median graphs.

Let $z$ be an arbitrary fixed vertex of $G$. Let $\mathcal{F}_{z}=\{F(x): x \in \operatorname{St}(z)\}$ be the partition of $V$ into the fibers of $\operatorname{St}(z)$. Let $u, v$ be two arbitrary vertices of $G$ and suppose that $u$ belongs to the fiber $F(x)$ and $v$ belongs to the fiber $F(y)$ of $\mathcal{F}_{z}$. We say that $u$ and $v$ are roommates if they belong to the same fiber, i.e., $x=y$. We say that $u$ and $v$ are 1-neighboring if $F(x)$ and $F(y)$ are two neighboring fibers (then one of them is a panel and another is a cone). We say that $u$ and $v$ are 2-neighboring if $F(x)$ and $F(y)$ are distinct cones neighboring with a common panel, i.e., there exists a panel $F(w) \sim F(x), F(y)$. Finally, we say that $u$ and $v$ are separated if the fibers $F(x)$ and $F(y)$ are distinct, are not neighboring, and if both $F(x)$ and $F(y)$ are cones, then they are not 2-neighboring. From the definition it follows that any two vertices $u, v$ of $G$ are either roommates, or separated, or 1-neighboring, or 2-neighboring.


Figure 2 To Lemmas 7, 8 and 9: in red, shortest paths between separated, 1-neighboring, and 2 -neighboring vertices $u$ and $v$. The total boundaries of the panels appear in blue.

We continue with distance formulae for separated, 2-neighboring, and 1-neighboring vertices. The illustration of each of the formulae is provided in Figure 2.

- Lemma 7. Two vertices $u$ and $v$ are separated if and only if $d_{G}(u, v)=d_{G}(u, z)+d_{G}(z, v)$.
- Lemma 8. Let $u$ and $v$ be two 1-neighboring vertices such that $u$ belongs to the panel $F(x)$ and $v$ belongs to the cone $F(y)$. Let $u_{1}$ and $u_{2}$ be the two imprints of $u$ on the total boundary $\partial^{*} F(x)$ and let $v^{+}$be the gate of $v$ in $F(x)$. Then, $d_{G}(u, v)=\min \left\{d_{G}\left(u, u_{1}\right)+\right.$ $\left.d_{\partial^{*} F(x)}\left(u_{1}, v^{+}\right), d_{G}\left(u, u_{2}\right)+d_{\partial^{*} F(x)}\left(u_{2}, v^{+}\right)\right\}+d_{G}\left(v^{+}, v\right)$.
- Lemma 9. Let $u$ and $v$ be two 2-neighboring vertices belonging to the cones $F(x)$ and $F(y)$, respectively, and let $F(w)$ be the panel neighboring $F(x)$ and $F(y)$. Let $u^{+}$and $v^{+}$be the gates of $u$ and $v$ in $F(w)$. Then $d_{G}(u, v)=d_{G}\left(u, u^{+}\right)+d_{\partial^{*} F(w)}\left(u^{+}, v^{+}\right)+d_{G}\left(v^{+}, v\right)$.


## 6 Distance labeling scheme for cube-free median graphs

Let $G=(V, E)$ be a cube-free median graph with $n$ vertices and let $m$ be a median vertex of $G$. Let $u, v$ be any pair of vertices of $G$ for which we have to compute the distance $d_{G}(u, v)$. Applying Lemmas 7,8 , and 9 with $m$ instead of $z$, the distance $d_{G}(u, v)$ can be computed once $u$ and $v$ are separated, 1-neighboring, or 2-neighboring and once $u$ and $v$ keep in their labels the distances to $m$, to the respective gates $u^{+}$and $v^{+}$, and to the imprints $u_{1}$ and $u_{2}$ if $u$ belongs to a panel. It also requires keeping in the labels of $u$ and $v$ the information necessary to compute each of the distances $d_{\partial^{*} F(x)}\left(u_{1}, v^{+}\right), d_{\partial^{*} F(x)}\left(u_{2}, v^{+}\right), d_{\partial^{*} F(w)}\left(u^{+}, v^{+}\right)$. Since the total boundaries are isometric trees, this can be done by keeping in the label of $u$ the labels of $u_{1}, u_{2}$, and $u^{+}$in a distance labeling scheme for trees, as well as keeping in the label of $v$ such a label of $v^{+}$. This shows that $d_{G}(u, v)$ can be computed in all cases except when $u$ and $v$ are roommates. Since $F(x)$ is median, we can apply the same recursive procedure to each fiber $F(x)$ instead of $G$. Therefore, $d_{G}(u, v)$ is computed in the first recursive call when $u$ and $v$ will no longer belong to the same fiber of the current median vertex (we will sometimes refer at this median vertex as the separator of $u$ and $v$ ). Since at each step the division into fibers is performed with respect to a median, $|F(x)| \leq n / 2$ by Lemma 4, thus the tree of recursive calls has logarithmic depth.

In this section, we present the distance labeling scheme. The encoding scheme is described by the algorithm Dist_Enc presented in Subsection 6.1. Subsection 6.2 presents the algorithm Dist for answering distance queries. In Subsection 6.3 , we briefly explain how a constant query time can be achieved by adding $O\left(\log ^{2} n\right)$ bits in head of each label.

### 6.1 Encoding

We describe now how Dist_Enc constructs for every vertex $u$ of $G$ a distance label $\mathrm{LD}(u)$. This is done recursively and every depth of the recursion is called a step. Initially, we suppose that every vertex $u$ of $G$ is given a unique identifier $\operatorname{id}(u)$. We define this naming step as Step 0 and denote the corresponding part of $\mathrm{LD}(u)$ by $\mathrm{LD}_{0}(u)$, i.e., $\mathrm{LD}_{0}(u):=\mathrm{id}(u)$. At Step 1, Dist_Enc computes a median vertex $m$ of $G$, the star $\operatorname{St}(m)$ of $m$, and the partition $\mathcal{F}_{m}:=\{F(x): x \in \operatorname{St}(m)\}$ of $V$ into fibers. Every vertex $u$ of $G$ receives the identifier $\operatorname{id}(m)$ of $m$ and its distance $d_{G}(u, m)$ to $m$. After that, every vertex $x$ of $\operatorname{St}(m)$ receives a special identifier $\mathrm{L}_{\mathrm{St}(m)}(x)$ of size $O(\log |V|)$ given by a distance labeling for the star $\operatorname{St}(m)$. Then, Dist_Enc computes the gate $u^{\downarrow}$ in $\operatorname{St}(m)$ of every vertex $u$ of $G$ and adds its identifier $\mathrm{L}_{\mathrm{St}(m)}\left(u^{\downarrow}\right)$ to $\mathrm{LD}(u)$. The identifiers $\mathrm{L}_{\mathrm{St}(m)}(x)$ of the vertices of $\mathrm{St}(m)$ can also be used to distinguish the fibers of $\operatorname{St}(m)$. This triplet $\left(\operatorname{id}(m), d_{G}(u, m), \mathrm{L}_{\mathrm{St}(m)}\left(u^{\downarrow}\right)\right)$ contains the necessary information relative to $\mathrm{St}(m)$ and is thus referred as the part "star" of the information $\mathrm{LD}_{1}(u)$ given to $u$ at Step 1 . We denote this part by $\operatorname{LD}_{1}^{\text {St }}(u)$. We also set $\mathrm{LD}_{1}^{\mathrm{St}[\operatorname{Med}]}(u):=\operatorname{id}(m), \mathrm{LD}_{1}^{\mathrm{St}[\mathrm{Dist}]}(u):=d_{G}(u, m)$ and $\mathrm{LD}_{1}^{\mathrm{St}[g a t e]}(u):=\mathrm{L}_{\mathrm{St}(m)}\left(u^{\downarrow}\right)$ for the three components of the label $\mathrm{LD}_{1}^{\mathrm{St}}(u)$.

Afterwards, at Step 1, the algorithm considers each fiber $F(x)$ of $\mathcal{F}_{m}$. If $F(x)$ is a panel, then the algorithm computes the total boundary $\partial^{*} F(x)$ of $F(x)$. The vertices $v$ of the quasigated tree $\partial^{*} F(x)$ are given special identifiers $\mathrm{LD}_{\partial^{*} F(x)}(v)$ of size $O\left(\log ^{2}|V|\right)$ consisting of a distance labeling scheme for trees (see [24]). For each vertex $u$ of the panel $F(x)$, the algorithm computes the two imprints $u_{1}$ and $u_{2}$ of $u$ in $\partial^{*} F(x)$ (it may happen that $\left.u_{1}=u_{2}\right)$ and stores $\left(\operatorname{LD}_{\partial^{*} F(x)}\left(u_{1}\right), d_{G}\left(u, u_{1}\right)\right)$ and $\left(\operatorname{LD}_{\partial^{*} F(x)}\left(u_{2}\right), d_{G}\left(u, u_{2}\right)\right)$ in $\operatorname{LD}_{1}^{1 \text { st }}(u)$ and $\mathrm{LD}_{1}^{2 \text { nd }}(u)$. If $F(x)$ is a cone and $F\left(w_{1}\right)$ and $F\left(w_{2}\right)$ are the two panels neighboring $F(x)$, then for each vertex $u$ of $F(x)$, the algorithm computes the gates $u_{1}^{+}$and $u_{2}^{+}$of $u$ in $F\left(w_{1}\right)$ and $F\left(w_{2}\right)$, respectively. Since $u_{i}^{+} \in \partial_{x} F\left(w_{i}\right) \subset \partial^{*} F(x), i=1,2$, the labels $\mathrm{LD}_{\partial^{*} F\left(w_{1}\right)}\left(u_{1}^{+}\right)$ and $\mathrm{LD}_{\partial^{*} F\left(w_{2}\right)}\left(u_{2}^{+}\right)$in the distance labelings of trees $\partial^{*} F\left(w_{1}\right)$ and $\partial^{*} F\left(w_{2}\right)$ are well-defined. Therefore, the algorithm stores $\left(\operatorname{LD}_{\partial^{*} F\left(w_{1}\right)}\left(u_{1}^{+}\right), d_{G}\left(u, u_{1}^{+}\right)\right)$and $\left(\operatorname{LD}_{\partial^{*} F\left(w_{2}\right)}\left(u_{2}^{+}\right), d_{G}\left(u, u_{2}^{+}\right)\right)$ in $\mathrm{LD}_{1}^{1 \text { st }}(u)$ and $\mathrm{LD}_{1}^{2 \text { nd }}(u)$. This ends Step 1.

Since $\mathcal{F}_{m}$ partitions $V$ into gated median subgraphs, the label $\mathrm{LD}_{2}(u)$ added to $\mathrm{LD}(u)$ at Step 2 is constructed as $\mathrm{LD}_{1}(u)$ replacing $G$ by the fiber $F\left(u^{\downarrow}\right)$ containing $u$, and so on. Since each fiber contains no more than half of the vertices of the current graph, at Step $\lceil\log |V|\rceil$, the fiber containing any vertex consists solely of this vertex, and the algorithm stops. Therefore, for each pair of vertices $u$ and $v$ of $G$, there exists a step of the recursion after which $u$ and $v$ are no longer roommates.

### 6.2 Distance queries

Let $u$ and $v$ be two vertices of $G$ and let $\operatorname{LD}(u)$ and $\operatorname{LD}(v)$ be their labels returned by Dist_Enc. Here we describe how the algorithm Dist computes the information about the relative positions of $u$ and $v$ with respect to each other and how, using it, computes $d_{G}(u, v)$. First, the algorithm has to detect if $u$ and $v$ coincide or not. If $u \neq v$, then Dist finds the largest integer $i$ such that $\mathrm{LD}_{i}^{\mathrm{St}[\mathrm{Med}]}(u)=\mathrm{LD}_{i}^{\mathrm{St}[\mathrm{Med}]}(v)$. This corresponds to the first time the vertices $u$ and $v$ belong to different fibers in a partition. Let $m$ be the median vertex of the current median graph that is the separator of $u$ and $v$. Then, the algorithm Dist retrieves the distances $d:=d_{G}\left(u^{\downarrow}, v^{\downarrow}\right), d_{u}:=d_{G}\left(u^{\downarrow}, m\right)$ and $d_{v}:=d_{G}\left(v^{\downarrow}, m\right)$. This is done by using the identifiers $\mathrm{LD}_{i}^{\text {St }[g a t e]}(u)$ and $\mathrm{LD}_{i}^{\text {St[gate] }}(v)$ and the distance decoder for distance labeling in stars. With this information at hand, one can easily decide for each of the vertices $u$ and $v$ if it belongs to a cone or to a panel, and moreover decide if the vertices $u$ and $v$ are 1-neighboring, 2-neighboring, or separated. In each of these cases, a call to an appropriate function is done.

First suppose that the vertices $u$ and $v$ are 1 -neighboring ( $d=1$ and one of $d_{u}, d_{v}$ is 1 and the other is 2 ), i.e., one of the vertices $u, v$ belongs to a cone, the other one belongs to a panel, and the cone and the panel are neighboring. The function Dist_1-Neighboring returns the distance $d_{G}(u, v)$ in the assumption that $u$ belongs to a panel and $v$ belongs to a cone (if $v$ belongs to a panel and $u$ to a cone, it suffices to swap the names of the vertices $u$ and $v$ before using Dist_1-Neighboring). The function finds the gate $v^{+}$of $v$ in the panel of $u$ by looking at $\mathrm{LD}_{i}^{\mathrm{St}[\text { gate] }}(v)$ (it also retrieves the distance $d_{G}\left(v, v^{+}\right)$). It then retrieves the imprint $u^{*}$ of $u$ (and the distance $d_{G}\left(u, u^{*}\right)$ ) on the total boundary of the panel that minimizes the distance of $u$ to one of the two imprints plus the distance from this imprint to the gate $v^{+}$using their tree distance labeling scheme. Finally, Dist_1-Neighboring returns $d_{G}\left(u, u^{*}\right)+d_{G}\left(u^{*}, v^{+}\right)+d_{G}\left(v^{+}, v\right)$ as $d_{G}(v, u)$.

Now suppose that the vertices $u$ and $v$ are 2-neighboring (i.e., $d=d_{u}=d_{v}=2$ ). Then both $u$ and $v$ belong to cones. By inspecting $\operatorname{LD}_{i}^{\text {St[gate] }}(u)$ and $\mathrm{LD}_{i}^{\text {St[gate] }}(v)$, the function Dist_2-Neighboring determines the panel $F(w)$ sharing a border with the cones $F\left(u^{\downarrow}\right)$ and $F\left(v^{\downarrow}\right)$. Then, the function retrieves the respective gates $u^{+}$and $v^{+}$of $u$ and $v$ in
this panel $F(w)$ and the distances $d_{G}\left(u, u^{+}\right)$and $d_{G}\left(v, v^{+}\right)$. The distance between the gates $u^{+}$and $v^{+}$is retrieved using the distance decoder for trees. The algorithm returns $d_{G}\left(u, u^{+}\right)+d_{G}\left(u^{+}, v^{+}\right)+d_{G}\left(v^{+}, v\right)$ as $d_{G}(u, v)$.

In the remaining cases, the vertices $u$ and $v$ are separated. By Lemma 7, $d_{G}(u, v)=$ $d_{G}(u, m)+d_{G}(m, v)$. Both $u$ and $v$ have stored the median vertex $m$ and their distances to $m$. Therefore, Dist_Separated simply returns the sum of those two distances.

### 6.3 Complexity analysis and improved query time

The correctness of Dist results from the following properties of $G$ : stars and fibers are gated (Proposition 2); total boundaries of fibers are quasigated (Corollary 3) isometric trees with gated branches (Lemma 5); the formulae for computing the distance between separated, 1 -neighboring, and 2-neighboring vertices (Lemmas 7, 8, and 9). At each step of the encoding, $O\left(\log ^{2} n\right)$ bits are added to the label of every vertex (due to the tree-distance labeling scheme they contain). Since there are $\lceil\log n\rceil$ steps, the total length of each label is $O\left(\log ^{3} n\right)$. For decoding the labels, it suffices to read them once to find when the vertices are no longer roommates. This is done in time $O\left(\log ^{2} n\right)$ assuming the word-RAM model. Then it might be necessary to decode the distance labels for trees. This can be done in constant time [24].

To sum up, the most costly part of decoding the labels $\operatorname{LD}(u)$ and $\mathrm{LD}(v)$ is to read them up to find the (median) separator of $u$ and $v$. But with an appropriate $O\left(\log ^{2} n\right)$ bits information concatenated to $\operatorname{LD}(u)$ and $\operatorname{LD}(v)$, one can find this median vertex in $O(1)$ time and then directly jump to the corresponding part of $\mathrm{LD}(u)$ and $\mathrm{LD}(v)$. For that, consider the tree $T$ (of recursive calls) in which vertices at depth $i$ are the median vertices chosen at step $i$ and in which the children of a vertex $x$ are the medians chosen at step $i+1$ in the fibers generated by $x$ at step $i$. We can observe that every vertex of $G$ appears in this tree, that the separator $m$ of any two vertices $u$ and $v$ of $G$ is their nearest common ancestor in the tree $T$, and that its depth $j$ in this tree corresponds to its position in $\operatorname{LD}(u)$ and $\mathrm{LD}(v)$, i.e., $\mathrm{LD}_{j}^{\mathrm{St}[\mathrm{Med}]}(u)=\mathrm{LD}_{j}^{\mathrm{St}[\mathrm{Med}]}(v)=\operatorname{id}(m)$. As noticed in [39], any distance labeling for trees $T$ can be modified to support nearest common ancestor's depth (NCAD) queries by adding the depth $\operatorname{depth}(u)$ of $u$ in $T$ to the label $L(u)$ given to each vertex $u \in V(T)$ by the distance labeling. Given two vertices $u$ and $v$ of $T$, the NCAD decoder then returns $\frac{1}{2}\left(\operatorname{depth}(u)+\operatorname{depth}(v)-d_{T}(u, v)\right)$. So, during the execution of DIST_Enc, we can also construct the tree $T$ of recursive calls and then give an NCAD label $L^{\prime}(u)$ in $T$ to every vertex of $G$. Now, the first step of Dist will consist in decoding $L^{\prime}(u)$ and $L^{\prime}(v)$. Then the algorithm directly reads the parts of $\mathrm{LD}(u)$ and $\mathrm{LD}(v)$ corresponding to the last common median they stored. This establishes Theorem 1.

## 7 Conclusion

In this paper we presented a distance labeling scheme for cube-free median graphs $G$ with labels of size $O\left(\log ^{3} n\right)$. For that, we considered the partitioning of $G$ into fibers (of size $\leq n / 2$ ) of the star $\operatorname{St}(m)$ of a median vertex $m$. Each fiber is further recursively partitioned using the same algorithm. We classified the fibers into panels and cones and the pairs of vertices $u, v$ of $G$ into roommates, separated, 1-neighboring, and 2-neighboring pairs. If $u$ and $v$ are roommates, then $d_{G}(u, v)$ is taken at a later step of the recursion. Otherwise, we showed how to retrieve $d_{G}(u, v)$ by keeping in the labels of $u$ and $v$ some distances from those vertices to some gates/imprints. Our main ingredient is the fact that the total boundaries of fibers of cube-free median graphs are isometric quasigated trees.

This last property of fibers is an obstacle in generalizing our approach to all median graphs, or even to median graphs of dimension 3. The main problem is that the total boundary is no longer a median graph. Therefore, one cannot apply to this total boundary the distance scheme for cube-free median graphs. Nevertheless, a more brute-force approach works for arbitrary median graphs $G$ of constant maximum degree $\Delta$. In this case, all hypercubes of $G$ have constant size. Thus, the star $\operatorname{St}(m)$ cannot have more than $O\left(2^{\Delta}\right)$ vertices, i.e., $\operatorname{St}(m)$ has a constant number of fibers. Since every fiber is gated, at every step of the encoding algorithm, every vertex $v$ can store in its label the distance from $v$ to its gates in all fibers of $\mathrm{St}(m)$. Consequently, this leads to distance labeling scheme with labels of (polylogarithmic) length $O\left(2^{\Delta} \log ^{3} n\right)$ for all median graphs with constant maximum degree $\Delta$. We would like to finish this paper with the following question: Does there exist a polylogarithmic distance labeling scheme for general median graphs or for median graphs of constant dimension?
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#### Abstract

We call a first-order formula one-dimensional if every maximal block of existential (or universal) quantifiers in it leaves at most one variable free. We consider the one-dimensional restrictions of the guarded fragment, GF, and the tri-guarded fragment, TGF, the latter being a recent extension of GF in which quantification for subformulas with at most two free variables need not be guarded, and which thus may be seen as a unification of GF and the two-variable fragment, $\mathrm{FO}^{2}$. We denote the resulting formalisms, resp., $\mathrm{GF}_{1}$, and $\mathrm{TGF}_{1}$. We show that $\mathrm{GF}_{1}$ has an exponential model property and NExpTimE-complete satisfiability problem (that is, it is easier than full GF). For TGF ${ }_{1}$ we show that it is decidable, has the finite model property, and its satisfiability problem is 2-ExpTimecomplete (NExpTime-complete in the absence of equality). All the above-mentioned results are obtained for signatures with no constants. We finally discuss the impact of their addition, observing that constants do not spoil the decidability but increase the complexity of the satisfiability problem.
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## 1 Introduction

The guarded fragment of first-order logic, GF, is obtained by requiring all quantifiers to be appropriately relativised by atoms. It was introduced by Andréka, van Benthem and Németi [1] as a generalization of propositional modal logic and may be also seen as an extension of some standard description logics. GF has good algorithmic and model-theoretic properties. In particular, Grädel proved that its satisfiability problem is decidable, it has a tree-like model property and the finite model property [7]. The idea of GF turned out to be very fruitful and found numerous applications. In this paper we consider some modifications of the syntax of GF. Our aim is to check if in this way we can obtain interesting fragments with better complexity and/or attractive expressiveness.

The satisfiability problem for GF is 2-ExpTime-complete. This relatively high complexity can be lowered to ExpTime either by bounding the number of variables, or the arity of relation symbols [7]. We propose another way of decreasing the complexity without sacrificing either the number of variables or the arity of relations. The idea is to restrict formulas to be one-dimensional. We say that a formula is one-dimensional if every maximal block of existential (or universal) quantifiers in it leaves at most one variable free. We remark that the one-dimensional restriction of full first-order logic, $\mathrm{F}_{1}$, is undecidable, as observed by Hella and Kuusisto [9]. We denote the intersection of $\mathrm{F}_{1}$ and GF by $\mathrm{GF}_{1}$ and call it the one-dimensional guarded fragment. While this variation decreases the expressive power of the logic, we believe that it is still quite interesting, as, in particular, it still embeds propositional modal logic, and most standard description logics embeddable in full GF. Thus, as GF, it
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may serve as an extension of modal/description logics to contexts with relations of arbitrary arity. We show that the satisfiability problem for $\mathrm{GF}_{1}$ is NExpTime-complete and that it has an exponential model property, that is, its every satisfiable formula has a model of size bounded exponentially in its length. This is in contrast to full GF in which one can enforce doubly exponentially large models. Moreover, proving the finite model property for $\mathrm{GF}_{1}$ is much easier than for full GF, in particular it does not need complicated combinatorial constructions used in the case of GF (in [7], and in Bárány, Gottlob and Otto [2]). We obtain a corresponding NExpTime-lower bound even for a weaker logic, uniform $\mathrm{GF}_{1}$, that is the intersection of $\mathrm{GF}_{1}$ and uniform $\mathrm{F}_{1}, \mathrm{UF}_{1}$, the latter being a decidable restriction of $\mathrm{F}_{1}$ introduced in [9] as a canonical generalization of the two-variable fragment $\mathrm{FO}^{2}$ (with equality) to scenarios involving relations of arity greater than two (see Kieroński, Kuusisto [13] where NExpTime-completeness of $\mathrm{UF}_{1}$ is shown). This is slightly surprising, since in many aspects $\mathrm{UF}_{1}$ behaves similarly to the two-variable fragment, $\mathrm{FO}^{2}$, and the guarded version of the latter is ExpTime-complete [7].

We also consider an extension of GF called the tri-guarded fragment, TGF. In TGF quantification for subformulas with at most two free variables may be used freely, without guards. Hence, TGF unifies GF and the already-mentioned $\mathrm{FO}^{2}$. We borrowed the term tri-guarded fragment from a recent work by Rudolph and Šimkus [15], but, actually, the idea behind TGF is not new and can be traced back already in Kazakov's PhD thesis [11] where the fragment GF $\mid \mathrm{FO}^{2}$, essentially identical with TGF, was defined. A similar logic, GF with binary cross product, $\mathrm{GF}^{\times 2}$, is also considered by Bourhis, Morak and Pieris [4]. Both $\mathrm{GF} \mid \mathrm{FO}^{2}$ and $\mathrm{GF}^{\times_{2}}$ do not allow constant symbols. We remark that in our initial scenario we also assume that constants are not present in signature; however, we will discuss their addition later.

Similarly to GF, $\mathrm{FO}^{2}$ is a seminal fragment of first-order logic, and its importance is justified, inter alia, by its close relationships to modal and description logics. Mortimer [14] demonstrated that it has the finite model property and Grädel, Kolaitis and Vardi [8] proved that its satisfiability problem is NExpTime-complete. Each of the logics GF, $\mathrm{FO}^{2}$ has some advantages and drawbacks with respect to the other. We mention here the fact that GF allows only to express properties of a local character, e.g., it cannot express $\forall x y(P x \wedge Q y \rightarrow R x y)$, while $\mathrm{FO}^{2}$ does not allow for a non-trivial use of relations of arity greater than two. TGF offers a substantial improvement in these aspects. Moreover, in TGF we can embed the Gödel class, that is the class of all prenex formulas of the form $\forall x y \exists \bar{z} \psi(x, y, \bar{z})$. Indeed, any such formula has an equisatisfiable TGF formula obtained just by an addition of a dummy guard, as follows, $\forall x y \exists \bar{z}(G(x, y, \bar{z}) \wedge \psi(x, y, \bar{z}))$, where $G$ is a fresh relation symbol of the appropriate arity. Such embedding implies, however, that the satisfiability problem for TGF with equality is undecidable, since the Gödel class with equality is undecidable, as proved by Goldfarb [6]. The undecidability of TGF with equality is also shown in [15] by a direct grid encoding. On the positive side, it turns out that the satisfiability problem for TGF without equality is decidable and 2-ExpTime-complete. It was proved in [11] by a resolution method, and follows also from the decidability of $\mathrm{GF}_{2}^{\times}$, shown in [4] by a use of the database-theoretic concept of chase. ${ }^{1}$

[^16]
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In this paper we consider a natural combination of $\mathrm{GF}_{1}$ and TGF, the one-dimensional triguarded fragment, $\mathrm{TGF}_{1}$, which, on the one hand, allows us to use unguarded quantification for subformulas with at most two free variables, but, on the other hand, requires to obey the one-dimensionality restriction. We show that this variant is decidable even in the presence of equality. The complexity, however, depends on the presence/absence of equality: The satisfiability problem is 2-ExpTime-complete with equality and NExpTimE-complete without it. The logic has the finite model property (we remark that whether full TGF has the finite model property is an open question), and, again, a bound on the size of minimal models is doubly- or singly exponential, depending on whether equality is allowed or not. $\mathrm{TGF}_{1}$ may be seen as a decidable generalization of $\mathrm{FO}^{2}$ (with equality) to scenarios with relations of arity greater than two, alternative and orthogonal in the expressive power to the above-mentioned $\mathrm{UF}_{1}$. We also remark that $\mathrm{TGF}_{1}$ can express the concept of nominals from description logics, since the combination of equality and unguarded quantification for subformulas with two free variables allows us to say that some unary predicates hold for unique elements of a model. Thus we can embed in $\mathrm{TGF}_{1}$, e.g., the description logic $\mathcal{A L C}$ plus inverse roles $(\mathcal{I})$, nominals $(\mathcal{O})$, role hierarchies $(\mathcal{H})$, and any Boolean combination of roles (including their negations).

We then briefly consider applications of the ideas of one-dimensionality and tri-guardedness to two decidable extensions of GF, namely, the loosely guarded fragment, LGF, introduced by van Benthem [17], and the guarded negation fragment, GNFO, proposed by Bárány, ten Cate and Segoufin [3]. Regarding one-dimensionality, it helps in the case of LGF: one-dimensional LGF has an exponential model property and NExpTime-complete satisfiability problem (exactly as $\mathrm{GF}_{1}$ ), but does not help in the case of GNFO, where the one-dimensional variant remains 2-ExpTime-hard. Regarding the tri-guardedness, the results are negative: both LGF and GNFO, even in their one-dimensional variants, become undecidable when unguarded quantification for subformulas with two free variables is allowed.

As remarked, all the results discussed above are obtained under the assumption that constants are not present in signatures. It turns out that all the decidability results are preserved in the presence of constants. However, interestingly, the computational complexity may change (we recall that for GF constants make no difference [7]). This is also the case for TGF with constants, without equality, which is shown in [15] to be 2-NExpTimecomplete. Here we show that a 2-NExpTime-lower bound can be obtained even for $\mathrm{TGF}_{1}$ with constants, without equality. We also observe that the presence of constants lifts the complexity of $\mathrm{GF}_{1}$ to 2-ExpTime.

In Table 1 we summarize the above-discussed complexity results for the variations of GF. We point out an interesting status of $\mathrm{TGF}_{1}$ : it is NExpTimE-complete without equality and constants, 2-ExpTime-complete with equality and without constants, and 2-NExpTime-complete with constants (with or without equality).

We finally remark that further pushing the concepts of one-dimensionality and triguardedness to, resp., two-dimensionality and tetra-guardedness does not lead to attractive results. Indeed, a 2-ExpTime lower bound for two-dimensional GF can be shown by a slight adaptation of the bound for full GF from [7]; allowing for unguarded quantification for subformulas with three free variables gives undecidability, as the resulting logic contains the undecidable three-variable fragment of FO (see, e.g., Kahr, Moore and Wang [10]). Undecidability of the three-variable fragment can be easily shown even using only onedimensional formulas.

Table 1 Complexities of the guarded fragments. If the presence of constants makes a difference, the complexity of the variant with constants is given in the brackets. All logics have the finite model property. Results of this paper are distinguished in bold.

| logic | with $=$ | without $=$ |
| :---: | :---: | :---: |
| GF | 2-ExPTimE. | 2-ExpTimE |
| TGF | undecidable | 2-ExpTime (2-NExPTiME) |
| GF $_{1}$ | NExpTime (2-ExpTime) | NExpTime (2-ExpTime) |
| TGF $_{1}$ | 2-ExpTime (2-NExpTime) | NExpTime (2-NExpTime) |

## 2 Preliminaries

We mostly work with purely relational signatures with no constants and function symbols (only in Section 6 we consider signatures with constants). For convenience we also assume that there are no relation symbols of arity 0 . We refer to structures using Fraktur capital letters, and to their domains using the corresponding Roman capitals. Given a structure $\mathfrak{A}$ and some $B \subseteq A$ we denote by $\mathfrak{A}\lceil B$ or just by $\mathfrak{B}$ the restriction of $\mathfrak{A}$ to its subdomain $B$.

We usually use $a, b, \ldots$ to denote elements from domains of structures, $\bar{a}, \bar{b}, \ldots$ for tuples of elements, $x, y, \ldots$ for variables and $\bar{x}, \bar{y}, \ldots$ for tuples of variables; all of these possibly with some decorations. For a tuple of variables $\bar{x}$ we use $\psi(\bar{x})$ to denote a formula (or subformula) $\psi$, whose all free variables are in $\bar{x}$.

An atomic l-type $\beta$ over a signature $\sigma$ is a maximal consistent set of atomic or negated atomic formulas (including equalities/inequalities) over $\sigma$ in $l$ variables $x_{1}, \ldots, x_{l}$. We often identify a type with the conjunction of its elements, $\beta\left(x_{1}, \ldots, x_{l}\right)$. For an $l$-type $\beta$ we denote by $\beta\left\lceil x_{i}(i=1, \ldots, l)\right.$ the 1 -type obtained by removing from $\beta$ all the literals that use some $x_{j}$, with $j \neq i$, and then replacing all occurrences of $x_{i}$ by $x_{1}$. We will be particularly interested in 1-types and 2-types over signatures $\sigma$ consisting of the relation symbols used in some given formula. Observe that the number of 1-types is bounded by a function which is exponential in $|\sigma|$, and hence also in the length of the formula. This is because a 1-type just corresponds to a subset of $\sigma$. On the other hand, the number of 2-types may be doubly exponentially large. Indeed, using an $n$-ary predicate and two fixed variables one can build $2^{n}$ atoms which then can be used to form $2^{2^{n}}$ different 2-types.

Let $\mathfrak{A}$ be a structure, and let $a, b \in A$ be such that $a \neq b$. We denote by $\operatorname{tp}^{\mathfrak{A}}(a)$ the unique atomic 1-type realized in $\mathfrak{A}$ by the element $a$, i.e., the 1-type $\alpha(x)$ such that $\mathfrak{A} \models \alpha(a)$; similarly by $\operatorname{tp}^{\mathfrak{A}}(a, b)$ we denote the unique atomic 2 -type realized in $\mathfrak{A}$ by pair $(a, b)$, i.e., the 2-type $\beta(x, y)$ such that $\mathfrak{A} \models \beta(a, b)$. For $B \subseteq A$ we denote by $\boldsymbol{\alpha}[B]$ the set of all 1-types realized in $\mathfrak{A}$ by elements of $B$.

Below we define several fragments of first-order logic, FO, including two new fragments, $\mathrm{GF}_{1}$ and $\mathrm{TGF}_{1}$. Each of the fragments is defined as the least set of formulas (i) containing all atomic formulas (including equalities), (ii) closed under Boolean connectives, and (iii) satisfying appropriate (depending on the fragment) rules of using quantifiers, specified below ( $\bar{x}, \bar{y}$ represent here any tuples of variables and $x, y$ represent any variables):

- Guarded fragment of first-order logic, GF:
$=$ if $\psi(\bar{x}, \bar{y}) \in \mathrm{GF}$ then $\forall \bar{x}(\gamma(\bar{x}, \bar{y}) \rightarrow \psi(\bar{x}, \bar{y}))$ and $\exists \bar{x}(\gamma(\bar{x}, \bar{y}) \wedge \psi(\bar{x}, \bar{y}))$ belong to GF, where $\gamma(\bar{x}, \bar{y})$ is an atomic formula containing all the free variables of $\psi$, called a guard for $\psi$.
- One-dimensional fragment of first-order logic, $\mathrm{F}_{1}$ :
- if $\psi(\bar{x}, y) \in \mathrm{F}_{1}$ then $\exists \bar{x} \psi(\bar{x}, y)$ and $\forall \bar{x} \psi(\bar{x}, y)$ belong to $\mathrm{F}_{1}$.
- One-dimensional guarded fragment, $\mathrm{GF}_{1}$ :
= if $\psi(\bar{x}, y) \in \operatorname{GF}_{1}$ then $\forall \bar{x}(\gamma(\bar{x}, y) \rightarrow \psi(\bar{x}, y))$ and $\exists \bar{x}(\gamma(\bar{x}, y) \wedge \psi(\bar{x}, y))$ belong to $\mathrm{GF}_{1}$, where $\gamma(\bar{x}, y)$ is a guard for $\psi$.
- Tri-guarded fragment, TGF:
= if $\psi(\bar{x}, \bar{y}) \in$ TGF then $\forall \bar{x}(\gamma(\bar{x}, \bar{y}) \rightarrow \psi(\bar{x}, \bar{y}))$ and $\exists \bar{x}(\gamma(\bar{x}, \bar{y}) \wedge \psi(\bar{x}, \bar{y}))$ belong to TGF, where $\gamma(\bar{x}, \bar{y})$ is a guard for $\psi$,
- if $\psi(x, y)$ is in TGF, then $\exists x \psi(x, y)$ and $\forall x \psi(x, y)$ belong to TGF.
- One-dimensional tri-guarded fragment, $\mathrm{TGF}_{1}$ :
- if $\psi(\bar{x}, y) \in \mathrm{TGF}_{1}$ then $\forall \bar{x}(\gamma(\bar{x}, y) \rightarrow \psi(\bar{x}, y))$ and $\exists \bar{x}(\gamma(\bar{x}, y) \wedge \psi(\bar{x}, y))$ belong to $\mathrm{TGF}_{1}$, where $\gamma(\bar{x}, y)$ is a guard for $\psi$,
- if $\psi(x, y)$ is in $\mathrm{TGF}_{1}$, then $\exists x \psi(x, y)$ and $\forall x \psi(x, y)$ belong to $\mathrm{TGF}_{1}$.

Note that $\mathrm{GF}_{1}$ is just the intersection of GF and $\mathrm{F}_{1}$, TGF contains both GF and $\mathrm{FO}^{2}$, and $\mathrm{TGF}_{1}$ is the intersection of TGF and $\mathrm{F}_{1}$, containing full $\mathrm{FO}^{2}$.

We recall that the satisfiability problem for $\mathrm{F}_{1}$ is undecidable [9]. To regain decidability its uniform restriction, $\mathrm{UF}_{1}$, was introduced in [9]. Roughly speaking, a boolean combination of atoms is allowed in $\mathrm{UF}_{1}$ if all of them use precisely the same set of variables; the exceptions are atoms with one free variable and equalities, which may be used freely. See [9] or [13] for a formal definition and more details on $\mathrm{UF}_{1}$.

We will also be interested in the loosely guarded fragment, LGF, the guarded negation fragment, GNFO, and their one-dimensional and tri-guarded variations. They will be introduced in Section 5.

## 3 Finite model property

In this section we prove the finite model property for $\mathrm{TGF}_{1}$ and obtain (essentially optimal) upper bounds on the size of minimal models of its satisfiable formulas, as well as of formulas of its interesting subfragments.

We introduce a Scott-type normal form for $\mathrm{TGF}_{1}$. Given a $\mathrm{TGF}_{1}$ formula $\varphi$ we say that it is in normal form if it has the following shape

$$
\begin{equation*}
\bigwedge_{i \in I} \forall \bar{x}\left(\gamma_{i}(\bar{x}) \rightarrow \psi_{i}(\bar{x})\right) \wedge \bigwedge_{i \in I^{\prime}} \forall x \exists \bar{y} \psi_{i}^{\prime}(x, \bar{y}) \wedge \forall x y \psi^{\prime \prime}(x, y) \tag{1}
\end{equation*}
$$

where $I, I^{\prime}$ are some sets of indices, the $\psi_{i}, \psi_{i}^{\prime}$, and $\psi^{\prime \prime}$ represent arbitrary quantifier-free formulas, and for every $i, \gamma_{i}$ is a proper guard for $\psi_{i}$. We remark that we do not require guards in formulas of the form $\forall \bar{\exists}$, even if they contain more than two variables, as their presence there is inessential (cf. Remark in [7], p. 1725). In a rather standard fashion one can show the following lemma.

- Lemma 1. There is a polynomial nondeterministic procedure, taking as its input a $\mathrm{TGF}_{1}$ formula $\varphi$ and producing a normal form formula $\varphi^{\prime}$ (over an extended signature), such that
(i) if $\mathfrak{A} \models \varphi$ for some structure $\mathfrak{A}$ then there is a run of the procedure producing a normal form $\varphi^{\prime}$ such that $\mathfrak{A}^{\prime} \models \varphi^{\prime}$ for some expansion $\mathfrak{A}^{\prime}$ of $\mathfrak{A}$,
(ii) if the procedure has a run producing $\varphi^{\prime}$ and $\mathfrak{A}^{\prime} \models \varphi^{\prime}$, for some $\mathfrak{A}^{\prime}$, then $\mathfrak{A}^{\prime} \models \varphi$.

Moreover, if $\varphi$ is without equality then the procedure produces $\varphi^{\prime}$ without equality; if $\varphi$ is in $\mathrm{GF}_{1}$ then the last conjunct $\forall x y \psi^{\prime \prime}(x, y)$ is not present in $\varphi^{\prime}$.

Lemma 1 allows us, when dealing with decidability or complexity issues and when considering the size of minimal models of formulas in $\mathrm{TGF}_{1}$, to restrict attention to normal form sentences. The part of this lemma starting with "moreover" will allow us to use it effectively for $\mathrm{TGF}_{1}$ without equality and for $\mathrm{GF}_{1}$.

Our normal form is similar to normal form for GF [7]. It adapts the latter to the onedimensional setting and extends it by the last type of conjuncts. The conversion to normal form in [7] is deterministic, it however cannot be used directly in our case as it adds one free variable to every subformula, which spoils one-dimensionality and may lead to unguarded subformulas with three variables.

Let $\varphi$ be a normal form formula and $\mathfrak{A}$ its model. Take $a \in A$ and a conjunct $\psi=$ $\forall x \exists \bar{y} \psi_{i}^{\prime}(x, \bar{y})$ of $\varphi$. Let $\bar{b}$ be a tuple of elements of $\mathfrak{A}$ such that $\mathfrak{A} \models \psi_{i}^{\prime}(a, \bar{b})$. Then $\mathfrak{A} \uparrow(\{a\} \cup \bar{b})$ is called a witness structure for $a$ and $\psi$.

- Theorem 2. Every satisfiable formula $\varphi$ in
(i) $\mathrm{TGF}_{1}$ (with equality) has a finite model of size bounded doubly exponentially in $|\varphi|$.
(ii) $\mathrm{TGF}_{1}$ without equality has a finite model of size bounded exponentially in $|\varphi|$.
(iii) $\mathrm{GF}_{1}$ (with or without equality) has a finite model of size bounded exponentially in $|\varphi|$.

We concentrate on showing (i) and then obtain (ii) and (iii) as a corollary from the finite model construction presented. Let $\varphi$ be a normal form $\mathrm{TGF}_{1}$ formula as in (1), and denote $n=|\varphi|$. Let us fix an arbitrary model $\mathfrak{A}$ of $\varphi$. We construct a bounded model $\mathfrak{B} \models \varphi$. We mimic the scheme of the classical construction from [8] showing an exponential model property for $\mathrm{FO}^{2}$, in particular we adapt the notions of kings and court. The details, however, are more complicated.

Court. We say that an element $a \in A$ is a king if $\operatorname{tp}^{\mathfrak{A}}(a)$ is realized in $\mathfrak{A}$ only by $a ; \operatorname{tp}^{\mathfrak{A}}(a)$ is then called royal. As in the case of $\mathrm{FO}^{2}$ kings are important as their duplication may be forbidden by formulas like $\forall x y(P x \wedge P y \rightarrow x=y)$. Let $K \subseteq A$ be the set of kings of $\mathfrak{A}$. For each $a \in K$ and each $i \in I^{\prime}$ choose a witness structure $\mathfrak{W}_{a, i}$ for $a$ and $\psi_{i}^{\prime}$ in $\mathfrak{A}$. Let $C=K \cup \bigcup_{a, i} W_{a, i}$. We call $\mathfrak{C}$ the court of $\mathfrak{A}$. The court will be retained in $\mathfrak{B}$. Note that the number of elements in $C$ is bounded exponentially in $n$, and it that the structure $\mathfrak{C}$ can be described using exponentially many bits (the latter is true since the arity of all relation symbols is bounded by $n$ ). Note that $K$, and thus also $C$ may be empty.

Pattern witness structures. For each non-royal element $a \in A \backslash K$ we say that the isomorphism type of the structure $\mathfrak{A} \upharpoonright(K \cup\{a\})$ is the $\mathfrak{K}$-type of $a$. Note that from a $\mathfrak{K}$-type of an element one can infer its 1-type, and that the number of the $\mathfrak{K}$-types realized in $\mathfrak{A}$ is bounded doubly exponentially in $n$. Denote by $\boldsymbol{\alpha}^{\mathfrak{K}}$ the set of $\mathfrak{K}$-types realized in $\mathfrak{A}$ by the elements of $A \backslash K$. Later, we will allow ourselves to use the notion of a $\mathfrak{K}$-type in a natural way also for other structures with a distinguished substructure $\mathfrak{K}$. For each $\pi \in \boldsymbol{\alpha}^{\mathfrak{K}}$ choose an element $a$ having $\mathfrak{K}$-type $\pi$ in $\mathfrak{A}$ and for each $i \in I^{\prime}$ choose a witness structure $\mathfrak{W}_{\pi, i}$ for $a$ and $\psi_{i}^{\prime}$. Let $\mathfrak{W}_{\pi, i}^{*}=\mathfrak{W}_{\pi, i} \upharpoonright\left(W_{\pi, i} \backslash(K \cup\{a\})\right)$. For each $\pi \in \boldsymbol{\alpha}^{\mathfrak{K}}, i \in I^{\prime}$ and $j=0,1,2$ let $\mathfrak{W}_{\pi, i, j}^{*}$ be a fresh isomorphic copy of $\mathfrak{W}_{\pi, i}^{*}$.

Universe. We define the universe of $\mathfrak{B}$ as follows $B:=C \cup \bigcup_{\pi, i, j} W_{\pi, i, j}^{*}$, where $\pi$ ranges over $\boldsymbol{\alpha}^{\mathfrak{R}}, i$ over $I^{\prime}$ and $j$ over $\{0,1,2\}$. We emphasise that the sets $W_{\pi, i, j}^{*}$ are disjoint from $C$ and from each other. We retain in $\mathfrak{B}$ the structure on $C$ from $\mathfrak{A}$ and for each $\pi, i, j$ we make $\mathfrak{B} \upharpoonright\left(K \cup W_{\pi, i, j}^{*}\right)$ isomorphic to $\mathfrak{A} \upharpoonright\left(K \cup W_{\pi, i}^{*}\right)$. This, in particular, makes the $\mathfrak{K}$-type in $\mathfrak{B}$ of each element $b$ belonging to some $W_{\pi, i, j}^{*}$ identical with the $\mathfrak{K}$-type in $\mathfrak{A}$ of the counterpart of $b$ from the original substructure $\mathfrak{W}_{\pi, i}$.

Witness structures for the court. Let us consider an element $c \in C \backslash K$, and denote by $\pi$ its $\mathfrak{K}$-type in $\mathfrak{A}$. For every $i \in I^{\prime}$ make $\mathfrak{B} \upharpoonright\left(\{c\} \cup\left(W_{\pi, i} \cap K\right) \cup W_{\pi, i, 0}^{*}\right)$ isomorphic to $\mathfrak{W}_{\pi, i}$. This provides a witness structure for $c$ and $\psi_{i}^{\prime}$ in $\mathfrak{B}$. Note that a single such step (for fixed $c$
and $i$ ) consists in defining relations on tuples containing $c$, at least one element of $W_{\pi, i, 0}^{*}$ and possibly some elements of $K$, since relations on other relevant tuples were defined in the desired way in step Universe. Note that no conflicts (attempts to set the same atom to both true and false) can arise, when we perform this step for some $c$ and $i$ and then for the same $c$ and some $i^{\prime} \neq i$, because in the first case we define truth-values of relations only on tuples containing some element from $W_{\pi, i, 0}^{*}$, and in the second - only on tuples containing some element from $W_{\pi, i^{\prime}, 0}^{*}$, and $W_{\pi, i, 0}^{*}$ is disjoint from $W_{\pi, i^{\prime}, 0}^{*}$. Finally, when we perform this step for some $c$, and then for some $c^{\prime} \neq c$ no conflicts arise since in the first case we define relations only on tuples containing $c$ but not $c^{\prime}$ and in the second - only on tuples containing $c^{\prime}$ but not $c$.

Witness structures for the other elements. Consider now any element $b \in B \backslash C$. Assume it belongs to $W_{\pi^{\prime}, i^{\prime}, j^{\prime}}^{*}$ and that $\pi$ is the $\mathfrak{K}$-type of $b$ in $\mathfrak{B} \upharpoonright(K \cup\{b\})$. For each $i \in I^{\prime}$ make the structure on $\{b\} \cup\left(W_{\pi, i} \cap K\right) \cup W_{\pi, i,\left(j^{\prime}+1 \bmod 3\right)}^{*}$ isomorphic to $\mathfrak{W}_{\pi, i}$. This provides a witness structure for $b$ and $\psi_{i}^{\prime}$ in $\mathfrak{B}$. Again, to do it we need to define relations on some tuples containing $b$ and some element of $W_{\pi, i,\left(j^{\prime}+1 \bmod 3\right)}^{*}$, and, due to our strategy, this can be done without conflicts.

Completing the structure. For any pair of distinct elements $b, b^{\prime} \in B$ whose 2 -type has not yet been defined in $\mathfrak{B}$ choose a pair of distinct elements $a, a^{\prime}$ with $\operatorname{tp}^{\mathfrak{A}}(a)=\operatorname{tp}^{\mathfrak{B}}(b)$ and $\operatorname{tp}^{\mathfrak{A}}\left(a^{\prime}\right)=\operatorname{tp}^{\mathfrak{B}}\left(b^{\prime}\right)$, and set $\operatorname{tp}^{\mathfrak{B}}\left(b, b^{\prime}\right):=\operatorname{tp}^{\mathfrak{A}}\left(a, a^{\prime}\right)$. An appropriate pair $a, a^{\prime}$ exists even if $\operatorname{tp}^{\mathfrak{B}}(b)=\operatorname{tp}^{\mathfrak{B}}\left(b^{\prime}\right)$ since at least one of $b, b^{\prime}$ has a non-royal type. For any tuple $\bar{b}$ of elements of $B$ containing at least three distinct elements, and any relation symbol $R$ of arity $|\bar{b}|$, if the truth-value of $R(\bar{b})$ in $\mathfrak{B}$ has not yet been defined then set it to false.

This finishes the definition of $\mathfrak{B}$. Let us now estimate its size. We can bound the number and the arity of relation symbols by $n=|\varphi|$. Then the size of $K$ is bounded by the number of possible 1-types, $2^{n}$. The size of $C$ is bounded by $2^{n} \cdot n(n-1)$, as each element $a$ of $K$ may need at most $n$ witness structures each of them containing (besides $a$ ) at most $n-1$ elements. The number of possible relations of arity at most $n$ on a a set of $2^{n}+1$ elements is bounded by $2^{\left(2^{n}+1\right)^{n}} \leq 2^{2^{n^{2}+n}}$, thus the number of $\mathfrak{K}$-types is bounded by $\left(2^{2^{n^{2}+n}}\right)^{n}=2^{n \cdot 2^{n^{2}+n}} \leq 2^{2^{n^{2}+2 n}} \leq 2^{2^{2 n^{2}}}$ (for $n>1$ ). Finally, we can bound the size of $B$ by $2^{n}+2^{n} \cdot n(n-1)+3 n(n-1) \cdot 2^{2^{2 n^{2}}}$, doubly exponentially in $n$.

Presently, we explain that $\mathfrak{B} \models \varphi$. First note that for each $b \in B$ and each $i \in I^{\prime}$ there is an appropriate witness structure: if $b \in K$ then this witness structure is provided in $\mathfrak{C}$ which is a substructure of $\mathfrak{B}$. If $b \in C \backslash K$ or $b \in B \backslash C$ then a proper witness structure is provided explicitly either in step Witness structure for the court or, resp., Witness structures for the other elements. Thus $\mathfrak{B}$ satisfies all conjuncts of $\varphi$ of the form $\forall x \exists \bar{y} \psi_{i}^{\prime}(x, \bar{y})$.

Consider any conjunct $\forall \bar{x}\left(\gamma_{i}(\bar{x}) \rightarrow \psi_{i}(\bar{x})\right)$ of $\varphi$ and a tuple of elements $\bar{b}$ such that $\mathfrak{B} \models \gamma_{i}(\bar{b})$. If $\bar{b} \subseteq C$ or $\bar{b} \subseteq K \cup W_{\pi, i, j}^{*}$ for some $\pi, i, j$ then the structure on $\bar{b}$ was made an isomorphic copy of some substructure of $\mathfrak{A}$ in step Universe. Otherwise $\bar{b}$ contains at least two distinct elements. In this case the structure on $\bar{b}$ was made an isomorphic copy of some substructure of $\mathfrak{A}$ either in one of the steps Witness structures for the court, Witness structures for the other elements or in step Completing the structure (in this last subcase $\bar{b}$ contains precisely two distinct elements). Thus $\mathfrak{B} \models \psi_{i}(\bar{b})$. Finally, consider the conjunct $\forall x y \psi^{\prime \prime}(x, y)$ and take any pair $b, b^{\prime} \in B$. Again, the structure on $\left\{b, b^{\prime}\right\}$ is an isomorphic copy of a substructure of $\mathfrak{A}$ defined (at the latests) in step Completing the structure.

This finishes the proof of (i). To see (ii) and (iii) we first observe that in both cases every satisfiable formula $\varphi$ has a model without kings. Given a structure $\mathfrak{A}$ we define two new structures $2 \mathfrak{A}$ and $2 \mathfrak{A}^{+}$, each of them with universe $A \times\{0,1\}$ and the substructures on $A \times\{0\}$ and $A \times\{1\}$ isomorphic to $\mathfrak{A}$. In $2 \mathfrak{A}$ we make these two copies of $\mathfrak{A}$ completely disjoint by setting the truth-value of $R(\bar{a})$ to false for any $R$ and any tuple $\bar{a}$ (of the appropriate length) contained neither in $A \times\{0\}$ nor $A \times\{1\}$. In $2 \mathfrak{A}^{+}$, for any tuple $\bar{a}$ contained neither in $A \times\{0\}$ nor $A \times\{1\}$ and for any relation symbol $R$ of arity $|\bar{a}|$, if this tuple contains at least three distinct elements then we also define $R(\bar{a})$ to be false. If $\bar{a}$ contains just two distinct elements, say $(a, 0)$ and $\left(a^{\prime}, 1\right)$, then for any relation symbol $R$ or arity $|\bar{a}|$ set $R(\bar{a})$ true iff $\mathfrak{A} \models R(\bar{a} \upharpoonright 1)$ where $\bar{a} \upharpoonright 1$ is the projection of the elements of $\bar{a}$ on their first position.

Observations that if $\varphi$ is without equality and $\mathfrak{A} \models \varphi$ then $2 \mathfrak{A}^{+} \models \varphi$, and that if $\varphi$ is in $\mathrm{GF}_{1}$ (even with equality) and $\mathfrak{A} \models \varphi$ then $2 \mathfrak{A} \models \varphi$ are routine. Of course our new models are without kings. Starting our small model construction from a model without kings we get $K=\emptyset$ and thus $\mathfrak{K}$-types trivialize to 1-types, which means that their number is bounded singly exponentially. Also $C=\emptyset$ and thus we construct $\mathfrak{B}$ out of the $W_{\pi, i, j}^{*}$ where $\pi$ ranges over the set of 1-types, the number of possible $i$ is linear in $n$ and there are just three possible values of $j$. The size of each $\mathfrak{W}_{\pi, i, j}^{*}$ is linear in $n$. The size of the constructed models can be thus estimated by $3 n(n-1) \cdot 2^{n}$. Hence part (ii) and (iii) of Thm. 2 hold.

## 4 Complexity

In this section we establish the complexity of the considered logics.

- Theorem 3. The satisfiability problem (= finite satisfiability problem)
(i) for $\mathrm{TGF}_{1}$ with equality is 2-ExpTime-complete.
(ii) for $\mathrm{TGF}_{1}$ without equality is NExpTime-complete.
(iii) for $\mathrm{GF}_{1}$ is NExpTime-complete.

Upper bound in (i). We design an alternating satisfiability test for $\mathrm{TGF}_{1}$ using only exponential space. A 2-ExpTime-upper bound follows then from the fact that AExpSpace=2ExpTime (Chandra, Kozen, Stockmeyer [5]). The procedure takes as its input a $\mathrm{TGF}_{1}$ formula $\varphi$ and works as described below. For simplicity our description is slightly informal. In particular, we do not precisely specify how structures constructed during its execution are represented. We also allow ourselves to write "guess an object $X$ such that $Y$ " instead of more accurate "guess an object $X$; verify if $X$ meets property $Y$; if it does not then reject".

1. Nondeterministically compute a normal form $\varphi^{\prime}$ as in Lemma 1. Let $n:=\left|\varphi^{\prime}\right|$.
2. Guess a set of 1-types $\boldsymbol{\alpha}=\boldsymbol{\alpha}_{r} \dot{\cup} \boldsymbol{\alpha}_{n r}$ over the signature of $\varphi^{\prime}$ (royal and non-royal types), such that for any $\alpha_{1}, \alpha_{2}$ (possibly $\alpha_{1}=\alpha_{2}$ ) such that $\alpha_{1} \in \boldsymbol{\alpha}$ and $\alpha_{2} \in \boldsymbol{\alpha}_{n r}$ there is a 2-type $\beta$ such that $\beta \upharpoonright x_{1}=\alpha_{1}$ and $\beta \upharpoonright x_{2}=\alpha_{2}$, and $\beta$ does not violate the universal conjuncts of $\varphi^{\prime}$.
3. Guess structures $\mathfrak{K}, \mathfrak{C}$ of size at most $2^{n}$ and $2^{n} \cdot n^{2}$, resp., with $\mathfrak{K}$ being a substructure of $\mathfrak{C}$, such that (i) $\boldsymbol{\alpha}[K]=\boldsymbol{\alpha}_{r}$, (ii) $\boldsymbol{\alpha}[C \backslash K] \subseteq \boldsymbol{\alpha}_{n r}$, (iii) each element of $K$ has all the required witness structures for $\forall \bar{\exists}$ conjuncts of $\varphi^{\prime}$ in $\mathfrak{C}$, and (iv) universal conjuncts of $\varphi^{\prime}$ are not violated in $\mathfrak{C}$.
4. Universally choose an element $c \in C \backslash K$ and a conjunct $\psi$ of $\varphi^{\prime}$ of type $\forall \overline{\bar{y}}$. Set $\mathfrak{F}:=\mathfrak{C} \upharpoonright(K \cup\{c\})$.
5. Set Counter $:=0$.
6. Guess an extension $\mathfrak{D}$ of $\mathfrak{F}$, with universe $D=K \cup\{c\} \cup\left\{a_{1}, \ldots, a_{t}\right\}$, such that (i) $\operatorname{tp}^{\mathfrak{D}}\left(a_{i}\right) \in \boldsymbol{\alpha}_{n r}$ for all $i$, (ii) for some $k_{1}, \ldots, k_{s} \in K$ the structure $\mathfrak{W}=\mathfrak{D} \upharpoonright$ $\left\{c, k_{1}, \ldots, k_{s}, a_{1}, \ldots, a_{t}\right\}$ is a witness structure for $c$ and $\psi$, (iii) universal conjuncts of $\varphi^{\prime}$ are not violated in $\mathfrak{D}$. If $t=0$ then accept.
7. Universally choose a new value for $c$ from $\left\{a_{1}, \ldots, a_{t}\right\}$ and a conjunct $\psi$ of $\varphi^{\prime}$ of the form $\forall \bar{\exists}$. Set $\mathfrak{F}:=\mathfrak{F} \upharpoonright(K \cup\{c\})$.
8. Counter $:=$ Counter +1
9. If Counter $<2^{2^{2 n^{2}}}$ then goto 6 else accept.

Let us first note that exponential space is sufficient to perform the above algorithm. By Lemma 1 we have that $n$ is bounded polynomially in $|\varphi|$. The number of 1 -types in $\boldsymbol{\alpha}$ is also bounded by $2^{n}$, as a 1-type is determined by a subset of the signature. For some pairs of 1-types we need to guess a 2 -type whose description is exponential (there are at most $2^{n}$ tuples of length not greater than $n$ consisting of a pair of elements, and at most $n$ relation symbols). The size of the structure $\mathfrak{C}$ guessed in Step 4 is explicitly required to be exponential in $n$. Also its description requires only exponentially many bits (recall that the arity of all relations is bounded by $n$ ). Analogously we can bound the size of structures $\mathfrak{D}$ guessed in Step 6. Finally, the value of Counter is bounded doubly exponentially, so it also can be written using exponentially many bits.

Now we argue that the procedure accepts its input $\varphi$ iff $\varphi$ is satisfiable. Assume first that the procedure accepts $\varphi$. We show that then $\varphi^{\prime}$ (and thus, by Lemma 1, also $\varphi$ ) has a model. Consider an accepting run of the procedure. We may assume w.l.o.g. that this run is uniform, that is, when entering step 6 , in configurations differing only in the values of Counter (but with isomorphic $\mathfrak{F s}$ ) it makes the same (isomorphic) guesses of $\mathfrak{D}$. Then the modification of this procedure in which Step 9 is replaced just by 'Goto 6 ' can run infinitely (if necessary) without clashes. Indeed if the value Counter $=2^{2^{2 n^{2}}}$ is reached we have a guarantee that the $\mathfrak{K}$-type of the current $c$ appeared before in the computation (cf. our estimations on the size of the small model constructed in the proof of Thm. 2, in particular on the number of $\mathfrak{K}$-types). We can construct a model for $\varphi^{\prime}$ starting from the substructure $\mathfrak{C}$ guessed in Step 4, and then providing witness structures for all conjuncts of the form $\forall \bar{\exists}$ of $\varphi^{\prime}$ and elements $c$ in accordance with guesses of $\mathfrak{D}$ is Step 6 (we add fresh copies of elements $a_{1}, \ldots, a_{t}$ and make the structure on the union of $K,\{c\}$ and the set of the newly added elements isomorphic to $\mathfrak{D})$. We complete the (usually infinite) structure as in Step Completing the structure of the small model construction from the proof of Thm. 2 using the 2-types guaranteed in Step 1. As in that proof we can also show that the constructed structure is a model of $\varphi^{\prime}$.

Conversely, assume that $\varphi$ has a model $\mathfrak{A}^{*}$. Nondeterministically compute its normal form $\varphi^{\prime}$ and let $\mathfrak{A} \models \varphi^{\prime}$ be an expansion of $\mathfrak{A}^{*}$ guaranteed by Lemma 1 . Let $\mathfrak{B}$ be a model of $\varphi^{\prime}$ constructed as in the proof of Thm. 2, starting from $\mathfrak{A}$. W can now make all the guesses of our procedure in accordance with $\mathfrak{B}$ : denoting $K_{\mathfrak{B}}$ and $C_{\mathfrak{B}}$ the set of kings and a court of $\mathfrak{B}$, resp., we set $\boldsymbol{\alpha}_{r}:=\boldsymbol{\alpha}\left[K_{\mathfrak{B}}\right], \boldsymbol{\alpha}_{n r}:=\boldsymbol{\alpha}\left[B \backslash K_{\mathfrak{B}}\right], \mathfrak{K}:=\mathfrak{K}_{\mathfrak{B}}, \mathfrak{C}:=\mathfrak{C}_{\mathfrak{B}}$. Then in the loop 6-9, when a structure $\mathfrak{D}$ containing a witness structure for $c$ and $\psi$ is going to be guessed we choose an element $c^{\prime} \in \mathfrak{B}$ such that the $\mathfrak{K}$-types of $c^{\prime}$ in $\mathfrak{B}$ and $c$ in $\mathfrak{F}$ are identical and find a witness structure for $c^{\prime}$ and $\psi$ in $\mathfrak{B}$. We set $\mathfrak{D}$ to be isomorphic to the restriction of $\mathfrak{B}$ to the union of $K_{\mathfrak{B}}$ and this witness structure. This strategy naturally leads to acceptance.

Lower bound in (i). We encode computations of an alternating Turing machine $M$ working in exponential space on its input $\bar{a}=a_{i_{0}} \ldots a_{i_{n-1}}$.

The general idea of the proof is not far from the ideas used in the proofs of the 2-ExpTimelower bound for GF [7] and 2-NEXPTimE-lower bound for TGF with constants [15]. We must, however, be careful to avoid quantification leaving more than one variable free, which
happens in both the above-mentioned proofs. E.g., in [7] configurations of a Turing machine are encoded by pairs of elements $a_{1}, a_{2}$; concretely, by the truth-values of some relations of arity $O(n)$ on tuples consisting of $a_{1}, a_{2}$. To enforce existence of successor configurations quantification leaving two free variables is needed there.

We assume that $M$ has states $s_{0}, s_{1}, \ldots, s_{k}$, where $s_{0}$ is the initial state, $s_{k-1}$ is the only accepting state, and $s_{k}$ is the only rejecting state. The alphabet of $M$ consists of letters $a_{0}, \ldots, a_{l}$ where $a_{0}$ represents blank. Without loss of generality we assume that $M$ has precisely two possible moves in every configuration, that on its every computation path it enters the accepting or rejecting state no later than in $2^{2^{n}}$-th step, and then, after reaching such final state, does not stop but works infinitely in a trivial way, without changing its configuration.

For $i=0, \ldots, k$ we use a predicate $S_{i}$, for $i=0, \ldots, l$ we use a predicate $A_{i}$ and to describe the head position we use a predicate $H$. Each of the $S_{i}, A_{i}$ and $H$ is of arity $1+n$.

We enforce the existence of two kings, called zero and one, marked, resp., by unary predicates $Z$ and $O$. They will also be called bits, serve as binary digits and will be used to encode the numbers of tape cells.

$$
\begin{align*}
& \exists x(Z(x) \wedge \neg O(x)) \wedge \forall x y(Z(x) \wedge Z(y) \rightarrow x=y)  \tag{2}\\
& \exists x(O(x) \wedge \neg Z(x)) \wedge \forall x y(O(x) \wedge O(y) \rightarrow x=y) \tag{3}
\end{align*}
$$

The idea is that every element of a model encodes a configuration of $M$ in its relation to tuples of bits of size $n$. Such a tuple of bits $\bar{b}$ can be naturally read as a number in the range $\left[0, \ldots, 2^{n}-1\right]$. Let us think that $A_{i}(c, \bar{b})$ means that in the configuration encoded by $c$, tape cell $\bar{b}$ contains $a_{i}, H(c, \bar{b})$ denotes that this tape cell is scanned by the head and, for a cell observed by the head, $S_{i}(c, \bar{b})$ means that $M$ is in state $s_{i}$.

To be able to speak about properties of configurations of $M$ in $\mathrm{TGF}_{1}$ we introduce a predicate $C$ of arity $1+2 n$, which will be made true at least for all tuples consisting of an arbitrary element of a model followed by $2 n$ bits. We first say that, for any $0 \leq i<2 n, C$ holds for some tuple consisting of $i$ ones and $2 n-i$ zeros, and then propagate $C$ to all relevant tuples, using the fact that the pair of permutations $(2,1,3, \ldots, 2 n)$ and $(2,3, \ldots, 2 n, 1)$ generates the whole permutation group $S_{2 n}$. Below $\bar{z}=z_{2 n-1}, z_{2 n-2}, \ldots, z_{1}, z_{0}$.

$$
\left.\begin{array}{rl}
\forall x \exists t_{1} t_{0}\left(O\left(t_{1}\right) \wedge Z\left(t_{0}\right) \wedge\right. & C\left(x, t_{0}, t_{0}, t_{0}, \ldots, t_{0}\right) \wedge \\
& C\left(x, t_{1}, t_{0}, t_{0} \ldots, t_{0}\right) \wedge \\
& C\left(x, t_{1}, t_{1}, t_{0}, \ldots, t_{0}\right) \wedge \ldots \wedge \\
& \left.C\left(x, t_{1}, t_{1}, t_{1}, \ldots, t_{1}\right)\right)
\end{array}\right\}
$$

We use a convention that $\bar{u}, \bar{v}, \bar{w}$ are tuples of variables of size $n, \bar{u}=u_{n-1}, \ldots, u_{0}$ and analogously for $\bar{v}$ and $\bar{w}$. We introduce abbreviations, $\lambda^{\neq}(\bar{u}, \bar{v})$ and $\lambda^{+1}(\bar{u}, \bar{v})$ for quantifierfree formulas of size polynomial in $n$. The former is intended to say that the numbers encoded by $\bar{u}$ and $\bar{v}$ differ, the latter - that the number encoded by $\bar{v}$ is greater by one than the number encoded by $\bar{u}$. E.g., $\lambda^{+1}(\bar{u}, \bar{v})$ can be defined as

$$
\begin{equation*}
\bigvee_{0 \leq i<n}\left(Z\left(u_{i}\right) \wedge O\left(v_{i}\right) \wedge \bigwedge_{j<i}\left(O\left(u_{j}\right) \wedge Z\left(v_{j}\right)\right) \wedge \bigwedge_{j>i}\left(O\left(u_{j}\right) \leftrightarrow Z\left(v_{j}\right)\right)\right) \tag{6}
\end{equation*}
$$

Analogously, we use $\lambda^{i}(\bar{u})$ and $\lambda^{\geq i}(\bar{u})$ for formulas saying that the number encoded by $\bar{u}$ is, resp., equal to $i$ and greater or equal $i$. Again, they can be defined in a standard way by quantifier-free, polynomially bounded formulas.

## E. Kieroński

Now we ensure that every element properly encodes a configuration. The following formulas say that, resp., there is a tape cell scanned by the head, there is at most one such cell, this cell carries also information about the state, and every tape cell contains precisely a single letter. Below $\dot{\bigvee}_{i} \psi_{i}$ is an easily definable shorthand for "exactly one of the $\psi_{i}$ holds".

$$
\begin{align*}
& \forall x \exists \bar{u}\left(H(x, \bar{u}) \wedge \bigwedge_{i}\left(O\left(u_{i}\right) \vee Z\left(u_{i}\right)\right)\right.  \tag{7}\\
& \forall x \bar{u} \bar{v}\left(C(x, \bar{u}, \bar{v}) \rightarrow H(x, \bar{u}) \wedge \lambda^{\neq}(\bar{u}, \bar{v}) \rightarrow \neg H(x, \bar{v})\right)  \tag{8}\\
& \forall x \bar{u}\left(H(x, \bar{u}) \rightarrow \bigvee_{i} S_{i}(x, \bar{u})\right)  \tag{9}\\
& \forall x \bar{u}\left(C(x, \bar{u}, \bar{u}) \rightarrow \bigvee_{i} A_{i}(x, \bar{u})\right) \tag{10}
\end{align*}
$$

We then say that every element has two successors, and, using the trick with permutations prepare appropriate guards. Predicates $S u c c_{i}$ are of arity $2+3 n$. For $i=1,2$ we write:

$$
\begin{align*}
\forall x \exists y t_{1} t_{0}\left(O\left(t_{1}\right) \wedge Z\left(t_{0}\right) \wedge\right. & \operatorname{Succ}_{i}\left(x, y, t_{0}, t_{0}, t_{0}, \ldots, t_{0}\right) \wedge \\
& \operatorname{Succ}_{i}\left(x, y, t_{1}, t_{0}, t_{0} \ldots, t_{0}\right) \wedge \\
& \operatorname{Succ}_{i}\left(x, y, t_{1}, t_{1}, t_{0}, \ldots, t_{0}\right) \wedge \ldots \wedge  \tag{11}\\
& \left.\operatorname{Succ}_{i}\left(x, y, t_{1}, t_{1}, t_{1}, \ldots, t_{1}\right)\right)
\end{align*}
$$

$$
\begin{align*}
& \forall x y \bar{t}\left(\operatorname{Succ}_{i}(x, y, \bar{t}) \rightarrow\right. \\
& \left.\qquad \operatorname{Succ}_{i}\left(x, y, t_{3 n-2}, t_{3 n-1}, t_{3 n-3}, \ldots, t_{0}\right) \wedge \operatorname{Succ}_{i}\left(x, y, t_{3 n-2}, t_{3 n-3}, \ldots, t_{0}, t_{3 n-1}\right)\right) \tag{12}
\end{align*}
$$

We next describe the computations of $M$ on $\bar{a}$. First we say that the letter at a tape cell not scanned by the head does not change in the successor configurations. For $i=1,2$ :

$$
\begin{equation*}
\forall x y \bar{u}\left(\left(\operatorname{Succ}_{i}(x, y, \bar{u}, \bar{u}, \bar{u}) \rightarrow \neg H(x, \bar{u}) \rightarrow \bigwedge_{i}\left(A_{i}(x, \bar{u}) \rightarrow A_{i}(y, \bar{u})\right)\right)\right. \tag{13}
\end{equation*}
$$

Consider now existential moves. Assume that in an existential state $s_{i}$, reading a letter $a_{j}$ the machine has two possible transitions: $\left(s_{i^{\prime}}, a_{j^{\prime}}, \rightarrow\right)$ and $\left(s_{i^{\prime \prime}}, a_{j^{\prime \prime}}, \leftarrow\right)$. Then we write:

$$
\begin{gather*}
\forall x y \bar{u} \bar{v} \bar{w}\left(S u c c_{1}(x, y, \bar{u}, \bar{v}, \bar{w}) \rightarrow H(x, \bar{u}) \wedge S_{i}(x, \bar{u}) \wedge A_{j}(x, \bar{u}) \wedge \lambda^{+1}(\bar{u}, \bar{v}) \wedge \lambda^{+1}(\bar{w}, \bar{u}) \rightarrow\right. \\
\left.\left(H(y, \bar{v}) \wedge S_{i^{\prime}}(y, \bar{v}) \wedge A_{j^{\prime}}(y, \bar{u})\right) \vee\left(H(y, \bar{w}) \wedge S_{i^{\prime \prime}}(y, \bar{w}) \wedge A_{j^{\prime \prime}}(y, \bar{u})\right)\right) \tag{14}
\end{gather*}
$$

Similarly, assume that $M$ has moves as above in a universal state $s_{i}$. We write:

$$
\begin{align*}
& \forall x y \bar{u} \bar{v} \bar{v}\left(S u c c_{1}(x, y, \bar{u}, \bar{v}, \bar{v}) \rightarrow\right. \\
& \left.\quad H(x, \bar{u}) \wedge S_{i}(x, \bar{u}) \wedge A_{j}(x, \bar{u}) \wedge \lambda^{+1}(\bar{u}, \bar{v}) \rightarrow H(y, \bar{v}) \wedge S_{i^{\prime}}(y, \bar{v}) \wedge A_{j^{\prime}}(y, \bar{u})\right)  \tag{15}\\
& \forall x y \bar{u} \bar{w} \bar{w}\left(S u c c_{2}(x, y, \bar{u}, \bar{w}, \bar{w}) \rightarrow\right. \\
& \left.\quad H(x, \bar{u}) \wedge S_{i}(x, \bar{u}) \wedge A_{j}(x, \bar{u}) \wedge \lambda^{+1}(\bar{w}, \bar{u}) \rightarrow H(y, \bar{w}) \wedge S_{i^{\prime}}(y, \bar{w}) \wedge A_{j^{\prime}}(y, \bar{u})\right) \tag{16}
\end{align*}
$$

We finally say that a model does not contain a configuration with the rejecting state and impose the existence of an element encoding the initial configuration.

$$
\begin{align*}
& \neg \exists x S_{k}(x) \wedge \exists x \operatorname{Init}(x)  \tag{17}\\
& \forall x \bar{u}(C(x, \bar{u}) \rightarrow \operatorname{Init}(x) \rightarrow\left(\lambda^{=0}(\bar{u}) \rightarrow H(x, \bar{u}) \wedge S_{0}(x, \bar{u}) \wedge A_{i_{0}}(x, \bar{u})\right) \wedge \\
&\left(\lambda^{=1}(\bar{u}) \rightarrow A_{i_{1}}(x, \bar{u})\right) \wedge \ldots \wedge  \tag{18}\\
&\left(\lambda^{=n-1}(\bar{u}) \rightarrow A_{i_{n-1}}(x, \bar{u})\right) \wedge \\
&\left.\left(\lambda^{\geq n}(\bar{u}) \rightarrow A_{0}(x, \bar{u})\right)\right)
\end{align*}
$$

Showing that $M$ accepts $\bar{a}$ iff the constructed formula has a model is routine.

Upper bounds in (ii) and (iii). In both cases we have proved an exponential model property. Thus, to test satisfiability it suffices to guess an exponentially bounded structure and verify that it indeed is a model. More precisely, given a formula $\varphi$ we nondeterministically convert it into normal form $\varphi^{\prime}$. We guess an exponentially bounded model $\mathfrak{B}$ of $\varphi^{\prime}$ (again we remark that not only the universe of $\mathfrak{B}$ is bounded exponentially, but also the description of $\mathfrak{B}$, since we are dealing only with at most $\left|\varphi^{\prime}\right|$ relations of arity at most $\left|\varphi^{\prime}\right|$ ), and verify that it is indeed a model. The last task can be carried out in an exhaustive way: for each $b \in B$ and each conjunct of $\varphi^{\prime}$ of the form $\forall x \exists \bar{y} \psi_{i}^{\prime}(x, \bar{y})$ guess which elements form a witness structure for $b$ and this conjunct and check that they indeed form a required witness structure; for each conjunct $\forall \bar{x}\left(\gamma_{i}(\bar{x}) \rightarrow \psi_{i}(\bar{x})\right)$ enumerate all tuples $\bar{b}$ of elements of $B$ such that $|\bar{b}|=|\bar{x}|$ and check that $\mathfrak{B} \models \gamma_{i}(\bar{b}) \rightarrow \psi_{i}(\bar{b})$. Proceed analogously with the conjunct $\forall x y \psi^{\prime \prime}(x, y)$.

Lower bounds in (ii) and (iii). It suffices to show NExPTime-lower bound for GF $_{1}$ without equality. As advertised in the Introduction, we even strengthen this result using only uniform formulas, that is we show NExpTime-hardness of the uniform one-dimensional guarded fragment being the intersection of GF and $\mathrm{UF}_{1}$. For our current purposes it is sufficient to say that conjunctions of sentences $\exists \bar{x} \psi(\bar{x})$ and $\forall \bar{x} \psi(\bar{x})$ with quantifier-free $\psi$ are uniform if all atoms of $\varphi$ use either all variables of $\bar{x}$ or just one of them. We use only formulas of such kind. For a general definition of $\mathrm{UF}_{1}$ see [9] or [13]. Our proof goes by an encoding of an exponential tiling problem and is given in the full version of this paper.

## 5 Variations on extensions of the guarded fragment

Let us see what happens when the ideas of one-dimensionality, tri-guardedness and their combination are applied to two extensions of the guarded fragment: the loosely guarded fragment, LGF, introduced by van Benthem [17], and the guarded negation fragment, GNFO, introduced by Bárány, ten Cate and Segoufin [3]. LGF is defined similarly to GF, but the notion of the guard is more liberal: in subformulas of the form $\exists \bar{y}(\gamma(\bar{x}, \bar{y}) \wedge \varphi(\bar{x}, \bar{y}))$ and $\forall \bar{y}(\gamma(\bar{x}, \bar{y}) \rightarrow \varphi(\bar{x}, \bar{y}))$ we do not require that $\gamma$ is atomic but allow it to be a conjunction of atoms such that for every variable from $\bar{y}$ and every variable from $\bar{y} \cup \bar{x}$ there is an atom in $\gamma$ containing both of them. In GNFO (atomic) guards are required not for quantifiers but for negated subformulas. For a more detailed definition of GNFO see [3].

One-dimensionality. First, let us see that the one-dimensionality decreases the complexity of LGF, similarly as in the case of GF, but does not affect the complexity of GNFO.

- Theorem 4.
(i) The satisfiability (= finite satisfiability) problem for the one-dimensional LGF, $\mathrm{LGF}_{1}$, is NExpTimE-complete. $\mathrm{LGF}_{1}$ has an exponential model property.
(ii) The satisfiability (= finite satisfiability) problem for the one-dimensional GNFO is 2-ExpTime-complete.

To prove (i) we adjust the small model construction from the proof of Thm. 2, by using more copies of witness structures and refining the strategy of providing witnesses. The construction from the proof of Thm. 2 cannot be applied without any changes to the current scenario, as it may accidentally form some cliques of cardinality greater than 2 in the Gaifmann graph of the constructed model which then could work as loose guards and lead to a violation of some universal conjuncts of the input formula.

To see (ii) note that GNFO contains the unary negation fragment, UNFO, whose satisfiability problem is already 2-ExpTime-hard. UNFO is not one-dimensional but can be polynomially translated to its equivalent UN-normal form (ten Cate, Segoufin [16]), which is one-dimensional. The upper bound is inherited from the upper bound for full GNFO [3].

Tri-guardedness. Unfortunately, allowing for unguarded binary subformulas leads to undecidability already in the case of one-dimensional variants of LGF and GNFO.

- Theorem 5. The (finite) satisfiability problems for the one-dimensional LGF or GNFO, with unguarded subformulas with two variables, even without equality, are undecidable.

In the case of $\mathrm{LGF}_{1}$, unguarded binary subformulas give the power of full one-dimensional fragment $\mathrm{F}_{1}$. Indeed by adding a conjunct $\forall x y G^{*}(x, y)$ we would be able to guard any tuple of variables $x_{1}, \ldots, x_{k}$ by the conjunction $\bigwedge_{i \neq j} G^{*}\left(x_{i}, x_{j}\right)$. (A similar observation is present also in [15].) As the satisfiability problem for $\mathrm{F}_{1}$ is undecidable [9] this gives the undecidability of the considered variation of LGF. For the one-dimensional GNFO, using unguarded negations of binary atoms one can express transitivity of binary relations: $\neg \exists x y z(R x y \wedge R y z \wedge \neg R x z)$. One-dimensional GNFO contains the two-variable guarded fragment which becomes undecidable when extended by transitive relations (Kieroński [12], Kazakov [11]). Thus the claim follows.

## 6 Adding constants

Finally, we study the satisfiability problem for $\mathrm{GF}_{1}$ and $\mathrm{TGF}_{1}$ with constants. It turns out that in the presence of constants we lose neither the decidability nor the finite model property, however, the complexity increases. The following theorem completes Table 1.

## - Theorem 6.

(i) Every satisfiable formula in $\mathrm{TGF}_{1}$ with constants has a finite model of size bounded doubly exponentially in its length.
(ii) The satisfiability ( $=$ finite satisfiability) problem for $\mathrm{GF}_{1}$ with constants (with or without equality) is 2-ExpTime-complete.
(iii) The satisfiability ( $=$ finite satisfiability) problem for $\mathrm{TGF}_{1}$ with constants (with or without equality) is 2-NExpTime-complete.

It is not difficult to see that Lemma 1 holds for formulas with constants. Thus, to show (i) we can use a minor adaptation of our small model construction from the proof of Thm. 2. Indeed, interpretations of constants may be treated as kings. The number of $\mathfrak{K}$-types remains doubly exponential. The construction works then essentially without changes, we only remark that in step Completing the structure, when a 2-type for a pair of elements is chosen, we need to define the truth-values of all relations on tuples built out of these elements and constants. This way we get a doubly exponential bound on the size of models.

The upper bound in (ii) follows from the fact that full GF with constants is in 2ExpTime [7].

The upper bound in (iii) follows from the fact that full TGF with constants is in 2NExpTime [15]. We remark, however, that this upper bound for TGF is obtained without proving the finite model property, thus to justify the upper bound for finite satisfiability of $\mathrm{TGF}_{1}$ we must refer to part (i) of Thm. 6.

The corresponding lower bounds in (ii) and (iii) are proved in the full version of this paper.
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#### Abstract

We show that the finite satisfiability problem for the unary negation fragment with an arbitrary number of transitive relations is decidable and 2-ExpTime-complete. Our result actually holds for a more general setting in which one can require that some binary symbols are interpreted as arbitrary transitive relations, some as partial orders and some as equivalences. We also consider finite satisfiability of various extensions of our primary logic, in particular capturing the concepts of nominals and role hierarchies known from description logic. As the unary negation fragment can express unions of conjunctive queries, our results have interesting implications for the problem of finite query answering, both in the classical scenario and in the description logics setting.
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## 1 Introduction

Decidable fragments and unary negation. Searching for attractive fragments of first-order logic is an important theme in theoretical computer science. Successful examples of such fragments, with numerous applications, are modal and description logics. They have their own syntax, but naturally translate to first-order logic, via the standard translation. Several seminal decidable fragments of first-order logic were identified by preserving one particular restriction obeyed by this translation and dropping all the others. Important examples of such fragments are two-variable logic, $\mathrm{FO}^{2},[25]$, the guarded fragment, GF, [2], and the fluted fragment, FF, [24, 22]. They restrict, respectively, the number of variables, the quantification pattern and the order of variables in which they appear as arguments of predicates. A more recent proposal [27] is the unary negation fragment, UNFO. This time we restrict the use of negations, allowing them only in front of subformulas with at most one free variable. UNFO turns out to retain many good algorithmic and model theoretic properties of modal logic, including the finite model property, a tree-like model property and the decidability of the satisfiability problem. We remark here that UNFO and GF have a common decidable generalization, the guarded negation fragment, GNFO, [5].

To justify the attractiveness of UNFO let us look at one of the crucial problems in database theory, open-world query answering. Given an (incomplete) set of facts $\mathfrak{D}$, a set of constraints $\mathcal{T}$ and a query $q$, check if $\mathfrak{D} \wedge \mathcal{T}$ entails $q$. Generally, this problem is undecidable, and to make it decidable one needs to restrict the class of queries and constraints. Widely investigated class of queries are (unions of) conjunctive queries - (disjunctions of) sentences
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of the form $\exists \bar{x} \psi(\bar{x})$ where $\psi$ is a conjunction of atoms. An important class of constraints are tuple generating dependencies, TGDs, of the form $\forall \bar{x} \bar{y}\left(\psi(\bar{x}, \bar{y}) \rightarrow \exists \bar{z} \psi^{\prime}(\bar{y}, \bar{z})\right)$, where $\psi$ and $\psi^{\prime}$ are, again, conjunctions of atoms. Conjunctive query answering against arbitrary TGDs is still undecidable (see, e.g., [6]), so TGDs need to be restricted further. Several classes of TGDs making the problem decidable have been proposed. One interesting such class are frontier-one TGDs, in which the frontier of each dependency, $\bar{y}$, consists just of a single variable [4]. Frontier-one TGDs are a special case of frontier-guarded TGDs [3]. Checking whether $\mathfrak{D}$ and $\mathcal{T}$ entail $q$ boils down to verifying (un)satisfiability of the formula $\mathfrak{D} \wedge \mathcal{T} \wedge \neg q$. It turns out that if $\mathcal{T}$ is a conjunction of frontier-one TGDs and $q$ is a disjunction of conjunctive queries then the resulting formula belongs to UNFO.

Transitivity. A serious weakness of the expressive power of UNFO is that it cannot express transitivity of a binary relation, nor related properties like being an equivalence, a partial order or a linear order. This limitation becomes particularly important when database or knowledge representation applications are considered, as transitivity is a natural property in many real-life situations. Just consider relations like greater-than or part-of. This weakness is shared by $\mathrm{FO}^{2}$, GF and FF . Thus, it is natural to think about their extensions, in which some distinguished binary symbols may be explicitly required to be interpreted as transitive relations. It turns out that $\mathrm{FO}^{2}$, GF and FF do not cope well with transitivity, and the satisfiability problems for the obtained extensions are undecidable [15, 13, 23] (see also $[10,18,17]$ ). Some positive results were obtained for $\mathrm{FO}^{2}$, GF and FF only when one transitive relation is available [21, 18, 23] or when some further syntactic restrictions are imposed [26].

UNFO is an exception here, since its satisfiability problem remains decidable in the presence of arbitrarily many transitive relations. This has been explicitly stated in [16], as a corollary from a stronger result that UNFO is decidable when extended by regular path expressions. Independently, the decidability of UNFO with transitivity, UNFO $+\mathcal{S}$, follows from [1], which deals with the decidability of a richer logic, the guarded negation fragment with transitive relations restricted to non-guard positions, which embeds UNFO $+\mathcal{S}$. From both papers the 2 -ExpTime-completeness of $\mathrm{UNFO}+\mathcal{S}$ can be inferred.

Our main results. A problem related to satisfiability is finite satisfiability, in which we ask about the existence of finite models. In computer science, the importance of decision procedures for finite satisfiability arises from the fact that most objects about which we may want to reason using logic, e.g., databases, are finite. Thus the ability of solving only general satisfiability may not be fully satisfactory. Both the above-mentioned decidability results implying the decidability of $\mathrm{UNFO}+\mathcal{S}$ are obtained by employing tree-like model properties of the logics and then using automata techniques. Since tree-like unravelings of models are infinite, this approach works only for general satisfiability, and gives little insight into the decidability/complexity of finite satisfiability. In this paper we consider the finite satisfiability problem for $\mathrm{UNFO}+\mathcal{S}$. Actually, we made a step in this direction already in our previous paper [7] (see [8] for its longer version) where we proved a related result that UNFO with equivalence relations, UNFO+EQ, has the finite model property and thus that its satisfiability and finite satisfiability problems coincide, both being 2-ExpTime-complete. Some ideas developed in [7] are extended and applied also here, even though UNFO $+\mathcal{S}$ does not have the finite model property which becomes evident when looking at the following formula with transitive $T, \forall x \exists y T x y \wedge \forall x \neg T x x$, satisfiable only in infinite models.

Our main contribution is demonstrating the decidability of finite satisfiability for UNFO $+\mathcal{S}$ and establishing its 2-ExPTIME-completeness. En route we obtain a triply exponential bound on the size of minimal models of finitely satisfiable $\mathrm{UNFO}+\mathcal{S}$ formulas. Actually, our results
hold for a more general setting, in which some relations may be required to be interpreted as equivalences, some as partial orders, and some just as arbitrary transitive relations. Returning to database motivations, we get this way the decidability of the finite open-world query answering for unions of conjunctive queries against frontier-one TGDs with equivalences, partial orders and arbitrary transitive relations. By finite open-world query answering we mean the question if for given $\mathfrak{D}, \mathcal{T}$ and $q, \mathfrak{D}$ and $\mathcal{T}$ entail $q$ over finite structures.

To the best of our knowledge, $\mathrm{UNFO}+\mathcal{S}$ is the first logic which allows one to use arbitrarily many transitive relations, and, at the same time, to speak non-trivially about relations of arbitrary arities, whose finite satisfiability problem is shown decidable. In the case of related logics of this kind, like the guarded fragment with transitive guards [26], and the guarded negation fragment with transitive relations outside guards [1], the decidability was shown only for general satisfiability, and its finite version is open. (Finite satisfiability was shown decidable only for the two-variable guarded fragment with transitive guards [20]).

We believe that moving from UNFO+EQ from [7] to UNFO $+\mathcal{S}$ is an important improvement. Besides the fact that this requires strengthening our techniques and employing some new ideas, general transitive relations have stronger motivations than equivalences. In particular, it opens natural connections to the realm of description logics, DLs.

UNFO and expressive description logics. UNFO, via the above-mentioned standard translation, embeds the DL $\mathcal{A L C}$, as well as its extension by inverse roles $(\mathcal{I})$ and role intersections $(\square)$. Thus, having the ability of expressing conjunctive queries, we can use our results to solve the so-called (finite) ontology mediated query answering problem, (F)OMQA, for some DLs. This problem is a counterpart of (finite) open-world query answering: given a conjunctive query (or a union of conjunctive queries) and a knowledge base specified in a DL, check whether the query holds in every (finite) model of this knowledge base.

While there are quite a lot of results for OMQA, not much is known about FOMQA. In particular, for DLs with transitive roles $(\mathcal{S})$ the only positive results we are aware of are the ones obtained recently in [12], where the decidability and 2-ExpTime-completeness of FOMQA for the logics $\mathcal{S O I}, \mathcal{S I F}$ and $\mathcal{S O F}$ is shown. This is orthogonal to our results described above, since $\mathrm{UNFO}+\mathcal{S}$ captures neither nominals $(\mathcal{O})$ nor functional roles $(\mathcal{F})$. On the other hand, we are able to express any positive boolean combinations of roles, including their intersection ( $\square$ ), which allows us to solve FOMQA, e.g., for the logic $\mathcal{S I} \mathcal{I}^{\sqcap}$. Moreover we can use non-trivially relations of arity greater than two.

It is an interesting question if our decidability result can be extended to capture some more expressive DLs. Unfortunately, we cannot hope for number restrictions ( $\mathcal{Q}$ or $\mathcal{N}$ ) or even functional roles $(\mathcal{F})$, as satisfiability and finite satisfiability of UNFO (even without transitive relations) and two binary functional relations are undecidable. This is implicit in [27] (see the full version of this paper for an explicit proof). On the positive side, we show the decidability and 2-ExpTime-completeness of finite satisfiability of UNFO $+\mathcal{S O H}$, extending $\mathrm{UNFO}+\mathcal{S}$ by constants (corresponding to nominals $(\mathcal{O})$ ) and inclusions of binary relations (capturing role hierarchies $(\mathcal{H})$ ). This is sufficient, in particular, to imply the decidability of FOMQA for the description logic $\mathcal{S H O I}{ }^{\sqcap}$, which, up to our knowledge, is a new result.

Towards guarded negation fragment. We propose also another decidable extension of our basic logic, the one-dimensional base-guarded negation fragment with transitive relations on non-guard positions, $\mathrm{BGNFO}_{1}+\mathcal{S}$. This is a non-trivial fragment of the already mentioned logic from [1]. After some rather easy adjustments, our constructions cover this bigger logic, however, it becomes undecidable when extended with inclusions of binary relations.

Organization of the paper. The rest of this paper is organized as follows. Section 2 contains definitions, basic facts and a high-level description of our decidability proof. As our constructions are rather complex, in the main body of the paper, Section 3, we explicitly process the restricted, two-variable case of our logic, for which our ideas can be presented more transparently. In Section 4 we just formulate the remaining results, leaving the details for the full version of this paper, which also contains the missing proofs from Sections 2 and 3. In Section 5 we conclude the paper.

## 2 Preliminaries

### 2.1 Logics, structures, types and functions

We employ standard terminology and notation from model theory. We refer to structures using Fraktur capital letters, and their domains using the corresponding Roman capitals. For a structure $\mathfrak{A}$ and $A^{\prime} \subseteq A$ we use $\mathfrak{A} \uparrow A^{\prime}$ or $\mathfrak{A}^{\prime}$ to denote the restriction of $\mathfrak{A}$ to $A^{\prime}$.

The unary negation fragment of first-order logic, UNFO is defined by the following grammar [27]: $\varphi=B \bar{x}|x=y| \varphi \wedge \varphi|\varphi \vee \varphi| \exists x \varphi \mid \neg \varphi(x)$, where, in the first clause, $B$ represents any relational symbol, and, in the last clause, $\varphi$ has no free variables besides (at most) $x$. An example formula not expressible in UNFO is $x \neq y$. We formally do not have universal quantification. However we allow ourselves to use $\forall \bar{x} \neg \varphi$ as an abbreviation for $\neg \exists \bar{x} \varphi$, for an UNFO formula $\varphi$. Note that frontier-one TGDs $\forall \bar{x} y\left(\psi(\bar{x}, y) \rightarrow \exists \bar{z} \psi^{\prime}(y, \bar{z})\right)$ are in UNFO as they can be rewritten as $\neg \exists \bar{x} y\left(\psi(\bar{x}, y) \wedge \neg \exists \bar{z} \psi^{\prime}(y, \bar{z})\right)$.

We mostly work with purely relational signatures (admitting constants only in some extensions of our main results) of the form $\sigma=\sigma_{\text {base }} \cup \sigma_{\text {dist }}$, where $\sigma_{\text {base }}$ is the base signature, and $\sigma_{\text {dist }}$ is the distinguished signature. We assume that $\sigma_{\text {dist }}=\left\{T_{1}, \ldots, T_{2 k}\right\}$, with all the $T_{u}$ binary, and intension that $T_{2 u}$ is interpreted as the inverse of $T_{2 u-1}$. For every $1 \leq u \leq k$ we sometimes write $T_{2 u}^{-1}$ for $T_{2 u-1}$, and $T_{2 u-1}^{-1}$ for $T_{2 u}$. We say that a subset $\mathcal{E}$ of $\sigma_{\text {dist }}$ is closed under inverses if, for every $1 \leq u \leq 2 k$, we have $T_{u} \in \mathcal{E}$ iff $T_{u}^{-1} \in \mathcal{E}$. Note that $\mathcal{E}$ is closed under inverses iff $\sigma_{\text {dist }} \backslash \mathcal{E}$ is closed under inverses. Given a formula $\varphi$ we denote by $\sigma_{\varphi}$ the signature induced by $\varphi$, i.e., the minimal signature, with its distinguished part closed under inverses, containing all symbols from $\varphi$.

The unary negation fragment with transitive relations, UNFO $+\mathcal{S}$, is defined by the same grammar as UNFO, however when satisfiability of its formulas is considered, we restrict the class of admissible models to those that interpret all symbols from $\sigma_{\text {dist }}$ as transitive relations and, additionally, for each $u$, interpret $T_{2 u}$ as the inverse of $T_{2 u-1}$. The latter condition is intended to simplify the presentation, and is imposed without loss of generality. In our constructions we sometimes consider some auxiliary structures in which symbols from $\sigma_{\text {dist }}$ are not necessarily interpreted as transitive relations (but the pairs $T_{2 u-1}, T_{2 u}$ are always interpreted as inverses of each other).

An (atomic) $k$-type over a signature $\sigma$ is a maximal satisfiable set of literals (atoms and negated atoms) over $\sigma$ with variables $x_{1}, \ldots, x_{k}$. We often identify a $k$-type with the conjunction of its elements. We are mostly interested in 1 - and 2 -types. Given a $\sigma$-structure $\mathfrak{A}$ and $a, b \in A$ we denote by $\operatorname{atp}^{\mathfrak{H}}(a)$ the 1 -type realized by $a$, that is the unique 1 -type $\alpha\left(x_{1}\right)$ such that $\mathfrak{A} \models \alpha(a)$, and by $\operatorname{atp}^{\mathfrak{A}}(a, b)$ the unique 2-type $\beta\left(x_{1}, x_{2}\right)$ such that $\mathfrak{A} \models \beta(a, b)$.

We use various functions in our paper. Given a function $f: A \rightarrow B$ we denote by $\operatorname{Rng} f$ its range, by $\operatorname{Dom} f$ its domain, and by $f\left\lceil A_{0}\right.$ the restriction of $f$ to $A_{0} \subseteq A$.

### 2.2 Normal form, witnesses and basic facts

We say that an UNFO $+\mathcal{S}$ formula is in Scott-normal form if it is of the shape

$$
\begin{equation*}
\forall x_{1}, \ldots, x_{t} \neg \varphi_{0}(\bar{x}) \wedge \bigwedge_{i=1}^{m} \forall x \exists \bar{y} \varphi_{i}(x, \bar{y}) \tag{1}
\end{equation*}
$$

where each $\varphi_{i}$ is a $\mathrm{UNFO}+\mathcal{S}$ quantifier-free formula and $\varphi_{0}$ is additionally in negation normal form (NNF). A similar normal form for UNFO was introduced in the bachelor's thesis [9]. By a straightforward adaptation of Scott's translation for $\mathrm{FO}^{2}$ [25] one can translate in polynomial time any $\mathrm{UNFO}+\mathcal{S}$ formula to a formula in normal form, in such a way that both are satisfiable over the same domains. This allows us, when dealing with decidability/complexity issues for $\mathrm{UNFO}+\mathcal{S}$, or when considering the size of minimal finite models of formulas, to restrict attention to normal form formulas.

Given a structure $\mathfrak{A}$, a normal form formula $\varphi$ as in (1) and elements $a, \bar{b}$ of $A$ such that $\mathfrak{A} \models \varphi_{i}(a, \bar{b})$ we say that the elements of $\bar{b}$ are witnesses for $a$ and $\varphi_{i}$ and that $\mathfrak{A} \upharpoonright\{a, \bar{b}\}$ is a witness structure for $a$ and $\varphi_{i}$. Fix an element $a$. For every $\varphi_{i}$ choose a witness structure $\mathfrak{W}_{i}$. Then the structure $\mathfrak{W}=\mathfrak{A} \mid\left\{W_{1} \cup \ldots \cup W_{m}\right\}$ is called a $\varphi$-witness structure for $a$.

We are going to present a construction which given an arbitrary finite model of a normal form $\mathrm{UNFO}+\mathcal{S}$ formula $\varphi$ builds a finite model of $\varphi$ of a bounded size. The construction goes via several intermediate steps in which some tree-like models are produced. To argue that that they are still models of $\varphi$ we use the following basic observation (we recall that $t$ is the number of variables of the $\forall$-conjunct of $\varphi$ ).

- Lemma 1. Let $\mathfrak{A}$ be a model of a normal form $U N F O+\mathcal{S}$ formula $\varphi$. Let $\mathfrak{A}^{\prime}$ be a structure in which all symbols from $\sigma_{\text {dist }}$ are interpreted as transitive relations, such that
(a1) for every $a^{\prime} \in A^{\prime}$ there is a $\varphi$-witness structure for $a^{\prime}$ in $\mathfrak{A}^{\prime}$,
(a2) for every tuple $a_{1}^{\prime}, \ldots, a_{t}^{\prime} \in A^{\prime}$ there is a homomorphism $\mathfrak{h}: \mathfrak{A}^{\prime} \uparrow\left\{a_{1}^{\prime}, \ldots, a_{t}^{\prime}\right\} \rightarrow \mathfrak{A}$ which preserves 1 -types of elements.
Then $\mathfrak{A}^{\prime} \models \varphi$.


### 2.3 Plan of the small model construction

Our main goal is to show that finite satisfiability of $\mathrm{UNFO}+\mathcal{S}$ formulas can be checked in 2-ExpTime. To this end we will introduce a natural notion of tree-like structures and a measure associating with transitive paths of such structures their so-called ranks. Intuitively, for a transitive relation $T_{i}$ and a $T_{i}$-path $\pi$, the $T_{i}$-rank of $\pi$ is the number of one-directional $T_{i}$-edges in $\pi$ (a precise definition is given in Section 3.1). Then we show that having the following forms of models is equivalent for a normal form formula $\varphi$ :
(f1) finite;
(f2) tree-like, with bounded ranks of transitive paths;
(f3) tree-like, with ranks of transitive paths bounded doubly exponentially in $|\varphi|$;
(f4) tree-like, with ranks of paths bounded doubly exponentially in $|\varphi|$, and regular (with doubly exponentially many non-isomorphic subtrees);
(f5) finite of size triply exponential in $|\varphi|$.
We will make the following steps: (f1) $\rightsquigarrow(f 2)$, (f2) $\rightsquigarrow(f 3),(f 3) \rightsquigarrow(f 4),(f 4) \rightsquigarrow(f 5)$. The step closing the circle, (f5) $\rightsquigarrow$ (f1) is trivial. In the two-variable case, we will omit the form (f4) and directly show (f3) $\rightsquigarrow(\mathrm{f} 5$ ). Our 2-ExpTime-algorithm will look for models of the form (f3). Showing transitions leading from (f3) to (f5) justifies that its answers coincide indeed with the existence of finite models.

This scheme is similar to the one we used to show the finite model property for UNFO+EQ in [7]. In the main part of the construction from [7] we build bigger and bigger substructures in which some equivalence relations are total. The induction goes, roughly speaking, by the number of non-total equivalences in the substructure. Here we extend this approach to handle one-way transitive connections. It may be useful to briefly compare the case of $\mathrm{UNFO}+\mathcal{S}$ and the case of $\mathrm{UNFO}+\mathrm{EQ}$.

First of all, if a given formula $\varphi$ is from UNFO+EQ then we can start our constructions leading to a small finite model of $\varphi$ from its arbitrary model, while if $\varphi$ is in UNFO $+\mathcal{S}$ we start from a finite model of $\varphi$. A very simple step (f1) $\rightsquigarrow(f 2)$ in both papers is, essentially, identical. The counterpart of step (f3) $\rightsquigarrow(\mathrm{f} 4)$ in the case of equivalences is slightly simpler, but the main differences lie in steps (f2) $\rightsquigarrow(\mathrm{f} 3)$ and (f4) $\rightsquigarrow(\mathrm{f} 5)$. The former, clearly, is not present at all in [7]. While the general idea in this step is quite standard, as we just use a kind of tree pruning, the details are rather delicate due to possible interactions among different transitive relations, and this step is, by no means, trivial. We refine here, in particular, the apparatus of declarations introduced in [7]. Regarding step (f4) $\rightsquigarrow$ (f5), the main construction there, in its single inductive step, has two phases: building the so-called components and then arranging them into a bigger structure. It is this first phase which is more complicated than in the corresponding step in [7]. Having components prepared we join them similarly as in [7].

## 3 The two-variable case

As in the case of unbounded number of variables we can restrict attention to normal form formulas, which in the two-variable case simplify to the standard Scott-normal form [25]:

$$
\begin{equation*}
\forall x y \neg \varphi_{0}(x, y) \wedge \bigwedge_{i=1}^{m} \forall x \exists y \varphi_{i}(x, y) \tag{2}
\end{equation*}
$$

where all $\varphi_{i}$ are quantifier-free $\mathrm{UNFO}^{2}+\mathcal{S}$ formulas (in this restricted case it is not important whether $\varphi_{0}$ is in NNF or not). As is typical for two-variable logics we assume that formulas do not use relational symbols of arity greater than 2 (cf. [14]).

### 3.1 Tree pruning in the two-variable case

We use a standard notion of a (finite or infinite) rooted tree and related terminology. Additionally, any set consisting of a node and all its children is called a family. Any node $b$, except for the root and the leaves, belongs to two families: the one containing its parent, and the one containing its children, the latter called the downward family of $b$.

We say that a structure $\mathfrak{A}$ over a signature consisting of unary and binary symbols is a light tree-like structure if its nodes can be arranged into a rooted tree in such a way that if $\mathfrak{A} \models B a a^{\prime}$ for some non-transitive relation symbol $B$ then one of three conditions holds: $a=a^{\prime}, a$ is the parent of $a^{\prime}$ or $a$ is a child of $a^{\prime}$, and if $\mathfrak{A} \models T_{u} a a^{\prime}$ for some $T_{u}$ then either $a=a^{\prime}$ or there is a sequence of distinct nodes $a=a_{0}, a_{1}, \ldots, a_{k}=a^{\prime}$ such that $a_{i}$ and $a_{i+1}$ are joined by an edge of the tree and $\mathfrak{A} \models T_{u} a_{i} a_{i+1}$. In other words, distant nodes in a light tree-like structure can be joined only by transitive connections, moreover, these transitive connections are just the transitive closures of connections inside families. For a light tree-like structure $\mathfrak{A}$ and $a \in A$ we denote by $A_{a}$ the set of all nodes in the subtree rooted at $a$ and by $\mathfrak{A}_{a}$ the corresponding substructure.

Let $\mathfrak{A}$ be a light tree-like structure. A sequence of nodes $a_{1}, \ldots, a_{N} \in A$ is a downward path in $\mathfrak{A}$ if for each $i a_{i+1}$ is a child of $a_{i}$. A downward- $T_{u}$-path is a downward path such that for each $i$ we have $\mathfrak{A} \models T_{u} a_{i} a_{i+1}$. The $T_{u}$-rank of a downward- $T_{u}$-path $\vec{a}, \mathfrak{r}_{u}^{\mathfrak{A}}(\vec{a})$, is the
cardinality of the set $\left\{i: \mathfrak{A} \models \neg T_{u} a_{i+1} a_{i}\right\}$. The $T_{u}$-rank of an element $a \in A$ is defined as $\mathfrak{r}_{u}^{\mathfrak{Z}}(a)=\sup \left\{\mathfrak{r}_{u}^{\mathfrak{Z}}(\vec{a}): \vec{a}=a, a_{2}, \ldots, a_{N} ; \vec{a}\right.$ is a downward- $T_{u}$-path $\}$. For an integer $M$, we say that $\mathfrak{A}$ has downward- $T_{u}$-paths bounded by $M$ when for all $a \in A$ we have $\mathfrak{r}_{u}^{\mathfrak{A}}(a) \leq M$, and that $\mathfrak{A}$ has transitive paths bounded by $M$ if it has downward- $T_{u}$-paths bounded by $M$ for all $u$. Note that a downward- $T_{u}$-path bounded by $M$ may have more than $M$ nodes, as the symmetric $T_{u}$-connections do not increase the rank.

Given an arbitrary model $\mathfrak{A}$ of a normal form $\mathrm{UNFO}^{2}+\mathcal{S}$ formula $\varphi$ we can simply construct its light tree-like model of degree bounded by $|\varphi|$. We define a light- $\varphi$-tree-like unraveling $\mathfrak{A}^{\prime}$ of $\mathfrak{A}$ and an associated function $\mathfrak{h}: A^{\prime} \rightarrow A$ in the following way. $\mathfrak{A}^{\prime}$ is divided into levels $L_{0}, L_{1}, \ldots$. Choose an arbitrary element $a \in A$ and add to level $L_{0}$ of $A^{\prime}$ an element $a^{\prime}$ such that $\operatorname{atp}^{\mathfrak{\mathfrak { R }}}\left(a^{\prime}\right)=\operatorname{atp}^{\mathfrak{A}}(a)$; set $\mathfrak{h}\left(a^{\prime}\right)=a$. The element $a^{\prime}$ will be the only element of $L_{0}$ and will become the root of $\mathfrak{A}^{\prime}$. Having defined $L_{i}$ repeat the following for every $a^{\prime} \in L_{i}$. For every $j$, if $\mathfrak{h}\left(a^{\prime}\right)$ is not a witness for $\varphi_{j}$ and itself then choose in $\mathfrak{A}$ a witness $b$ for $\mathfrak{h}\left(a^{\prime}\right)$ and $\varphi_{j}$. Add a fresh copy $b^{\prime}$ of $b$ to $L_{i+1}$, make $\mathfrak{A}^{\prime} \mid\left\{a^{\prime}, b^{\prime}\right\}$ isomorphic to $\mathfrak{A} \mid\left\{\mathfrak{h}\left(a^{\prime}\right), b\right\}$ and set $\mathfrak{h}\left(b^{\prime}\right)=b$. Complete the definition of $\mathfrak{A}^{\prime}$ transitively closing all relations from $\sigma_{\text {dist }}$.

- Lemma 2 ((f1) $\rightsquigarrow(\mathrm{f} 2)$, light). Let $\mathfrak{A}$ be a finite model of a normal form $U N F O^{2}+\mathcal{S}$ formula $\varphi$. Let $\mathfrak{A}^{\prime}$ be a light- $\varphi$-tree-like unraveling of $\mathfrak{A}$. Then $\mathfrak{A}^{\prime} \models \varphi$ and $\mathfrak{A}^{\prime}$ is a light tree-like structure of degree bounded by $|\varphi|$, and transitive paths bounded by $|A|$.

Our next task is making the transition (f2) $\rightsquigarrow(\mathrm{f} 3)$. For this purpose we introduce a notion of light declarations. It is closely related to a notion of declarations which will be used in the general case, but simpler than the latter. Fix a signature and let $\boldsymbol{\alpha}$ be the set of 1-types over this signature.

For $\mathcal{T} \subseteq\left\{T_{1}, \ldots, T_{2 k}\right\}$ we write $\mathfrak{A} \models \mathcal{T} a b$ iff $\mathfrak{A} \models T_{u} a b$ for all $T_{u} \in \mathcal{T}$. A light declaration is a function of type $\mathcal{P}\left(\left\{T_{1}, \ldots, T_{2 k}\right\}\right) \rightarrow \mathcal{P}(\boldsymbol{\alpha})$. Given a light tree-like structure $\mathfrak{A}$ and its node $a$ we say that $a$ respects a light declaration $\mathfrak{d}$ if for every $\mathcal{T}$, for every $\alpha \in \mathfrak{d}(\mathcal{T})$ there is no node $b \in A$ of 1-type $\alpha$ such that $\mathfrak{A} \models \mathcal{T} a b$. We denote by $\operatorname{ldec}^{\mathfrak{A}}(a)$ the maximal light declaration respected by $a$. Formally, for every $\mathcal{T} \subseteq\left\{T_{1}, \ldots, T_{2 k}\right\}$, $\operatorname{ldec}^{\mathfrak{A}}(a)(\mathcal{T})=\{\alpha$ : for every node $b$ of type $\alpha$ we have $\neg \mathfrak{A} \models \mathcal{T} a b\}$. Intuitively, $\operatorname{ldec}^{\mathfrak{A}}(a)$ says, for any combination of transitive relations, which 1-types have no realizations to which $a$ is connected by this combination in $\mathfrak{A}$. Note that if $a$ respects a light declaration $\mathfrak{d}$ then for any $\mathcal{T}$ we have $\mathfrak{d}(\mathcal{T}) \subseteq \operatorname{ldec}^{\mathfrak{A}}(a)(\mathcal{T})$. We remark that it would be equivalent to define the light declarations without the negations, listing the 1-types that a given node is connected with, however we choose a version with negations to make them uniform with the corresponding (more complicated) notion in the general case, where negations are more convenient.

Now we define the local consistency conditions (LCCs) for a system of light declarations $\left(\mathfrak{d}_{a}\right)_{a \in A}$ assigned to all nodes of a tree-like structure $\mathfrak{A}$. Let $F$ be the downward family of some node $a$. We say that the system satisfies LCCs at $a$ if for every $a_{1}, a_{2} \in F$ and for every $\mathcal{T}$ such that $\mathfrak{A} \models \mathcal{T} a_{1} a_{2}$ the following two conditions hold: (ld1) for every $\alpha \in \boldsymbol{\alpha}$, if $\alpha \in \mathfrak{d}_{a_{1}}(\mathcal{T})$ then $\alpha \in \mathfrak{d}_{a_{2}}(\mathcal{T})$, (ld2) $\operatorname{atp}^{\mathfrak{A}}\left(a_{2}\right) \notin \mathfrak{d}_{a_{1}}(\mathcal{T})$. Given a light tree-like structure $\mathfrak{A}$ we say that a system of light declarations $\left(\mathfrak{D}_{a}\right)_{a \in A}$ is locally consistent if it satisfies LCCs at each $a \in A$ and is globally consistent if $\mathfrak{d}_{a}(\mathcal{T}) \subseteq \operatorname{ldec}^{\mathfrak{A}}(a)(\mathcal{T})$ for each $a \in A$ and each $\mathcal{T}$. Note that the global consistency means that all nodes $a$ respect their light declarations $\mathfrak{d}_{a}$. It is not difficult to see that local and global consistency play along in the following sense.

- Lemma 3 (Local-global, light). Let $\mathfrak{A}$ be a light tree-like structure. Then, (i) if a system of light declarations $\left(\mathfrak{d}_{a}\right)_{a \in A}$ is locally consistent then it is globally consistent; and (ii) the canonical system of light declarations, $\left(\operatorname{ldec}^{\mathfrak{A}}(a)\right)_{a \in A}$, is locally consistent.

Given a light tree-like structure $\mathfrak{A}$, by the generalized type of a node $a$ of $\mathfrak{A}$ we will mean a pair $\left(\operatorname{ldec}^{\mathfrak{A}}(a), \operatorname{atp}^{\mathfrak{A}}(a)\right)$, and denote it as $\operatorname{gtp}^{\mathfrak{A}}(a)$. We introduce a concept of top-down tree pruning. Let $\mathfrak{A}$ be a light tree-like structure. A top-down tree pruning process on $\mathfrak{A}$ has countably many steps $0,1,2, \ldots$, each of them producing a new light tree-like structure by removing some nodes from the previous one and naturally stitching together the surviving nodes. We emphasise that the universes of all structures build in this process are subsets of the universe of the original structure $\mathfrak{A}$. More specifically, we take $\mathfrak{A}_{0}:=\mathfrak{A}$, and having constructed $\mathfrak{A}_{i}, i \geq 0$ construct $\mathfrak{A}_{i+1}$ as follows. For every node $a$ of $\mathfrak{A}_{i}$ of depth $i+1$ (we assume that the root has depth 0) either leave the subtree rooted at $a$ untouched or replace it by a subtree rooted at some descendant $b$ of $a$ having in the original structure $\mathfrak{A}$ the same generalized type as $a$, and then transitively close all transitive relations. The result of the process is a naturally defined limit structure $\mathfrak{A}^{\prime}$, in which the pair of elements $a, b$, of depth $d_{a}$ and $d_{b}$ respectively, has its 2-type taken from $\mathfrak{A}_{\max \left(d_{a}, d_{b}\right)}$. Note that this 2-type is not modified in the subsequent structures, so the definition is sound.

- Lemma 4 (Tree-pruning, light). Let $\mathfrak{A}$ be a light tree-like structure. Let $\left(\mathfrak{d}_{a}\right)_{a \in A}$ be the canonical system of light declarations on $\mathfrak{A}, \mathfrak{a}_{a}:=\operatorname{ldec}^{\mathfrak{A}}(a)$. Let $\mathfrak{A}^{\prime}$ be the result of a top-town tree pruning process on $\mathfrak{A}$. Then (i) the system of light declarations $\left(\mathfrak{d}_{a}\right)_{a \in A^{\prime}}$ (the canonical declarations from $\mathfrak{A}$ of the nodes surviving the pruning process) in $\mathfrak{A}^{\prime}$ is locally consistent, (ii) for any pair of elements a, $a^{\prime} \in A^{\prime}$ there is a homomorphism $\mathfrak{A} \upharpoonright\left\{a, a^{\prime}\right\} \rightarrow A$ preserving the 1-types; it also follows that (iii) for a normal form $\varphi$, if $\mathfrak{A}$ is a model of $\varphi$ such that any node a has all its witnesses in its downward family then $\mathfrak{A}^{\prime} \models \varphi$.

It is not difficult to devise a strategy of top-down tree pruning leading to a model with short transitive paths in a simple scenario where only one transitive relation is present. With several transitive relations, however, a quite intricate strategy seems to be required. The main obstacle is that when decreasing the $T_{u}$-rank of an element $a$, for some $u$, we may accidentally increase the $T_{v}$-rank of $a$ for some $v \neq u$. Nevertheless, an appropriate strategy exists (see the full version of this paper), which allows us to state:

- Lemma 5 ((f2) $\rightsquigarrow(f 3)$, light). Let $\varphi$ be a normal form $U N F O^{2}+\mathcal{S}$ formula. Let $\mathfrak{A} \models \varphi$ be a light tree-like structure over signature $\sigma_{\varphi}$, with transitive paths bounded by some natural number $M$, such that each element has all the required witnesses in its downward family. Then $\varphi$ has a light tree-like model with transitive paths bounded doubly exponentially in $|\varphi|$.


### 3.2 Finite model construction in the two-variable case

In this section we show the following small model property. To this end, in particular, we will make the transition (f3) $\rightsquigarrow$ (f5).

- Theorem 6. Every finitely satisfiable two-variable $U N F O+\mathcal{S}$ formula $\varphi$ has a finite model of size bounded triply exponentially in $|\varphi|$.

Let us fix a finitely satisfiable normal form $\mathrm{UNFO}+\mathcal{S}$ formula $\varphi$ over a signature $\sigma_{\varphi}=$ $\sigma_{\text {base }} \cup \sigma_{\text {dist }}$ for $\sigma_{\text {dist }}=\left\{T_{1}, \ldots, T_{2 k}\right\}$. Denote by $\boldsymbol{\alpha}$ the set of 1-types over this signature. Fix a light tree-like model $\mathfrak{A} \models \varphi$, with linearly bounded degree and doubly exponentially bounded transitive paths (in this section we denote this bound by $\hat{M}_{\varphi}$ ), as guaranteed by Lemma 5. We show how to build a "small" finite model $\mathfrak{A}^{\prime} \models \varphi$. For a set $\mathcal{E} \subseteq \sigma_{\text {dist }}$, closed under inverses, and $a \in A$ we denote by $[a]_{\mathcal{E}}$ the set consisting of $a$ and all elements $b \in A$ such that $\mathfrak{A} \models T_{u} a b$ for all $T_{u} \in \mathcal{E}$. Note that $[a]_{\mathcal{E}}$ is either a singleton or each of the $T_{u} \in \mathcal{E}$ is total on $[a]_{\mathcal{E}}$, that is, for each $b_{1}, b_{2} \in[a]_{\mathcal{E}}$ we have $\mathfrak{A} \models T_{u} b_{1} b_{2}$ for all $T_{u} \in \mathcal{E}$. We note that $[a]_{\emptyset}=A$.

In our construction we inductively produce finite fragments of $\mathfrak{A}^{\prime}$ corresponding to some (potentially infinite) classes $[a]_{\mathcal{E}}$ of $\mathfrak{A}$. Essentially, the induction goes downward on the size of $\mathcal{E}$. Intuitively, if a relation is total then it plays no important role, so we may forget about it during the construction. Every such fragment will be obtained by an appropriate arrangement of some number of basic building blocks, called components. Each of the components is obtained by some number of applications of the inductive assumption to situations in which a new pair of relations $T_{2 u-1}, T_{2 u}$ is added to $\mathcal{E}$.

Let us formally state our inductive lemma. In this statement we do not explicitly include any bound on the size of promised finite models, but such a bound will be implicit in the proof and will be presented later. Recall that $\mathfrak{A}$ is the model fixed at the beginning of this subsection.

- Lemma 7 (Main construction, light). Let $a_{0} \in A$ and let $\mathcal{E}_{0} \subseteq \sigma_{\text {dist }}$ be closed under inverses, let $\mathcal{E}_{\text {tot }}:=\sigma_{\text {dist }} \backslash \mathcal{E}_{0}$. Let $\mathfrak{A}_{0}=\mathfrak{A}_{a_{0}} \upharpoonright\left[a_{0}\right] \mathcal{E}_{\text {tot }}$. Then there exist a finite structure $\mathfrak{A}_{0}^{\prime}$, a function $\mathfrak{p}: A_{0}^{\prime} \rightarrow A_{0}$ and an element $a_{0}^{\prime} \in A_{0}^{\prime}$, called the origin of $\mathfrak{A}_{0}^{\prime}$, such that
(b1) $A_{0}^{\prime}$ is a singleton or every symbol from $\mathcal{E}_{\text {tot }}$ is interpreted as the total relation on $\mathfrak{A}_{0}^{\prime}$.
(b2) $\mathfrak{p}\left(a_{0}^{\prime}\right)=a_{0}$.
(b3) For each $a^{\prime} \in A_{0}^{\prime}$ and each $i$, if $\mathfrak{p}\left(a^{\prime}\right)$ has a child being its witness for $\varphi_{i}$ in $\mathfrak{A}_{0}$ then $a^{\prime}$ has a witness for $\varphi_{i}$ in $\mathfrak{A}_{0}^{\prime}$. Moreover, $\operatorname{atp}^{\mathfrak{A}_{0}^{\prime}}\left(a^{\prime}\right)=\operatorname{atp}^{\mathfrak{A}_{0}}\left(\mathfrak{p}\left(a^{\prime}\right)\right)$.
(b4) For every pair $a^{\prime}, b^{\prime} \in A_{0}^{\prime}$ there exists a homomorphism $\mathfrak{h}: \mathfrak{A}_{0}^{\prime} \mid\left\{a^{\prime}, b^{\prime}\right\} \rightarrow \mathfrak{A}$ preserving 1-types such that $\mathfrak{h}\left(a^{\prime}\right)=\mathfrak{p}\left(a^{\prime}\right)$, and for any 1-type $\alpha$ and $\mathcal{T} \subseteq\{1, \ldots, 2 k\}$, if $\mathfrak{A}_{0}^{\prime} \models \mathcal{T} a^{\prime} b^{\prime}$ and $\alpha \notin \operatorname{ldec}^{\mathfrak{A}}\left(\mathfrak{p}\left(b^{\prime}\right)\right)(\mathcal{T})$ then $\alpha \notin \operatorname{ldec}^{\mathfrak{A}}\left(\mathfrak{p}\left(a^{\prime}\right)\right)(\mathcal{T})$.

Observe first that Lemma 7 indeed allows us to build a particular finite model of $\varphi$. Apply it to $\mathcal{E}_{0}=\sigma_{\text {dist }}$ (which means that $\mathcal{E}_{\text {tot }}=\emptyset$ and $\left[a_{0}\right]_{\mathcal{E}_{\text {tot }}}=A$ ) and $a_{0}$ being the root of $\mathfrak{A}$ (which means that $\mathfrak{A}_{0}=\mathfrak{A}$ ) and use Lemma 1 to see that the obtained structure $\mathfrak{A}_{0}^{\prime}$ is a model of $\varphi$. Indeed, Condition (a1) of Lemma 1 follows directly from Condition (b3), as in this case $\mathfrak{p}\left(a^{\prime}\right)$ has all witnesses in $\mathfrak{A}_{0}$. Condition (a2) is directly implied by Condition (b4).

The proof of Lemma 7 goes by induction on $l$, where $l=\left|\mathcal{E}_{0}\right| / 2$. In the base of induction, $l=0$, we have $\mathcal{E}_{\text {tot }}=\sigma_{\text {dist }}$. Without loss of generality we may assume that the classes $[a]_{\mathcal{E}_{\text {tot }}}$ are singletons for all $a \in A$. (If this is not the case, we just add artificial transitive relations $T_{2 k+1}$ and $T_{2 k+2}$ both interpreted as the identity in $\mathfrak{A}$.) We simply take $\mathfrak{A}_{0}^{\prime}:=\mathfrak{A}_{0}=\mathfrak{A} \upharpoonright\left\{a_{0}\right\}$ and set $\mathfrak{p}\left(a_{0}\right)=a_{0}$. It is readily verified that the conditions (b1)-(b4) are then satisfied.

For the inductive step assume that Lemma 7 holds for arbitrary $\mathcal{E}_{0}$ closed under inverses, of size $2(l-1)<2 k$. We show that then it holds for $\mathcal{E}_{0}$ of size $2 l$. Take such $\mathcal{E}_{0}$, and assume, w.l.o.g., that $\mathcal{E}_{0}=\left\{T_{1}, \ldots, T_{2 l}\right\}$. In the next two subsections we present a construction of $\mathfrak{A}_{0}^{\prime}$. We argue that it is correct in the full version of this paper. Finally we estimate the size of the produced models and establish the complexity of the finite satisfiability problem.

### 3.2.1 Pattern components

We plan to construct $\mathfrak{A}_{0}^{\prime}$ out of basic building blocks called components. Each component will be an isomorphic copy of some pattern component.

Let $\gamma\left[A_{0}\right]$ be the set of the generalized types realized in $\mathfrak{A}_{0}$. For every $\gamma \in \gamma\left[A_{0}\right]$ we construct two pattern structures, a pattern component $\mathfrak{C}^{\gamma}$ and an extended pattern component $\mathfrak{G}^{\gamma} \cdot \mathfrak{C}^{\gamma}$ is a finite structure whose universe is divided into $2 l$ layers $L_{1}, \ldots, L_{2 l} \cdot \mathfrak{G}^{\gamma}$ extends $\mathfrak{C}^{\gamma}$ by an additional, interface layer, denoted $L_{2 l+1}$. See the left part of Fig. 1. We now define $\mathfrak{G}^{\gamma}$, obtaining then $\mathfrak{C}^{\gamma}$ just by the restriction of $\mathfrak{G}^{\gamma}$ to non-interface layers.

Each non-interface layer $L_{i}$ is further divided into sublayers $L_{i}^{1}, L_{i}^{2}, \ldots, L_{i}^{\hat{M}_{\varphi}+1}$. Additionally, in each sublayer $L_{i}^{j}$ its initial part $L_{i}^{j, \text { init }}$ is distinguished. In particular, $L_{1}^{1, \text { init }}$ consists


Figure 1 A schematic view of a component in the two-variable case.
of a single element called the root. The interface layer $L_{2 l+1}$ has no internal division but, for convenience, is sometimes referred to as $L_{2 l+1}^{1, \text { init }}$. The elements of $L_{2 l}$ are called leaves and the elements of $L_{2 l+1}$ are called interface elements. See Fig. 1.
$\mathfrak{G}^{\gamma}$ will have a shape resembling a tree, with structures obtained by the inductive assumption as nodes, though it will not be tree-like in the sense of Section 3.1 (in particular, the internal structure of nodes may be complicated). All elements of $\mathfrak{G}^{\gamma}$, except for the interface elements, will have appropriate witnesses (those required by (b3)) provided. The crucial property we want to enforce is that the root of $\mathfrak{G}^{\gamma}$ will not be joined to its interface elements by any transitive path.

We remark that during the process of building a pattern component we do not yet apply the transitive closure to the distinguished relations. Postponing this step is not important from the point of view of the correctness of the construction, but will allow us for a more precise presentation of the proof of this correctness. Given a component $\mathfrak{C}$ (extended component $\mathfrak{G})$ we will sometimes denote by $\mathfrak{C}_{+}\left(\mathfrak{G}_{+}\right)$the structure obtained from $\mathfrak{C}(\mathfrak{G})$ by applying all the appropriate transitive closures.

The role of every non-interface layer $L_{u}$ is, speaking informally, to kill $T_{u}$, that is to ensure that there will be no $T_{u}$-connections from $L_{u}$ to $L_{u+1}$. See the right part of Fig. 1. The role of sublayers of $L_{u}$, on the other hand, is to decrease the $T_{u}$-rank of the patterns of elements. The purpose of the interface layer, $L_{2 l+1}$, will be to connect the component with other components.

If $\gamma$ is the generalized type of $a_{0}$ then take $a:=a_{0}$; otherwise take as $a$ any element of $A_{0}$ of generalized type $\gamma$. We begin the construction of $\mathfrak{G}^{\gamma}$ by defining $L_{1}^{1, \text { init }}=\left\{a^{\prime}\right\}$ for a fresh $a^{\prime}$, setting $\operatorname{atp}^{\mathfrak{G}^{\gamma}}\left(a^{\prime}\right)=\operatorname{atp}^{\mathfrak{2}}(a)$ and $\mathfrak{p}\left(a^{\prime}\right)=a$.

Construction of a layer. Let $1 \leq u \leq 2 l$. Assume we have defined layers $L_{1}, \ldots, L_{u-1}$, the initial part of sublayer $L_{u}^{1}, L_{u}^{1, \text { init }}$, and both the structure of $\mathfrak{G}^{\gamma}$ and the values of $\mathfrak{p}$ on $L_{1} \cup \ldots \cup L_{u-1} \cup L_{u}^{1, \text { init }}$. We are going to kill $T_{u}$. We now expand $L_{u}^{1, \text { init }}$ to a full layer $L_{u}$.

Step 1: Subcomponents. Assume that we have defined sublayers $L_{u}^{1}, \ldots, L_{u}^{j, i n i t}$, and both the structure of $\mathfrak{G}^{\gamma}$ and the values of $\mathfrak{p}$ on $L_{1} \cup \ldots \cup L_{u-1} \cup L_{u}^{1} \cup \ldots \cup L_{u}^{j, \text { init }}$. For each $b \in L_{u}^{j, i n i t}$ perform independently the following procedure. Apply the inductive assumption to $\mathfrak{p}(b)$ and the set $\mathcal{E}_{0} \backslash\left\{T_{u}, T_{u}^{-1}\right\}$ obtaining a structure $\mathfrak{B}_{0}$, its origin $b_{0}$ and a function $\mathfrak{p}_{b}: B_{0} \rightarrow A_{\mathfrak{p}(b)} \cap[\mathfrak{p}(b)]_{\mathcal{E}_{\text {tot }} \cup\left\{T_{u}, T_{u}^{-1}\right\}} \subseteq A_{0}$ with $\mathfrak{p}_{b}\left(b_{0}\right)=\mathfrak{p}(b)$. Identify $b_{0}$ with $b$ and add the remaining elements of $\mathfrak{B}_{0}$ to $L_{u}^{j}$, retaining the structure. Substructures $\mathfrak{B}_{0}$ of this kind will be called subcomponents (note that all appropriate relations are transitively closed in subcomponents). Extend $\mathfrak{p}$ so that $\mathfrak{p} \backslash B_{0}=\mathfrak{p}_{b}$. This finishes the definition of $L_{u}^{j}$.

Step 2: Providing witnesses. For each $b \in L_{u}^{j}$ and $1 \leq s \leq m$ independently perform the following procedure. Let $\mathfrak{B}_{0}$ be the subcomponent created inductively in Step 1, such that $b \in B_{0}$. If $\mathfrak{p}(b)$ has a witness for $\varphi_{s}(x, y)$ in $A_{0}$ then we want to reproduce such a witness for b. Choose one such witness $c$ (being a child of $\mathfrak{p}(b))$ for $\mathfrak{p}(b)$. Let us denote $\beta=\operatorname{atp}^{\mathfrak{A}}(\mathfrak{p}(b), c)$. If $\left\{T_{u} x y, T_{u}^{-1} x y\right\} \subseteq \beta$ then by Condition (b3) of the inductive assumption $b$ already has an appropriate witness in the subcomponent $\mathfrak{B}_{0}$. So we do nothing in this case. If $T_{u} x y \in \beta$ and $T_{u}^{-1} x y \notin \beta$ then we add a copy $c^{\prime}$ of $c$ to $L_{u}^{j+1, \text { init }}$; if $T_{u} x y \notin \beta$ then we add a copy $c^{\prime}$ of $c$ to $L_{u+1}^{1, \text { init }}$. We join $b$ with $c^{\prime}$ by $\beta$ and set $\mathfrak{p}\left(c^{\prime}\right)=c$.

An attentive reader may be afraid that when adding witnesses for elements of the last sublayer $L_{u}^{\hat{M}_{\varphi}+1}$ of $L_{u}$ we may want to add one of them to the non-existing layer $L_{u}^{\hat{M}_{\varphi}+2}$. There is however no such danger, which follows from the following claim.
$\triangleright$ Claim 8. (i) Let $b \in L_{u}^{j, \text { init }}$ and let $\mathfrak{B}_{0}$ be the subcomponent created for $b$ in Step 1. Then for all $b^{\prime} \in \mathfrak{B}_{0}$ we have $\mathfrak{r}_{u}^{\mathfrak{A}}(\mathfrak{p}(b)) \geq \mathfrak{r}_{u}^{\mathfrak{A}}\left(\mathfrak{p}\left(b^{\prime}\right)\right)$. (ii) Let $b \in L_{u}^{j}$ and let $c^{\prime} \in L_{u}^{j+1}$ be a witness created for $b$ in Step 2. Then $\mathfrak{r}_{u}^{\mathfrak{H}}(\mathfrak{p}(b))>\mathfrak{r}_{u}^{\mathfrak{H}}\left(\mathfrak{p}\left(c^{\prime}\right)\right)$.

Hence, when moving from $L_{u}^{j}$ to $L_{u}^{j+1}$ the $T_{u}$-ranks of pattern elements for the elements of these sublayers strictly decrease. Since these ranks are bounded by $\hat{M}_{\varphi}$, then, even if the $T_{u}$-ranks of the patterns of some elements of $L_{u}^{1}$ are equal to $\hat{M}_{\varphi}$, then, if $L_{u}^{\hat{M}_{\varphi}+1}$ is non-empty, the $T_{u}$-ranks of the patterns of its elements must be 0 , which means that they cannot have witnesses connected to them one-directionally by $T_{u}$.

The construction of $\mathfrak{G}^{\gamma}$ is finished when layer $L_{2 l}$ is fully processed. We have added some elements to the interface layer, $L_{2 l+1}$. Recall that it has only its "initial part".

### 3.2.2 Joining the components

In this section we take some number of copies of pattern components and arrange them into the desired structure $\mathfrak{A}_{0}^{\prime}$, identifying interface elements of some components with the roots of some other. Some care is needed in this process in order to avoid any modifications of the internal structure of closures $\mathfrak{C}_{+}$of components $\mathfrak{C}$, which could potentially result from the transitivity of relations. In particular we need to ensure that if for some $u$ a pair of elements of a component $\mathfrak{C}$ is not connected by $T_{u}$ inside $\mathfrak{C}$, then it will not become connected by a chain of $T_{u}$-edges external to $\mathfrak{C}$.

We create a pattern component $\mathfrak{C}^{\gamma}$ and its extension $\mathfrak{G}^{\gamma}$ for every $\gamma \in \gamma\left[A_{0}\right]$. Let $\gamma_{a_{0}}$ be the generalized type of $a_{0}$. Let max be the maximal number of interface elements across all the $\mathfrak{G}^{\gamma}$. For each $\mathfrak{G}^{\gamma}$ arbitrarily number its interface elements from 1 up to, maximally, max.

For each $\gamma$ we take copies $\mathfrak{G}_{i, \gamma^{\prime}}^{\gamma, g}$ of $\mathfrak{G}^{\gamma}$ for $g \in\{0,1\}, 1 \leq i \leq \max$ and $\gamma^{\prime} \in \gamma\left[A_{0}\right]$. The parameter $g$ is sometimes called a color (red or blue); it is convenient to think that the non-interface elements of $G_{i, \gamma^{\prime}}^{\gamma, g}$ are of color $g$, but its interface elements have color $1-g$, cf. the left part of Fig. 1, as the latter will be later identified with the roots of some components of color $1-g$. We import the numbering of the interface elements to these copies. We also take an additional copy $\mathfrak{G}_{\perp, \perp}^{\gamma_{a_{0}}, 0}$ of $\mathfrak{G}^{\gamma_{a_{0}}}$. Its root will become the origin of the whole $\mathfrak{A}_{0}^{\prime}$. By $\mathfrak{C}_{i, \gamma^{\prime}}^{\gamma, g}$ we denote the restriction of $\mathfrak{G}_{i, \gamma^{\prime}}^{\gamma, g}$ to its non-interface elements.

For each $\gamma, g$ consider extended components of the form $\mathfrak{G}^{\gamma,,}{ }^{\gamma, g}$, where the placeholders • can be substituted with any combination of proper indices. Perform the following procedure for each $1 \leq i \leq \max$. Let $b$ be the $i$-th interface element of any such extended component, let $\gamma^{\prime}$ be the generalized type of $\mathfrak{p}(b)$. Identify the $i$-th interface elements of all $\mathfrak{G}^{\gamma,, g}$ with the root $c_{0}$ of $\mathfrak{G}_{i, \gamma}^{\gamma^{\prime}, 1-g}$. Note that the values of $\mathfrak{p}\left(c_{0}\right)$ and $\mathfrak{p}(b)$ may differ. However, by construction, they have identical generalized types $\gamma^{\prime}$. For the element $c^{*}$ obtained in this identification step we define $\mathfrak{p}\left(c^{*}\right)=\mathfrak{p}\left(c_{0}\right)$.


Figure 2 Viewing $\mathfrak{A}_{0}^{0}$ and $\mathfrak{A}_{0}^{\prime}$ as placed on a cylindrical surface.

Define the graph of components used in the above construction, $G^{c o m p}$, by joining two components by an edge iff we identified an interface element of the extended version of one of them with the root of the other. Let $A_{0}^{0}$ be the union of the components accessible from $\mathfrak{C}_{\perp, \perp}^{\gamma_{a_{0}}, 0}$ in $G^{\text {comp }}$ and let $\mathfrak{A}_{0}^{0}$ be the induced structure. Note that in $\mathfrak{A}_{0}^{0}$ we still do not take the transitive closures of relations. We define $\mathfrak{A}_{0}^{\prime}$ by transitively closing all relations from $\sigma_{\text {dist }}$ in $\mathfrak{A}_{0}^{0}$. Finally, we choose as the origin $a_{0}^{\prime}$ of $\mathfrak{A}_{0}^{\prime}$ the root of the pattern component $\mathfrak{C}_{\perp, \perp}^{\gamma_{0}, 0}$.

We remark that it is sufficient to take as the universe of $\mathfrak{A}_{0}^{\prime}$ the union of the universes of some components $\mathfrak{C}_{6}$, , and not of their extended versions $\mathfrak{G} \because$, , from which we started our construction, since the interface elements from these extended components were identified with some roots of other components.

For the correctness proof of our construction see the full version of this paper. In this proof it is helpful to think about $\mathfrak{A}_{0}^{0}$ and $\mathfrak{A}_{0}^{\prime}$ as the structures placed on a cylindrical surface and divided into $4 l$ levels, see Fig. 2. What is crucial, any transitive path in $\mathfrak{A}_{0}^{0}$ can cross at most one of the two borders between colors.

### 3.2.3 Size of models and complexity

By a rather routine calculation we can show that models produced in the proof of Lemma 7 are of size bounded triply exponentially in the length of input formulas. This finishes the proof of Thm. 6 , which immediately gives the decidability of the finite satisfiability problem for $\mathrm{UNFO}^{2}+\mathcal{S}$ and suggests a simple 3-NEXPTimE-procedure: guess a finite structure of size bounded triply exponentially in the size of input $\varphi$ and verify that it is indeed a model of $\varphi$. We can however do better and show a doubly exponential upper bound matching the known complexity of the general satisfiability problem. For this we design an alternating exponential space algorithm searching for models of the form (f3). The lower bound can be obtained for the two-variable $\mathrm{UNFO}^{2}+\mathcal{S}$ in the presence of one transitive relation by a straightforward adaptation of the lower bound proof for $\mathrm{GF}^{2}$ with transitive guards [19].

- Theorem 9. The finite satisfiability problem for $U N F O^{2}+\mathcal{S}$ is 2-ExpTime-complete.


## 4 The general case and its further extensions

In the full version of this paper we generalize the ideas from Section 3 to show:

- Theorem 10. The finite satisfiability problem for $U N F O+\mathcal{S}$ is 2-ExpTime-complete.

We also obtain a triply exponential upper bound on the size of minimal finite models of finitely satisfiable formulas. The structure of the proofs is similar to the two-variable case, though some details are more complicated. In particular, we need to go through form (f4) of models: regular trees with bounded ranks of transitive paths. We also explain that in addition to general transitive relations we can use also equivalences and partial orders.

We further extend Thm. 10 by considering an extension, UNFO $+\mathcal{S O H}$, of UNFO $+\mathcal{S}$ by constants and inclusion of binary relations of the form $B_{1} \subseteq B_{2}$, interpreted in a natural way: $\mathfrak{A} \models B_{1} \subseteq B_{2}$ iff $\mathfrak{A} \models \forall x y\left(B_{1} x y \rightarrow B_{2} x y\right)$.

- Theorem 11. The finite satisfiability problem for $U N F O+\mathcal{S O H}$ is 2-ExpTime-complete.

As mentioned in the Introduction, UNFO $+\mathcal{S O H}$ captures several interesting description logics. This implies that we can solve FOMQA problem for them. In particular, we have the following corollary, which, up to our knowledge is the first decidability result for FOMQA in the case of a description logic with both transitive roles and role hierarchies.

- Corollary 12. Finite ontology mediated query answering, FOMQA, for the description logic $\mathcal{S H O I}^{\square}$ is decidable and 2-ExpTime-complete.
$\mathcal{S H O} \mathcal{I}^{\square}$ and some related logics are considered, e.g., in [11]. For more about FOMQA for description logics with transitivity see [12]. For more about OMQA for description logics see, e.g., references in [12].

Somewhat orthogonally to the extensions motivated by description logics we consider the base-guarded negation fragment with transitivity, BGNFO $+\mathcal{S}$, for which the general satisfiability problem was shown decidable in [1]. We do not solve its finite satisfiability problem here, but, analogously to the extension with equivalence relations, UNFO+EQ [7], we are able to lift our results to its one-dimensional restriction, $\mathrm{BGNFO}_{1}+\mathcal{S}$, admitting only formulas in which every maximal block of quantifiers leaves at most one variable free.

- Theorem 13. The finite satisfiability problem for $B G N F O_{1}+\mathcal{S}$ is 2-ExpTime-complete.

Surprisingly, in contrast to $\mathrm{UNFO}+\mathcal{S}$, BGNFO $_{1}+\mathcal{S}$ becomes undecidable when extended by inclusions of binary relations.

## 5 Conclusions

We proved that the finite satisfiability problem for the unary negation fragment with transitive relations, $\mathrm{UNFO}+\mathcal{S}$, is decidable and 2 -ExpTime-complete, complementing this way the analogous result for the general satisfiability problem for this logic implied by two other papers. Further, we identified some decidable extensions of our base logic capturing the concepts of nominals and role hierarchies from description logics. We noted that our work has some interesting implications on the finite query answering problem both under the classical (open-world) database scenario as well as in the description logics setting.

One open question is the decidability of the finite satisfiability problem for the full logic BGNFO $+\mathcal{S}$ from [1]. We made a step in this direction here, by solving this problem for the one-dimensional restriction of that logic. Another question is if our techniques can be adapted to a setting in which we do not assert that some distinguished relations are transitive but where we can talk about the transitive closure of the binary relations, or, more generally, to the extension of UNFO with regular path expressions from [16].

We finally remark that we do not know if our small model construction, producing finite models of size bounded triply exponentially in the size of the input formulas, is optimal with respect to the size of models. The best we can do for the lower bound is to enforce models of doubly exponential size (actually, this can be done in UNFO even without transitive relations).
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#### Abstract

We study the satisfiability problem for the fluted fragment extended with transitive relations. We show that the logic enjoys the finite model property when only one transitive relation is available. On the other hand we show that the satisfiability problem is undecidable already for the two-variable fragment of the logic in the presence of three transitive relations.
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## 1 Introduction

The fluted fragment, here denoted $\mathcal{F} \mathcal{L}$, is a fragment of first-order logic in which, roughly speaking, the order of quantification of variables coincides with the order in which those variables appear as arguments of predicates. The allusion is presumably architectural: we are invited to think of arguments of predicates as being "lined up" in columns. The following formulas are sentences of $\mathcal{F} \mathcal{L}$

$$
\begin{align*}
& \text { No student admires every professor }  \tag{1}\\
& \forall x_{1}\left(\operatorname{student}\left(x_{1}\right) \rightarrow \neg \forall x_{2}\left(\operatorname{prof}\left(x_{2}\right) \rightarrow \operatorname{admires}\left(x_{1}, x_{2}\right)\right)\right)
\end{align*}
$$

No lecturer introduces any professor to every student

$$
\begin{equation*}
\forall x_{1}\left(\operatorname{lecturer}\left(x_{1}\right) \rightarrow \neg \exists x_{2}\left(\operatorname{prof}\left(x_{2}\right) \wedge \forall x_{3}\left(\operatorname{student}\left(x_{3}\right) \rightarrow \operatorname{intro}\left(x_{1}, x_{2}, x_{3}\right)\right)\right)\right), \tag{2}
\end{equation*}
$$

with the "lining up" of variables illustrated in Fig. 1. By contrast, none of the formulas

```
\(\forall x_{1} . r\left(x_{1}, x_{1}\right)\)
\(\forall x_{1} \forall x_{2}\left(r\left(x_{1}, x_{2}\right) \rightarrow r\left(x_{2}, x_{1}\right)\right)\)
\(\forall x_{1} \forall x_{2} \forall x_{3}\left(r\left(x_{1}, x_{2}\right) \wedge r\left(x_{2}, x_{3}\right) \rightarrow r\left(x_{1}, x_{3}\right)\right)\),
```

expressing, respectively, the reflexivity, symmetry and transitivity of the relation $r$, is fluted, as the atoms involved cannot be arranged so that their argument sequences "line up" in the fashion of Fig. 1.

The history of this fragment is somewhat tortuous. The basic idea of fluted logic can be traced to a paper given by W.V. Quine to the 1968 International Congress of Philosophy [19], in which the author defined the homogeneous m-adic formulas. Quine later relaxed this

$$
\begin{gathered}
\forall \dot{x}_{1} \\
\text { (student }\left(x_{1}\right) \\
\rightarrow-\neg x_{2} \\
\left(\operatorname{prof}\left(x_{2}\right)\right. \\
\left.\left.\rightarrow \text { admires }\left(x_{1}, x_{2}\right)\right)\right)
\end{gathered}
$$

$$
\begin{gathered}
\forall \dot{x}_{1} \\
\text { (lecturer }\left(\dot{x}_{1}\right) \\
\rightarrow \exists \dot{x}_{2} \\
\text { (prof }\left(\dot{x}_{2}\right) \\
A \forall x_{3} \\
\text { (student }\left(x_{3}\right)
\end{gathered}
$$

Figure 1 The "lining up" of variables in the fluted formulas (1) and (2); all quantification is executed on the right-most available column.
fragment, in the context of a discussion of predicate-functor logic, to what he called "fluted" quantificational schemata [20], claiming that the satisfiability problem for the relaxed fragment is decidable. The viability of the proof strategy sketched by Quine was explicitly called into question by Noah [12], and the subject then taken up by W.C. Purdy [17], who gave his own definition of "fluted formulas", proving decidability. It is questionable whether Purdy's reconstruction is faithful to Quine's intentions: the matter is clouded by differences in the definitions of predicate functors between between [12] and [20], both of which Purdy cites. In fact, Quine's original definition of "fluted" quantificational schemata appears to coincide with a logic introduced - apparently independently - by A. Herzig [6]. Rightly of wrongly, however, the name "fluted fragment" has now attached itself to Purdy's definition in [17]; and we shall continue to use it in that way in the present article. See Sec. 2 for a formal definition.

To complicate matters further, Purdy claimed in [18] that $\mathcal{F} \mathcal{L}$ (i.e. the fluted fragment, in our sense, and his) has the exponential-sized model property: if a fluted formula $\varphi$ is satisfiable, then it is satisfiable over a domain of size bounded by an exponential function of the number of symbols in $\varphi$. Purdy concluded that the satisfiability problem for $\mathcal{F} \mathcal{L}$ is NExpTime-complete. These latter claims are false. It was shown in [14] that, although $\mathcal{F} \mathcal{L}$ has the finite model property, there is no elementary bound on the sizes of the models required, and the satisfiability problem for $\mathcal{F} \mathcal{L}$ is non-elementary. More precisely, define $\mathcal{F} \mathcal{L}^{m}$ to be the subfragment of $\mathcal{F} \mathcal{L}$ in which at most $m$ variables (free or bound) appear. Then the satisfiability problem for $\mathcal{F} \mathcal{L}^{m}$ is $\lfloor m / 2\rfloor$-NExpTime-hard for all $m \geq 2$ and in ( $m-2$ )-NExpTime for all $m \geq 3$ [15]. It follows that the satisfiability problem for $\mathcal{F} \mathcal{L}$ is TOWER-complete, in the framework of [21]. These results fix the exact complexity of satisfiability of $\mathcal{F} \mathcal{L}^{m}$ for small values of $m$. Indeed, the satisfiability problem for $\mathrm{FO}^{2}$, the two-variable fragment of first-order logic, is known to be NExpTimE-complete [5], whence the corresponding problem for $\mathcal{F} \mathcal{L}^{2}$ is certainly in NExpTime. Moreover, for $0 \leq m \leq 1$, $\mathcal{F} \mathcal{L}^{m}$ coincides with the $m$-variable fragment of first-order logic, whence its satisfiability problem is NPTime-complete. Thus, taking 0-NExpTime to mean NPTime, we see that the satisfiability problem for $\mathcal{F} \mathcal{L}^{m}$ is $\lfloor m / 2\rfloor$-NExPTime-complete, at least for $m \leq 4$.

The focus of the present paper is what happens when we add to the fluted fragment the ability to stipulate that certain designated binary relations are transitive, or are equivalence relations. The motivation comes from analogous results obtained for other decidable fragments of first-order logic. Consider basic propositional modal logic K. Under the standard translation into first-order logic (yielded by Kripke semantics), we can regard K as a fragment of firstorder logic - indeed as a fragment of $\mathcal{F} \mathcal{L}^{2}$. From basic modal logic K, we obtain the logic K4 under the supposition that the accessibility relation on possible worlds is transitive, and the logic S 5 under the supposition that it is an equivalence relation: it is well-known that the satisfiability problems for K and K 4 are PSPACE-complete, whereas that for S 5
is NPTimE-complete [11]. (For analogous results on graded modal logic, see [7].) Closely related are also description logics (cf. [2]) with role hierarchies and transitive roles. In particular, the description logic $\mathcal{S H}$, which has the finite model property, is an ExpTimecomplete fragment of $\mathcal{F} \mathcal{L}$ with transitivity. Similar investigations have been carried out in respect of $\mathrm{FO}^{2}$, which has the finite model property and whose satisfiability problem, as just mentioned, is NExpTime-complete. The finite model property is lost when one transitive relation or two equivalence relations are allowed. For equivalence, everything is known: the (finite) satisfiability problem for $\mathrm{FO}^{2}$ in the presence of a single equivalence relation remains NExpTime-complete, but this increases to 2-NExpTimE-complete in the presence of two equivalence relations [8, 9], and becomes undecidable with three. For transitivity, we have an incomplete picture: the finite satisfiability problem for $\mathrm{FO}^{2}$ in the presence with a single transitive relation in decidable in 3-NExpTime [13], while the decidability of the satisfiability problem remains open (cf. [23]); the corresponding problems with two transitive relations are both undecidable [10].

Adding equivalence relations to the fluted fragment poses no new problems. Existing results on of $\mathrm{FO}^{2}$ with two equivalence relations can be used to show that the satisfiability and finite satisfiability problems for $\mathcal{F} \mathcal{L}$ (not just $\mathcal{F} \mathcal{L}^{2}$ ) with two equivalence relations are decidable. Furthermore, the proof that the corresponding problems for $\mathrm{FO}^{2}$ in the presence of three equivalence relations are undecidable can easily be seen to apply also to $\mathcal{F} \mathcal{L}^{2}$. On the other hand, the situation with transitivity is much less clear.

We show in the sequel that $\mathcal{F} \mathcal{L}$ in the presence of a single transitive relation has the finite model property. On the other hand, $\mathcal{F} \mathcal{L}$ with three transitive relations admits axioms of infinity and the corresponding satisfiability problem is undecidable even for the intersection of $\mathcal{F} \mathcal{L}^{2}$ with the guarded fragment [1] (and the same holds even when one of these transitive relations is the identity). The status of $\mathcal{F} \mathcal{L}$ with just two transitive relations remains open. These can be contrasted with DLs where, to lose the finite model property, one needs to add to $\mathcal{S}$ either both inverses and number restrictions, or the self operator (none expressible in $\mathcal{F} \mathcal{L})$. We also want to point to another paper in this volume [4] and the references therein where the impact of adding transitivity to the unary negation fragment is discussed.

## 2 Preliminaries

Unless explicitly stated to the contrary, the fragments of first-order logic considered here do not contain equality. We employ purely relational signatures, i.e. no individual constants or function symbols. We do, however, allow 0 -ary relations (proposition letters).

Let $\bar{x}_{\omega}=x_{1}, x_{2}, \ldots$ be a fixed sequence of variables. We define the sets of formulas $\mathcal{F} \mathcal{L}^{[m]}$ (for $m \geq 0$ ) by structural induction as follows: (i) any atom $\alpha\left(x_{\ell}, \ldots, x_{m}\right)$, where $x_{\ell}, \ldots, x_{m}$ is a contiguous subsequence of $\bar{x}_{\omega}$, is in $\mathcal{F} \mathcal{L}^{[m]}$; (ii) $\mathcal{F} \mathcal{L}^{[m]}$ is closed under boolean combinations; (iii) if $\varphi$ is in $\mathcal{F} \mathcal{L}^{[m+1]}$, then $\exists x_{m+1} \varphi$ and $\forall x_{m+1} \varphi$ are in $\mathcal{F} \mathcal{L}^{[m]}$. The set of fluted formulas is defined as $\mathcal{F} \mathcal{L}=\bigcup_{m \geq 0} \mathcal{F} \mathcal{L}^{[m]}$. A fluted sentence is a fluted formula with no free variables. Thus, when forming Boolean combinations in the fluted fragment, all the combined formulas must have as their free variables some suffix of some prefix $x_{1}, \ldots, x_{m}$ of $\bar{x}_{\omega}$; and, when quantifying, only the last variable in this sequence may be bound. Note also that proposition letters ( 0 -ary predicates) may be combined freely with formulas: if $\varphi$ is in $\mathcal{F} \mathcal{L}^{[m]}$, then so, for example, is $\varphi \wedge P$, where $P$ is a proposition letter.

Denote by $\mathcal{F} \mathcal{L}^{m}$ the sub-fragment of $\mathcal{F} \mathcal{L}$ consisting of those formulas featuring at most $m$ variables, free or bound. Do not confuse $\mathcal{F} \mathcal{L}^{m}$ (the set of fluted formulas with at most $m$ variables, free or bound) with $\mathcal{F} \mathcal{L}^{[m]}$ (the set of fluted formulas with free variables $x_{\ell}, \ldots, x_{m}$ ).

These are, of course, quite different. For example, (1) is in $\mathcal{F} \mathcal{L}^{2}$, and (2) is in $\mathcal{F} \mathcal{L}^{3}$, but they are both in $\mathcal{F} \mathcal{L}^{[0]}$. Note that $\mathcal{F} \mathcal{L}^{m}$ cannot include predicates of arity greater than $m$.

For $m \geq 2$, denote by $\mathcal{F} \mathcal{L}^{m} k \mathrm{~T}$ the $m$-variable fluted fragment $\mathcal{F} \mathcal{L}^{m}$ together with $k$ distinguished transitive relations. In addition, denote by $\mathcal{F} \mathcal{L}^{2} k \mathrm{~T}^{u}$ the sub-fragment of $\mathcal{F} \mathcal{L}^{2} k \mathrm{~T}$ in which no binary predicates occur except the $k$ distinguished transitive ones.

## 3 The decidability of fluted logic with one transitive relation

In this section, we show that the logic $\mathcal{F} \mathcal{L} 1 T$, the fluted fragment together with a single distinguished transitive relation $\mathfrak{t}$, has the finite model property. We proceed in stages. First, we show that $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$ has a doubly exponential-sized model property. Next, we show that $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}$ has a triply exponential-sized model property, via an exponential-sized reduction to $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$. Finally, for $m \geq 2$, we provide an exponential-sized reduction of the satisfiability problem for $\mathcal{F} \mathcal{L}^{m+1} 1 \mathrm{~T}$ to the corresponding problem for $\mathcal{F} \mathcal{L}^{m} 1 \mathrm{~T}$, showing that, if the target of the reduction has a model of size $N$, then the source has a model of size $O\left(2^{N}\right)$. The satisfiability problems considered here will all have at least exponential complexity. Therefore, we may assume without loss of generality in this section that all signatures feature no 0-ary predicates, since their truth values can simply be guessed.

### 3.1 The logic $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$

Fix some signature $\Sigma$ of unary predicates. We consider $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$-formulas over the signature $\Sigma \cup\{\mathfrak{t}\}$, where $\mathfrak{t}$ is the distinguished transitive predicate. (Thus, $\mathfrak{t} \notin \Sigma$.) By a 1-type over $\Sigma$, we mean a maximal consistent conjunction of literals $\pm p(x)$, where $p \in \Sigma$. If $\mathfrak{A}$ is a structure interpreting $\Sigma \cup\{\mathfrak{t}\}$, any element $a \in A$ satisfies a unique 1-type over $\Sigma$; we denote it $\operatorname{tp}^{\mathfrak{R}}[a]$. Since $\Sigma$ will not vary, we typically omit reference to it when speaking of 1 -types. We use the letters $\pi$ and $\pi^{\prime}$ always to range over 1-types and $\mu$ always to range over arbitrary quantifier-free $\Sigma$-formulas involving just the variable $x$. We write $\pi(y)$ to indicate the result of substituting $y$ everywhere for $x$ in $\pi$, and similarly for $\pi^{\prime}$ and $\mu$.

Call a $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$-formula over $\Sigma \cup\{\mathfrak{t}\}$ basic if it is of one of the forms

$$
\exists x \cdot \mu \quad \forall x \cdot \mu \quad \forall x(\pi \rightarrow \exists y(\mu(y) \wedge \pm \mathfrak{t}(x, y))) \quad \forall x\left(\pi \rightarrow \forall y\left(\pi^{\prime}(y) \rightarrow \pm \mathfrak{t}(x, y)\right)\right) .
$$

The following Lemma is a version of the familiar "Scott normal form" for $\mathcal{F} \mathcal{L}^{2}$ from [22].

- Lemma 1. Let $\varphi$ be a $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$-sentence. There exists a set $\Psi$ of basic $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$-formulas with the following properties: $(i) \models(\bigwedge \Psi) \rightarrow \varphi$; (ii) if $\varphi$ has a model, then so has $\Psi$; (iii) $\|\Psi\|$ is bounded by a polynomial function of $\|\varphi\|$.

We say that a super-type over $\Sigma$ is a pair $\langle\pi, \Pi\rangle$, where $\pi$ is a 1-type over $\Sigma$ and $\Pi$ a set of 1-types over $\Sigma$. If $\mathfrak{A}$ is a structure interpreting the signature $\Sigma \cup\{\mathfrak{t}\}$ and $a \in A$, the super-type of $a$ in $\mathfrak{A}$, denoted $\operatorname{stp}^{\mathfrak{A}}[a]$, is the pair $\left\langle\operatorname{tp}^{\mathfrak{A}}[a]\right.$, $\left.\Pi\right\rangle$, where $\Pi=\left\{\operatorname{tp}^{\mathfrak{A}}[b] \mid \mathfrak{A} \models \mathfrak{t}[a, b]\right\}$. Intuitively, a super-type is a description of an element in a structure specifying that element's 1-type together with the 1-types of those elements to which it is related by t . If $S$ is a set of super-types, we write $\operatorname{tp}(S)=\{\pi \mid\langle\pi, \Pi\rangle \in S$ for some $\Pi\}$. We usually omit $\Sigma$ when speaking of super-types. By a certificate, we mean a pair $C=(S, \ll)$, where $S$ is a set of super-types and $\ll$ is a transitive relation on $\operatorname{tp}(S)$ satisfying the following conditions:
(C1) if $\langle\pi, \Pi\rangle \in S$ and $\pi^{\prime} \in \Pi$, then there exists $\left\langle\pi^{\prime}, \Pi^{\prime}\right\rangle \in S$ with $\Pi^{\prime} \subseteq \Pi$;
(C2) if $\pi \ll \pi^{\prime},\langle\pi, \Pi\rangle \in S$ and $\left\langle\pi^{\prime}, \Pi^{\prime}\right\rangle \in S$, then $\left\{\pi^{\prime}\right\} \cup \Pi^{\prime} \subseteq \Pi$.

For a structure $\mathfrak{A}$, the certificate of $\mathfrak{A}$, denoted $C(\mathfrak{A})$, is the pair $(S, \ll)$, where $S=\left\{\operatorname{stp}^{\mathfrak{A}}[a] \mid\right.$ $a \in A\}$ is the set of super-types realized in $\mathfrak{A}$, and $\pi \ll \pi^{\prime}$ if and only if $\pi$ and $\pi^{\prime}$ are realized in $\mathfrak{A}$ and $\mathfrak{A} \models \forall x\left(\pi \rightarrow \forall y\left(\pi^{\prime}(y) \rightarrow \mathfrak{t}(x, y)\right)\right)$. Intuitively, a certificate is a description of a structure listing the realized super-types and containing a partial order which specifies when all elements realizing one 1 -type are related by $\mathfrak{t}$ to all elements realizing another 1-type.

- Lemma 2. If $\mathfrak{A}$ is any structure interpreting $\Sigma \cup\{\mathfrak{t}\}, C(\mathfrak{A})$ is a certificate.

Proof. Write $C(\mathfrak{A})=(S, \ll)$. Obviously $\ll$ is transitive. We must check (C1) and (C2).
(C1): Suppose $\langle\pi, \Pi\rangle \in S$ and $\pi^{\prime} \in \Pi$. Let $a$ be such that $\operatorname{stp}^{\mathfrak{A}}[a]=\langle\pi, \Pi\rangle$. Then there exists a $b \in A$ such that $\operatorname{tp}^{\mathfrak{A}}[b]=\pi^{\prime}$ and $\mathfrak{A} \models \mathfrak{t}[a, b]$. Let $\operatorname{stp}^{\mathfrak{A}}[b]=\left\langle\pi^{\prime}, \Pi^{\prime}\right\rangle$.
(C2): Suppose $\langle\pi, \Pi\rangle \in S$ and $\left\langle\pi^{\prime}, \Pi^{\prime}\right\rangle \in S$ with $\pi \ll \pi^{\prime}$, and let $a, b \in A$ be such that $\operatorname{stp}^{\mathfrak{A}}[a]=\langle\pi, \Pi\rangle$ and $\operatorname{stp}^{\mathfrak{A}}[b]=\left\langle\pi^{\prime}, \Pi^{\prime}\right\rangle$. Since $\pi \ll \pi^{\prime}$, by construction of $C(\mathfrak{A})$, we have $\mathfrak{A} \models \forall x\left(\pi \rightarrow \forall y\left(\pi^{\prime}(y) \rightarrow \mathfrak{t}(x, y)\right)\right)$, whence it is immediate that $\pi^{\prime} \in \Pi$ and $\Pi^{\prime} \subseteq \Pi$.

If $C=(S, \ll)$ is a certificate, and $\psi$ a basic $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$-formula, we define the relation $C \models \psi$ to hold provided the following six conditions are satisfied. The motivation for this definition is provided by Lemmas 3 and 4 .
(i) if $\psi$ is of the form $\forall x(\pi \rightarrow \exists y(\mu(y) \wedge \mathfrak{t}(x, y)))$, then, for all $\Pi$ such that $\langle\pi, \Pi\rangle \in S$, there exists $\pi^{\prime} \in \Pi$ such that $\models \pi^{\prime} \rightarrow \mu$;
(ii) if $\psi$ is of the form $\forall x\left(\pi \rightarrow \forall y\left(\pi^{\prime}(y) \rightarrow \mathfrak{t}(x, y)\right)\right)$ and $\pi, \pi^{\prime} \in \operatorname{tp}(S)$, then $\pi \ll \pi^{\prime}$;
(iii) if $\psi$ is of the form $\forall x(\pi \rightarrow \exists y(\mu(y) \wedge \neg \mathfrak{t}(x, y)))$, then, for all $\langle\pi, \Pi\rangle \in S$, there exists $\left\langle\pi^{\prime}, \Pi^{\prime}\right\rangle \in S$ such that $\models \pi^{\prime} \rightarrow \mu$ and there exists no $\alpha \in\{\pi\} \cup \Pi$ such that $\alpha \ll \pi^{\prime}$;
(iv) if $\psi$ is of the form $\forall x\left(\pi \rightarrow \forall y\left(\pi^{\prime}(y) \rightarrow \neg \mathfrak{t}(x, y)\right)\right)$, then, for all $\langle\pi, \Pi\rangle \in S, \pi^{\prime} \notin \Pi$;
(v) if $\psi$ is of the form $\exists x . \mu$, then there exists $\langle\pi, \Pi\rangle \in S$ such that $\models \pi \rightarrow \mu$;
(vi) if $\psi$ is of the form $\forall x . \mu$, then, for all $\langle\pi, \Pi\rangle \in S, \models \pi \rightarrow \mu$.

- Lemma 3. Let $\mathfrak{A}$ be a structure interpreting $\Sigma \cup\{\mathfrak{t}\}$ and let $\psi$ be a basic $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$-formula over $\Sigma \cup\{\mathfrak{t}\}$. If $\mathfrak{A} \models \psi$, then $C(\mathfrak{A}) \models \psi$.

Proof. We write $C(\mathfrak{A})=(S, \ll)$ and consider the possible forms of $\psi$ in turn.

- $\psi=\forall x(\pi \rightarrow \exists y(\mu(y) \wedge \mathfrak{t}(x, y)))$ : Suppose $\langle\pi, \Pi\rangle \in S$. Then there exists $a \in A$ with $\operatorname{stp}^{\mathfrak{A}}[a]=\langle\pi, \Pi\rangle$. Since $\mathfrak{A} \models \psi$, choose $b \in A$ such that $\mathfrak{A} \models \mu[b]$ and $\mathfrak{A} \models \mathfrak{t}[a, b]$, and let $\operatorname{tp}^{\mathfrak{A}}[b]=\pi^{\prime}$. Then $\models \pi^{\prime} \rightarrow \mu$ and $\pi^{\prime} \in \Pi$, as required.
- $\psi=\forall x\left(\pi \rightarrow \forall y\left(\pi^{\prime}(y) \rightarrow \mathfrak{t}(x, y)\right)\right)$ : It is immediate by the construction of $C(\mathfrak{A})$ that, if $\pi, \pi^{\prime} \in \operatorname{tp}(S)$, then $\pi \ll \pi^{\prime} ;$
- $\psi=\forall x(\pi \rightarrow \exists y(\mu(y) \wedge \neg \mathfrak{t}(x, y)))$ : Suppose $\langle\pi, \Pi\rangle \in S$. Then there exists $a \in A$ with $\operatorname{stp}^{\mathfrak{A}}[a]=\langle\pi, \Pi\rangle$. Since $\mathfrak{A} \models \psi$, choose $b \in A$ such that $\mathfrak{A} \models \mu[b]$ and $\mathfrak{A} \not \vDash \mathfrak{t}[a, b]$, and let $\operatorname{tp}^{\mathfrak{A}}[b]=\pi^{\prime}$, so that $\models \pi^{\prime} \rightarrow \mu$. We require only to show that there exists no $\alpha \in\{\pi\} \cup \Pi$ such that $\alpha \ll \pi^{\prime}$. Suppose, for contradiction, that such an $\alpha$ exists. By (C1), $\alpha \in \operatorname{tp}(S)$. If $\alpha=\pi$, then, by the definition of $\ll$, we have $\mathfrak{A} \models \forall x\left(\pi \rightarrow \forall y\left(\pi^{\prime}(y) \rightarrow \mathfrak{t}(x, y)\right)\right)$, which contradicts the supposition that $\mathfrak{A} \notin \mathfrak{t}[a, b]$. If $\alpha \in \Pi$, then, by the definition of $\Pi$ and $\ll$, we have an element $a^{\prime} \in A$ such that $\operatorname{tp}^{\mathfrak{A}}\left[a^{\prime}\right]=\alpha, \mathfrak{A} \models \mathfrak{t}\left[a, a^{\prime}\right]$ and $\mathfrak{A} \models \forall x(\alpha \rightarrow$ $\left.\forall y\left(\pi^{\prime}(y) \rightarrow \mathfrak{t}(x, y)\right)\right)$, which again contradicts the supposition that $\mathfrak{A} \notin \mathfrak{t}[a, b]$.
- $\psi=\forall x\left(\pi \rightarrow \forall y\left(\pi^{\prime}(y) \rightarrow \neg \mathfrak{t}(x, y)\right)\right)$ : Suppose $\langle\pi, \Pi\rangle \in S$ and let $a \in A$ be such that $\operatorname{stp}^{\mathfrak{A}}[a]=\langle\pi, \Pi\rangle$. Since $\mathfrak{A} \models \psi$, we have $\pi^{\prime} \notin \Pi$.
- $\psi=\exists x . \mu$ or $\psi=\forall x . \mu$. Immediate by construction of $S$.
- Lemma 4. If $C=(S, \ll)$ is a certificate, then there exists a structure $\mathfrak{A}$ over a domain of cardinality $2|S|$ such that, for any basic $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$-formula $\psi$ over $\Sigma, C \models \psi$ implies $\mathfrak{A} \models \psi$.

Proof. Define $A^{+}=\left\{a_{\pi, \Pi}^{+} \mid\langle\pi, \Pi\rangle \in S\right\}$ and $A^{-}=\left\{a_{\pi, \Pi}^{-} \mid\langle\pi, \Pi\rangle \in S\right\}$, where the various $a_{\pi, \Pi}^{+}$and $a_{\pi, \Pi}^{-}$are some objects (assumed distinct), and set $A=A^{+} \cup A^{-}$. Define the binary relations $T_{1}=\left\{\left\langle a_{\pi, \Pi}^{ \pm}, a_{\pi^{\prime}, \Pi^{\prime}}^{+}\right\rangle \mid\left\{\pi^{\prime}\right\} \cup \Pi^{\prime} \subseteq \Pi\right\}$ and $T_{2}=\left\{\left\langle a_{\pi, \Pi}^{ \pm}, a_{\pi^{\prime}, \Pi^{\prime}}^{ \pm}\right\rangle \mid \pi \ll \pi^{\prime}\right\}$, and let $T$ be the transitive closure of $T_{1} \cup T_{2}$. Intuitively, we may think of the elements $a_{\pi^{\prime}, \Pi^{\prime}}^{+}$as witnessing existential formulas of the form $\exists y(\mu(y) \wedge \mathfrak{t}(x, y))$, where $\models \pi^{\prime} \rightarrow \mu$, and of the elements $a_{\pi^{\prime}, \Pi^{\prime}}^{-}$as witnessing existential formulas of the form $\exists y(\mu(y) \wedge \neg \mathfrak{t}(x, y))$. Now define $\mathfrak{A}$ on the domain $A$ by setting $\operatorname{tp}^{\mathfrak{A}}\left[a_{\pi, \Pi}^{ \pm}\right]=\pi$ for all $\langle\pi, \Pi\rangle \in S$, and by setting $\mathfrak{t}^{\mathfrak{A}}=T$.

We observe that if $a=a_{\pi, \Pi}^{ \pm}$and $b=a_{\pi^{\prime}, \Pi^{\prime}}^{ \pm}$are elements of $A$ such that $a$ is related to $b$ by either $T_{1}$ or $T_{2}$, then $\left\{\pi^{\prime}\right\} \cup \Pi^{\prime} \subseteq \Pi$. Indeed, for $T_{1}$, this is immediate by definition; and for $T_{2}$, it follows from property ( $\mathbf{C 2}$ ) of certificates. It follows by induction that, if $a$ is related to $b$ by $T$, then $\left\{\pi^{\prime}\right\} \cup \Pi^{\prime} \subseteq \Pi$. To prove the lemma, we consider the possible forms of $\psi$ in turn.

- $\psi=\forall x(\pi \rightarrow \exists y(\mu(y) \wedge \mathfrak{t}(x, y)))$ : Suppose $a=a_{\pi, \Pi}^{ \pm}$. Since $C \models \psi$, there exists $\pi^{\prime} \in \Pi$ such that $\pi^{\prime} \rightarrow \mu$. By $(\mathbf{C} 1)$, there exists $\left\langle\pi^{\prime}, \Pi^{\prime}\right\rangle \in S$ such that $\Pi^{\prime} \subseteq \Pi$. Letting $b=a_{\pi^{\prime}, \Pi^{\prime}}^{+}$, we have that $a$ is related to $b$ by $T_{1}$. But then $\mathfrak{A} \models \mathfrak{t}[a, b]$ and $\mathfrak{A} \models \mu[b]$ by construction of $\mathfrak{A}$.
- $\psi=\forall x\left(\pi \rightarrow \forall y\left(\pi^{\prime}(y) \rightarrow \mathfrak{t}(x, y)\right)\right)$ : Since $C \models \psi$, we have $\pi \ll \pi^{\prime}$. Suppose now $a=a_{\pi, \Pi}^{ \pm}$ and $b=a_{\pi^{\prime}, \Pi^{\prime}}^{ \pm}$. Thus, $a$ is related to $b$ by $T_{2}$, and so by construction of $\mathfrak{A}, \mathfrak{A} \models \mathfrak{t}[a, b]$.
- $\psi=\forall x(\pi \rightarrow \exists y(\mu(y) \wedge \neg \mathfrak{t}(x, y)))$ : Suppose $a=a_{\pi, \Pi}^{ \pm}$. Since $C \models \psi$, there exists $\left\langle\pi^{\prime}, \Pi^{\prime}\right\rangle \in S$ such that $\pi^{\prime} \rightarrow \mu$, and such that there is no $\alpha \in\{\pi\} \cup \Pi$ with $\alpha \ll \pi^{\prime}$. Now let $b=a_{\pi^{\prime}, \Pi^{\prime}}^{-}$. By construction of $\mathfrak{A}, \mathfrak{A} \models \mu[b]$. It suffices to show that $\mathfrak{A} \notin \mathfrak{t}[a, b]$. For otherwise, by the definition of $T$, there exists a chain of elements $a=a_{1}, \ldots, a_{m}=b$ with each related to the next by either $T_{1}$ or $T_{2}$ and with $a_{m-1}$ related to $a_{m}$ by $T_{2}$. (Notice that nothing can be related by $T_{1}$ to $b=a_{\pi^{\prime}, \Pi^{\prime}}^{-}$.) Writing $a_{m-1}=a_{\alpha, \Pi^{\prime \prime}}^{ \pm} \in S$, we see that $\alpha \ll \pi^{\prime}$, and, moreover, that $a$ is either identical to $a_{m-1}$, or related to it by $T$. As we observed above, if $a_{\pi, \Pi}^{ \pm}$is related to $a_{\alpha, \Pi^{\prime \prime}}^{ \pm}$by $T$, then $\alpha \in \Pi$. Thus, either way, $\alpha \in\{\pi\} \cup \Pi$. But we are supposing that no such $\alpha$ exists.
- $\psi=\forall x\left(\pi \rightarrow \forall y\left(\pi^{\prime}(y) \rightarrow \neg \mathfrak{t}(x, y)\right)\right)$ : Suppose $a=a_{\pi, \Pi}^{ \pm}$and $b=a_{\pi^{\prime}, \Pi^{\prime}}^{ \pm}$are elements of $A$. We observed above that, if $a$ is related to $b$ by $T$, then $\pi^{\prime} \in \Pi$, contradicting the assumption that $C \models \psi$. Thus, by construction of $\mathfrak{A}, \mathfrak{A} \not \models \mathfrak{t}[a, b]$.
- $\psi=\exists x . \mu$ or $\psi=\forall x . \mu$. Immediate by construction of $\mathfrak{A}$.

Since the number of super-types over $\Sigma$ is bounded by $2^{\left(2^{|\Sigma|}+|\Sigma|\right)}$, and a structure $\mathfrak{A}$ can be guessed and verified to be a model of any $m$-variable first-order formula $\varphi$ in time $O\left(|\varphi| \cdot|A|^{m}\right)$ [25], Lemmas 1-4 yield:

- Lemma 5. If $\varphi$ is a satisfiable formula of $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$, then $\varphi$ has a model of size at most doubly exponential in $\|\varphi\|$. Hence the satisfiability problem for $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$ is in 2-NExpTime.


### 3.2 The logics $\mathcal{F} \mathcal{L}^{m} 1 \mathrm{~T}$ for $\boldsymbol{m} \geq 2$

Let $\Sigma$ be a signature of predicates of positive arity, excluding $\mathfrak{t}$. An atomic formula of $\mathcal{F} \mathcal{L}^{m} 1 \mathrm{~T}$ involving a predicate from $\Sigma \cup\{\mathfrak{t}\}$ will be called a fluted m-atom over $\Sigma \cup\{\mathfrak{t}\}$. A fluted $m$-literal is a fluted $m$-atom or the negation thereof. A fluted $m$-clause is a disjunction of fluted $m$-literals. We allow the absurd formula $\perp$ (i.e. the empty disjunction) to count as a fluted $m$-clause. Thus, any literal of a fluted $m$-clause has arguments $x_{h}, \ldots, x_{m}$, in that order, for some $h(1 \leq h \leq m)$. When writing fluted $m$-clauses, we silently remove bracketing, re-order literals and delete duplicated literals as necessary. A fluted m-type is a maximal consistent set of fluted $m$-literals; where convenient, we identify fluted $m$-types with their conjunctions. If $\mathfrak{A}$ is a structure interpreting $\Sigma \cup\{\mathfrak{t}\}$, any tuple $a_{1}, \ldots, a_{m}$ from $A$ satisfies a unique fluted $m$-type; we denote it $\operatorname{ftp}^{\mathfrak{A}}\left[a_{1}, \ldots, a_{m}\right]$. Note that a fluted 1-type over
$\Sigma \cup\{\mathfrak{t}\}$ coincides with what we earlier called a 1-type over $\Sigma$. Reference to the signature $\Sigma \cup\{\mathfrak{t}\}$ will as usual be suppressed when clear from context. Predicates in $\Sigma$ will be referred to as non-distinguished. Our strategy will be to reduce the (finite) satisfiability problem for $\mathcal{F} \mathcal{L}^{m} 1 \mathrm{~T}$ to that for $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}$ (Lemma 11), and thence to that for $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$ (Lemma 9), which we have already dealt with (Lemma 5).

A $\mathcal{F} \mathcal{L}^{m} 1 \mathrm{~T}$-formula $\varphi(m \geq 2)$ is in clause normal form if it is of the form

$$
\begin{equation*}
\forall x_{1} \cdots x_{m} . \Omega \wedge \bigwedge_{i=1}^{s} \forall x_{1} \cdots x_{m-1}\left(\alpha_{i} \rightarrow \exists x_{m} \cdot \Gamma_{i}\right) \wedge \bigwedge_{j=1}^{t} \forall x_{1} \cdots x_{m-1}\left(\beta_{j} \rightarrow \forall x_{m} \cdot \Delta_{j}\right) \tag{3}
\end{equation*}
$$

where $\Omega, \Gamma_{1}, \ldots, \Gamma_{s}, \Delta_{1}, \ldots, \Delta_{t}$ are sets of fluted $m$-clauses, and $\alpha_{1}, \ldots, \alpha_{s}, \beta_{1}, \ldots, \beta_{t}$ fluted ( $m-1$ )-atoms. We refer to $\forall x_{1} \cdots x_{m} . \Omega$ as the static conjunct of $\varphi$, to conjuncts of the form $\forall x_{1} \cdots x_{m-1}\left(\alpha_{i} \rightarrow \exists x_{m} \Gamma_{i}\right)$ as the existential conjuncts of $\varphi$, and to conjuncts of the form $\forall x_{1} \cdots x_{m-1}\left(\beta_{j} \rightarrow \forall x_{m} . \Delta_{j}\right)$ as the universal conjuncts of $\varphi$.

Using the same techniques as for Lemma 1 , we can transform any $\mathcal{F} \mathcal{L}^{m} 1 \mathrm{~T}$-formula into clause normal form.

- Lemma 6. Let $\varphi$ be an $\mathcal{F} \mathcal{L}^{m} 1 \mathrm{~T}$-formula, $m \geq 2$. There exists an $\mathcal{F} \mathcal{L}^{m} 1 \mathrm{~T}$-formula $\psi$ in clause normal form such that: $(i) \models \psi \rightarrow \varphi$; and (ii) if $\varphi$ has a model then so has $\psi$; (iii) $\|\psi\|$ is bounded by a polynomial function of $\|\varphi\|$.

For fragments of first-order logic not involving equality, we are free to duplicate any element $a$ in a structure $\mathfrak{A}$. More formally, we have the following lemma, which will be used as a step in the ensuing argument.

- Lemma 7. Let $\mathfrak{A}$ be any structure, and let $z>0$. There exists a structure $\mathfrak{B}$ such that (i) if $\varphi$ is any first-order formula without equality, then $\mathfrak{A} \models \varphi$ if and only if $\mathfrak{B} \models \varphi$; (ii) $|B|=z \cdot|A| ;$ and (iii) if $\psi\left(x_{1}, \ldots, x_{m-1}\right)=\exists x_{m} \cdot \chi\left(x_{1}, \ldots, x_{m}\right)$ is a first-order formula without equality, and $\mathfrak{B} \models \psi\left[b_{1}, \ldots, b_{m-1}\right]$, then there exist at least $z$ distinct elements $b$ of $B$ such that $\mathfrak{B} \models \chi\left[b_{1}, \ldots, b_{m-1}, b\right]$.

Keeping the signature $\Sigma$ fixed, we employ the standard apparatus of resolution theoremproving to eliminate non-distinguished predicates of arity 2 or more. Suppose $p \in \Sigma$ is a predicate of arity $m$, and let $\gamma^{\prime}$ and $\delta^{\prime}$ be fluted $m$-clauses over $\Sigma$. Then, $\gamma=p\left(x_{1}, \ldots, x_{m}\right) \vee \gamma^{\prime}$ and $\delta=\neg p\left(x_{1}, \ldots, x_{m}\right) \vee \delta^{\prime}$ are also fluted $m$-clauses, as indeed is $\gamma^{\prime} \vee \delta^{\prime}$. In that case, we call $\gamma^{\prime} \vee \delta^{\prime}$ a fluted resolvent of $\gamma$ and $\delta$, and we say that $\gamma^{\prime} \vee \delta^{\prime}$ is obtained by fluted resolution from $\gamma$ and $\delta$ on $p\left(x_{1}, \ldots, x_{m}\right)$. Thus, fluted resolution is simply a restriction of the familiar resolution rule from first-order logic to the case where the resolved-on literals have maximal arity, $m$, and (in the case $m=2$ ) do not feature the distinguished predicate $\mathfrak{t}$. It may be helpful to note the following at this point: (i) if $\gamma$ and $\delta$ resolve to form $\epsilon$, then $\vDash \forall x_{1} \cdots \forall x_{m}(\gamma \wedge \delta \rightarrow \epsilon)$; (ii) the fluted resolvent of two fluted $m$-clauses may or may not involve predicates of arity $m$; (iii) in fluted resolution, the arguments of the literals in the fluted $m$-clauses undergo no change when forming the resolvent; (iv) if the fluted $m$-clause $\gamma$ involves no predicates of arity $m$, then it cannot undergo fluted resolution at all.

If $\Gamma$ is a set of fluted $m$-clauses, denote by $\Gamma^{*}$ the smallest set of fluted $m$-clauses including $\Gamma$ and closed under fluted resolution. If $\Gamma=\Gamma^{*}$, we say that it is closed under fluted resolution. We further denote by $\Gamma^{\circ}$ the result of deleting from $\Gamma^{*}$ any clause involving a non-distinguished predicate of arity $m$. Observe that, since all fluted $m$-atoms involving predicates of non-maximal arity are of the form $p\left(x_{h}, \ldots, x_{m}\right)$ for some $h \geq 2$, it follows that $\Gamma^{\circ}$ features the variable $x_{1}$ only in the case $m=2$, and even then only in literals of the form $\pm \mathfrak{t}\left(x_{1}, x_{2}\right)$.

The following lemma is, in effect, nothing more than the familiar completeness theorem for (ordered) propositional resolution. The proof is omitted due to space limits.

- Lemma 8. Let $\Gamma$ be a set of fluted $m$-clauses over a signature $\Sigma \cup\{\mathfrak{t}\}$, let $\Sigma^{\prime}$ be the result of removing all predicates of maximal arity $m$ from $\Sigma$, and let $\tau^{-}$be a fluted m-type over $\Sigma^{\prime} \cup\{\mathfrak{t}\}$. If $\tau^{-}$is consistent with $\Gamma^{\circ}$, then there exists a fluted m-type $\tau$ over the signature $\Sigma \cup\{\mathfrak{t}\}$ such that $\tau \supseteq \tau^{-}$and $\tau$ is consistent with $\Gamma$.

The following lemma employs a technique from [13] to eliminate binary predicates.

- Lemma 9. Let $\varphi$ be an $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}$-formula in clause normal form over a signature $\Sigma \cup\{\mathfrak{t}\}$, and suppose that $\varphi$ has s existential and $t$ universal conjuncts. Then there exists a clause normal form $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$-formula $\varphi^{\prime}$ over a signature $\Sigma^{\prime} \cup\{\mathfrak{t}\}$ such that: ( $i$ ) $\varphi^{\prime}$ has at most $2^{t}$ s existential and $2^{t}$ universal conjuncts; (ii) $\left|\Sigma^{\prime}\right| \leq|\Sigma|+2^{t}(s+1)$; (iii) if $\varphi$ has a model, so does $\varphi^{\prime}$; and (iv) if $\varphi^{\prime}$ has a model of size $M$, then $\varphi$ has a model of size at most sM.

Proof. Let $\varphi=\forall x_{1} x_{2} . \Omega \wedge \bigwedge_{i=1}^{s} \forall x_{1}\left(p_{i}\left(x_{1}\right) \rightarrow \exists x_{2} \cdot \Gamma_{i}\right) \wedge \bigwedge_{j=1}^{t} \forall x_{1}\left(q_{j}\left(x_{1}\right) \rightarrow \forall x_{2} . \Delta_{j}\right)$, where $\Omega, \Gamma_{1}, \ldots, \Gamma_{s}, \Delta_{1}, \ldots, \Delta_{t}$ are sets of fluted 2-clauses, and $p_{1}, \ldots, p_{s}, q_{1}, \ldots, q_{t}$ unary predicates. Write $T=\{1, \ldots, t\}$. For all $i(1 \leq i \leq s)$ and all $J \subseteq T$, let $p_{i, J}$ and $q_{J}$ be new unary predicates. The intended interpretation of $p_{i, J}\left(x_{1}\right)$ is " $x_{1}$ satisfies $p_{i}$, and also satisfies $q_{j}$ for every $j \in J$;" and the intended interpretation of $q_{J}\left(x_{1}\right)$ is " $x_{1}$ satisfies $q_{j}$ for every $j \in J$." Let $\varphi^{\prime}$ be the conjunction of the sentences:
(a) $\bigwedge_{i=1}^{s} \bigwedge_{J \subseteq T} \forall x_{2}\left(\left(p_{i}\left(x_{2}\right) \wedge \bigwedge_{j \in J} q_{j}\left(x_{2}\right)\right) \rightarrow p_{i, J}\left(x_{2}\right)\right)$,
(b) $\bigwedge_{J \subseteq T} \forall x_{2}\left(\left(\bigwedge_{j \in J} q_{j}\left(x_{2}\right)\right) \rightarrow q_{J}\left(x_{2}\right)\right)$,
(c) $\bigwedge_{i=1}^{s} \bigwedge_{J \subseteq T} \forall x_{1}\left(p_{i, J}\left(x_{1}\right) \rightarrow \exists x_{2}\left(\Gamma_{i} \cup \Omega \cup \bigcup\left\{\Delta_{j} \mid j \in J\right\}\right)^{\circ}\right)$, and
(d) $\bigwedge_{J \subseteq T} \forall x_{1}\left(q_{J}\left(x_{1}\right) \rightarrow \forall x_{2}\left(\Omega \cup \bigcup\left\{\Delta_{j} \mid j \in J\right\}\right)^{\circ}\right)$.

Observe that $\varphi^{\prime}$ contains no non-distinguished binary predicates, and hence is in $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$. Clearly, $\varphi^{\prime}$ satisfies properties (i) and (ii). To show (iii), suppose $\mathfrak{A} \models \varphi$, and let $\mathfrak{A}^{\prime}$ be the structure obtained by interpreting the predicates $p_{i, J}$ and $q_{J}$ as suggested above. To show (iv), suppose $\varphi^{\prime}$ has a model of size $M$. By Lemma $7, \varphi^{\prime}$ has a model $\mathfrak{B}$ of size $s M$ in which witnesses for all the conjuncts in (c) are duplicated $s$ times. We need to show that $\mathfrak{B}$ can be expanded to a model of $\varphi$. Fix $a \in B$ and suppose $a$ satisfies $p_{1}$. Let $J$ be the set of indices $j$ such that $a$ satisfies $q_{j}$. By (a), putting $i=1, a$ satisfies $p_{1, J}$, whence, by (c), there exists $b$ such that the pair $\langle a, b\rangle$ satisfies $\left(\Gamma_{1} \cup \Omega \cup \bigcup\left\{\Delta_{j} \mid j \in J\right\}\right)^{\circ}$. But Lemma 8 guarantees that we can expand $\mathfrak{B}$ by interpreting the non-distinguished binary predicates so that $\langle a, b\rangle$ satisfies $\Gamma_{1} \cup \Omega \cup \bigcup\left\{\Delta_{j} \mid j \in J\right\}$. Because of the duplication of witnesses, we can repeat with $p_{2}, \ldots, p_{s}$, choosing a fresh witness each time, so as to avoid clashes. Do this for all elements $a$. At the end of the process, the partially defined expansion of $\mathfrak{B}$ satisfies all the existential conjuncts of $\varphi$, and violates none of the universal or static conjuncts. A precisely similar argument shows that we may complete the expansion so that no universal or static conjuncts of $\varphi$ are violated.

Thus, at the expense of an exponentially larger signature, we have reduced the (finite) satisfiability problem for $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}$ to that for $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$. By Lemmas 5 and 9 , we obtain

- Lemma 10. Let $\varphi$ be a $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}$-formula. If $\varphi$ is satisfiable, then $\varphi$ has a model of size at most triply exponential in $\|\varphi\|$. Hence the satisfiability problem for $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}$ is in 3-NExpTime.

We now establish the finite model property for the whole of $\mathcal{F} \mathcal{L} 1 \mathrm{~T}$ by eliminating variables from $\mathcal{F} \mathcal{L}^{m+1} 1 \mathrm{~T}$, where $m \geq 2$, one at a time. The proof of the following Lemma is similar to the proof of Lemma 9 and is omitted due to space limits.

Lemma 11. Let $\varphi$ be a clause normal form $\mathcal{F} \mathcal{L}^{m+1} 1 \mathrm{~T}$-formula $(m \geq 2)$ over a signature $\Sigma \cup\{\mathfrak{t}\}$, and suppose that $\varphi$ has $s$ existential conjuncts and $t$ universal conjuncts. Then there exists a clause normal form $\mathcal{F} \mathcal{L}^{m} 1 T$-formula $\varphi^{\prime}$ over a signature $\Sigma^{\prime} \cup\{\mathfrak{t}\}$ such that the following hold: $(i) \varphi^{\prime}$ has at most $2^{t} s$ existential and $2^{t}$ universal conjuncts; $(i i)\left|\Sigma^{\prime}\right| \leq|\Sigma|+2^{t}(s+1)$; (iii) if $\varphi$ has a model, so does $\varphi^{\prime}$; and (iv) if $\varphi^{\prime}$ has a model of size $M$, then $\varphi$ has a model of size at most sM.

- Theorem 12. Let $\varphi$ be a $\mathcal{F} \mathcal{L}^{m} 1 \mathrm{~T}$-formula for $m \geq 2$. If $\varphi$ is satisfiable, then $\varphi$ has a model of size at most $(m+1)$-tuply exponential in $\|\varphi\|$. Hence the satisfiability problem for $\mathcal{F} \mathcal{L}^{m} 1 \mathrm{~T}$ is in non-deterministic $(m+1)$-tuply exponential time.

Proof. Induction on $m$. The case $m=2$ is Lemma 10. The inductive step is Lemma 11.
We mentioned in Sec. 1 that [14] establishes a lower bound of $\lfloor m / 2\rfloor$-NExpTime-hard for the satisfiability problem for $\mathcal{F} \mathcal{L}^{m}$. For $m \geq 3$, this appears to be the best available lower bound on the corresponding problem for $\mathcal{F} \mathcal{L}^{m} 1 \mathrm{~T}$. Thus, a gap remains between the best available upper and lower complexity bounds. Certainly, it follows that the satisfiability problem for $\mathcal{F} \mathcal{L} 1 \mathrm{~T}$ is Tower-complete, as for $\mathcal{F} \mathcal{L}$.

## 4 Fluted Logic with more Transitive Relations

In this section we show two undecidability results for the fluted fragment with two variables, $\mathcal{F} \mathcal{L}^{2}$, extended with more transitive relations, that have been informally announced in [24]. We employ the apparatus of tiling systems.

A tiling system is a tuple $\mathcal{C}=\left(\mathcal{C}, \mathcal{C}_{H}, \mathcal{C}_{V}\right)$, where $\mathcal{C}$ is a finite set of tiles, and $\mathcal{C}_{H}$, $\mathcal{C}_{V} \subseteq \mathcal{C} \times \mathcal{C}$ are the horizontal and vertical constraints.

Let $S$ be any of the spaces $\mathbb{N} \times \mathbb{N}, \mathbb{Z} \times \mathbb{Z}$ or $\mathbb{Z}_{t} \times \mathbb{Z}_{t}$. A tiling system $\mathcal{C}$ tiles $S$, if there exists a function $\rho: S \rightarrow \mathcal{C}$ such that for all $(p, q) \in S:(\rho(p, q), \rho(p+1, q)) \in \mathcal{C}_{H}$ and $(\rho(p, q), \rho(p, q+1)) \in \mathcal{C}_{V}$. The following problems are known to be undecidable (cf. e.g. [3]): - Given a tiling system $\mathcal{C}$ determine if $\mathcal{C}$ tiles $\mathbb{Z} \times \mathbb{Z}$, or $\mathbb{N} \times \mathbb{N}$.

- Given a tiling system $\mathcal{C}$ determine if $\mathcal{C}$ tiles $\mathbb{Z}_{t} \times \mathbb{Z}_{t}$, for some $t \geq 1$.

In this section we first prove the following theorem.

- Theorem 13. The satisfiability problem for $\mathcal{F} \mathcal{L}^{2} 3 \mathrm{~T}$, the two-variable fluted fragment with three transitive relations, is undecidable.

Proof. Suppose the signature contains transitive relations b (black), $g$ (green) and $r$ (red), and additional unary predicates $e, e^{\prime}, f, l, c_{i, j}(0 \leq i \leq 5,0 \leq j \leq 2)$ and $d_{i, j}(0 \leq i \leq 2$, $0 \leq j \leq 5$ ); we refer to the $c_{i, j}$ 's and to the $d_{i, j}$ 's as colours.

We reduce from the $\mathbb{N} \times \mathbb{N}$ tiling problem. We first write a formula $\varphi_{\text {grid }}$ that captures several properties of the intended expansion of the $\mathbb{N} \times \mathbb{N}$ grid as shown in Fig. 2a. There the predicates $c_{i, j}$ and $d_{i, j}$ together define a partition of the universe as follows: an element ( $k, k^{\prime}$ ) with $k^{\prime}>k$ (i.e. in the yellow region, above the diagonal) satisfies $c_{i, j}$ with $i=k$ $\bmod 6, j=k^{\prime} \bmod 3$, and an element $\left(k, k^{\prime}\right)$ with $k \geq k^{\prime}$ (i.e. in the pink region, on or below the diagonal) satisfies $d_{i, j}$ with $i=k \bmod 3, j=k^{\prime} \bmod 6$. Paths of the same transitive relation have length at most 7 and follow one of four designated patterns. Remaining unary predicates mark the following elements: $l$ - left column, $f$ - bottom row, $e$ - main diagonal, and $e^{\prime}$ - elements with coordinates $(k, k+1)$.

The formula $\varphi_{\text {grid }}$ comprises a large number of conjuncts. We have organized these conjuncts into groups, each of which secures a particular property (or collection of properties) exhibited by its models. The first two properties are very simple:

(a) Three transitive relations: $b, g$ and $r$. Filled nodes depict the beginning of a transitive path of the same colour; dotted lines connect the first element with the last element on such path.

(b) Two transitive relations: $b$ and $r$. Edges without arrows depict connections in both direction.

Figure 2 Expansions of the $\mathbb{N} \times \mathbb{N}$ grid in the proofs of Theorem 13 (a) and Theorem 16 (b).

(a) Path starting with an initial element and generated by witnesses for conjuncts of group (3).

(b) Additional edges arising from conjuncts of group (4) (solid lines drawn inside grid cells) and transitivity (dashed lines). Nodes on the diagonals are marked orange (e) and yellow ( $e^{\prime}$ ).

Figure 3 Construction of the intended model of $\varphi_{\text {grid }}$ in the proof of Theorem 13.
(1) There is an "initial" element satisfying $d_{00}(x) \wedge e(x) \wedge l(x) \wedge f(x)$.
(2) The predicates $c_{i, j}$ and $d_{i, j}$ together partition the universe.

The third property generates the path shown in Fig. 3a:
(3) Each element has a $b$ - $r$ - or $g$ - successor as shown in the path shown in Fig. 3a, and satisfying the appropriate predicates $c_{i, j}$ or $d_{i, j}$. Specifically, if a node in this path has coordinates $(x, y)$ with $y>x$, then it satisfies $c_{i, j}$ where $i=x \bmod 3$ and $j=y \bmod 6$; and when $y \leq x$, then the node satisfies $d_{i, j}$ where $i=x \bmod 3$ and $j=y \bmod 6$.
The conjuncts enforcing this property have the form

$$
\begin{equation*}
\forall x\left(\operatorname{colour}(x) \wedge \operatorname{diag}(x) \wedge \operatorname{border}(x) \rightarrow \exists y\left(t(x, y) \wedge \operatorname{colour}^{\prime}(y)\right)\right) \tag{3a}
\end{equation*}
$$

where colour and colour' stand for one of the predicate letters $c_{i, j}$ or $d_{i, j}, \operatorname{diag}(x)$ stands for one of the literals $e^{\prime}(x), \neg e^{\prime}(x), e(x), \neg e(x)$ or $\top$ (i.e. the logical constant true), $\operatorname{border}(x)$ stands for one of the literals $l(x), \neg l(x), f(x), \neg f(x)$ or $\top$, and $t$ stands for one of the
transitive predicate letters $b, r$ or $g$. The precise combinations of the literals and predicate letters in these conjuncts can be read from Fig. 3a (cf. [16] for details).

To connect all pairs of elements that are neighbours in the standard grid we require a fourth property, which we give in schematic form as follows:
(4) Certain pairs of elements connected by one transitive relation are also connected by another, as indicated in Fig. 3b.
Here are some examples of the conjuncts enforcing this property:

$$
\begin{align*}
& \forall x\left(c_{01}(x) \rightarrow \forall y\left(b(x, y) \wedge\left(c_{11}(y) \vee d_{11}(y)\right) \rightarrow g(x, y)\right)\right),  \tag{4a}\\
& \forall x\left(d_{11}(x) \rightarrow \forall y\left(b(x, y) \wedge d_{10}(y) \rightarrow r(x, y)\right)\right),  \tag{4b}\\
& \forall x\left(d_{11}(x) \rightarrow \forall y\left(r(x, y) \wedge\left(c_{12}(y) \vee d_{12}(y)\right) \rightarrow g(x, y)\right)\right), \tag{4c}
\end{align*}
$$

The role of these conjuncts can be explained referring to Fig. 3b. For example, employing (4b) for the element $(1,1)$ in the intended model $\mathfrak{G}$, we get $\mathfrak{G} \models r((1,1),(1,0))$; hence by transitivity of $r$, also $\mathfrak{G} \models r((1,1),(1,2))$. This, applying (4c), implies $\mathfrak{G} \models g((1,1),(1,2))$. By (4a), we get $\mathfrak{G} \models g((0,1),(1,1))$ and, by transitivity of $g$, $\mathfrak{G} \models g((0,1),(0,2))$. The process is illustrated in Fig. 3b; when carried on along the zig-zag path, it constructs a grid-like structure.

These conjuncts depend on having available the predicates marking the borders and the diagonals. Specifically, we require the following property:
(5) the predicates $l, f, e$ and $e^{\prime}$ are distributed to mark the left-most column, the first row, the diagonal and the "super-diagonal" of the grid, as indicated above. To secure this property, we add to $\varphi_{\text {grid }}$ several conjuncts, for instance:

$$
\bigwedge_{0 \leq i \leq 2,0 \leq j \leq 5} \forall x\left(d_{i, j}(x) \wedge \pm e(x) \rightarrow \forall y\left((b(x, y) \vee g(x, y) \vee r(x, y)) \wedge d_{i+1, j+1}(y) \rightarrow \pm e(y)\right)\right)
$$

where $\pm e(x)$ denotes uniformly $e(x)$ or $\neg e(x)$. Similar conjuncts are added for the superdiagonal, left column and bottom row; and also for the connection with and between $e$ and $e^{\prime}$. The conjuncts ensuring properties (4) and (5) work in tandem. For instance, applying (5a) to $(1,1)$ we get $e$ is true at $(2,2)$; then, following the zig-zag path and applying more conjuncts from the group (4), we get that $g((2,2),(3,3))$ holds, so the node $(3,3)$ will be marked by $e$; this will propagate along the main diagonal.

The structure $\mathfrak{G}$ depicted in Fig. 2a is a model of $\varphi_{\text {grid }}$. In fact, $\varphi_{\text {grid }}$ is an infinity axiom. To see this, let $\mathfrak{A} \models \varphi_{\text {grid }}$ and define an injective embedding $\rho$ of the standard grid on $\mathbb{N} \times \mathbb{N}$ into $\mathfrak{A}$ as follows. Let next : $\mathbb{N} \times \mathbb{N} \mapsto \mathbb{N} \times \mathbb{N}$ be the successor function defined on $\mathbb{N} \times \mathbb{N}$ as depicted by the zig-zag path in the left-hand picture of Fig. 3 starting at ( 0,0 ) (ignoring any colours). Denote $s_{0}=(0,0), s_{n}=\operatorname{next}\left(s_{n-1}\right)$ and $S_{n}=\left\{s_{0}, \ldots, s_{n}\right\}$. Let $a_{0} \in A$ be an element such that $\mathfrak{A} \models d_{00}(a) \wedge e(a) \wedge l(a) \wedge f(a)$ that exists by condition (1). Define $\rho\left(s_{0}\right)=a_{0}$. Now, we proceed inductively: suppose $\rho\left(s_{n-1}\right)$ has already been defined in step $n-1$ of the induction and $\rho\left(s_{n-1}\right)=a_{n-1}$. Let $a_{n}$ be the witness of $a_{n-1}$ for the appropriate conjunct from the group (3), i.e. where the unary literals for $x$ agree with the unary literals satisfied by $a_{n-1}$ in $\mathfrak{A}$. Define $\rho\left(s_{n}\right)=a_{n}$. Using induction one can prove that $\rho$ is indeed injective: in the inductive step we assume that $\mathfrak{A} \upharpoonright\left\{a_{0}, \ldots, a_{n-1}\right\}$ is isomorphic to $\mathfrak{G} \upharpoonright S_{n-1}$, and we show that $a_{n} \notin\left\{a_{0}, \ldots, a_{n-1}\right\}$ and $\mathfrak{A} \upharpoonright\left\{a_{0}, \ldots, a_{n}\right\}$ and $\mathfrak{G} \upharpoonright S_{n}$ are again isomorphic. In the proof one considers several cases depending on the 1-type realized by $a_{n}$. The formula $\varphi_{\text {grid }}$ ensures that $a_{0}, \ldots, a_{18}$ are all distinct, and any eight consecutive elements of the sequence $a_{0}, \ldots, a_{n}$ are always distinct. Consider $a_{18}=\rho(4,2)$ that requires a witness $b \in A$ for a conjunct from the group (3) such that $\mathfrak{A} \models r\left(a_{18}, b\right) \wedge d_{11}(b)$. Suppose, $b=a_{2}=\rho(1,1)$, since $\mathfrak{A} \models d_{11}\left(a_{2}\right)$. Then, by transitivity of $g, \mathfrak{A} \models g\left(a_{18}, a_{10}\right)$, which is a contradiction with $\mathfrak{G} \models \neg g((4,2),(1,1))$. Other cases are similar and due to page limits have been omitted.

We are now ready to define the horizontal and vertical successors in models of of $\varphi_{\text {grid }}$. In fact, instead of defining the horizontal grid successor h as one binary relation, we define two disjoint binary relations $\mathrm{rt}(x, y)$ and $\operatorname{lt}(x, y)$ such that rt and the inverse of It together give the expected horizontal grid successor; they are defined respecting the "direction" of the transitive edges in the models. In the intended model $\operatorname{rt}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)$ holds if $x_{2}=x_{1}+1$, $y_{2}=y_{1}$ and $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ are connected by $b, g$ or $r$; and for $\operatorname{lt}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)$ to hold we require $x_{2}=x_{1}-1$ instead of $x_{2}=x_{1}+1$. We present the definition of $\mathrm{rt}(x, y)$ in detail below ${ }^{1}$

$$
\begin{aligned}
\mathrm{rt}(x, y):= & (b(x, y) \vee g(x, y) \vee r(x, y)) \wedge \\
& \left(c_{01}(x) \wedge d_{11}(y)\right) \vee\left(c_{20}(x) \wedge d_{03}(y)\right) \vee\left(c_{42}(x) \wedge d_{25}(y)\right) \vee \\
& \bigvee_{(i, j) \notin\{(0,2),(1,2),(2,1),(3,1),(4,0),(5,0)\}}\left(c_{i j}(x) \wedge c_{i+1, j}(y)\right) \vee
\end{aligned} \vee \bigvee_{(i, j) \notin\{(2,1),(1,3),(0,5)\}}\left(d_{i j}(x) \wedge d_{i+1, j}(y)\right)
$$

The relation rt connects elements that are connected by $b, g$ or $r$ and satisfy one of the possible combinations of colours: in the second line the combinations for crossing the diagonal are listed, in the third line the left disjunction describes combinations when both elements are located above the diagonal, and in the right disjunction - when both elements are located on and below the diagonal. The definition of $\operatorname{lt}(x, y)$ complements that of rt . Analogously, we define relations up and dn that together define the vertical grid successor.

Now we are ready to write formulas that properly assign tiles to elements of the model. We do this with a formula $\varphi_{\text {tile }}$, which again features several conjuncts enforcing various properties of its models. Fortunately, the properties in question are much simpler this time:
(6) Each node encodes precisely one tile: $\forall x\left(\bigvee_{C \in \mathcal{C}} C(x) \wedge \bigwedge_{C \neq D}(\neg C(x) \vee \neg D(x))\right)$.
(7) Adjacent tiles respect $\mathcal{C}_{H}$. This is secured by the conjuct

$$
\bigwedge_{C \in \mathcal{C}} \forall x\left(C(x) \rightarrow \forall y\left(\left(\operatorname{rt}(x, y) \rightarrow \bigvee_{C^{\prime}:\left(C, C^{\prime}\right) \in \mathcal{C}_{H}} C^{\prime}(y)\right) \quad \wedge \quad\left(\operatorname{lt}(x, y) \rightarrow \bigvee_{C^{\prime}:\left(C^{\prime}, C\right) \in \mathcal{C}_{H}} C^{\prime}(y)\right)\right)\right) .
$$

(8) Adjacent tiles respect $\mathcal{C}_{V}$ (written as above using up and dn ).

We remark that these latter formulas are not strictly fluted but can be rewritten as fluted using classical tautologies.

Finally, let $\eta_{\mathcal{C}}$ be the conjunction of $\varphi_{\text {grid }}$ and $\varphi_{\text {tile }}$. We complete the proof showing
$\triangleright$ Claim 14. $\quad \eta_{\mathcal{C}}$ is satisfiable iff $\mathcal{C}$ tiles $\mathbb{N} \times \mathbb{N}$.

Proof. $(\Leftarrow)$ If $\mathcal{C}$ tiles $\mathbb{N} \times \mathbb{N}$ then to show that $\eta_{\mathcal{C}}$ is satisfiable we can expand our intended model $\mathfrak{G}$ for $\varphi_{\text {grid }}$ assigning to every element of the grid a unique $C \in \mathcal{C}$ given by the tiling.
$(\Rightarrow)$ Let $\mathfrak{A} \models \eta_{\mathcal{C}}$. Let $\rho$ be the embedding of the standard $\mathbb{N} \times \mathbb{N}$ grid into $\mathfrak{A}$ defined above. One can inductively show that $\rho$ maps neighbours in the grid to elements connected by one of the relations $\mathrm{lt}, \mathrm{rt}, \mathrm{up}, \mathrm{dn}$ as follows $(i, j \geq 0)$ :

$$
\mathfrak{A} \models \operatorname{rt}(\rho(i, j), \rho(i+1, j)) \dot{\mathrm{V}} \operatorname{lt}(\rho(i+1, j), \rho(i, j)) \wedge \operatorname{up}(\rho(i, j), \rho(i, j+1)) \dot{\vee} \operatorname{dn}(\rho(i, j+1), \rho(i, j)) .
$$

(Here, $\dot{V}$ is exclusive disjunction.) So, we can define a tiling of the standard grid assigning to every node $(i, j)$ the unique tile $C$ such that $\mathfrak{A} \models C(\rho(i, j))$. Conditions (7) and (8) together with the above observation ensure that this assignment satisfies the tiling conditions.

[^17]We remark that the formula $\varphi_{\text {grid }}$ in the proof of Theorem 13 is an axiom of infinity, hence the satisfiability and the finite satisfiability problems do not coincide. Moreover, all formulas used in the proof are either guarded or can easily be rewritten as guarded. Furthermore, in the proof it would suffice to assume that $b, g$ and $r$ are interpreted as equivalence relations. Hence, we can strengthen the above theorem as follows.

- Corollary 15. The satisfiability problem for the intersection of the fluted fragment with the two-variable guarded fragment is undecidable in the presence of three transitive relations (or three equivalence relations).

Now we improve the undecidability result to the case of $\mathcal{F} \mathcal{L}^{2} 2 \mathrm{~T}$ with equality.

- Theorem 16. The (finite) satisfiability problem for the two-variable fluted fragment with equality is undecidable in the presence of two transitive relations.

Proof. We write a formula $\varphi_{\text {grid }}$ over a signature consisting of transitive relations $b$ and $r$, and unary predicates $c_{i, j}(0 \leq i, j \leq 3)$. The formula $\varphi_{\text {grid }}$ captures several properties of the intended expansion of the $\mathbb{Z} \times \mathbb{Z}$ grid as shown Fig. 2b:
(1) there is an initial element: $\exists x \cdot c_{00}(x)$.
(2) the predicates $c_{i, j}$ partition the universe.
(3) transitive paths do not connect distinct elements of the same colour: $\bigwedge_{0 \leq i, j \leq 3} \forall x\left(c_{i j}(x) \rightarrow\right.$ $\left.\forall y\left((b(x, y) \vee r(x, y)) \wedge c_{i j}(y) \rightarrow x=y\right)\right)$
(4) each element belongs to a 4 -element blue clique and to a 4 -element red clique.
(5) certain pairs of elements connected by $r$ are also connected by $b$, and certain pairs of elements connected by $b$ are also connected by $r$.
We have given property (5) only schematically, of course; its role is analogous to that of property (4) in the proof of Theorem 13. The remainder of the proof is similar to the one presented for Theorem 13 and is omitted due to space limits. We note that $\varphi_{\text {grid }}$ has also finite models expanding a toroidal grid structure $\mathbb{Z}_{4 m} \times \mathbb{Z}_{4 m}(m>0)$ obtained by identifying elements from columns 0 and $4 m$ and from rows 0 and $4 m$. Hence, the proof gives undecidability for both the satisfiability and the finite satisfiability problems.

Again, the formulas used in the above proof are guarded or can be rewritten as guarded. Also it suffices to assume that $r$ is an equivalence relation. Hence we get the following

- Corollary 17. The (finite) satisfiability problem for the intersection of the fluted fragment with equality with the two-variable guarded fragment is undecidable in the presence of two transitive relations (or one transitive and one equivalence relation).


## 5 Conclusions

In this paper, we considered the ( $m$-variable) fluted fragment in the presence of different numbers of transitive relations. We showed that $\mathcal{F} \mathcal{L} 1 T$ has the finite model property, but $\mathcal{F} \mathcal{L}^{2} 3 \mathrm{~T}$ admits axioms of infinity and the satisfiability problem for $\mathcal{F} \mathcal{L}^{2} 3 \mathrm{~T}$ is undecidable. This contrasts with known results for other decidable fragments, in particular, $\mathrm{FO}^{2}$, where the satisfiability and finite satisfiability problems are undecidable in the presence of two transitive relations, and where the finite satisfiability problem is decidable in the presence of one transitive relation. It is open whether the (finite) satisfiability problem for $\mathcal{F} \mathcal{L}$ in the presence of two transitive relations, $\mathfrak{t}_{1}$ and $\mathfrak{t}_{2}$, is decidable. We point out that Lemma 11 in Section 3 could be generalized to normal form formulas from $\mathcal{F} \mathcal{L}^{m+1} 2 \mathrm{~T}$. Hence, the (finite) satisfiability problem for $\mathcal{F} \mathcal{L}$ in the presence of two transitive relations is decidable
if and only if the corresponding problem for $\mathcal{F} \mathcal{L}^{2}$ with two transitive relations is decidable. Unfortunately neither the method of Sec. 3 (to show decidability) nor that of Sec. 4 (to show undecidability) appears to apply here. The barrier in the former case is that pairs of elements can be related by both $\mathfrak{t}_{1}$ and $\mathfrak{t}_{2}$ via divergent $\mathfrak{t}_{1}$ - and $\mathfrak{t}_{2}$-chains, so that simple certificates of the kind employed for $\mathcal{F} \mathcal{L}^{2} 1 \mathrm{~T}^{u}$ do not guarantee the existence of models. The barrier in the latter case is that the grid construction has to build models featuring transitive paths of bounded length, and this seems not to be achievable with just two transitive relations. Finally, we expect that the undecidability result for $\mathcal{F} \mathcal{L}^{2} 3 \mathrm{~T}$ can be extended to get undecidability of the corresponding finite satisfiability problem.
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#### Abstract

We study descriptive complexity of counting complexity classes in the range from \#P to \#• NP. A corollary of Fagin's characterization of NP by existential second-order logic is that \#P can be logically described as the class of functions counting satisfying assignments to free relation variables in first-order formulae. In this paper we extend this study to classes beyond \#P and extensions of first-order logic with team semantics. These team-based logics are closely related to existential second-order logic and its fragments, hence our results also shed light on the complexity of counting for extensions of first-order logic in Tarski's semantics. Our results show that the class \#• NP can be logically characterized by independence logic and existential second-order logic, whereas dependence logic and inclusion logic give rise to subclasses of \#•NP and \#P, respectively. We also study the function class generated by inclusion logic and relate it to the complexity class $\operatorname{Tot} \mathrm{P} \subseteq \# \mathrm{P}$. Our main technical result shows that the problem of counting satisfying assignments for monotone Boolean $\Sigma_{1}$-formulae is $\# \cdot$ NP-complete with respect to Turing reductions as well as complete for the function class generated by dependence logic with respect to first-order reductions.
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## 1 Introduction

The question of the power of counting arises in propositional and predicate logic in a number of contexts. Counting the number of satisfying assignments for a given propositional formula, \#SAT, is complete for Valiant's class \#P of functions counting accepting paths of nondeterministic polynomial-time Turing machines [32]. Valiant also proved that \#SAT even remains complete when restricted to monotone 2CNF-formulae.

The class \#P can be seen as the counting analogue of NP, which was shown by Fagin [11] to correspond to existential second order logic, where the quantified relation encodes accepting computation paths of NP-machines. Hence, if we define $\# \mathrm{FO}^{\text {rel }}$ to count satisfying assignments to free relational variables in first-order (FO-) formulae, we obtain $\# \mathrm{FO}^{\text {rel }}=\# \mathrm{P}$. This result has been refined to prefix classes of FO showing, e.g., that $\# \Pi_{2}^{\text {rel }}=\# \mathrm{P}[30]$.

If we define $\# \mathrm{FO}^{\text {func }}$ in the same fashion as $\# \mathrm{FO}^{\text {rel }}$ except that we count assignments to function variables instead of relation variables, then obviously $\# \mathrm{FO}^{\text {func }}=\# \mathrm{P}$. The situation changes for the prefix classes, though. In particular, unlike for $\# \Pi_{1}^{\text {rel }}$, it holds that $\# \Pi_{1}^{\text {func }}=\# \mathrm{P}$, and, remarkably, also arithmetic circuit classes like $\# \mathrm{AC}^{0}$ can be characterized in this context [7].

In this paper we consider a different model-theoretic approach to the study of counting processes using so-called team-based logics. In these logics, formulae with free variables are evaluated not for single assignments to these variables but for sets of such assignments (called teams). Logics with team semantics have been developed for the study of various dependence and independence concepts important in many areas such as (probabilistic) databases and Bayesian networks (see, e.g. [16, 5, 15]) for which model counting is an important inference task (see, e.g., $[3,27]$ ). In addition, team-based logics have interesting connections to a wide range of areas such as formal semantics of natural language [4], social choice theory [28], and quantum information theory [18].

In team semantics, a first-order formula is satisfied by a team if and only if all its members satisfy the formula individually. Interest in teams stems from the introduction of different logical atoms describing properties of teams, called team atoms, such as the value of a variable being functionally dependent on other variables (characterized by the dependence atom $=(\bar{x}, y)$ ), a variable being independent from other variables (characterized by the independence atom $\bar{y} \perp_{\bar{x}} \bar{z}$ ), and the values of a variable occurring as values of some other variable (characterized by the inclusion atom $\bar{x} \subseteq \bar{y}$ ), etc. ([31, 14, 12]).

We initiate in this paper the study of counting for team-based logics. In our proofs we utilize the known correspondences between team-based logics and existential second-order logic $\left(\Sigma_{1}^{1}\right)$ and its fragments (see Theorem 2). We want to stress that our results are also novel for existential second-order logic and its fragments, and that there is no natural way to carry out the study of the function class generated by inclusion logic, that is, FO extended by the inclusion atom, in Tarskian semantics.

We define $\# \mathrm{FO}^{\text {team }}$ to be the class of functions counting teams that satisfy a given FO-formula, and similarly for extensions of FO by team atoms. Making use of different team atoms, we give a characterization of \#•NP. While it is relatively easy to see that with every finite set $A$ of NP-definable team atoms, the class $\# \mathrm{FO}(A)^{\text {team }}$ stays a subclass of $\# \cdot$ NP (Toda's generalization of $\# \mathrm{P}$, see [17] for a survey of counting classes like these), we show that FO extended with the independence atom is actually sufficient to characterize the full class \# • NP:

$$
\# \mathrm{FO}(\perp)^{\text {team }}=\# \Sigma_{1}^{1}=\# \cdot \mathrm{NP}
$$

The situation with inclusion logic and dependence logic is more complex due to their strong closure properties: satisfaction of formulae is closed under union for inclusion logic and is closed downwards for dependence logic. We show that $\# \mathrm{FO}(\subseteq)^{\text {team }}$ is a subclass of TotP, which is a class of counting problems with easy decision versions. Note that TotP is a strict subclass of $\# P$ unless $P=N P$ and consequently the same holds for $\# \mathrm{FO}(\subseteq)^{\text {team }}$. Furthermore, $\# \mathrm{FO}(=(\ldots))^{\text {team }}$ is a subclass of $\# \cdot \mathrm{NP}$, which we believe to be strict as well. Interestingly, both classes contain complete problems from their respective superclasses. In establishing this result for dependence logic, we introduce an interesting class of monotone quantified Boolean formulae and show that the corresponding counting problem where the all-0-assignment is not counted, $\# \Sigma_{1} \mathrm{CNF}_{*}^{-}$, is $\# \cdot \mathrm{NP}$-complete. In order to prove \# • NP-completeness we also show that the more natural problem of counting all satisfying assignments of the same class of formulae is \#. NP-complete by introducing a new technique of simultaneous reductions between pairs of counting problems, which we hope will also be useful in other contexts.

For inclusion logic we show that the well-known \#P-complete problem $\# 2 \mathrm{CNF}^{+}$is in $\# \mathrm{FO}(\subseteq)^{\text {team }}$ and that the problem of counting assignments for existentially quantified dual-Horn formulae is hard for $\# \mathrm{FO}(\subseteq)^{\text {team }}$.

In related previous work, so-called weighted logics have been used to logically characterize counting complexity classes [1], and the decision-problem analogue PP of $\# \mathrm{P}$ and the counting hierarchy have been logically characterized in $[21,23,6]$. Counting classes from circuit complexity beyond $\# \mathrm{AC}^{0}$ have been logically characterized in [8].

Due to space restrictions, we only give proof sketches for some theorems, and detailed proofs for all results throughout the paper are deferred to the full version of this paper.

## 2 Definitions and Preliminaries

## First-order Logic and Team Semantics

Let us start by recalling the syntax of first-order logic (FO). In this work, we only consider relational vocabularies (i.e., vocabularies with no function or constant symbols), and thus the only first-order terms are variables. Formulae of first-order logic are defined by the following grammar:

$$
\varphi::=\varphi \wedge \varphi|\varphi \vee \varphi| \exists x \varphi|\forall x \varphi| R(\bar{x})|\neg R(\bar{x})| x=y \mid x \neq y
$$

where $x, y$ are variables, $R$ is a relation symbol, and $\bar{x}$ is a tuple of the appropriate number of variables.

The set of free variables of a formula $\varphi$ is defined as usual, and we sometimes write $\varphi\left(x_{1}, \ldots, x_{k}\right)$ to emphasize that the free variables of $\varphi$ are among $x_{1}, \ldots, x_{k}$. A formula with no free variable is called a sentence. For any $k$, the fragment $\Sigma_{k}$ of FO consists of all formulae of the form $\exists \overline{x_{1}} \forall \overline{x_{2}} \ldots Q \overline{x_{k}} \varphi$, where $\varphi$ is quantifier-free and $Q$ is either $\exists$ or $\forall$ depending on whether $k$ is odd or even; similarly, the fragment $\Pi_{k}$ is defined as the class of all formulae $\forall \overline{x_{1}} \exists \overline{x_{2}} \ldots Q \overline{x_{k}} \varphi$ in prenex normal form with a quantifier prefix with $k$ alternations starting with universal quantifiers.

We only consider finite structures with a finite relational vocabulary $\sigma$. Denote the class of all such structures by $\operatorname{STRUC}[\sigma]$, and let $\operatorname{dom}(\mathcal{A})$ denote the universe of a $\sigma$-structure $\mathcal{A}$. We will always use structures with universe $\{0,1, \ldots, n-1\}$ for some $n \in \mathbb{N} \backslash\{0\}$. We assume that our structures contain a built-in binary relation $\leq$ and ternary relations,$+ \times$ with the usual interpretation, i.e., $\leq$ is interpreted in a model of any size as the "less than or equal to" relation on $\mathbb{N},+$ is interpreted as addition and $\times$ as multiplication. We write $\operatorname{enc}_{\sigma}(\mathcal{A})$ for
the standard binary encoding of a $\sigma$-structure $\mathcal{A}$ (see e.g., [20]): Relations are encoded row by row by listing their truth values as 0 's and 1 's. The whole structure is encoded by the concatenation of the encodings of its relations.

We assume that the reader is familiar with the usual Tarskian semantics for first-order formulae, in which formulae are evaluated with respect to single assignments of a structure. In this paper, we also consider so-called team semantics for first-order formulae, in which formulae are evaluated with respect to teams. A team is a set of assignments of a structure, that is, a set of functions $s:\left\{x_{1}, \ldots, x_{k}\right\} \rightarrow \operatorname{dom}(\mathcal{A})$, where we call $\left\{x_{1}, \ldots, x_{k}\right\}$ the domain of the team. Note that the empty set $\emptyset$ is a team, called empty team, and the singleton $\{\emptyset\}$ containing only the empty assignment is also a team. We denote by team $\left(\mathcal{A},\left(x_{1}, \ldots, x_{k}\right)\right)$ the set of all teams over a structure $\mathcal{A}$ with the domain $\left\{x_{1}, \ldots, x_{k}\right\}$. Due to certain connections between team logics and second-order logic it is often helpful to view teams as relations. Let $\mathcal{A}$ be a structure and $X$ a team of $\mathcal{A}$ with domain $\left\{x_{1}, \ldots, x_{k}\right\} . \mathcal{A}$ and $X$ induce the $k$-ary relation $\operatorname{rel}(X)$ on $\operatorname{dom}(\mathcal{A})$ defined as

$$
\operatorname{rel}(X):=\left\{\left(s\left(x_{1}\right), \ldots, s\left(x_{n}\right)\right) \mid s \in X\right\}
$$

Furthermore, for any subset $V \subseteq\left\{x_{1}, \ldots, x_{k}\right\}$ of variables we define

$$
\left.X\right|_{V}:=\left\{\left.s\right|_{V} \mid s \in X\right\}
$$

the restriction of team $X$ to domain $V$.
We define inductively the notion of a team $X$ with domain $\left\{x_{1}, \ldots, x_{k}\right\}$ of a structure $\mathcal{A}$ with $A:=\operatorname{dom}(\mathcal{A})$ satisfying an FO-formula $\varphi\left(x_{1}, \ldots, x_{k}\right)$, denoted by $\mathcal{A} \models_{X} \varphi$, as follows: - $\mathcal{A} \models_{X} \alpha$ for $\alpha$ an atomic formula if and only if for all $s \in X, \mathcal{A} \models_{s} \alpha$ in the usual Tarskian semantics sense.

- $\mathcal{A} \models_{X} \varphi \vee \psi$ if and only if there are teams $Y, Z \subseteq X$ such that $Y \cup Z=X, \mathcal{A} \models_{Y} \varphi$ and $\mathcal{A} \models_{Z} \psi$.
- $\mathcal{A} \models_{X} \varphi \wedge \psi$ if and only if $\mathcal{A} \models_{X} \varphi$ and $\mathcal{A} \models_{X} \psi$.
- $\mathcal{A} \models_{X} \exists x \varphi$ if and only if there exists a function $F: X \rightarrow \mathcal{P}(A) \backslash\{\emptyset\}$, called supplementing function, such that $\mathcal{A} \models_{X[F / x]} \varphi$, where

$$
X[F / x]=\{s[a / x] \mid s \in X \text { and } a \in F(s)\} \quad \text { and } s[a / x](y)= \begin{cases}a, & \text { if } x=y, \\ s(y), & \text { else } .\end{cases}
$$

- $\mathcal{A} \models_{X} \forall x \varphi$ if and only if $\mathcal{A} \models_{X[A / x]} \varphi$, where $X[A / x]=\{s[a / x] \mid s \in X$ and $a \in A\}$.

A sentence $\varphi$ is said to be true in $\mathcal{A}$, written $\mathcal{A} \models \varphi$, if $\mathcal{A} \models_{\{\emptyset\}} \varphi$.
FO-formulae $\varphi$ are flat over team semantics, i.e., $\mathcal{A} \models_{X} \varphi$, if and only if $\mathcal{A} \models_{s} \varphi$ for all $s \in X$. In this sense, team semantics is conservative over FO-formulae. We now extend first-order logic by sets of atomic formulae which are not flat. For any sequence $\bar{x}$ of variables and variable $y$, the string $=(\bar{x}, y)$ is called a dependence atom. For any sequences $\bar{x}, \bar{y}, \bar{z}$ of variables, the string $\bar{y} \perp_{\bar{x}} \bar{z}$ is called an independence atom. For any two sequences $\bar{x}$ and $\bar{y}$ of variables of the same length, the string $\bar{x} \subseteq \bar{y}$ is called an inclusion atom. The team semantics of these atoms is defined as follows:

- $\mathcal{A} \models_{X}=(\bar{x}, y)$, if and only if for all $s, s^{\prime} \in X$, if $s(\bar{x})=s^{\prime}(\bar{x})$, then $s(y)=s^{\prime}(y)$.
- $\mathcal{A} \models_{X} \bar{y} \perp_{\bar{x}} \bar{z}$ if and only if for all $s, s^{\prime} \in X$ such that $s(\bar{x})=s^{\prime}(\bar{x})$, there exists $s^{\prime \prime} \in X$ such that $s^{\prime \prime}(\bar{x})=s(\bar{x}), s^{\prime \prime}(\bar{y})=s(\bar{y})$ and $s^{\prime \prime}(\bar{z})=s^{\prime}(\bar{z})$.
- $\mathcal{A} \models_{X} \bar{x} \subseteq \bar{y}$ if and only if for all $s \in X$ there is $s^{\prime} \in X$ such that $s(\bar{x})=s^{\prime}(\bar{y})$.

For any subset $A \subseteq\{=(\ldots), \perp, \subseteq\}$, we define $\mathrm{FO}(A)$ as first-order logic extended by the respective atoms, and refer to such a logic as team-based logic. More precisely we extend the grammar $(\star)$ by adding a rule for each atom in $A$. For example for $\mathrm{FO}(\{\subseteq\})$ we add the rule

$$
\varphi::=\bar{x} \subseteq \bar{y},
$$

where $\bar{x}, \bar{y}$ are tuples of variables. For convenience, we often omit the curly brackets and write for example $\mathrm{FO}(\subseteq)$ instead of $\mathrm{FO}(\{\subseteq\})$.

The team-based logic $\mathrm{FO}(=(\ldots))$ is known in the literature as dependence logic [31], $\mathrm{FO}(\perp)$ as independence logic [14] and $\mathrm{FO}(\subseteq)$ as inclusion logic [12]. We recall some basic properties of these logics from $[31,14,12]$ : Formulae of $\mathrm{FO}(=(\ldots))$ are closed downwards, i.e., $\mathcal{A} \models_{X} \varphi$ and $Y \subseteq X$ implies $\mathcal{A} \models_{Y} \varphi$, formulae of $\mathrm{FO}(\subseteq)$ are closed under unions, i.e., $\mathcal{A} \models_{X} \varphi$ and $\mathcal{A} \models_{Y} \varphi$ implies $\mathcal{A} \models_{X \cup Y} \varphi$, and formulae of any of these logics have the empty team property, i.e., $\mathcal{A} \models_{\emptyset} \varphi$ always holds.

The above atoms expressing team properties can be generalized, as we will do next. Let us first recall below the definition of generalized quantifiers, where we follow the notations from [22, 26].

- Definition 1. Let $i_{1}, \ldots, i_{n}(n>0)$ be a sequence of positive integers, and $\sigma$ a vocabulary consisting of an $i_{j}$-ary relation symbol for each $1 \leq j \leq n$. A generalized quantifier of type $\left(i_{1}, \ldots, i_{n}\right)$ is a class $\mathcal{C}$ of $\sigma$-structures $\left(A, B_{1}, \ldots, B_{n}\right)$ such that the following conditions hold:

1. $A \neq \emptyset$ and for each $1 \leq j \leq n$, we have $B_{j} \subseteq A^{i_{j}}$.
2. $\mathcal{C}$ is closed under isomorphisms, that is, if $\left(A^{\prime}, B_{1}^{\prime}, \ldots, B_{n}^{\prime}\right) \in \mathcal{C}$ is isomorphic to $\left(A, B_{1}, \ldots, B_{n}\right)$, then $\left(A^{\prime}, B_{1}^{\prime}, \ldots, B_{n}^{\prime}\right) \in \mathcal{C}$.

Let $Q$ be a generalized quantifier of type $\left(i_{1}, \ldots, i_{n}\right)$. Let us extend the syntax of first-order logic with an expression $A_{Q}\left(\overline{x_{1}}, \ldots, \overline{x_{n}}\right)$, where each $\overline{x_{j}}$ is a tuple of variables of length $i_{j}$ and $\operatorname{Vars}\left(\overline{x_{i}}\right)$ is the set of variables in $x_{i}$. We call $A_{Q}$ a generalized (dependency) atom (of type $\left(i_{1}, \ldots, i_{n}\right)$ ), and its team semantics is defined as:

$$
\left.\mathcal{A} \models_{X} A_{Q}\left(\overline{x_{1}}, \ldots, \overline{x_{n}}\right) \text { if and only if(rel }\left(\left.X\right|_{\operatorname{Vars}\left(\overline{x_{1}}\right)}\right), \ldots, \operatorname{rel}\left(\left.X\right|_{\operatorname{Vars}\left(\overline{x_{n}}\right)}\right)\right) \in Q^{\mathcal{A}},
$$

where $Q^{\mathcal{A}}=\left\{\left(B_{1}, \ldots, B_{n}\right) \mid\left(\operatorname{dom}(\mathcal{A}), B_{1}, \ldots, B_{n}\right) \in Q\right\}$.
We say that a generalized dependency atom $A_{Q}$ is NP-definable if there is an NP-algorithm that decides for a given structure $\mathcal{A}$ and a given team $X$ whether $\mathcal{A} \models_{X} A_{Q}\left(\overline{x_{1}}, \ldots, \overline{x_{n}}\right)$ holds or not. A set $A$ of generalized atoms is NP-definable if every $a \in A$ is NP-definable. For example, the set $A=\{=(\ldots), \perp, \subseteq\}$ is NP-definable.

Many results in this paper are based on the expressive power of the logics defined above, that we shall now recall. We first recall some notions and notations. Existential second-order $\operatorname{logic}\left(\Sigma_{1}^{1}\right)$ consists of formulae of the form $\exists R_{1} \ldots \exists R_{k} \varphi$, where $\varphi$ is an FO-formula. Let $\sigma$ be a vocabulary. We write $\sigma(R)$ for the vocabulary that arises by adding a fresh relation symbol $R$ to $\sigma$, and we sometimes write $\varphi(R)$ to emphasize that the relation symbol $R$ occurs in the $\sigma(R)$-formula $\varphi$. If $\mathcal{A}$ is a $\sigma$-structure, we write $(\mathcal{A}, Q)$ for $\mathcal{A}$ expanded into a $\sigma(R)$-structure where the new $k$-relation symbol $R$ is interpreted as $Q \subseteq \operatorname{dom}(\mathcal{A})^{k}$. A $\sigma(R)$-sentence $\varphi(R)$ of $\Sigma_{1}^{1}$ is said to be downward monotone with respect to $R$ if $(\mathcal{A}, Q) \models \varphi(R)$ and $Q^{\prime} \subseteq Q$ imply $\left(\mathcal{A}, Q^{\prime}\right) \models \varphi(R)$. It is known that $\varphi(R)$ is downward monotone with respect to $R$ if and only if $\varphi(R)$ is equivalent to a sentence where $R$ occurs only negatively (see e.g., [24]).

- Theorem 2 (see [12, 24, 13]).

1. For every $\sigma$-formula $\varphi$ of $\mathrm{FO}(\perp)$, there is an $\sigma(R)$-sentence $\psi(R)$ of $\Sigma_{1}^{1}$ such that for all $\sigma$-structures $\mathcal{A}$ and teams $X$,

$$
\begin{equation*}
\mathcal{A} \models_{X} \varphi \Longleftrightarrow(\mathcal{A}, \operatorname{rel}(X)) \models \psi(R) . \tag{1}
\end{equation*}
$$

Conversely, for every $\sigma(R)$-sentence $\psi(R)$ of $\Sigma_{1}^{1}$, there is a $\sigma$-formula $\varphi$ of $\mathrm{FO}(\perp)$ such that (1) holds for all $\sigma$-structures $\mathcal{A}$ and non-empty teams $X$.
2. The same as the above holds for formulae of $\mathrm{FO}(=(\ldots))$ as well, except that in both directions for $\mathrm{FO}(=(\ldots))$ the relation symbol $R$ is assumed to occur only negatively in the sentence $\psi(R)$.
3. In particular, over sentences both $\mathrm{FO}(\perp)$ and $\mathrm{FO}(=(\ldots))$ are expressively equivalent to $\Sigma_{1}^{1}$, in the sense that every $\sigma$-sentence of $\mathrm{FO}(\perp)$ (or $\mathrm{FO}(=(\ldots))$ ) is equivalent to a $\sigma$-sentence $\psi$ of $\Sigma_{1}^{1}$, i.e., for any $\sigma$-structure $\mathcal{A}$,

$$
\mathcal{A} \models \varphi \Longleftrightarrow \mathcal{A} \models \psi,
$$

and vice versa. As a consequence of Fagin's Theorem (see [11]), over finite structures both $\mathrm{FO}(\perp)$ and $\mathrm{FO}(=(\ldots))$ capture NP .
4. For any $\sigma$-formula $\varphi\left(x_{1}, \ldots, x_{k}\right)$ of $\mathrm{FO}(\subseteq)$, there exists a $\sigma(R)$-formula $\psi(R)$ of positive greatest fixed point logic (posGFP) such that for all $\sigma$-structures $\mathcal{A}$ and teams $X$,

$$
\mathcal{A} \models_{X} \varphi \Longleftrightarrow \mathcal{A}, \operatorname{rel}(X) \models_{s} \psi(R) \text { for all } s \in X ;
$$

and vice versa. In particular, over sentences $\mathrm{FO}(\subseteq)$ is expressively equivalent to posGFP. As a consequence of Immerman's Theorem (see [19]), over finite structures, $\mathrm{FO}(\subseteq)$ is expressively equivalent to least fixed point logic (LFP). Thus, by [19, 34], over ordered finite structures, $\mathrm{FO}(\subseteq)$ captures P .
5. Let $\varphi(R)$ be a myopic $\sigma$-formula, that is, $\varphi(R)=\forall \bar{x}(R(\bar{x}) \rightarrow \psi(R, \bar{x})$, where $\psi$ is a first order $\sigma$-formula with only positive occurrences of $R$. Then there exists a $\sigma$-formula $\chi \in \mathrm{FO}(\subseteq)$ such that for all $\sigma$-structures $\mathcal{A}$ and all teams $X$ :

$$
\mathcal{A} \models_{X} \chi(\bar{x}) \Leftrightarrow \mathcal{A}, \operatorname{rel}(X) \models \varphi(R) .
$$

## Propositional and Quantified Boolean formulae

In this paper, we will also consider certain classes of propositional and quantified Boolean formulae. As usual, we use CNF to denote the class of propositional formulae in conjunctive normal form and $k$-CNF to denote the class of propositional formulae in conjunctive normal form where each clause contains at most $k$ literals. A formula in CNF is in the class DualHorn if each of its clauses contains at most one negative literal.

For a class $\mathcal{C}$ of Boolean formulae, we denote by $\Sigma_{1} \mathcal{C}$ the class of quantified Boolean formulae in prenex normal form with only existential quantifiers where the quantifier-free part is an element of $\mathcal{C}$.

For a class $\mathcal{C}$ of quantified Boolean formulae we denote with $\mathcal{C}^{+}$(resp. $\mathcal{C}^{-}$) the class of formulae in $\mathcal{C}$ whose free variables occur only positively (resp. negatively). For example, $\Sigma_{1} 3 \mathrm{CNF}^{-}$consists of all quantified Boolean formulae in prenex normal form with only existential quantifiers, where the quantifier-free part is in 3CNF and the free variables occur only negatively. Note that in Boolean formulae all variables are free.

## Counting Problems and Counting Classes

This paper aims to identify model-theoretic characterizations of counting classes in terms of team-based logics. Let us now recall relevant previous results on the descriptive complexity of counting problems. We begin by defining the most important complexity classes for counting problems.

- Definition 3. A function $f:\{0,1\}^{*} \rightarrow \mathbb{N}$ is in \#P if there is a non-deterministic polynomial time Turing machine $M$ such that for all inputs $x \in\{0,1\}^{*}$,
$f(x)$ is the number of the accepting computation paths of $M$ on input $x$.
This definition can be generalized as follows.
- Definition 4. Let $\mathcal{C}$ be a complexity class. A function $f:\{0,1\}^{*} \rightarrow \mathbb{N}$ is said to be in $\# \cdot \mathcal{C}$ if there are a language $L \in \mathcal{C}$ and a polynomial $p$ such that for all $x \in\{0,1\}^{*}$ :

$$
f(x)=\mid\{y| | y \mid \leq p(|x|) \text { and }(x, y) \in L\} \mid .
$$

Obviously $\# \mathrm{P}=\# \cdot \mathrm{P}$, and it is well known that $\# \mathrm{P} \subseteq \# \cdot \mathrm{NP} \subseteq \# \cdot \operatorname{coNP}=\# \mathrm{P}^{\mathrm{NP}}$, where, under reasonable complexity-theoretic assumptions, all these inclusions are strict; see [17] for a survey of these issues.

- Definition 5. A function $f:\{0,1\}^{*} \rightarrow \mathbb{N}$ is in TotP if there is a non-deterministic polynomial time Turing machine $M$ such that for all inputs $x \in\{0,1\}^{*}$,
$f(x)$ is the number of the computation paths of $M$ on input $x$ minus 1.
Subtracting 1 from the number of computation paths is neccessary since otherwise TotPfunctions could never map to 0 . In [29] it was shown that TotP is the closure with respect to parsimonious reductions of self-reducible counting problems from \#P whose decision version is in P . It follows that $\operatorname{TotP} \subsetneq \# \mathrm{P}$ unless $\mathrm{P}=\mathrm{NP}$.

Next, we define the relevant logical counting classes.

- Definition 6. A function $f:\{0,1\}^{*} \rightarrow \mathbb{N}$ is said to be in $\# \mathrm{FO}^{\mathrm{rel}}$ if there is a vocabulary $\sigma$ with a built-in linear order $\leq$, and an FO-formula $\varphi\left(R_{1}, \ldots, R_{k}, x_{1}, \ldots, x_{\ell}\right)$ over $\sigma$ with free relation variables $R_{1}, \ldots, R_{k}$ and free individual variables $x_{1}, \ldots, x_{\ell}$ such that for all $\sigma$-structures $\mathcal{A}$,

$$
f\left(\operatorname{enc}_{\sigma}(\mathcal{A})\right)=\mid\left\{\left(S_{1}, \ldots, S_{k}, c_{1}, \ldots, c_{\ell}\right): \mathcal{A} \models \varphi\left(S_{1}, \ldots, S_{k}, c_{1}, \ldots, c_{\ell}\right\} \mid\right.
$$

If the input of $f$ is not of the appropriate form, we assume the output to be 0 .
In the same fashion, subclasses of $\# \mathrm{FO}^{\mathrm{rel}}$, such as $\# \Sigma_{k}^{\mathrm{rel}}$ and $\# \Pi_{k}^{\mathrm{rel}}$ for arbitrary $k$, are defined by assuming that the formula $\varphi$ in the above definition is in the corresponding fragments $\Sigma_{k}$ and $\Pi_{k}$.

Recall the relationship between the above defined logical counting classes and \#P:

- Theorem 7 ([30]). $\# \Sigma_{0}^{\mathrm{rel}}=\# \Pi_{0}^{\mathrm{rel}} \subset \# \Sigma_{1}^{\mathrm{rel}} \subset \# \Pi_{1}^{\mathrm{rel}} \subset \# \Sigma_{2}^{\mathrm{rel}} \subset \# \Pi_{2}^{\mathrm{rel}}=\# \mathrm{FO}^{\mathrm{rel}}=\# \mathrm{P}$. Furthermore, $\# \Sigma_{0}^{\mathrm{rel}} \subseteq$ FP.

Complete problems (i.e., hardest problems) for counting classes have also been studied extensively. Let us now recall three reductions that are relevant in this study. Let $f$ and $h$ be counting problems. We say that $f$ is parsimoniously reducible to $h$ if there is a polynomialtime computable function $g$ such that $f(x)=h(g(x))$ for all inputs $x, f$ is Turing reducible
to $h$ if $f \in \mathrm{FP}^{h}$, and $f$ is metrically reducible to $h$ if there are polynomial-time computable functions $g_{1}, g_{2}$ such that $f(x)=g_{2}\left(h\left(g_{1}(x)\right), x\right)$ for all inputs $x$. Clearly, metric reductions are Turing reductions with one oracle query. Besides these three familiar reductions we now define another type of reductions, called first-order reductions. First recall that for any two vocabularies $\sigma_{1}, \sigma_{2}$, an $F O$-interpretation (or a first-order query) is a function $I: \operatorname{STRUC}\left[\sigma_{1}\right] \rightarrow \operatorname{STRUC}\left[\sigma_{2}\right]$, represented as a tuple $I=\left(\varphi_{0}, \varphi_{R_{1}}, \ldots, \varphi_{R_{\ell}}\right)$ of FO-formulae over $\sigma_{1}$ with $k$ free variables, that maps any structure $\mathcal{A} \in \operatorname{STRUC}\left[\sigma_{1}\right]$ to another structure $I(\mathcal{A}) \in \operatorname{STRUC}\left[\sigma_{2}\right]$, whose domain is a subset of $\operatorname{dom}(\mathcal{A})^{k}$ (i.e., a set of $k$-ary tuples of elements in $\mathcal{A}$ ) defined by $\varphi_{0}$ and relations $R_{i}$ are defined by $\varphi_{R_{i}}$ (see [20] for detailed discussion). In the team semantics case, we also need to define how teams are transformed by the interpretation $I$. The value $I(X)$ is defined in a straightforward way: individual elements from $\mathcal{A}^{k \cdot m}$ in $X$ are mapped to elements from $I(\mathcal{A})^{m}$ in $I(X)$, where $k$ is the arity of tuples in the domain of the structure $I(\mathcal{A})$, and $m$ is the arity of the team $I(X)$. Now, we define first-order reductions via FO-interpretations as follows:

- Definition 8. Let $f_{1}, f_{2}$ be two functions. We say $f_{1}$ is first-order reducible or FO-reducible to $f_{2}$ (denoted $f_{1} \leq_{f o} f_{2}$ ) if there are vocabularies $\sigma_{1}, \sigma_{2}$ with $\sigma_{2}=\left(R_{1}^{a_{1}}, \ldots, R_{l}^{a_{l}}\right)$ and an FO-interpretation $I=\left(\varphi_{0}, \varphi_{R_{1}}, \ldots, \varphi_{R_{\ell}}\right)$, where $\varphi_{0}, \varphi_{R_{1}}, \ldots, \varphi_{R_{\ell}}$ are FO -formulae over $\sigma_{1}$, such that for all $\mathcal{A}_{1} \in \operatorname{STRUC}\left[\sigma_{1}\right]$, there are $k \in \mathbb{N}$ and $\mathcal{A}_{2} \in \operatorname{STRUC}\left[\sigma_{2}\right]$ with

$$
\operatorname{dom}\left(\mathcal{A}_{2}\right)=\left\{\left(x^{1}, \ldots, x^{k}\right) \mid \mathcal{A}_{1} \models \varphi_{0}\left(x^{1}, \ldots, x^{k}\right)\right\}
$$

and for all $i \leq k$

$$
R_{i}\left(\left(x_{1}^{1}, \ldots, x_{1}^{k}\right), \ldots,\left(x_{a_{i}}^{1}, \ldots, x_{a_{i}}^{k}\right)\right) \Leftrightarrow \mathcal{A}_{1} \models \varphi_{R_{i}}\left(x_{1}^{1}, \ldots, x_{1}^{k}, \ldots, x_{a_{i}}^{1}, \ldots, x_{a_{i}}^{k}\right)
$$

and $f_{1}\left(\operatorname{enc}_{\sigma_{1}}\left(\mathcal{A}_{1}\right)\right)=f_{2}\left(\operatorname{enc}_{\sigma_{2}}\left(\mathcal{A}_{2}\right)\right)$.
It is often possible to find complete problems in counting classes by counting satisfying assignments for certain (quantified) Boolean formulae. Let $\mathcal{F}$ be a class of quantified Boolean formulae. Define the problem $\# \mathcal{F}$ as follows:

| Problem: | $\# \mathcal{F}$ |
| ---: | :--- |
| Input: | Formula $\varphi \in \mathcal{F}$ |
| Output: | Number of satisfying assignments of $\varphi$ |

For example, \#SAT, the function counting the number of satisfying assignments for propositional formulae, as well as its restriction $\# 3 \mathrm{CNF}$, are complete for $\# \mathrm{P}$ under parsimonious reductions, while $\# 2 \mathrm{CNF}^{+}$and $\# 2 \mathrm{CNF}^{-}$are complete for $\# \mathrm{P}$ under Turing reductions. Observe that for all $\Sigma_{1}$ CNF-formulae $\varphi$ it holds that the number of satisfying assignments is equal to that of the formula $\widetilde{\varphi}$ obtained by negating all literals in all clauses in $\varphi$. Thus, $\# \Sigma_{1} \mathrm{CNF}^{+}$and $\# \Sigma_{1} \mathrm{CNF}^{-}$are in a sense the same problem. In fact all our results for $\# \mathcal{C}^{+}$ (for a class of formulae $\mathcal{C}$ ) also hold for $\# \mathcal{C}^{-}$and vice versa. This also holds for \#Horn and \#DualHorn. Note that Aziz et al [2] studied the problem \# $\Sigma_{1}$ SAT under the name projected model counting and observed that it is contained in $\# \cdot \mathrm{NP}$.

Next we introduce the central class for this paper, a class of counting problems in the context of team-based logics. For any set $A$ of generalized dependency atoms, we define $\# \mathrm{FO}(A)^{\text {team }}$ to consist of those functions counting non-empty satisfying teams for $\mathrm{FO}(A)$-formulae. Note that by the empty team property of dependence, independence, and inclusion logic formulae any function that counts all satisfying teams (including the empty team) could not attain the value 0 .

- Definition 9. For any set $A$ of generalized atoms, $\# \mathrm{FO}(A)^{\text {team }}$ is the class of all functions $f:\{0,1\}^{*} \rightarrow \mathbb{N}$ for which there is a vocabulary $\sigma$ with a built-in linear order $\leq$ and an $\mathrm{FO}(A)$-formula $\varphi(\bar{x})$ over $\sigma$ with a tuple $\bar{x}$ of free first-order variables such that for all $\sigma$-structures $\mathcal{A}$,

$$
f\left(\operatorname{enc}_{\sigma}(\mathcal{A})\right)=\mid\left\{X \in \operatorname{team}(\mathcal{A},(\bar{x})): X \neq \emptyset \text { and } \mathcal{A} \models_{X} \varphi(\bar{x})\right\} \mid
$$

We denote by $f_{\varphi}$ the function defined by $\varphi$.

- Example 10. As an example for how to work with team semantics in a counting context, we show that the $\# \mathrm{P}$-complete problem $\# 2 \mathrm{CNF}^{+}$is contained in both $\# \mathrm{FO}(=(\ldots))^{\text {team }}$ and $\# \mathrm{FO}(\subseteq)^{\text {team }}$. Let $\varphi\left(x_{1}, \ldots, x_{n}\right)=\bigwedge C_{i} \in 2 \mathrm{CNF}^{+}$, where each $C_{i}=\ell_{i, 1} \vee \ell_{i, 2}$ and $\ell_{i, j} \in\left\{x_{1}, \ldots, x_{n}\right\}$. Consider the vocabulary $\tau_{2 \mathrm{CNF}^{+}}=\left\{C^{2}\right\}$. We encode the formula $\varphi\left(x_{1}, \ldots, x_{n}\right)$ by the structure $\mathcal{A}=\left(\left\{x_{1}, \ldots, x_{n}\right\}, C^{\mathcal{A}}\right)$, where $(x, y) \in C^{\mathcal{A}}$ if and only if the clause $x \vee y$ occurs in $\varphi$.

We show that $\# 2 \mathrm{CNF}^{+}$can be defined by counting non-empty teams (which correspond to assignments mapping at least one variable to true) satisfying suitable formulae from $\mathrm{FO}(\subseteq)$ as well as $\mathrm{FO}(=(\ldots))$. For this purpose, we encode Boolean assignments to the variables $x_{1}, \ldots, x_{n}$ by teams over one variable $t$. Since the universe of our structures is exactly the set of variables of the formula $\varphi\left(x_{1}, \ldots, x_{k}\right)$ in question, assignments to the variables can be encoded by inclusion of the values of the variables $x_{i}$ in $t$ in the team.

Now, the following $\mathrm{FO}(\subseteq)$-formula defines $\# 2 \mathrm{CNF}^{+}$:

$$
\varphi_{\subseteq}(t)=\forall x \forall y(\neg C(x, y) \vee x \subseteq t \vee y \subseteq t)
$$

Intuitively, this formula states that if a pair $(x, y)$ of variables in $\varphi$ occur in the same clause (i.e., $C(x, y)$ holds), then the value of one of the two variables $x, y$ is contained in the team, or it is set to true.

To define the same problem in $\mathrm{FO}(=(\ldots))$ where inclusion atoms are not any more available in the language, we need to encode assignments differently. We now encode variables $x_{i}$ being set to 1 by not including them in the team over the variable $t$. The $\mathrm{FO}(=(\ldots))$-formula that defines $\# 2 \mathrm{CNF}^{+}$is the following:

$$
\left.\begin{array}{rl}
\varphi_{=(\ldots)}(t)= & \exists \min \forall z \min \leq
\end{array}\right) z \wedge, ~ \begin{aligned}
\forall x \forall y \exists x^{\prime} \exists y^{\prime}( & =\left(x, x^{\prime}\right) \wedge=\left(y, y^{\prime}\right) \wedge\left(\neg x=y \vee x^{\prime}=y^{\prime}\right) \wedge \\
& \left.\left(x \neq t \vee x^{\prime}=\min \right) \wedge\left(\neg C(x, y) \vee x^{\prime} \neq \min \vee y^{\prime} \neq \min \right)\right) .
\end{aligned}
$$

Intuitively, in the above formula we use existential quantifications together with dependence atoms to express that $x^{\prime}$ is a function of $x$, and this function $f$ is guaranteed in the formula to be consistent with the assignment encoded by the team. We shall interpret a function mapping to the minimal element of the universe (encoded by the variable min in the formula) as an assignment to 0 , and a function mapping to any other element as an assignment to 1. Now, the second last conjunct in our formula states that all variables that occur as values of $t$ in the team (which correspond to those $x_{i}$ set to 0 ) are mapped by our function $f$ to the minimal element. Finally, the last conjunct in our formula checks whether the 2CNF-formula is satisfied by the assignment encoded by $f$. Note that in order to talk about the assignment to two variables simultaneously, in the above formula we actually use two (equivalent) functions to encode the same assignment.

## 3 A Characterization of the Class \# • NP

In this section, we characterize the class $\# \cdot N P$ in terms of team-based logics. Our first result shows that $\# \cdot N P$ is the largest class attainable by counting teams in team-based logics $\mathrm{FO}(A)$, as long as all generalized atoms in $A$ are NP-definable.

- Theorem 11. For any set $A$ of NP-definable generalized atoms, $\# \mathrm{FO}(A)^{\text {team }} \subseteq \# \cdot \mathrm{NP}$.

Proof Sketch. Let $\varphi(\bar{x}) \in \# \mathrm{FO}(A)^{\text {team }}$. To show that $f_{\varphi} \in \#$. NP we note that $f_{\varphi}$ can be computed by counting on input $\operatorname{enc}_{\sigma}(\mathcal{A})$ the number of teams $X$ such that $\mathcal{A} \models_{X} \varphi(\bar{x})$. It is thus sufficient to show that the letter can be checked in NP on input $\left(\operatorname{enc}_{\sigma}(\mathcal{A}), X\right)$. In this proof, the only places that involve nondeterminism are disjunctions (guess the split), existential quantifiers (guess the supplementing function) and NP-definable generalized atoms (checkable in NP by definition).

Next, we prove the converse inclusion of the above theorem by proving a stronger result: The whole class \#•NP can actually be captured by a single generalized atom, the independence atom.

- Theorem 12. $\# \cdot \mathrm{NP} \subseteq \# \mathrm{FO}(\perp)^{\text {team }}$

Proof Sketch. It is sufficient to show $\# \cdot N P \subseteq \# \Sigma_{1}^{1}$ since by Theorem 2.1 we have $\# \Sigma_{1}^{1}=$ $\# \mathrm{FO}(\perp)^{\text {team }}$.

Let $f \in \# \cdot \mathrm{NP}$. Then there are a polynomial $p$ and $L \in$ NP such that

$$
f(x)=|\{y| | y \mid=p(|x|),(x, y) \in L\}| .
$$

We encode tuples $(x, y)$ of strings with $|y|=p(|x|)$ as structures $\mathcal{A}_{(x, y)}$ by encoding the string $x$ as a structure $\mathcal{A}_{x}$ in the standard way, and $y$ as a unique relation $R_{y}$ over $\operatorname{dom}\left(\mathcal{A}_{x}\right)^{k}$ for some $k \in \mathbb{N}$. Finally, Fagin's theorem gives a $\Sigma_{1}^{1}$-sentence $\varphi$ such that for all $x$,

$$
\left|\left\{y | | y | = p ( | x | ) , ( x , y ) \in L \} \left|=\left|\left\{y \mid \mathcal{A}_{(x, y)} \models \varphi\right\}\right|=\left|\left\{R \mid \mathcal{A}_{x} \models \varphi(R)\right\}\right| .\right.\right.\right.
$$

- Remark 13. The class \#P can also be characterized by counting teams. A variant $\mathcal{L}$ of dependence logic that defines exactly the first-order definable team properties in the sense of Theorem 2 was introduced in [25]. Since $\# P=\# F O$ (see [30]), this logic $\mathcal{L}$ captures \#P. We do not present the details of $\mathcal{L}$ in this paper, but only note that $\mathcal{L}$ has weaker versions of quantifiers and disjunction instead of the standard ones as defined in Section 2.


## 4 Counting Teams in Dependence and Inclusion Logic

In this section, we study the smaller classes $\# \mathrm{FO}(=(\ldots))^{\text {team }}$ and $\# \mathrm{FO}(\subseteq)^{\text {team }}$. We begin by showing that the $\# \cdot$ NP-complete problem $\# \Sigma_{1} \mathrm{CNF}_{*}^{-}$, defined below, is contained in $\# \mathrm{FO}(=(\ldots))^{\text {team }}$. We will show $\# \cdot$ NP-completeness for $\# \Sigma_{1} \mathrm{CNF}_{*}^{-}$in Theorem 26.

$$
\begin{aligned}
\text { Problem: } & \# \Sigma_{1} \mathrm{CNF}_{*}^{-} \\
\text {Input: } & \text { Formula } \varphi\left(x_{1}, \ldots, x_{k}\right) \in \mathrm{CNF}^{-} \\
\text {Output: } & \text { Number of satisfying assignments of } \varphi, \text { dis- } \\
& \text { regarding the all-0-assignment }
\end{aligned}
$$

Note that the all-0-assignment is the assignment mapping each variable to 0 .

- Theorem 14. $\# \Sigma_{1} \mathrm{CNF}_{*}^{-} \in \# \mathrm{FO}(=(\ldots))^{\text {team }}$.

We will show that the above problem is actually complete for $\# \mathrm{FO}(=(\ldots))^{\text {team }}$ with respect to first-order reductions. First-order reductions turn out to be particularly natural in our context, as all our classes are closed under these reductions.

- Theorem 15. $\# \mathrm{FO}(A)^{\text {team }}$ is closed under first-order reductions for $A \subseteq\{=(\ldots), \perp, \subseteq\}$.

Next we show that the problem $\# \Sigma_{1} \mathrm{CNF}_{*}^{-}$is hard and thus complete for $\# \mathrm{FO}(=(\ldots))^{\text {team }}$ under first-order reductions. Our proof technique is similar to that of [9], where the data complexity of inclusion logic is shown to be polynomial.

- Theorem 16. $\# \Sigma_{1} \mathrm{CNF}_{*}^{-}$is complete for $\# \mathrm{FO}(=(\ldots))^{\text {team }}$ with respect to first-order reductions.

Having proven our results for dependence logic $\mathrm{FO}(=(\ldots))$, we now turn to inclusion logic $\mathrm{FO}(\subseteq)$. We first prove that $\# \mathrm{FO}(\subseteq)^{\text {team }}$ is a subclass of \#P.

- Theorem 17. $\# \mathrm{FO}(\subseteq)^{\text {team }} \subseteq \# \mathrm{P}$.

The above theorem naturally gives rise to the question whether $\# \mathrm{FO}(\subseteq)^{\text {team }}$ actually coincides with \#P. However, we identify in the next lemma a particular property of $\# \mathrm{FO}(\subseteq)^{\text {team }}$ functions, making this equivalence unlikely to hold.

- Lemma 18. Let $\varphi(\bar{x}) \in \mathrm{FO}(\subseteq)$ be a formula over a vocabulary $\sigma$. Then the language $L:=\left\{w \mid f_{\varphi}(w)>0\right\}$ is in P .
- Corollary 19. If $\mathrm{P} \neq \mathrm{NP}$, then $\# \mathrm{FO}(\subseteq)^{\text {team }} \neq \# \mathrm{P}$.

Theorem 17 and Corollary 19 indicate that $\# \mathrm{FO}(\subseteq)^{\text {team }}$ is most likely a strict subclass of \#P. Nevertheless, we show in the next theorem that $\# \mathrm{FO}(\subseteq)^{\text {team }}$ contains the problem \#DualHorn which is complete for \#P with respect to Turing reductions. It is unknown whether \#DualHorn $\in \# \mathrm{FO}(=(\ldots))$.

- Theorem 20. \#DualHorn $\in \# \mathrm{FO}(\subseteq)$.

We continue by exhibiting a hard problem for the class $\# \mathrm{FO}(\subseteq)^{\text {team }}$. It is an open question whether the problem is definable by an inclusion logic formula.

- Theorem 21. $\# \Sigma_{1}$ DualHorn is hard for $\# \mathrm{FO}(\subseteq)^{\text {team }}$ with respect to first-order reductions.

It seems to us that $\# \mathrm{FO}(\subseteq)$ is a strict subclass of $\# \mathrm{P}$ and the decision versions of problems in $\# \mathrm{FO}(\subseteq)$ are in P . For this reason, we now investigate relationship between $\# \mathrm{FO}(\subseteq)$ and the subclass TotP. We show that $\# \mathrm{FO}(\subseteq)$ is a subclass of $\operatorname{TotP}$ and that $\operatorname{TotP}$ contains $\# \Sigma_{1}$ DualHorn. We conjecture that these classes do not coincide, but this question remains open.

- Theorem 22. $\# \mathrm{FO}(\subseteq) \subseteq \operatorname{Tot} \mathrm{P}$
- Theorem 23. $\# \Sigma_{1}$ DualHorn $\in \operatorname{TotP}$


## 5 Complete Problems for \# • NP

In this section we show that $\# \Sigma_{1} \mathrm{CNF}_{*}^{-}$is $\# \cdot \mathrm{NP}$-complete. To this end, we first observe that $\# \Sigma_{1} \mathrm{CNF}$ is $\# \cdot$ NP-complete. Afterwards we show that the smaller class $\# \Sigma_{1} \mathrm{CNF}^{-}$remains $\# \cdot$ NP-complete by adapting the proof for \#P-completeness of $\# 2 \mathrm{CNF}^{+}$given by Valiant [33]. We conclude this section with a reduction from $\# \Sigma_{1} \mathrm{CNF}^{-}$to $\# \Sigma_{1} \mathrm{CNF}_{*}^{-}$showing the \# • NP-completeness of the latter.

- Lemma 24. $\# \Sigma_{1} \mathrm{SAT}$ and $\# \Sigma_{1} \mathrm{CNF}$ are $\# \cdot \mathrm{NP}$-complete under parsimonious reductions.
- Theorem 25. $\# \Sigma_{1} \mathrm{CNF}^{-}$is $\# \cdot \mathrm{NP}$-complete under Turing reductions.

Proof Sketch. Membership follows from 24 , since $\# \Sigma_{1} \mathrm{CNF}^{-}$is a special case of $\# \Sigma_{1}$ CNF. For the hardness proof, we show a chain of reductions adapted from the one used by Valiant [33] to show the \#P-completeness of $\# 2 \mathrm{CNF}^{+}$. Recall that the main steps of Valiant's chain of reductions are:

$$
\begin{aligned}
\# 3 \mathrm{CNF} & \leq \mathrm{PERMANENT} \quad \leq \# \text { PERFECT-MATCHING } \\
& \leq \# \mathrm{IMPERFECT}-M A T C H I N G
\end{aligned} \leq \# 2 \mathrm{CNF}^{+} .
$$

Our idea is to add a $\Sigma_{1} 3$ CNF-formula to the input of each problem in the above chain of reductions, and to express certain properties of the respective inputs in the added formula. We then count only the solutions to the input that also satisfy the added formula.

As part of the chain of reductions we will make use of the following problem:

| Problem: | $\#\left(3 \mathrm{CNF}, \Sigma_{1} 3 \mathrm{CNF}^{-}\right)$ |
| ---: | :--- |
| Input: | Formula $\varphi\left(x_{1}, \ldots, x_{k}\right) \in 3 \mathrm{CNF}$ and for- |
|  | mula $\psi\left(x_{1}, \ldots, x_{k}\right) \in \Sigma_{1} 3 \mathrm{CNF}^{-}$ |
| Output: | Number of satisfying assignments of $\varphi \wedge \psi$ |

We will reduce $\# \Sigma_{1} 3 \mathrm{CNF}$ to $\#\left(3 \mathrm{CNF}, \Sigma_{1} 3 \mathrm{CNF}^{-}\right)$, and then apply the above chain of reductions (with added formulae, as described above). This results in a reduction to \# $\left(2 \mathrm{CNF}^{-}, \Sigma_{1} 3 \mathrm{CNF}^{-}\right)$, defined analogously to the above problem. Finally it is straightforward to show $\#\left(2 \mathrm{CNF}^{-}, \Sigma_{1} 3 \mathrm{CNF}^{-}\right) \leq \# \Sigma_{1} \mathrm{CNF}^{-}$using the fact that for $\varphi \in 2 \mathrm{CNF}^{-}$and $\psi \in \Sigma_{1} 3 \mathrm{CNF}^{-}$, the prenex normal form of $\varphi \wedge \psi$ is a $\Sigma_{1} 3 \mathrm{CNF}^{-}$-formula. We conclude by sketching the first reduction.
$\# \Sigma_{1} 3 \mathrm{CNF} \leq \#\left(3 \mathrm{CNF}, \Sigma_{1} 3 \mathrm{CNF}^{-}\right)$: We construct for any $\varphi \in \Sigma_{1} 3 \mathrm{CNF}$ two formulae $\varphi^{\prime} \in 3 \mathrm{CNF}$ and $\psi \in \Sigma_{1} 3 \mathrm{CNF}^{-}$such that $\# \Sigma_{1} 3 \mathrm{CNF}(\varphi)=\#\left(3 \mathrm{CNF}, \Sigma_{1} 3 \mathrm{CNF}^{-}\right)\left(\varphi^{\prime}, \psi\right)$.

Assume $\varphi=\exists y_{1} \ldots \exists y_{\ell} \wedge C_{i} \wedge \bigwedge D_{i} \wedge \bigwedge E_{i}$, where clauses $C_{i}$ only contain free variables of $\varphi$, clauses $D_{i}$ contain only bound variables of $\varphi$, and clauses $E_{i}$ contain at least one free and at least one bound variable of $\varphi$. We can now simply add all clauses $C_{i}$ to $\varphi^{\prime}$ and all clauses $D_{i}$ to $\psi$.

To handle the remaining clauses, we add for each $E_{i}$ a new free variable $e_{i}$. We then express in $\varphi^{\prime}$ that $e_{i}$ is true if and only if clause $E_{i}$ is not satisfied by the assignment to the free variables, and express in $\psi$ that $E_{i}$ has to be satisfied by the assignment to the bound variables if $e_{i}$ is true. The former does not involve any bound variables and for the latter, the only needed free variable is $e_{i}$, which only occurs negatively.

Because of the special role of the empty team in the team logics we consider, we will also show the completeness for another version of $\# \Sigma_{1} \mathrm{CNF}^{-}$, denoted as $\# \Sigma_{1} \mathrm{CNF}_{*}^{-}$, for which the all-0-assignment is not counted.

- Theorem 26. The problem $\# \Sigma_{1} \mathrm{CNF}_{*}^{-}$is \#. NP-complete under Turing reductions.


## 6 Conclusion

In this paper we have studied the following hierarchy of classes defined by counting problems for team-based logics:

$$
\begin{array}{cc}
\operatorname{TotP} & \subseteq \# \mathcal{L}^{\text {team }}=\# \mathrm{P} \\
\cup \quad \# \mathrm{FO}(\perp)^{\text {team }} & \subseteq \# \cdot \mathrm{NP} \\
\cup \mathrm{UI} \\
\# \mathrm{FO}(\subseteq)^{\text {team }} & \# \mathrm{FO}(=(\ldots))^{\text {team }}
\end{array}
$$

We also showed that our classes are closed under first-order reductions and that $\# \mathrm{FO}(\subseteq)^{\text {team }}$ and $\# \mathrm{FO}(=(\ldots))^{\text {team }}$ contain complete problems from $\# \mathrm{P}$ and $\# \cdot \mathrm{NP}$, respectively. The latter problem is even complete for $\# \mathrm{FO}(=(\ldots))^{\text {team }}$ under first-order reductions.

The connection between $\# \mathrm{FO}(=(\ldots))^{\text {team }}$ and the classes $\# \mathrm{P}$ and $\# \cdot \mathrm{NP}$ is not yet clear. While we know that a complete problem from $\# \cdot N P$ is contained in it, it is open whether the class coincides with $\# \cdot N P$, and (if not) whether it contains the class \#P. We conjecture that the answer to both questions is negative, since the defining logic has closure properties that make it unlikely to contain counting versions of non-monotone problems from \#P.

Regarding $\# \mathrm{FO}(\subseteq)^{\text {team }}$, the search for a complete problem could be interesting. We have only showed that the problem \#DualHorn is contained in this class and the problem $\# \Sigma_{1}$ DualHorn is hard for this class, but neither of the problems is known to be complete.

The lower end of our hierarchy deserves further study as well. The class \#FO ${ }^{\text {team }}$ (i.e., the class with no dependency atoms in the formulae) can be shown to be a subclass of $\mathrm{FTC}^{0}$, the class of functions computable by families of polynomial size constant depth majority circuits (see [35]). The circuit-based counting class \# $\mathrm{AC}^{0}$, counting proof trees in polynomial size constant depth unbounded fan-in circuits [35], was characterized in a model-theoretic manner by counting assignments to free function symbols in certain quantifier-restricted FO-formulae [7]. A similar quantifier restriction for $\# \mathrm{FO}(A)^{\text {team }}$, where $A$ consists of the dependency atom plus a totality atom (that we did not study in the present paper), also leads to a characterization of $\# \mathrm{AC}^{0}$. This suggests that low level counting classes and circuit classes in the context of counting problems for team-based logics might be worth studying. Another natural question is to search for generalized dependency atoms that lead to interesting relations to complexity classes. Besides the aforementioned totality atom, the constancy or the exclusion [12] atom are worth examining. In particular, it is an open question to find an atom $A$ such that $\# \mathrm{FO}(A)^{\text {team }}=\# \mathrm{P}$. The logic $\mathcal{L}$ of [25], though it satisfies the equality, is not of this form.

In the context of counting complexity theory, an interesting question to study is the approximability of problems in different classes. In our case, it is unlikely that any of our classes is efficiently approximable (in the sense of FPRAS): In [10] it was shown that it is unlikely that the number of satisfying assignments of CSPs can be approximated by an FPRAS, unless all relations in the constraint language are affine. Since our classes contain counting problems for classes of formulae which do not admit this property, this result applies. Consequently, it would be interesting to study restrictions of our full classes to obtain, possibly, efficiently approximable fragments.

Our proof of the completeness of $\# \Sigma_{1} \mathrm{CNF}^{-}$for $\# \cdot$ NP introduces problems that arise from "pairing decision problems" and gives simultaneous reductions between such pairs. This idea might be helpful in other contexts as well; in particular it should lead to more interesting complete problems for $\# \cdot N P$ or higher levels $\# \cdot \Sigma_{k}$ of the counting polynomial-time hierarchy.
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#### Abstract

What approximation ratio can we achieve for the FACILITY LOCATION problem if whenever a client $u$ connects to a facility $v$, the opening cost of $v$ is at most $\theta$ times the service cost of $u$ ? We show that this and many other problems are a particular case of the Activation Edge-Cover problem. Here we are given a multigraph $G=(V, E)$, a set $R \subseteq V$ of terminals, and thresholds $\left\{t_{u}^{e}, t_{v}^{e}\right\}$ for each $u v$-edge $e \in E$. The goal is to find an assignment $\mathbf{a}=\left\{a_{v}: v \in V\right\}$ to the nodes minimizing $\sum_{v \in V} a_{v}$, such that the edge set $E_{\mathbf{a}}=\left\{e=u v: a_{u} \geq t_{u}^{e}, a_{v} \geq t_{v}^{e}\right\}$ activated by a covers $R$. We obtain ratio $1+\max _{x \geq 1} \frac{\ln x}{1+x / \theta} \approx \ln \theta-\ln \ln \theta$ for the problem, where $\theta$ is a problem parameter. This result is based on a simple generic algorithm for the problem of minimizing a sum of a decreasing and a sub-additive set functions, which is of independent interest. As an application, we get the same ratio for the above variant of FACILITY Location. If for each facility all service costs are identical then we show a better ratio $1+\max _{k \in \mathbb{N}} \frac{H_{k}-1}{1+k / \theta}$, where $H_{k}=\sum_{i=1}^{k} 1 / i$. For the Min-Power EDGE-COVER problem we improve the ratio 1.406 of [4] (achieved by iterative randomized rounding) to 1.2785 . For unit thresholds we improve the ratio $73 / 60 \approx 1.217$ of [4] to $\frac{1555}{1347} \approx 1.155$.
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## 1 Introduction

Let $G=(V, E)$ be an undirected multigraph where each edge $e \in E$ has an activating function $f^{e}$ from some range $L^{e} \subseteq \mathbb{R}_{+}^{2}$ to $\{0,1\}$. Given a non-negative assignment $\mathbf{a}=\left\{a_{v}: v \in V\right\}$ to the nodes, we say that a uv-edge $e \in E$ is activated by a if $f^{e}\left(a_{u}, a_{v}\right)=1$. Let $E_{\mathbf{a}}=\left\{e \in E: f^{e}\left(a_{u}, a_{v}\right)=1\right\}$ denote the set of edges activated by a. The value of an assignment $\mathbf{a}$ is $\mathbf{a}(V)=\sum_{v \in V} a_{v}$. In Activation Network Design problems the goal is to find an assignment a of minimum value, such that the edge set $E_{\mathbf{a}}$ activated by a satisfies a prescribed property. We make the following two assumptions, which are standard in the literature; see the paper of Panigrahi [20] that introduced the problem, and a recent survey [19] on various activation problems.
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Monotonicity Assumption. For every $e \in E$, $f^{e}$ is monotone non-decreasing, namely, $f^{e}\left(x_{u}, x_{v}\right)=1$ implies $f^{e}\left(y_{u}, y_{v}\right)=1$ if $y_{u} \geq x_{u}$ and $y_{v} \geq x_{v}$.

Polynomial Domain Assumption. Every $v \in V$ has a polynomial size in $n=|V|$ set $L_{v}$ of "levels" and $L^{e}=L_{u} \times L_{v}$ for every uv-edge $e \in E$.

Given a set $R \subseteq V$ of terminals we say that an edge set $J$ is an $R$-cover or that $J$ covers $R$ if every $v \in R$ has some edge in $J$ incident to it. In Edge-Cover problems we seek an $R$-cover $J$ that minimizes a given value function, e.g., the edge cost of $J$. The min-cost Edge-Cover problem can be solved in polynomial time [9], and it is one of the most fundamental problems in Combinatorial Optimization, cf. [23].

We consider the Activation Edge-Cover problem. Since we consider multigraphs, $e=u v$ means that $e$ is a $u v$-edge, namely, that $u, v$ are the endnodes of $e ; e=u v \in E$ means that $e$ is a $u v$-edge that belongs to $E$. Under the two assumptions above, the problem can be formulated without activating functions. For this, replace each edge $e=u v$ by a set of at most $\left|L_{u}\right| \cdot\left|L_{v}\right| u v$-edges $\left\{e\left(t_{u}, t_{v}\right):\left(t_{u}, t_{v}\right) \in L_{u} \times L_{v}, f^{e}\left(t_{u}, t_{v}\right)=1\right\}$. Then for any $J \subseteq E$ the optimal assignment a activating $J$ is given by $a_{u}=\max \left\{t_{u}^{e}: e \in J\right.$ is incident to $\left.u\right\}$; here and everywhere a maximum or a minimum taken over an empty set is assumed to be zero. Consequently, the problem can be restated as follows.

## Activation Edge-Cover

Input: A graph $G=(V, E)$, a set of terminals $R \subseteq V$, and thresholds $\left\{t_{u}^{e}, t_{v}^{e}\right\}$ for each uv-edge $e \in E$.
Output: An assignment a of minimum value $\mathbf{a}(V)=\sum_{v \in V} a_{v}$, such that the edge set $E_{\mathbf{a}}=\left\{e=u v \in E: a_{u} \geq t_{u}^{e}, a_{v} \geq t_{v}^{e}\right\}$ activated by a covers $R$.

As we will explain later, Activation Edge-Cover problems are among the most fundamental problems in network design, that include NP-hard problems such as SET-Cover, Facility Location, covering problems that arise in wireless networks (node weighted/minpower/installation problems), and many other problems. The Activation Edge-Cover problem admit ratio $O(\ln |R|)$ by a factor 2 reduction to the Facility Location problem.

To state our main result we define assignments $\mathbf{q}$ and $\mathbf{c}$, where $c_{v}=q_{v}=0$ if $v \in V \backslash R$ and for $u \in R$ :

- $q_{u}=\min _{e=u v \in E} t_{u}^{e}$ is the minimum threshold at $u$ of an edge in $E$ incident to $u$.
- $c_{u}=\min _{e=u v \in E}\left(t_{u}^{e}+t_{v}^{e}\right)-q_{u}$, so $c_{u}+q_{u}$ is the minimum value of an edge in $E$ incident to $u$. Following [19], the quantity $\max _{u \in R} c_{u} / q_{u}$ is called the slope of the instance. We say that an Activation Edge-Cover instance is $\theta$-bounded if the instance slope is at most $\theta$, namely if $c_{u} \leq \theta q_{u}$ for all $u \in R$; moreover, we assume by default that $\theta=\max _{u \in R} c_{u} / q_{u}$ is the instance slope. Let opt denote the optimal solution value of a problem instance at hand. For each $u \in R$ let $e_{u}$ be some minimum value edge covering $u$. Then $\left\{e_{u}: u \in R\right\}$ is an $R$-cover of value at most $\sum_{u \in R}\left(c_{u}+q_{u}\right)=(\mathbf{c}+\mathbf{q})(R)$. From this and the definition of $\theta$ we get

$$
0 \leq \mathrm{opt}-\mathbf{q}(R) \leq \mathbf{c}(R) \leq \theta \mathbf{q}(R) \leq \theta \mathrm{opt}
$$

In particular, $(\mathbf{c}+\mathbf{q})(R) \leq(\theta+1)$ opt. Using this, it is possible to design a greedy algorithm with ratio $1+\ln (\theta+1)$. We will show how to obtain a better ratio (the difference is quite significant when $\theta \leq 10^{4}$ - see Table 1). In what follows, let $H_{k}$ denote the $k$-th harmonic
number. Our approximation ratios are expressed in the terms of the following two functions $\omega(\theta)$ and $\bar{\omega}(\theta)$ defined for $\theta>0$, where $\bar{\omega}$ can be viewed as a "discrete version" of $\omega$ :

$$
\omega(\theta)=\max _{x \geq 1} \frac{\ln x}{1+x / \theta} \quad \bar{\omega}(\theta)=\max _{k \in \mathbb{N}} \frac{H_{k}-1}{1+k / \theta}
$$

Table 1 Some numerical bounds on $1+\omega(\theta), 1+\bar{\omega}(\theta), \ln \theta-\ln \ln \theta$, and $1+\ln (\theta+1)$.

| $\theta$ | 1 | 2 | 3 | 5 | 10 | 100 | 1000 | 10000 | 1000000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1+\omega(\theta)$ | 1.2785 | 1.4631 | 1.6036 | 1.8146 | 2.1569 | 3.6360 | 5.4214 | 7.3603 | 11.4673 |
| $1+\bar{\omega}(\theta)$ | 1.2167 | 1.3667 | 1.4834 | 1.6637 | 1.9645 | 3.3428 | 5.0808 | 6.9967 | 11.0820 |
| $\ln \theta-\ln \ln \theta$ | - | 1.0597 | 1.0046 | 1.1336 | 1.4686 | 3.0780 | 4.9752 | 6.9901 | 11.1898 |
| $1+\ln (\theta+1)$ | 1.6932 | 2.0987 | 2.3863 | 2.7918 | 3.3979 | 5.6152 | 7.9088 | 10.2105 | 14.8156 |

In Lemma 8 we show that $\omega(\theta)=W(\theta / e)$, where $W(z)$ is the Lambert $W$ Function (a.k.a. ProductLog Function), which is the inverse function of $z(W)=W e^{W}$, c.f. [7, 15]. We are not aware of any known formula for $\bar{\omega}(\theta)$, but since $H_{k}-1 \leq \ln k, \bar{\omega}(\theta)<\omega(\theta)$ for $\theta>0$. We also observe in Section 4 that in the definition of $\bar{\omega}(\theta)$ the maximum is attained for the smallest integer $k$ such that $H_{k} \geq 2+\frac{\theta-1}{k+1}$. It follows from [15] that $\lim _{\theta \rightarrow \infty}[1+W(\theta / e)-(\ln \theta-\ln \ln \theta)]=0$, so $1+\omega(\theta)$ (and it seems that also $\left.1+\bar{\omega}(\theta)\right)$ is close to $\ln \theta-\ln \ln \theta$ for large values of $\theta$, although the convergence is very slow; see Table 1 .

These functions were implicitly used before to bound approximation ratios. E.g., Robins \& Zelikovsky [22] proved that their algorithm for the Steiner Tree problem in quasi-bipartite graph achieves ratio $1+\omega(1)+\epsilon<1.2785$; this was improved to $1+\bar{\omega}(1)+\epsilon=\frac{73}{60}+\epsilon$ in [3]. See also [12] and a survey on the Steiner Tree problem in [13]. In [4] is established ratio $\frac{73}{60}$ for the Min-Power Edge-Cover problem in bipartite graphs and for unit thresholds.

Our main result is:

- Theorem 1. Activation Edge-Cover admits ratio $1+\omega(\theta)$ for $\theta$-bounded instances. The problem also admits ratio $1+\ln (\Delta+1)$, and ratio $1+\ln \Delta$ if $R$ is an independent set in $G$, where $\Delta$ is the maximum number of terminal neighbors of a node in $G$.

This result is based on a generic simple approximation algorithm for the problem of minimizing a sum of a decreasing and a sub-additive set functions, which is of independent interest; it is described in the next section. This result is inspired by the algorithm of Robins \& Zelikovsky [22] for the Steiner Tree problem, and the analysis in [13] of this algorithm.

We note that Slavik [25] proved that the greedy algorithm for SEt-Cover achieves ratio $\ln n-\ln \ln n+\Theta(1)$, while our ratio for Activation Edge-Cover is asymptotically $\ln \theta-\ln \ln \theta+\Theta(1)$; but we do not see an immediate relation between the two results.

Let us say that $v \in V$ is a steady node if the thresholds $t_{v}^{e}$ of the edges $e$ incident to $v$ are all equal to the same number $w_{v}$, which we call the weight of $v$. Note that we may assume that all non-terminals are steady, by replacing each $v \in V \backslash R$ by $L_{v}$ new nodes; see the so called "Levels Reduction" in [19]. This implies that no two parallel edges are incident to the same non-terminal. Clearly, we may assume that $V \backslash R$ is an independent set in $G$. Let Bipartite Activation Edge-Cover be the restriction of Activation Edge-Cover to instances when also $R$ is an independent set, namely, when $G$ is bipartite with sides $R, V \backslash R$. Note that in this case $G$ is a simple graph and all non-terminals are steady.

We now mention some threshold types in Activation Edge-Cover problems, known problems arising from these types, and some implications of Theorem 1 for these problems.

## Weighted Set-Cover.

This is a particular case of Bipartite Activation Edge-Cover when all nodes are steady and nodes in $R$ have weight 0 . Note that in this case $\theta$ is infinite, and we can only deduce from Theorem 1 the known ratio $1+\ln \Delta$. Consider a modification of the problem, which we call $\theta$-Bounded Weighted Set-Cover: when we pick a set $v \in V \backslash R$, we pay $w_{v}$ for $v$, and also pay $w_{v} / \theta$ for each element in $R$ covered by $v$ that was not yet covered. Then the corresponding Activation Edge-Cover instance is $\theta$-bounded.

## Facility Location.

Here we have a bipartite graph with sides $R$ (clients) and $V \backslash R$ (facilities), weights (opening costs) $\mathbf{w}=\left\{w_{v}: v \in V \backslash R\right\}$, and distances (service costs) $\mathbf{d}=\left\{d_{u v}: u \in R, v \in V \backslash R\right\}$. We need to choose $S \subseteq V \backslash R$ with $\mathbf{w}(S)+\sum_{u \in R} d(u, S)$ minimal, where $d(u, S)=\min _{v \in S} d_{u v}$ is the minimal distance from $u$ to $S$. This is equivalent to Bipartite Activation EdgeCover. Note however that if for some constant $\theta$ we have $w_{v} \leq \theta d_{u v}$ for all $u v \in E$ with $u \in R$ and $v \in V \backslash R$, then the corresponding Bipartite Activation Edge-Cover instance is $\theta$-bounded, and achieves a low constant ratio even for large values of $\theta$, by Theorem 1 .

## Installation Edge-Cover.

Suppose that the installation cost of a wireless network is proportional to the total height of the towers for mounting antennas. An edge $u v$ is activated if the towers at $u$ and $v$ are tall enough to overcome obstructions and establish line of sight between the antennas. This is modeled as each pair $u, v \in V$ has a height demand $h^{u v}$ and constants $\gamma_{u v}, \gamma_{v u}$, such that a $u v$-edge is activated by a if the scaled heights $\gamma_{u v} a_{u}, \gamma_{v u} a_{v}$ sum to at least $h^{u v}$. In the Installation Edge-Cover problem, we need to assign heights to the antennas such that each terminal can communicate with some other node, while minimizing the total sum of the heights. The problem is Set-Cover hard even for 0,1 thresholds and bipartite $G$ [20]. But in a practical scenario, the quotient of the maximum tower height over the minimum tower height is a small constant; say, if possible tower heights are $5,15,20$, then $\theta=4$.

## Min-Power Edge-Cover.

This problem is a particular case of Activation Edge-Cover when $t_{u}^{e}=t_{v}^{e}$ for every edge $e=u v \in E$; note that $\theta=1$ in this case (in fact, the case $\theta=1$ is much more general). The motivation is to assign energy levels to the nodes of a wireless network while minimizing the total energy consumption, and enabling communication for every terminal. The Min-Power Edge-Cover problem is NP-hard even if $R=V$, or if $R$ is an independent set in the input graph $G$ and unit thresholds [14]. The problem admits ratio 2 by a trivial reduction to the min-cost case. This was improved to 1.5 in [17], and then to 1.406 in [4], which also establishes the ratio $73 / 60$ for the bipartite case and for unit thresholds.

From Theorem 1 and the discussion above we get:

- Corollary 2. Min-Power Edge-Cover admits ratio $1+\omega(1)<1.2785$, and the $\theta$ bounded versions of each of the problems Weighted Set-Cover, Facility Location, and Installation Edge-Cover, admits ratio $1+\omega(\theta)$.

Let us illustrate this result on the Facility Location problem. One might expect a constant ratio for any $\theta>0$, but our ratio $1+\omega(\theta)$ is surprisingly low. Even if $\theta=100$ (service costs are at least $1 \%$ of opening costs) then we get a small ratio $1+\omega(100)<3.636$. Even for $\theta=10^{4}$ we still get a reasonable ratio $1+\omega\left(10^{4}\right)<7.3603$. All previous results for the problem are usually summarized by just two observations: the problem is SET-Cover hard
(so has a logarithmic approximation threshold by $[21,10]$ ), and that it admits a matching logarithmic ratio $1+\ln |R|[6]$; see surveys on Facility Location problems by Vygen [26] and Shmoys [24]. Due to this, almost all work focused on the more tractable Metric Facility Location problem. Our Theorem 1 implies that many practical non-metric Facility Location instances admit a reasonable small constant ratio.

Note that our Theorem 1 ratio 1.2785 for $\theta=1$ significantly improves the previous best ratio 1.406 of [4] for Min-Power Edge-Cover on general graphs achieved by iterative randomized rounding; we do not match the ratio $73 / 60$ of [4] for the bipartite case, but note that the case $\theta=1$ is much more general than the min-power case considered in [4].

For the case of "locally uniform" thresholds - when for each non-terminal (facility) all thresholds (service costs) are identical, we show a better ratio, see also Table 1.

- Theorem 3. Bipartite Activation Edge-Cover with locally uniform thresholds admits ratio $1+\bar{\omega}(\theta)$.

In addition, we consider unit thresholds, and using some new ideas in addition to [4], improve the "natural" previous best ratio $73 / 60 \approx 1.217$ of [4] as follows.

- Theorem 4. Activation Edge-Cover with unit thresholds admits ratio $\frac{1555}{1347}<1.155$.

We note that the proofs of some of our results are non-trivial, although we invested an effort to simplify matters. In any case, the focus in this paper is not technical, but rather conceptual. Our main contribution is giving a unified algorithm for a large class of problems that we identify - $\theta$-Bounded Activation Edge-Cover problems, either substantially improving known ratios, or showing that many seemingly SET-COVER hard problems may be tractable in practice. Let us also point out that our main result is more general than the applications listed in Corollary 2. The generalization to $\theta$-bounded Activation EdgeCover problems is different from earlier results; besides finding a unifying algorithmic idea that generalizes and improves previous results, we are also able to find tractable special cases in a new direction.

The rest of this paper is organized as follows. In Section 2 we define the Generalized Min-Covering problem and analyze a greedy algorithm for it, see Theorem 5. In Section 3 we use Theorem 5 to prove Theorem 1. Theorems 3 and 4 are proved using a modified method in Sections 4 and 5, respectively.

## 2 The Generalized Min-Covering problem

A set function $f$ is increasing if $f(A) \leq f(B)$ whenever $A \subseteq B ; f$ is decreasing if $-f$ is increasing, and $f$ is sub-additive if $f(A \cup B) \leq f(A)+f(B)$ for any subsets $A, B$ of the ground-set. Let us consider the following algorithmic problem:

## Generalized Min-Covering

Input: Non-negative set functions $\nu, \tau$ on subsets of a ground-set $U$ such that $\nu$ is decreasing, $\tau$ is sub-additive, and $\tau(\emptyset)=0$.
Output: $A \subseteq U$ such that $\nu(A)+\tau(A)$ is minimal.
The "ordinary" Min-Covering problem is $\min \{\tau(A): \nu(A)=0\}$; it is a particular case of the Generalized Min-Covering problem when we seek to minimize $M \nu(A)+\tau(A)$ for a large enough constant $M$. Under certain assumptions, the Min-Covering problem admits ratio $1+\ln \nu(\emptyset)$ [16]. Various generic covering problems are considered in the literature, among them the Submodular Covering problem [27], and several other types, cf. [5].

The variant we consider is inspired by the algorithms of Robins \& Zelikovsky [22] for the Steiner Tree problem, and the analysis in [13] of this algorithm; but, to the best of our knowledge, the explicit formulation of the Generalized Min-Covering problem given here is new. Interestingly, our ratio for Activation Edge-Cover with $\theta=1$ is the same as that of [22] for Steiner Tree in quasi-bipartite graphs.

We call $\nu$ the potential and $\tau$ the payment. The idea behind this interpretation and the subsequent greedy algorithm is as follows. Given an optimization problem, the potential $\nu(A)$ is the value of some "simple" augmenting feasible solution for $A$. We start with an empty set solution, and iteratively try to decrease the potential by adding a set $B \subseteq U \backslash A$ of minimum "density" - the price paid for a unit of the potential. The algorithm terminates when the price $\geq 1$, since then we gain nothing from adding $B$ to $A$. The ratio of such an algorithm is bounded by $1+\ln \frac{\nu(\emptyset)}{\text { opt }}$ (assuming that during each iteration a minimum density set can be found in polynomial time). So essentially the greedy algorithm converts ratio $\alpha=\frac{\nu(\emptyset)}{\text { opt }}$ into ratio $1+\ln \alpha$. However, sometimes a tricky definition of the potential and the payment functions may lead to a smaller ratio.

Let opt be the optimal solution value of a problem instance at hand. Fix an optimal solution $A^{*}$. Let $\nu^{*}=\nu\left(A^{*}\right), \tau^{*}=\tau\left(A^{*}\right)$, so opt $=\tau^{*}+\nu^{*}$. The quantity $\frac{\tau(B)}{\nu(A)-\nu(A \cup B)}$ is called the density of $B$ (w.r.t. $A$ ); this is the price paid by $B$ for a unit of potential. The Greedy Algorithm (a.k.a. Relative Greedy Heuristic) for the problem starts with $A=\emptyset$ and while $\nu(A)>\nu^{*}$ repeatedly adds to $A$ a non-empty augmenting set $B \subseteq U$ that satisfies the following condition, while such $B$ exists:

Density Condition: $\frac{\tau(B)}{\nu(A)-\nu(A \cup B)} \leq \min \left\{1, \frac{\tau^{*}}{\nu(A)-\nu^{*}}\right\}$.
Note that since $\nu$ is decreasing $\nu(A)-\nu\left(A \cup A^{*}\right) \geq \nu(A)-\nu\left(A^{*}\right)=\nu(A)-\nu^{*}$; hence if $\nu(A)>\nu^{*}$, then $\frac{\tau\left(A^{*}\right)}{\nu(A)-\nu\left(A \cup A^{*}\right)} \leq \frac{\tau^{*}}{\nu(A)-\nu^{*}}$ and there exists an augmenting set $B$ that satisfies the condition $\frac{\tau(B)}{\nu(A)-\nu(A \cup B)} \leq \frac{\tau^{*}}{\nu(A)-\nu^{*}}$, e.g., $B=A^{*}$. Thus if $B^{*}$ is a minimum density set and $\frac{\tau\left(B^{*}\right)}{\nu(A)-\nu\left(A \cup B^{*}\right)} \leq 1$, then $B^{*}$ satisfies the Density Condition; otherwise, the density of $B^{*}$ is larger than 1 so no set can satisfy the Density Condition.

- Theorem 5. The Greedy Algorithm achieves approximation ratio

$$
1+\frac{\tau^{*}}{\mathrm{opt}} \ln \frac{\nu_{0}-\nu^{*}}{\tau^{*}}=1+\frac{\tau^{*}}{\mathrm{opt}} \cdot \ln \left(1+\frac{\nu_{0}-\mathrm{opt}}{\tau^{*}}\right)
$$

Proof. Let $\ell$ be the number of iterations. Let $A_{0}=\emptyset$ and for $i=1, \ldots, \ell$ let $A_{i}$ be the intermediate solution at the end of iteration $i$ and $B_{i}=A_{i} \backslash A_{i-1}$. Let $\nu_{i}=\nu\left(A_{i}\right), i=0, \ldots, \ell$. Then:

$$
\frac{\tau\left(B_{i}\right)}{\nu_{i-1}-\nu_{i}} \leq \min \left\{1, \frac{\tau^{*}}{\nu_{i-1}-\nu^{*}}\right\} \quad i=1, \ldots, \ell
$$

Since $\nu$ is decreasing

$$
\sum_{i=1}^{\ell} \tau\left(B_{i}\right) \leq \sum_{i=1}^{\ell} \min \left\{1, \frac{\tau^{*}}{\nu_{i-1}-\nu^{*}}\right\}\left(\nu_{i-1}-\nu_{i}\right)
$$

This is the lower Darboux sum of the function $f(\nu)=\left\{\begin{array}{ll}1 & \text { if } \nu \leq \tau^{*}+\nu^{*} \\ \frac{\tau^{*}}{\nu-\nu^{*}} & \text { if } \nu>\tau^{*}+\nu^{*}\end{array}\right.$ in the interval $\left[\nu_{\ell}, \nu_{0}\right]$ w.r.t. the partition $\nu_{\ell}<\nu_{\ell-1}<\cdots<\nu_{0}$. We claim that $\tau^{*}+\nu^{*} \geq \nu_{\ell}$. Since
the algorithm stopped with $A_{\ell}$, at least one of the following holds: (i) $A_{\ell}=U$; (ii) $\nu_{\ell} \leq \nu^{*}$; (iii) $A^{*}$ has density $>1$. If (i) holds then (ii) holds (by the monotonicity of $\nu$ ), but case (ii) is trivial. So assume that only (iii) holds. Then $\frac{\tau\left(A^{*}\right)}{\nu\left(A_{\ell}\right)-\nu\left(A_{\ell} \cup A^{*}\right)}>1$, thus since $\nu$ is decreasing $\tau\left(A^{*}\right) \geq \nu_{\ell}-\nu\left(A \cup A^{*}\right) \geq \nu_{\ell}-\nu\left(A^{*}\right)$. Consequently, $\sum_{i=1}^{\ell} \tau\left(B_{i}\right)$ is bounded by

$$
\int_{\nu_{\ell}}^{\nu_{0}} f(\nu) d \nu=\int_{\nu_{\ell}}^{\tau^{*}+\nu^{*}} 1 d \nu+\int_{\tau^{*}+\nu^{*}}^{\nu_{0}} \frac{\tau^{*}}{\nu-\nu^{*}} d \nu=\tau^{*}+\nu^{*}-\nu_{\ell}+\tau^{*} \ln \frac{\nu_{0}-\nu^{*}}{\tau^{*}}
$$

Let $A=A_{\ell}=\bigcup_{i=1}^{\ell} B_{i}$ be the set computed by the algorithm. Since $\tau$ is sub-additive

$$
\tau(A) \leq \sum_{i=1}^{\ell} \tau\left(B_{i}\right) \leq \tau^{*}+\nu^{*}-\nu(A)+\tau^{*} \ln \frac{\nu_{0}-\nu^{*}}{\tau^{*}}
$$

Thus the approximation ratio is bounded by $\frac{\tau(A)+\nu(A)}{\mathrm{opt}} \leq 1+\frac{\tau^{*}}{\mathrm{opt}} \ln \frac{\nu_{0}-\nu^{*}}{\tau^{*}}$.

## 3 Algorithm for general thresholds (Theorem 1)

Given an instance $G=(V, E), \mathbf{t}, R$ of Activation Edge-Cover define the corresponding Generalized Min-Covering instance $U, \tau, \nu$ as follows. We put at each node $u \in V$ a large set of "assignment units", and let $U$ be the union of these sets of "assignment units". Note that to every $A \subseteq U$ naturally corresponds the assignment a where $a_{u}$ is the number of units in $A$ put at $u$. It would be more convenient to define $\nu$ and $\tau$ in terms of assignments, by considering instead of a set $A \subseteq U$ the corresponding assignment a.

To define $\nu$ and $\tau$, let us recall the assignments $\mathbf{q}$ and $\mathbf{c}$ from the Introduction. We have $c_{v}=q_{v}=0$ if $v \in V \backslash R$ and for $u \in R$ :

- $q_{u}=\min _{e=u v \in E} t_{u}^{e}$ is the minimum threshold at $u$ of an edge in $E$ incident to $u$.
- $c_{u}=\min _{e=u v \in E}\left(t_{u}^{e}+t_{v}^{e}\right)-q_{u}$, so $c_{u}+q_{u}$ is the minimum value of an edge in $E$ incident to $u$. We let $Q=\mathbf{q}(V)=\mathbf{q}(R)$ and $C=\mathbf{c}(R)$. Note that $\mathbf{c}\left(R^{\prime}\right) \leq \theta \mathbf{q}\left(R^{\prime}\right)$ for any $R^{\prime} \subseteq R$; in particular, $C \leq \theta Q$. For an assignment a that "augments" $\mathbf{q}$ let $R_{\mathbf{q}+\mathbf{a}}$ denote the set of terminals covered by the edge set $E_{\mathbf{q}+\mathbf{a}}$ activated by the assignment $\mathbf{q}+\mathbf{a}$. A natural definition of the potential and the payment functions would be $\tau(\mathbf{a})=\mathbf{a}(V)$ and $\nu(\mathbf{a})=(\mathbf{c}+\mathbf{q})\left(R \backslash R_{\mathbf{q}+\mathbf{a}}\right)$ but this enable us to prove only ratio $1+\ln (\theta+1)$. We show a better ratio by adding to the potential in advance the "fixed" part $Q$. We define

$$
\tau(\mathbf{a})=\mathbf{a}(V) \quad \nu(\mathbf{a})=Q+\mathbf{c}\left(R \backslash R_{\mathbf{q}+\mathbf{a}}\right)
$$

It is easy to see that $\nu$ is decreasing, $\tau$ is sub-additive, and $\tau(\mathbf{0})=0$.
The next lemma shows that the obtained Generalized Min-Covering instance is equivalent to the original Activation Edge-Cover instance.

- Lemma 6. If $\boldsymbol{q}+\boldsymbol{a}$ is a feasible solution for Activation Edge-Cover then $\tau(\boldsymbol{a})+\nu(\boldsymbol{a})=$ $Q+\boldsymbol{a}(V)$. If $\boldsymbol{a}$ is a feasible solution for Generalized Min-Covering then one can construct in polynomial time a feasible solution for Activation Edge-Cover of value at most $\tau(\boldsymbol{a})+\nu(\boldsymbol{a})$. In particular, both problems have the same optimal value, and GENERALIzED Min-Covering has an optimal solution $\boldsymbol{a}^{*}$ such that $\nu\left(\boldsymbol{a}^{*}\right)=Q$ and thus opt $=\tau\left(\boldsymbol{a}^{*}\right)+Q$.

Proof. If $\mathbf{q}+\mathbf{a}$ is a feasible Activation Edge-Cover solution then $R_{\mathbf{q}+\mathbf{a}}=R$ and thus $\nu(\mathbf{a})=Q$. Consequently, $\tau(\mathbf{a})+\nu(\mathbf{a})=\mathbf{a}(V)+Q$.

Let now a be a Generalized Min-Covering solution. The assignment $\mathbf{q}+\mathbf{a}$ has value $Q+\mathbf{a}(V)$ and activates the edge set $E_{\mathbf{q}+\mathbf{a}}$ that covers $R_{\mathbf{q}+\mathbf{a}}$. To cover $R \backslash R_{\mathbf{q}+\mathbf{a}}$, pick for
every $u \in R \backslash R_{\mathbf{q}+\mathbf{a}}$ an edge $u v$ with $t_{u}^{u v}+t_{v}^{u v}$ minimum. Let $\mathbf{b}$ be an assignment defined by $b_{u}=c_{u}$ if $u \in R \backslash R_{\mathbf{q}+\mathbf{a}}$ and $b_{u}=0$ otherwise. The set of picked edges can be activated by an assignment $\mathbf{q}+\mathbf{b}$ that has value $Q+\mathbf{c}\left(R \backslash R_{\mathbf{q}+\mathbf{a}}\right)$. The assignment $\mathbf{q}+\mathbf{a}+\mathbf{b}$ activates both edge sets and has value $Q+\mathbf{a}(V)+\mathbf{c}\left(R \backslash R_{\mathbf{q + a}}\right)=\tau(\mathbf{a})+\nu(\mathbf{a})$, as required.

For the obtained Generalized Min-Covering instance, let us fix an optimal solution $\mathbf{a}^{*}$ as in Lemma 6 , so $\nu^{*}=Q$ and opt $=\tau^{*}+Q$. Denote $\nu_{0}=\nu(\mathbf{0})=Q+\mathbf{c}(R)$, and note that $\mathbf{c}(R) \leq \theta Q$. To apply Theorem 5 we need several bounds given in the next lemma.

- Lemma 7. $\frac{\mathrm{opt}}{\tau^{*}} \geq 1+\frac{1}{\theta}, \frac{\nu_{0}}{\tau^{*}} \leq(\theta+1)\left(\frac{\mathrm{opt}}{\tau^{*}}-1\right)$, and $\frac{\nu_{0}-\nu^{*}}{\tau^{*}} \leq \Delta+1$.

Proof. Note that

$$
\tau^{*}+Q=\mathrm{opt} \leq \nu_{0} \leq(\theta+1) Q
$$

In particular, $\tau^{*} \leq \theta Q$, and this implies the first bound of the lemma

$$
\frac{\mathrm{opt}}{\tau^{*}}=1+\frac{Q}{\tau^{*}} \geq 1+\frac{1}{\theta}
$$

The second bound of the lemma holds since $\nu_{0} \leq(\theta+1) Q=(\theta+1)$ (opt $\left.-\tau^{*}\right)$.
The last bound of the lemma is equivalent to the bound $\mathbf{c}(R) \leq \tau^{*}(\Delta+1)$. Let $J$ be an inclusion minimal edge cover of $R$ activated by $\mathbf{q}+\mathbf{a}^{*}$. Then $J$ is a collection $\mathcal{S}$ of node disjoint rooted stars with leaves in $R$. Let $S \in \mathcal{S}$. By the definition of $\mathbf{c}, \mathbf{a}^{*}(S) \geq \max _{u \in R \cap S} c_{u}$, thus $\mathbf{c}(R \cap S) \leq|R \cap S| \mathbf{a}^{*}(S) \leq(\Delta+1) \mathbf{a}^{*}(S)$. Consequently, $\mathbf{c}(R)=\sum_{S \in \mathcal{S}} \mathbf{c}(R \cap S) \leq$ $(\Delta+1) \sum_{S \in \mathcal{S}} \mathbf{a}^{*}(S) \leq(\Delta+1) \mathbf{a}^{*}(V)$.

We will show later that the Greedy Algorithm can be implemented to run in polynomial time; now we focus on showing that it achieves the approximation ratios stated in Theorem 1. Denote $x=\theta\left(\frac{\mathrm{opt}}{\tau^{*}}-1\right)$ and $f(x)=\frac{\ln x}{1+x / \theta}$. By Lemma 7 first bound, $x \geq 1$. Substituting Lemma 7 second bound in Theorem 5 second bound we get that the ratio is bounded by

$$
1+\frac{\tau^{*}}{\mathrm{opt}} \cdot \ln \left(1+\frac{\nu_{0}}{\tau^{*}}-\frac{\mathrm{opt}}{\tau^{*}}\right) \leq 1+\frac{\ln x}{1+x / \theta}=1+f(x)
$$

Consequently, the ratio is bounded by $1+\max \{f(x): x \geq 1\}=1+\omega(\theta)$.
Substituting Lemma 7 third bound in Theorem 5 first bound and observing that $\tau^{*} \leq \mathrm{opt}$ we get that the ratio is bounded by $1+\ln (\Delta+1)$. In the case when $R$ is an independent set in $G$, it is easy to see that the third bound in Lemma 7 improves to $\frac{\nu_{0}-\nu^{*}}{\tau^{*}} \leq \Delta$, and we get ratio $1+\ln \Delta$ in this case.

In the next lemma we show that $\omega(\theta)=W(\theta / e)$, where $W(z)$ is the Lambert $W$ Function, which is the inverse function of $z(W)=W e^{W}$.

- Lemma 8. For any $\theta>0$, the equation $y+1=\ln (\theta / y)$ has a unique (real) root $y(\theta)$, and $0<y(\theta) \leq \theta$. Furthermore, $\omega(\theta)=y(\theta)=W(\theta / e)$ for any $\theta>0$.

Proof. Since the function $y+1$ is strictly increasing and the function $\ln (\theta / y)$ is strictly decreasing, the equation has at most one root; we claim that this root exists and is in the interval $(0, \theta]$. To see this consider the function $h(y)=y+1-\ln (\theta / y)$, and note that $h$ is continuous and that $h(\theta)=\theta+1>0$ while $h(\epsilon)=\epsilon+1-\ln (\theta / \epsilon)<0$ for $\epsilon>0$ small enough.

Let $f(x)=\frac{\ln x}{1+x / \theta}$. Since $f(1)=0$ and $\lim _{x \rightarrow \infty} f(x)=0$ (by L'Hospital's Rule), $f(x)$ attains a maximum when

$$
f^{\prime}(x)=\frac{(1+x / \theta) / x-(\ln x) / \theta}{(1+x / \theta)^{2}}=\frac{1+x / \theta-(x / \theta) \ln x}{x(1+x / \theta)^{2}}=0 .
$$

So $f^{\prime}(x)=0$ if and only if $1+x / \theta=(x / \theta) \ln x$, and then $f(x)=\theta / x$. Substituting $y \leftarrow \theta / x$ we get the equation $y+1=\ln (\theta / y)$, where $0<y \leq \theta$. Thus $\omega(\theta)=y(\theta)$.

To prove that $W(\theta / e)=y(\theta)$ we show that $W(\theta / e)+1=\ln (\theta / W(\theta / e))$, namely, that $W(\theta / e)$ is the root of the equation $y+1=\ln (\theta / y)$ that defines $y(\theta)$. We have $W(z) e^{W(z)}=z$ for any $z>0$ (c.f. Eq. 1.5 in [7]), which is equivalent to $W(z)+\ln W(z)=\ln z$. Thus $W(\theta / e)+\ln W(\theta / e)=\ln (\theta / e)$, which gives $W(\theta / e)+1=\ln (\theta / W(\theta / e))$, as claimed.

Finally, we show that the Greedy Algorithm algorithm can be implemented in polynomial time. As was mentioned in Section 2 before Theorem 5, we just need to perform in polynomial time the following two operations for any assignment a: to check the condition $\nu(\mathbf{a})>\nu^{*}$, and to find an augmenting assignment $\mathbf{b}$ of minimum density.

The assignments $\mathbf{q}$ and $\mathbf{c}$ can be computed in polynomial time, and thus the potential $\nu(\mathbf{a})=Q+\mathbf{c}\left(R \backslash R_{\mathbf{q}+\mathbf{a}}\right)$ can be computed in polynomial time, for any $\mathbf{a}$. Let $\mathbf{a}^{*}$ be an optimal solution as in Lemma 6, and denote $\tau^{*}=\tau\left(\mathbf{a}^{*}\right)$ and $\nu^{*}=\nu\left(\mathbf{a}^{*}\right)=Q$. Then the condition $\nu(A)>\nu^{*}$ is equivalent to $\nu(\mathbf{a}) \geq Q$ and thus can be checked in polynomial time.

Now we show how to find an augmenting assignment $\mathbf{b}$ of minimum density. Note that the density of an assignment $\mathbf{b}$ w.r.t. $\mathbf{a}$ is

$$
\frac{\tau(\mathbf{b})}{\nu(\mathbf{a})-\nu(\mathbf{a}+\mathbf{b})}=\frac{\mathbf{b}(V)}{\mathbf{c}\left(R \backslash R_{\mathbf{q}+\mathbf{a}}\right)-\mathbf{c}\left(R \backslash R_{\mathbf{q}+\mathbf{a}+\mathbf{b}}\right)}=\frac{\mathbf{b}(V)}{\mathbf{c}\left(R_{\mathbf{q}+\mathbf{a}+\mathbf{b}} \backslash R_{\mathbf{q}+\mathbf{a}}\right)}
$$

- Lemma 9. There exists a polynomial time algorithm that given an instance of Activation Edge-Cover and an assignment $\boldsymbol{a}$ finds an assignment $\boldsymbol{b}$ of minimum density.

Proof. A star is a rooted tree $S=\left(V_{S}, E_{S}\right)$ with at least one edge such that only its root $s$ may have degree $\geq 2$. We say that a star $S$ is a proper star if all the leaves of $S$ are terminals. We denote the terminals in $S$ by $R_{S}=R \cap V_{S}$.

Since $\mathbf{q}$, a are given assignments, we simplify the notation by assuming that $R \leftarrow R \backslash R_{\mathbf{q}+\mathbf{a}}$ is our set of terminals, and that $\mathbf{a} \leftarrow \mathbf{q}+\mathbf{a}$ is our given assignment. Then the density of $\mathbf{b}$ is just $\frac{\mathbf{b}(V)}{\mathbf{c}\left(R_{\mathbf{a}+\mathbf{b}}\right)}$. Let $\mathbf{b}^{*}$ be an assignment of minimum density, and let $J^{*} \subseteq E_{\mathbf{a}+\mathbf{b}^{*}}$ be an inclusion minimal $R_{\mathbf{a}+\mathbf{b}^{*} \text {-cover. Then }} J^{*}$ decomposes into a collection $\mathcal{S}$ of node disjoint proper stars that collectively cover $R_{\mathbf{a}+\mathbf{b}^{*}}$. For $S \in \mathcal{S}$ let $\mathbf{b}^{S}$ be the optimal assignment such that $\mathbf{a}+\mathbf{b}^{S}$ activates $S$. Since the stars in $\mathcal{S}$ are node disjoint

$$
\sum_{S \in \mathcal{S}} \mathbf{b}^{S}(V) \leq \mathbf{b}^{*}(V) \quad \text { and } \quad \sum_{S \in \mathcal{S}} \mathbf{c}\left(R_{S}\right)=\mathbf{c}\left(R_{\mathbf{a}+\mathbf{b}^{*}}\right)
$$

By an averaging argument, $\frac{\mathbf{b}^{S}(V)}{\mathbf{c}\left(R_{S}\right)} \leq \frac{\mathbf{b}^{*}(V)}{\mathbf{c}\left(R_{\left.\mathbf{a}+\mathbf{b}^{*}\right)}\right.}$ holds for some $S \in \mathcal{S}$, and since $\mathbf{b}^{*}$ is a minimum density assignment, so is $\mathbf{b}^{S}$, and $\frac{\mathbf{b}^{S}(V)}{\mathbf{c}\left(R_{S}\right)}=\frac{\mathbf{b}^{*}(V)}{\mathbf{c}\left(R_{\left.\mathbf{a}+\mathbf{b}^{*}\right)}\right.}$ holds. Consequently, it is sufficient to show how to find in polynomial time an assignment $\mathbf{b}$ such that $\mathbf{a}+\mathbf{b}$ activates a proper star $S$ and $\frac{\mathbf{b}(V)}{\mathbf{c}\left(R_{S}\right)}$ is minimal.

We may assume that we know the root $v$ and the value $w=b_{v}$ of an optimal density pair $S, \mathbf{b}$; there are at most $|V||E|$ choices and we can try all and return the best outcome. Let $R_{w}=\left\{u \in R\right.$ : there is a $u v$-edge $e$ with $\left.t_{v}^{e} \leq a_{v}+w\right\}$. For $u \in R_{w}$ let $b_{u}$ be the minimal non-negative number for which there is a $u v$-edge $e$ with $a_{v}+w \geq t_{v}^{e}$ and $a_{u}+b_{u} \geq t_{u}^{e}$.

Then our problem is equivalent to finding $R_{S} \subseteq R_{w}$ with $\sigma\left(R_{S}\right)=\frac{w+\mathbf{b}\left(R_{S}\right)}{\mathbf{c}\left(R_{S}\right)}$ minimum. This problem can be solved in polynomial time, by starting with $R_{S}=\emptyset$ and while there is $u \in R_{w} \backslash R_{S}$ with $\sigma\left(R_{S}+u\right)<\sigma\left(R_{S}\right)$, adding $u \in R_{w} \backslash R_{S}$ to $R_{S}$ with $b_{u} / c_{u}$ minimum.

The proof of Theorem 1 is complete.

## 4 Locally uniform thresholds (Theorem 3)

Here we consider the Bipartite Activation Edge-Cover problem with locally uniform thresholds. This means that each non-terminal $v \in V \backslash R$ has weight $w_{v}$ and all edges incident to $v$ have the same threshold $t^{v}$; in the $\theta$-bounded version $w_{v} \leq \theta t^{v}$. We consider a natural greedy algorithm that repeatedly picks a star $S$ that minimizes the average price paid for each terminal (the quotient of the optimal activation value of $S$ over $\left|R_{S}\right|$ ), and then removes $R_{S}$. Each time we choose a star $S$ we distribute its activation value uniformly among its terminals, paying in the computed solution the average price for each terminal of $S$.

We now apply a standard "set-cover" analysis, cf. [28]. In some optimal solution fix an inclusion maximal star $S^{*}$ with center $v$ and terminals $R_{S^{*}}$ covered by the algorithm in the order $r_{k}, r_{k-1}, \ldots, r_{1}$, where $r_{k}$ is covered first and $r_{1}$ last; we bound the algorithm payment for covering $R_{S^{*}}$. Note that $1 \leq k \leq \Delta$. Denote $w=w_{v}$ and let $t$ be the threshold of the terminals in $S^{*}$. Let $S_{i}^{*}$ be the substar of $S^{*}$ with leaves $r_{i}, \ldots, r_{1}$. At the start of the iteration in which the algorithm covers $r_{i}$, the terminals of $S_{i}^{*}$ are uncovered. Thus the algorithm pays for covering $r_{i}$ at most the average price paid by $S_{i}^{*}$, namely $(w+i t) / i=w / i+t$. Over all iterations, the algorithm pays for covering $R_{S^{*}}$ at most $w H_{k}+k t$, while the optimum pays $w+k t$. Thus the quotient between them is bounded by

$$
\frac{w H_{k}+k t}{w+k t}=\frac{w / t H_{k}+k}{w / t+k} \leq \frac{\theta H_{k}+k}{\theta+k}=1+\frac{\theta\left(H_{k}-1\right)}{\theta+k} \leq 1+\max _{1 \leq k \leq \Delta} \frac{H_{k}-1}{1+k / \theta} \leq 1+\bar{\omega}(\theta) .
$$

Since any optimal solution decomposes into node disjoint stars, the last term bounds the approximation ratio, concluding the proof of Theorem 3.

Let $g(k)=\frac{H_{k}-1}{1+k / \theta}$ where $k \in \mathbb{N}$, so $\bar{\omega}(\theta)=\max _{k \in \mathbb{N}} g(k)$. We have

$$
g(k+1)-g(k)=\frac{\theta}{(k+\theta)(k+1+\theta)}\left(2-H_{k}+\frac{\theta-1}{k+1}\right) .
$$

Thus $g(k+1) \geq g(k)$ if and only if $2-H_{k}+\frac{\theta-1}{k+1}>0$. Consequently, $\bar{\omega}(\theta)=g(k(\theta))$ where $k(\theta)$ be the smallest integer $k$ such that $H_{k} \geq 2+\frac{\theta-1}{k+1}$.

For $\theta=1$ we have $k(\theta)=4$, so $1+\bar{\omega}(1)=73 / 60$. The greedy algorithm cannot do better even for unit thresholds, as shows the example in Fig. 1. The instance has 48 terminals (in black), and two sets of covering nodes: the upper 12 nodes that form an optimal cover, and the bottom 13 nodes. The bottom nodes have 3 nodes of degree 4,4 of degree 3 , and 6 of degree 2 . The algorithm may start taking all bottom nodes, and only then add the upper ones, thus creating a solution of value 73 , instead of the optimum 60 .

## 5 Unit thresholds (Theorem 4)

Here we consider the case of unit thresholds when $t_{u}^{e}=t_{v}^{e}=1$ for every uv-edge $e$. By a reduction from [4], we may assume that the instance is bipartite. Specifically, for any optimal assignment a we have $a_{u}=1$ for all $u \in R$, hence we can consider the residual instance obtained by removing the terminals covered by edges with both ends in $R$; in the new obtained instance $R$ is an independent set, and recall that we may assume that $V \backslash R$ is an independent set.


Figure 1 Tight example of ratio $\frac{73}{60}$ for unit thresholds.

One can observe that in the obtained bipartite instance, $\mathbf{a}$ is an optimal solution if and only if $a_{v} \in\{0,1\}$ for all $v \in V, a_{v}=1$ for all $v \in R$, and the set $C=\left\{v \in V \backslash R: a_{v}=1\right\}$ covers $R$, meaning that $R$ is the set of neighbors of $C$. Namely, our problem is equivalent to $\min \{|C|+|R|: C \subseteq V \backslash R, C$ covers $R\}$. On the other hand the problem $\min \{|C|: C \subseteq$ $V \backslash R, C$ covers $R\}$ is essentially the (unweighted) Set-Cover problem, and $C$ is a feasible solution to this Set-Cover instance if and only if $C \cup R$ is the characteristic set of a feasible assignment for the Activation Edge-Cover instance. Note that both problems are equivalent w.r.t. their optimal solutions but may differ w.r.t. approximation ratios, since if $C^{*}$ is an optimal Set-Cover solution then $\frac{|C|+|R|}{\left|C^{*}\right|+|R|}$ may be much smaller than $\frac{|C|}{\left|C^{*}\right|}$.

Recall that a standard greedy algorithm for Set-Cover repeatedly picks the center of a largest star and removes the star from the graph. This algorithm has ratio $H_{k}$ for $k$-SET-COVER, where $k=\Delta$ is the maximum degree of a non-terminal (the maximum size of a set). However, the same algorithm achieves a much smaller ratio $\frac{73}{60}$ for Activation Edge-Cover with unit thresholds; the ratio $\frac{73}{60}$ was established in [4], and it also follows from the case $\theta=1$ in Theorem 3. In what follows we denote by $\alpha_{k}$ the best known ratio for $k$-Set-Cover. We have $\alpha_{1}=\alpha_{2}=1$ ( $k=2$ is the Edge-Cover problem) and $\alpha_{3}=4 / 3$ [8]. The current best ratios for $k \geq 4$ are due to [11] (see also [18, 1]). We summarize the current values of $\alpha_{k}$ for $k \leq 7$ in the following table.

Table 2 Current values of $\alpha_{k}$ for $k \leq 7$.

| $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\alpha_{5}$ | $\alpha_{6}$ | $\alpha_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $\frac{4}{3}$ | $\frac{73}{48}$ | $\frac{26}{15}$ | $\frac{28}{15}$ | $\frac{212}{105}$ |

We now show how these ratios for $k$-SET-Cover can be used to approximate the Activation Edge-Cover problem with unit costs. We start by describing a simple algorithm with ratio $1 \frac{67}{360}<\frac{73}{60}$, that uses only the $k=2$ case.

Algorithm 1 ratio $1 \frac{67}{360}$
$A \leftarrow \emptyset$
while there exists a star with at least 3 terminals do
add to $A$ and remove from $G$ the node-set of a maximum size star
add to $A$ an optimal solution of the residual instance
We claim that the above algorithm achieves approximation ratio $1 \frac{67}{360}$ for Activation Edge-Cover (a similar analysis implies ratio $H_{k}-\frac{1}{6}$ for SET-Cover). In some optimal solution fix a star $S^{*}$ with terminals covered in the order $r_{k}, r_{k-1}, \ldots, r_{1}$, where $r_{k}$ is covered first and $r_{1}$ last; we bound the algorithm payment to cover these terminals. Let $S_{i}^{*}$ be the substar of $S^{*}$ with leaves $r_{i}, \ldots, r_{1}$. At the start of the iteration when $r_{i}$ is covered, the terminals of $S_{i}^{*}$ are uncovered. Thus the algorithm pays for covering $r_{i}$ at most the density of $S_{i}^{*}$, namely, $(i+1) i=1+1 / i$. Over all iterations, the algorithm pays for covering $R_{S}$ at most $k+H_{k}$, while the optimum pays $k+1$. If $k=1$ then the algorithm pays at most
the amount of the optimum. We claim that if $k \geq 2$ then in fact the payment is at most $k+H_{k}-1 / 6$. If $k=2$ then the payment is at most $3<3+H_{3}-1 / 6$ (we pay 3 if the star "survives" all the iterations before the last). For $k \geq 3$, the pay for the last 3 terminals is either: $4 / 3$ for each of for $r_{3}, r_{2}$ and 2 for $r_{1}$ (a total of $14 / 3$ ), or $4 / 3$ for $r_{3}$ and 3 for $r_{2}, r_{1}$ (a total of $13 / 3$ ). The maximum is $14 / 3=3+H_{3}-1 / 6$. Consequently, the ratio is bounded by

$$
\max _{k \geq 2} \frac{k+H_{k}-1 / 6}{k+1}=1+\max _{k \geq 2} \frac{H_{k}-7 / 6}{k+1}=1+\max _{k \geq 2} g(k)
$$

By fundamental computations we have $g(k+1)-g(k)=\frac{13 / 6-H_{k}}{(k+1)(k+2)}$. Thus $g(k)$ is increasing if and only if $H_{k}<\frac{13}{6}$. Since $H_{4}=\frac{23}{12}<\frac{13}{6}$ and $H_{5}=\frac{137}{60}>\frac{13}{6}$, we get that $\max _{k \geq 2} g(k)=g(5)=\frac{67}{360}$, so we have ratio $1 \frac{67}{360}$.

We now show ratio $\frac{8}{7}<\frac{1555}{1347}<\frac{7}{6}$. As in the greedy algorithm for SET-COVER, we repeatedly remove an inclusion maximal set of disjoint stars with maximum number of leaves and pick the set of roots of these stars. The difference is that each time stars with more than $k$ leaves are exhausted, we compute an $\alpha_{k}$-approximate solution $A_{k}$ for the remaining $k$-Set-Cover instance; we let $A_{0}=\emptyset$. This gives many Set-Cover solutions, each is a union of the centers of stars picked and $A_{k}$; we choose the smallest one, and together with $R$ this gives a feasible Activation Edge-Cover solution. Formally, the algorithm is:

Algorithm 2 ratio $\rho=\frac{1555}{1347}<1.1545$
for $k \leftarrow \Delta$ downto 0 do
remove from $G$ a maximal collection of node disjoint $(k+1)$-stars
let $C_{k+1}$ be the set of the roots of the stars removed so far
compute an $\alpha_{k}$-approximate $k$-SET-Cover solution $A_{k}$ in $G$
return the smallest set $C_{k+1} \cup A_{k}, k \in\{\Delta, \ldots, 0\}$

Since we claim ratio $\frac{1555}{1347}>1.15>\frac{8}{7}$, at iterations when $k \geq 7$ step 3 can be skipped, since then we can apply a standard "local ratio" analysis [2]. Indeed, when a star with $k \geq 7$ terminals is removed, the partial solution value increases by $k+1$ while the optimum decreases by at least $k$. Hence for $k \geq 7$ it is a $\frac{k+1}{k} \leq \frac{8}{7}$ local ratio step. Consequently, we may assume that $\Delta \leq 6$, provided that we do not claim ratio better than $8 / 7$.

Let $r=|R|$. Let $\tau$ be the optimal value to the initial Set-Cover instance. At iteration $k$ the algorithm computes a solution of value at most $\alpha_{k} \tau+r+\left|C_{k+1}\right|$. Thus we get ratio $\rho$ if $\rho(r+\tau) \geq \alpha_{k} \tau+r+\left|C_{k+1}\right|$ holds for some $k \leq 6$. Otherwise,

$$
\begin{aligned}
\rho(r+\tau) & <\alpha_{6} \tau+r \\
\rho(r+\tau) & <\alpha_{5} \tau+r+\left|C_{6}\right| \\
\rho(r+\tau) & <\alpha_{4} \tau+r+\left|C_{5}\right| \\
\rho(r+\tau) & <\alpha_{3} \tau+r+\left|C_{4}\right| \\
\rho(r+\tau) & <\alpha_{2} \tau+r+\left|C_{3}\right| \\
\rho(r+\tau) & <\alpha_{1} \tau+r+\left|C_{2}\right| \\
\rho(r+\tau) & <
\end{aligned} r r+\left|C_{1}\right|
$$

Denote $\sigma=\alpha_{1}+\cdots+\alpha_{5}=\frac{1581}{240}$. Note that $\left|C_{1}\right|+\cdots+\left|C_{6}\right|=r$, since in this sum the number of stars with $k$ leaves is summed exactly $k$ times, $k=1, \ldots, 6$. The first inequality, and the inequality obtained as the sum of the other six inequalities gives the following two
inequalities:

$$
\begin{aligned}
\rho(r+\tau) & <\alpha_{6} \tau+r \\
6 \rho(r+\tau) & <\sigma \tau+7 r
\end{aligned}
$$

Dividing both inequalities by $\tau$ and denoting $x=r / \tau$ gives:

$$
\begin{aligned}
\rho(x+1) & <\alpha_{6}+x \\
6 \rho(x+1) & <\sigma+7 x
\end{aligned}
$$

Since $\rho>1$ and $7>6 \rho$ this is equivalent to:

$$
\frac{6 \rho-\sigma}{7-6 \rho}<x<\frac{\alpha_{6}-\rho}{\rho-1}
$$

We obtain a contradiction if $\rho$ is the solution of the equation $\frac{6 \rho-\sigma}{7-6 \rho}=\frac{\alpha_{6}-\rho}{\rho-1}$, namely

$$
\rho=\frac{7 \alpha_{6}-\sigma}{6 \alpha_{6}-\sigma+1}=1+\frac{\alpha_{6}-1}{6 \alpha_{6}-\sigma+1}=1+\frac{208}{1347}=\frac{1555}{1347} .
$$

This concludes the proof of Theorem 4.
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#### Abstract

We give deterministic distributed $(1+\varepsilon)$-approximation algorithms for Minimum Vertex Coloring and Maximum Independent Set on chordal graphs in the LOCAL model. Our coloring algorithm runs in $\mathrm{O}\left(\frac{1}{\varepsilon} \log n\right)$ rounds, and our independent set algorithm has a runtime of $\mathrm{O}\left(\frac{1}{\varepsilon} \log \left(\frac{1}{\varepsilon}\right) \log ^{*} n\right)$ rounds. For coloring, existing lower bounds imply that the dependencies on $\frac{1}{\varepsilon}$ and $\log n$ are best possible. For independent set, we prove that $\Omega\left(\frac{1}{\varepsilon}\right)$ rounds are necessary.

Both our algorithms make use of the tree decomposition of the input chordal graph. They iteratively peel off interval subgraphs, which are identified via the tree decomposition of the input graph, thereby partitioning the vertex set into $\mathrm{O}(\log n)$ layers. For coloring, each interval graph is colored independently, which results in various coloring conflicts between the layers. These conflicts are then resolved in a separate phase, using the particular structure of our partitioning. For independent set, only the first $\mathrm{O}\left(\log \frac{1}{\varepsilon}\right)$ layers are required as they already contain a large enough independent set. We develop a $(1+\varepsilon)$-approximation maximum independent set algorithm for interval graphs, which we then apply to those layers.

This work raises the question as to how useful tree decompositions are for distributed computing.
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## 1 Introduction

The LOCAL Model. In the LOCAL model of distributed computation [31], the input graph $G=(V, E)$ with $n=|V|$ represents a communication network, where every network node hosts a computational entity. Nodes have unique IDs. A distributed algorithm is executed on all network nodes simultaneously and proceeds in discrete rounds. Initially, besides their own IDs, nodes only know their neighbors. Each round consists of a computation and a communication phase. In the computation phase, nodes are allowed to perform unlimited computations. In the communication phase, nodes can send individual messages of unbounded sizes to all their neighbors (and receive messages from them as well). The runtime of the algorithm is the total number of communication rounds, and the objective is to design algorithms that run in as few rounds as possible. The output is typically distributed: For
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vertex colorings, it is required that upon termination of the algorithm, every node knows its own color, and for independent sets, every node knows whether it participates in the independent set.

Network Decompositions. Network decompositions (see for example [3, 35, 32]) are a widely employed tool in distributed computing. They allow us to partition the vertex set of a graph into connected clusters of bounded diameter such that the cluster graph, i.e., the graph obtained by contracting the clusters into vertices, has small chromatic number. The Linial-Saks network decomposition method [32] guarantees that the cluster graph can be colored with $\mathrm{O}(\log n)$ colors (and provides such a coloring), and no better method is known with regards to the number of colors. When employing a network decomposition algorithm for the Minimum Vertex Coloring (MVC) problem, the chromatic number of the cluster graph directly translates to the achieved approximation factor: Iterate through the color classes of the cluster graph and make each cluster color itself optimally using exponential time computations (recall that MVC is NP-hard) and using a color palette that is disjoint to the colors employed by already colored neighboring clusters. Indeed, this techniques yields the currently best known distributed algorithm for MVC (with approx. factor $\mathrm{O}(\log n)$ ) [4].

Tree Decompositions. Our objective is to obtain distributed coloring algorithms with improved approximation guarantees, i.e., sub-logarithmic in $n$. To this end, we follow a route that at a first glance is very similar to the approach outlined above. However, instead of employing network decompositions, we make use of the tree decomposition of the input graph. A tree decomposition is a decomposition of the vertex set into (not necessarily disjoint) bags that are arranged in a tree such that every edge of the input graph is contained in the induced subgraph of at least one bag, and all bags that contain a specific vertex form a subtree in the tree decomposition. The key advantage of employing tree decompositions rather than network decompositions is that trees have small chromatic number and can efficiently be colored distributively. There are however multiple obstacles: First, there are graphs whose tree decompositions necessarily contain at least one bag whose diameter (maximum distance in the original graph between any two nodes in the bag) is $\Omega(n)$ (e.g. on a ring [16]). In these graphs, network nodes thus cannot learn the set of bags they are contained in in a small number of rounds and it appears impossible that nodes can obtain a local view of a coherent global tree decomposition. Second, the fact that every node may appear in multiple bags renders the coloring process more difficult since we cannot simply color independent parts of the tree simultaneously as some nodes may appear in multiple parts.

Our Results. Despite these obstacles, in this paper we show that the tree decomposition route can successfully be taken for the class of chordal graphs. A graph is chordal, if every cycle on at least four nodes contains a chord, i.e., an edge different from the edges of the cycle connecting two nodes of the cycle. Chordal graphs admit a tree decomposition where every bag has diameter 1, i.e., every bag is a clique. We first show that the tree decomposition of a chordal graph can efficiently be computed in the distributed setting. We then employ a peeling process on the tree decomposition that partitions the chordal graph into interval subgraphs, which can be colored efficiently distributively using a line of work by Halldórsson and Konrad [24, 25]. Particular care needs to be taken where these subgraphs meet, and we employ a color rotation technique to correct the colors at their boundaries. Perhaps surprisingly, this approach allows us to obtain a $(1+\varepsilon)$-approximation algorithm on this graph class, which constitutes our main result (Theorem 14). Our algorithm runs in $\mathrm{O}\left(\frac{1}{\varepsilon} \log n\right)$ rounds and prior work shows that the dependencies on both $\frac{1}{\varepsilon}$ and $\log n$ are optimal.

We further adapt this approach to the Maximum Independent Set (MIS) problem. In general graphs, a $(1+\varepsilon)$-approximation to MIS can be obtained in $\mathrm{O}\left(\frac{1}{\varepsilon} \log n\right)$ rounds [11, 21]. We show that using the tree decomposition approach outlined above, a $(1+\varepsilon)$-approximation on chordal graphs can be obtained in $\mathrm{O}\left(\frac{1}{\varepsilon} \log \left(\frac{1}{\varepsilon}\right) \log ^{*} n\right)$ rounds (Theorem 16), and we prove that $\Omega\left(\frac{1}{\varepsilon}\right)$ rounds are necessary (Theorem 17).

Related Work: Distributed Vertex Coloring. Distributed vertex coloring has been studied since more than 30 years (e.g. [14, 23]). Given a graph $G=(V, E)$, a (legal) c-coloring of $G$ is an assignment $\gamma: V \rightarrow\{1,2, \ldots, c\}$ of at most $c$ colors to the nodes of $G$ such that every pair of adjacent nodes receives different colors. The algorithmic challenge lies in computing colorings with few colors. The chromatic number $\chi(G)$ is the smallest $c$ such that there is a $c$-coloring. The MVC problem asks to find a $\chi(G)$-coloring. This is a difficult task, even in the centralized setting: In general graphs, MVC is NP-complete [27] and hard to approximate within a factor of $n^{1-\varepsilon}$, for any $\varepsilon>0[39]$.

Most research papers on distributed vertex coloring address the problem of computing a $(\Delta+1)$-coloring (e.g. $[14,38,37,5,8,26,18,12]$ ) (other objectives, such as $\Delta$-colorings [36, 20] and other degree-based objectives [1] have been studied as well). Only few research papers address the MVC problem in a distributed model itself. On general graphs, the best distributed algorithm computes a $\mathrm{O}(\log n)$-approximation in $\mathrm{O}\left(\log ^{2} n\right)$ rounds [4] and is based on the network decomposition of Linial and Saks [32]. This algorithm uses exponential time computations, which due to the computational hardness of MVC is necessary unless $P=N P$. Barenboim et al. [7] gave a $\mathrm{O}\left(n^{\varepsilon}\right)$-approximation algorithm that runs in $\exp (\mathrm{O}(1 / \varepsilon))$ rounds. Both the exponential time computations and the relatively large best known approximation factor of $\mathrm{O}(\log n)$ on general graphs motivate the study of special graph classes. Besides results on graph classes with bounded chromatic number (planar graphs [23] and graphs of bounded arboricity $[6,22]$ ), the only natural graph class with unbounded chromatic number that has been addressed in the literature are interval graphs, which are the intersection graphs of intervals on the line. Halldórsson and Konrad gave a $(1+\varepsilon)$-approximation algorithm for MVC on interval graphs that runs in $\mathrm{O}\left(\frac{1}{\varepsilon} \log ^{*} n\right)$ rounds [25] (see also [24]). This work is the most relevant related work to our results.

Related Work: Distributed Independent Sets. An independent set in a graph $G=(V, E)$ is a subset of non-adjacent nodes $I \subseteq V$. Algorithms for independent sets are usually designed with one of the following two objectives in mind: (1) Compute a maximal independent set, i.e., an independent set $I$ that cannot be enlarged by adding a node outside $I$ to it, or (2) Compute a Maximum Independent Set (MIS) (or an approximation thereof), i.e., an independent set of maximum size, which is the variant studied in this paper. Similar to MVC, the MIS problem is NP-complete [27] and hard to approximate within a factor of $n^{1-\varepsilon}$, for every $\varepsilon>0$ [39]. In the distributed setting, Luby [33] and independently Alon et al. [2] gave distributed $\mathrm{O}(\log n)$ rounds maximal independent set algorithms more than 30 years ago. Improved results are possible for graphs with bounded maximum degree ( $[8,19]$ ) or on specific graph classes (e.g. $[14,38]$ ). Using exponential time computations, a $(1+\varepsilon)$-approximation to MIS can be computed in general graphs in $\mathrm{O}\left(\frac{1}{\varepsilon} \log n\right)$ rounds [11] (see also [21]). Deterministic distributed MIS algorithms may be inferior to randomized ones: It is known that every deterministic MIS $\mathrm{O}(1)$-approximation algorithm on a path requires $\Omega\left(\log ^{*} n\right)$ rounds $[30,15]$, while a simple randomized $\mathrm{O}(1)$-round $\mathrm{O}(1)$-approximation algorithm exists [15].

Outline. In Section 2, we give notation and definitions. We then discuss in Section 3 how network nodes can obtain coherent local views of the tree decomposition. A centralized $(1+\varepsilon)$-approximation MVC algorithm is then presented in Section 4, and distributed implementation of this algorithm is given in Section 5. Due to space restrictions, we only briefly sketch our results on MIS in Section 6 and defer a complete exposition to the full version of this paper [29]. Finally, we conclude in Section 7.

## 2 Preliminaries

Basic Notation and Definitions. Let $G=(V, E)$ be a graph. For a node $v \in V$, we denote by $\Gamma_{G}(v)$ the neighborhood of $v$ in $G$. The degree of $v$ in $G$ is defined as $\operatorname{deg}_{G}(v):=\left|\Gamma_{G}(v)\right|$. By $\Gamma_{G}[v]$ we denote the set $\Gamma_{G}(v) \cup\{v\}$. Similarly, for a set of nodes $W \subseteq V$ we write $\Gamma_{G}(W):=\left(\bigcup_{v \in W} \Gamma_{G}(v)\right) \backslash W$, and $\Gamma_{G}[W]:=\Gamma_{G}(W) \cup W$. The distance-k neighborhood of $v$ in $G$, i.e., the set of nodes at distance at most $k$ from $v$ in $G$, is denoted $\Gamma_{G}^{k}(v)$. The subgraph of $G$ induced by a set of nodes $U$ is denoted by $G[U]$. A set of pairwise adjacent (resp., non-adjacent) nodes in $G$ is called a clique (resp., an independent set). A clique (resp., an independent set) $S$ is maximal if $S \cup\{v\}$ is not a clique (resp., an independent set), for every $v \in V \backslash S$. A maximum independent set in $G$ is an independent set of maximum size. The cardinality of a maximum independent set is called the independence number of $G$. A graph is chordal if every cycle of length at least four contains a chord, i.e., an edge that connects two non-consecutive nodes of the cycle. It is a well-known fact that an $n$-node chordal graph has at most $n$ maximal cliques.

Tree Decomposition. A tree decomposition of an $n$-node graph $G=(V, E)$ is a forest $\mathcal{T}=(\mathcal{S}, \mathcal{E})$ whose vertex set $\mathcal{S}=\left\{S_{1}, S_{2}, \ldots, S_{n}\right\}$ is a family of subsets of $V$, and:

1. every node ${ }^{1} v \in V$ belongs to at least one subset in $\mathcal{S}$;
2. for every edge $u v \in E$, there is a subset $S_{i} \in \mathcal{S}$ containing both nodes $u$ and $v$;
3. for every node $v \in V$ the family $\phi(\mathcal{T}, v) \subseteq \mathcal{S}$ of subsets containing $v$ induces a tree in $\mathcal{T}$, which we denote $\mathcal{T}(v)$, i.e., $\mathcal{T}(v):=\mathcal{T}[\phi(\mathcal{T}, v)]$.

When the tree decomposition is clear from the context we will write $\phi(v)$ instead of $\phi(\mathcal{T}, v)$. It follows from the definition that $G$ is a subgraph of the intersection graph of the trees $\mathcal{T}(v)$.

Tree Decomposition of Chordal Graphs. It is well known (see, e.g., [10]) that a graph $G$ is chordal if and only if it has a tree decomposition $\mathcal{T}=(\mathcal{C}, \mathcal{E})$ whose vertex set $\mathcal{C}$ is the family of maximal cliques of $G$. We call such a tree decomposition a clique forest of chordal graph $G$. Since every vertex of the clique forest is a clique, $G$ coincides with the intersection graph of the subtrees $\mathcal{T}(v)$ of clique forest $\mathcal{T}$. In other words, a clique forest of a chordal graph $G$ is a forest $\mathcal{T}=(\mathcal{C}, \mathcal{E})$ whose vertex set $\mathcal{C}$ is the family of maximal cliques of $G$, such that $\mathcal{T}[\phi(v)]$ is a tree for every $v$. If a clique forest of a chordal graph is linear, i.e., a forest with every component being a path, then the graph is interval.

- Theorem 1 ([17]). A chordal graph $G$ is interval iff its clique forest is a linear forest.

[^20]Binary Paths. We say that a path $v_{1}, \ldots, v_{k}$ in $G$ is binary, if $\operatorname{deg}_{G}\left(v_{i}\right) \leq 2$, for every $i \in[k]$ (note that this implies that $\operatorname{deg}_{G}\left(v_{i}\right)=2$, for every $i \in\{2,3, \ldots, k-1\}$ ). We say that a binary path $v_{1}, \ldots, v_{k}$ is a pendant path, if either $\operatorname{deg}_{G}\left(v_{1}\right)=1$ or $\operatorname{deg}_{G}\left(v_{k}\right)=1$ (or both). For convenience, we consider an isolated vertex as a pendant path. A binary path $v_{1}, \ldots, v_{k}$ is an internal path, if $\operatorname{deg}_{G}\left(v_{i}\right)=2$, for every $i \in[k]$. A binary/pendant/internal path is maximal if it cannot be enlarged by adding a vertex outside the path to it.

Let $G=(V, E)$ be a chordal graph with clique forest $\mathcal{T}=(\mathcal{C}, \mathcal{E})$. Let $\mathcal{P}=C_{1}, \ldots, C_{k}$ be a binary path in $\mathcal{T}$. We define the diameter of $\mathcal{P}$ to be the maximum distance in $G$ between nodes in $C_{1} \cup \ldots \cup C_{k}$, that is, $\operatorname{diam}(\mathcal{P})=\max _{u \in C_{i}, v \in C_{j}, i, j \in[k]} \operatorname{dist}_{G}(u, v)$. Similarly, we define the independence number of $\mathcal{P}$ to be the independence number of $G\left[C_{1} \cup \ldots \cup C_{k}\right]$.

Distributed Algorithms for Interval Graph. Halldórsson and Konrad [25] gave a deterministic distributed algorithm for coloring interval graphs. For every $\varepsilon \geq \frac{2}{\chi(G)}$, their algorithm computes a $(1+\varepsilon)$-approximation to MVC in $\mathrm{O}\left(\frac{1}{\varepsilon} \log ^{*} n\right)$ rounds. We will reuse this algorithm and denote it by ColintGraph $(\varepsilon)$.

## 3 Computing Local Views of the Clique Forest

Our algorithms make use of the clique forest of the input chordal graph. For network nodes to obtain a coherent view of the clique forest, we make use of the following maximum weight spanning forest characterization: With a chordal graph $G$ we associate the weighted clique intersection graph $\mathcal{W}_{G}$ whose vertex set is the family $\mathcal{C}$ of maximal cliques of $G$, and any two cliques $C_{1}, C_{2} \in \mathcal{C}$ with a nonempty intersection are connected by an edge with weight $\left|C_{1} \cap C_{2}\right|$. Then:

- Theorem 2 ([9]). A forest $\mathcal{T}=(\mathcal{C}, \mathcal{E})$ is a clique forest of a chordal graph $G$ if and only if it is a maximum weight spanning forest of $\mathcal{W}_{G}$.

Observe that while the vertex set of a clique forest is unique, i.e., the family of maximal cliques of $G$, the edge set is not necessarily unique as there may be multiple different maximum weight spanning forests in $\mathcal{W}_{G}$. To obtain coherent local views of a clique forest, it is thus necessary that nodes agree on a unique maximum weight spanning forest in $\mathcal{W}_{G}$. We achieve this by defining a linear order < on the edges of $\mathcal{W}_{G}$ that respects the partial order given by the edge weights, and preferring edges that are larger with respect to $<$. To this end, we first assign to every maximal clique $C \in \mathcal{C}$ a word $\sigma(C)$ over the alphabet of the identifiers of nodes, where $\sigma(C)$ consists of the identifiers of the nodes in $C$ listed in increasing order. Further, we associate with every edge $e=C_{i} C_{j}$ a triple ( $w_{e}, l_{e}, h_{e}$ ), where $w_{e}$ is the weight of $e$, i.e., $w_{e}=\left|C_{i} \cap C_{j}\right|, l_{e}=\operatorname{lexmin}\left\{\sigma\left(C_{i}\right), \sigma\left(C_{j}\right)\right\}$, and $h_{e}=\operatorname{lexmax}\left\{\sigma\left(C_{i}\right), \sigma\left(C_{j}\right)\right\}$. Now for two edges $e$ and $f$ we define $e<f$ if and only if either $w_{e}<w_{f}$, or $w_{e}=w_{f}$ and $l_{e} \prec l_{f}$, or $w_{e}=w_{f}, l_{e}=l_{f}$ and $h_{e} \prec h_{f}$, where $\prec$ is the lexicographical order. Clearly, $<$ orders the edges of $\mathcal{W}_{G}$ linearly while preserving the weight order.

In what follows, when we say that $\mathcal{T}$ is the clique forest of a chordal graph $G$, we implicitly assume that it is the clique forest uniquely specified by the above mechanism. Figure 2 demonstrates the weighted clique intersection graph and the clique forest of the chordal graph presented in Figure 1. A maximum weight spanning forest has the following easily verifiable local optimality property:

- Lemma 3. Let $G=(V, E)$ be a weighted graph with a unique maximum weight spanning forest $F$, and let $U \subseteq V$ be a set of nodes inducing a tree $T$ in $F$. Then $G[U]$ has a unique maximum weight spanning tree, which coincides with $T$.


Figure 1 Chordal graph $G$.


Figure 2 The weighted clique intersection graph $\mathcal{W}_{G}$ of chordal graph $G$ presented in Fig. 1. The vertices of $\mathcal{W}_{G}$ are the maximal cliques of $G$, and two vertices $C_{i}, C_{j}$ of $\mathcal{W}_{G}$ with a nonempty intersection are connected by an edge with weight $\left|C_{1} \cap C_{2}\right|$. The bold edges are the edges of the clique forest $\mathcal{T}$ of $G$., i.e., the edges of the unique maximum weight spanning forest of $\mathcal{W}_{G}$ corresponding to the linear order of edges $<$.


Figure 3 Local view of graph $G$ from node 10. The non-gray nodes are the nodes in $\Gamma_{G}^{3}[10]$, and the black nodes are the nodes in $\Gamma_{G}^{2}[10]$.


Figure 4 Local view of the graph $\mathcal{W}_{G}$ from node 10 . The cliques in $\mathcal{C}^{\prime}=$ $\left\{C_{1}, C_{2}, C_{3}, C_{5}, C_{6}, C_{7}, C_{8}, C_{9}\right\}$ are exactly the maximal cliques of $G$ that contain at least one node from $\Gamma_{G}^{2}[10]$. The bold edges are the edges of the unique maximum weight spanning forest of $\mathcal{W}_{G}\left[\mathcal{C}^{\prime}\right]$, which coincides with the subtree of $\mathcal{T}$ induced by $\mathcal{C}^{\prime}$.

Applied to a chordal graph and its clique forest, we thus obtain:

- Lemma 4. Let $G=(V, E)$ be a chordal graph and $\mathcal{T}=(\mathcal{C}, \mathcal{E})$ its clique forest. Then for any $v \in V$ the unique maximum weight spanning forest in $\mathcal{W}_{G}[\phi(v)]$ equals to tree $\mathcal{T}(v)=\mathcal{T}[\phi(v)]$.

This suggests a method for a node $v \in V$ to compute a local view $\mathcal{T}^{\prime}$ of clique forest $\mathcal{T}$ : Suppose that $v$ knows its distance $d$-neighborhood $\Gamma_{G}^{d}[v]$. For every $u \in \Gamma_{G}^{d-1}[v], v$ computes the family $\phi(u)$ of maximal cliques containing $u$ (notice that a maximal clique that contains a node at distance $d-1$ from $v$ may include nodes at distance $d$ ). Then, $v$ computes the maximum weight spanning forest in every $\mathcal{W}_{G}[\phi(u)]$ and adds the edges of this forest to $\mathcal{T}^{\prime}$. Figures 3 and 4 illustrate construction of a local view of the clique forest of the chordal graph presented in Figure 1.

## 4 Minimum Vertex Coloring: Centralized Algorithm

In this section, we give a centralized $(1+\varepsilon)$-approximation algorithm for MVC on chordal graphs. This algorithm will later be implemented in the LOCAL model in Section 5.

### 4.1 Algorithm

Algorithm 1 A centralized $(1+\varepsilon)$-approximation coloring algorithm for chordal graphs.
Input: $G=(V, E)$ is an $n$-node chordal graph with clique forest $\mathcal{T}=(\mathcal{C}, \mathcal{E})$; a parameter $\varepsilon>\frac{2}{\chi(G)}$.
Set $k=2 / \varepsilon$.
(1) Pruning Phase.

Let $\mathcal{T}_{1}=\mathcal{T}, U_{1}=V$.
for $i=1,2, \ldots,\lceil\log n\rceil$ do:
a. Let $\mathcal{L}_{i}$ be the set that contains all maximal pendant paths of $\mathcal{T}_{i}$, and all maximal internal paths of $\mathcal{T}_{i}$ of diameter at least $3 k$.
b. Let $V_{i} \subseteq U_{i}$ be such that for each $v \in V_{i}, \mathcal{T}(v)$ is a subpath of a path in $\mathcal{L}_{i}$.
c. Let $U_{i+1}=U_{i} \backslash V_{i}$, and let $\mathcal{T}_{i+1}$ be the forest obtained from $\mathcal{T}_{i}$ by removing all paths in $\mathcal{L}_{i}$. As proved in Lemma $5, \mathcal{T}_{i+1}$ is the clique forest of $G\left[U_{i+1}\right]$.
(2) Coloring Phase.
for $i=1,2, \ldots,\lceil\log n\rceil$ do: Color $G\left[V_{i}\right]$ with at most $(1+1 / k) \chi\left(G\left[V_{i}\right]\right)+1$ colors.
(3) Color Correction Phase.
for $i=\lceil\log n\rceil-1,\lceil\log n\rceil-2, \ldots, 1$ do:
for each path $\mathcal{P} \in \mathcal{L}_{i}$ do:
(a) Let $W \subseteq V_{i}$ be the set of nodes $w$ such that $\mathcal{T}(w)$ is a subpath of $\mathcal{P}$.
(b) Let $W^{\prime} \subseteq \bigcup_{l>i} V_{l}$ be the subset of nodes that have neighbors in $W$.
(c) As we will show, $G\left[W \cup W^{\prime}\right]$ is an interval graph. Using Lemma 8, we recolor those nodes of $W$ that are at distance at most $k+3$ from a node in $W^{\prime}$ using at most $(1+1 / k) \chi\left(G\left[V_{i}\right]\right)+1$ colors to resolve all coloring conflicts between $W$ and $W^{\prime}$.

Our algorithm (Alg. 1) consists of the pruning, the coloring, and the color correction phases: In the pruning phase, the node set $V$ is partitioned into at most $\lceil\log n\rceil$ layers $V_{1}, \ldots, V_{\lceil\log n\rceil}$ such that, for every $i \in[\lceil\log n\rceil], G\left[V_{i}\right]$ constitutes an interval graph. In each step of the pruning phase, we remove every node $v \in U_{i}$ from the current graph $G\left[U_{i}\right]$ (we set $U_{1}=V$ and hence $G\left[U_{1}\right]=G$ ) whose corresponding subtree $\mathcal{T}(v)$ in the clique forest $\mathcal{T}_{i}$ of $G\left[U_{i}\right]$ is a subpath of a pendant path or an internal path of diameter at least $3 k$. The set of removed nodes is denoted $V_{i}$, and $G\left[V_{i}\right]$ forms an interval graph (which follows from Lemma 7, [29]). We prove in Lemma 5 that the clique forest $\mathcal{T}_{i+1}$ of the resulting graph $G\left[U_{i+1}\right]$, where
$U_{i+1}=U_{i} \backslash V_{i}$, can be obtained by removing all pendant paths and all internal paths of diameter at least $3 k$ from $\mathcal{T}_{i}$. We also show in Lemma 6 that the pruning process ends after at most $\lceil\log n\rceil$ iterations and thus creates at most $\lceil\log n\rceil$ layers.

In the coloring phase, each interval graph $G\left[V_{i}\right]$ is colored with at most $(1+1 / k) \chi\left(G\left[V_{i}\right]\right)+1$ colors. In the centralized setting, it would be easy to color these interval graphs optimally. However, since we will implement the algorithm later in the distributed setting, and an optimal coloring on interval graphs cannot be computed distributively in few rounds, we impose a weaker quality guarantee that can be achieved distributively. The colorings of different layers are computed independently from each other and do not give a coherent coloring of the entire input graph.

In the color correction phase, these incoherences are corrected. To this end, the colors of $V_{\lceil\log n\rceil}$ remain unchanged and we correct the layers iteratively, starting with layer $\lceil\log n\rceil-1$ and proceeding downwards to layer $V_{1}$. In a general step, for every path $\mathcal{P} \in \mathcal{L}_{i}$, we show that the subgraph induced by the nodes $W \subseteq V_{i}$ whose subtrees are subpaths of $\mathcal{P}$ forms an interval graph together with those nodes in $\bigcup_{j \geq i+1} V_{j}$ that have coloring conflicts towards $W$ (Lemma 8, [29]). Notice that each path $\mathcal{P}$ connects to at most two maximal cliques in $\mathcal{T}_{i}$. The neighborhood of $W$ thus consists of subsets of these (at most two) cliques, which further implies that all conflicting nodes in $\bigcup_{j \geq i+1} V_{j}$ are included in these cliques as well. We then reuse a recoloring result previously proved by Halldórsson and Konrad [25], which shows that we can resolve all conflicts by changing the colors of those nodes in $W$ that are at distance at most $k+3$ from the (at most) two conflicting cliques.

### 4.2 Analysis

The analysis of our algorithm relies on various technical lemmas that are given in the full version of this paper [29]. We now give the most important lemmas that allow us to prove correctness of our algorithm. Concerning the pruning step, we show that $\mathcal{T}_{i}$ is indeed the clique forest of $G\left[U_{i}\right]$ in Lemma 5, and we prove that at most $\lceil\log n\rceil$ iterations are required to complete the pruning process ${ }^{2}$ in Lemma 6.

- Lemma 5. For every $i, \mathcal{T}_{i}$ is the clique forest of $G\left[U_{i}\right]$.
- Lemma 6. Phase 1 in Alg. 1 requires at most $\lceil\log n\rceil$ iterations, i.e., $\bigcup_{1 \leq i \leq\lceil\log n\rceil} V_{i}=V$.

Next, we address the color correction phase. In each iteration of the phase we consider every path $\mathcal{P} \in \mathcal{L}_{i}$ independently. The subgraph induced by the set of nodes $W \subseteq V_{i}$ whose corresponding trees are subpaths of $\mathcal{P}$ is legally colored in the coloring phase. This coloring may be inconsistent with the coloring of subgraph $G\left[U_{i+1}\right]$. However, we prove in Lemma 8, [29], that the set $W^{\prime} \subseteq \bigcup_{s>i} V_{s}=U_{i+1}$ of neighbors of $W$ in $G\left[U_{i+1}\right]$ (i.e., the nodes in $U_{i+1}$ that could potentially cause conflicts) is the union of at most two cliques, which are included in the end vertices of the clique forest of interval graph $G\left[W \cup W^{\prime}\right]$. In order to resolve these conflicts we carry out a recoloring process on interval graph $G\left[W \cup W^{\prime}\right]$ with fixed colorings of its "boundary" cliques. To this end, we reuse a result by Halldórsson and Konrad [25]:

- Lemma 7 (Halldórsson and Konrad [25]). Let $G=(V, E)$ be an interval graph with its clique forest $\mathcal{T}=(\mathcal{C}, \mathcal{E})$ being a path $\mathcal{P}=C_{1}, C_{2}, \ldots, C_{k}$ such that dist ${ }_{G}(u, v) \geq r$ for every pair of nodes $u \in C_{1}, v \in C_{k}$, for an integer $r \geq 5$. Suppose that cliques $C_{1}$ and $C_{k}$ are legally colored using at most colors. Then the coloring of $G\left[C_{1} \cup C_{k}\right]$ can be extended to a legal coloring of $G$ with at most $\max \left\{\left\lfloor\left(1+\frac{1}{r-3}\right) \chi(G)\right\rfloor+1, c\right\}$ colors.

[^21]Equipped with Lemma 7, we now prove correctness of the color correction phase.

- Lemma 8 (Recoloring Lemma). Consider the color correction phase (Step 3) of Algorithm 1. Let $\mathcal{P} \in \mathcal{L}_{i}$ be a path and let $W \subseteq V_{i}$ be the subset of nodes whose corresponding subtrees are included in $\mathcal{P}$. Further, let $W^{\prime} \subseteq \bigcup_{s>i} V_{s}=U_{i+1}$ be the nodes in $U_{i+1}$ that have neighbors in $W$. Suppose that $W^{\prime}$ is colored using colors from the set $[\lfloor(1+1 / k) \chi(G)+1\rfloor]$. Then, we can recolor those nodes of $W$ that are at distance at most $k+4$ from $W^{\prime}$ in $G$ with colors from the set $[\lfloor(1+1 / k) \chi(G)+1\rfloor]$ so that $G\left[W \cup W^{\prime}\right]$ is legally colored.

Proof. By Lemma 8, $[29], G\left[W \cup W^{\prime}\right]$ is an interval graph and its clique forest is a path. Let $\mathcal{P}^{\prime}=C_{1}, C_{2}, \ldots, C_{r}$ denote this path. The same lemma also states that $W^{\prime} \subseteq C_{1} \cup C_{r}$.

Let $i$ be the minimum index such that $\operatorname{dist}(u, v) \geq k+3$, for every $u \in W^{\prime} \cap C_{1}$ and $v \in C_{i}$. Then, by Lemma 7 , the nodes of the cliques $C_{2}, \ldots, C_{i-1}$ can be recolored using at most $\lfloor(1+1 / k) \chi(G)\rfloor+1$ colors to resolve the coloring conflicts between $W^{\prime} \cap C_{1}$ and $W$. Similarly, let $j$ be the maximum index such that $\operatorname{dist}(u, v) \geq k+3$, for every $u \in W^{\prime} \cap C_{r}$ and $v \in C_{j}$. Then, by Lemma 7 , the nodes of the cliques $C_{j+1}, \ldots, C_{r-1}$ can be recolored using at most $\lfloor(1+1 / k) \chi(G)\rfloor+1$ colors to resolve the conflicts between $W^{\prime} \cap C_{r}$ and $W$.

- Theorem 9. For any $\varepsilon>\frac{2}{\chi(G)}$, Algorithm 1 is a $(1+\varepsilon)$-approximation MVC algorithm on chordal graphs.

Proof. First, we show by induction that the algorithm uses at most $(1+1 / k) \chi(G)+1$ colors. This is clearly true for $G_{\lceil\log n\rceil}$. The induction step follows from Lemma 8. Now, using the assumption $\varepsilon>\frac{2}{\chi(G)}$, we obtain: $(1+1 / k) \chi(G)+1 \leq(1+\varepsilon / 2) \chi(G)+\varepsilon \chi(G) / 2=(1+\varepsilon) \chi(G)$, which proves the approximation factor of the algorithm.

## 5 Minimum Vertex Coloring: Distributed Algorithm

We give now a LOCAL model implementation of Algorithm 1 that runs in $\mathrm{O}\left(\frac{1}{\varepsilon} \log n\right)$ rounds.

### 5.1 Algorithm

The global behavior of our distributed algorithm, Algorithm 2, is identical to that of our centralized Algorithm 1. The main challenge lies in the coordination of the network nodes. One particular difficulty stems from the fact that network nodes are not aware of $n$, the total number of nodes, and thus do not know when the $\lceil\log n\rceil$ iterations of the pruning phase have completed. For this reason, nodes execute the three phases of Algorithm 1 asynchronously.

We will first present the pseudocode of our distributed algorithm, which is executed independently on every node $v$. Then we will describe each of the three phases in detail.

Algorithm 2 A distributed $(1+\varepsilon)$-approximation algorithm, code for node $v$.
Input: a parameter $\varepsilon$, let $k=\lceil 2 / \varepsilon\rceil$

1. Pruning Phase. $\left(l_{v}\right.$, parent $_{v}$, children $\left._{v}\right) \leftarrow \operatorname{PRUNETREE}()$
2. Coloring Phase. Run ColIntGraph $\left(\frac{1}{k}\right)$ on layer $l_{v}$ and store color in $c_{v}$
3. Color Correction Phase.
if parent $_{v} \neq \perp$ then
Wait until message $\operatorname{SETCOLOR}(c)$ received from parent ${ }_{v} ; \quad$ Set $c_{v} \leftarrow c$;
end if
Correct Children $^{\left(\text {children }_{v}, k\right)}$

The Pruning Phase. In the pruning phase, the subroutine PruneTree is invoked and returns parameters $l_{v}$, parent ${ }_{v}$, and children $_{v}$, where $l_{v}$ is the layer of node $v$, and parent ${ }_{v}$ and children $n_{v}$ are variables necessary for the coordination of the color correction phase and are defined and explained later. The pseudocode of PruneTree is given in Algorithm 3.

Algorithm 3 PruneTree(), code for node $v$.

```
Initialization:
Let i=1, lv = -1, children }={},\mathrm{ and parent 
while }\mp@subsup{l}{v}{}=-1 do
    1. Collect }\mp@subsup{\Gamma}{G}{10k}(v)\mathrm{ together with variables }\mp@subsup{l}{u}{}\mathrm{ and ID (Du, for every }u\in\mp@subsup{\Gamma}{G}{10k}(v
    2. Compute local view of the clique forest }\mp@subsup{\mathcal{T}}{i}{}=(\mp@subsup{\mathcal{C}}{i}{},\mp@subsup{\mathcal{E}}{i}{})\mathrm{ of the subgraph of G induced by the
        nodes }u\in\mp@subsup{\Gamma}{G}{10k}(v)\mathrm{ with }\mp@subsup{l}{u}{}=-
    3. if }\mp@subsup{\mathcal{T}}{i}{}(v)\mathrm{ is a subpath of a pendant path in }\mp@subsup{\mathcal{T}}{i}{}\mathrm{ , or }\mp@subsup{\mathcal{T}}{i}{}(v)\mathrm{ is a subpath of a binary path in }\mp@subsup{\mathcal{T}}{i}{}\mathrm{ of
        diameter at least 3k then
            lv}=i;\quad\mp@subsup{\mathrm{ parent }}{v}{}=\mathrm{ parent of v;
        else
            Add children in layer i (if there are any) to childrenv}[i
        end if
    4. }i=i+
return (lv, \mp@subsup{\mathrm{ parent }}{v}{},\mp@subsup{\mathrm{ children }}{v}{})
```

In each iteration of the while loop of PruneTree, one layer is removed from the clique forest of the input graph. To describe the global behavior of the algorithm, we will reuse the naming conventions already used in Algorithm 1. Let $U_{1}=V$, and let $V_{i} \subseteq U_{i}$ be the set of nodes removed in iteration $i$, i.e., assigned layer index $i$. Let also $U_{i+1}=U_{i} \backslash V_{i}$, and let $\mathcal{L}_{i}$ be the set of maximal paths removed from the clique forest $\mathcal{T}_{i}$ of $G\left[U_{i}\right]$.

In each iteration $i$, first, each node $v$ collects its distance- $10 k$ neighborhood. Then, $v$ computes its local view of the clique forest $\mathcal{T}_{i}$ of the graph induced by the nodes that have not yet been removed from the graph, i.e., of $G\left[U_{i}\right]$ (as in Section 3). Next, node $v$ is removed from $G\left[U_{i}\right]$ and added to the current layer $V_{i}$ if its corresponding subtrees $\mathcal{T}_{i}(v)$ is entirely contained in either a pendant path or a binary path of large enough diameter. This step is identical to Algorithm 1, and the exact same partitioning is computed. Node $v$ that is removed in the current iteration stores its parent in parent ${ }_{v}$, and nodes that remain in the graph potentially store some of the removed nodes as their children in children ${ }_{v}$.

- Definition 10 (Parent, Child). Let $v \in V_{i}$ and let $\mathcal{P}$ be the maximal binary path in $\mathcal{T}_{i}$ that contains $\mathcal{T}_{i}(v)$. If $\mathcal{P}$ is a component of $\mathcal{T}_{i}$ then we define parent $v:=\perp$. Otherwise, let $C$ be the vertex outside $\mathcal{P}$ in $\mathcal{T}_{i}$ such that $C$ is adjacent to an end vertex of $\mathcal{P}$ and $\operatorname{dist}_{G}(v, C)$ is minimal. Let $c$ be the node with maximum ID in $C$. Then the parent of $v$ is defined to be $c$, if $\operatorname{dist}_{G}(v, C) \leq k+3$, and $\perp$ otherwise. If $c$ is the parent of $v$, then $v$ is a child of $c$.

The parent of node $v$ is responsible for recoloring $v$ in the color correction phase. Notice that a node $v$ does not have a parent if the closest maximal clique outside $v$ 's path $\mathcal{P}$ is at least at distance $k+4$ from $v$. In this case, the color that $v$ will receive in the coloring phase is final and no color correction is needed for $v$. Recall that in the color correction phase of Algorithm 1, we only need to recolor nodes that are at distance at most $k+3$ from the cliques that contain nodes with color conflicts. Finally, the subroutine returns the node's level $l_{v}$, its parent parent $t_{v}$, and its children children $_{v}$.

The Coloring Phase. Notice that all nodes of layer $i$ return from PruneTree in the same round. They can hence invoke the coloring phase simultaneously. They run the algorithm ColIntGraph of Halldórsson and Konrad [25] and compute a coloring on $G\left[V_{i}\right]$ that uses at most $\left\lfloor\left(1+\frac{1}{k}\right) \chi\left(G\left[V_{i}\right]\right)+1\right\rfloor$ colors. This algorithm runs in $\mathrm{O}\left(k \log ^{*} n\right)$ rounds.

While some nodes execute the coloring phase, others still execute PruneTree. These nodes repeatedly collect their distance- $10 k$ neighborhood. This requires all other network nodes to continuously forward messages, which can be taken care of in the background.

The Color Correction Phase. In color correction phase, nodes with assigned parents (i.e., nodes $v$ with parent $_{v} \neq \perp$ ) first wait until they received their final color from their parents. Only then they proceed and correct the colors of their children. To this end, each such node $v$ runs subroutine CorrectChildren, which processes children layer by layer, starting with layer $l_{v}-1$ down to 1 . If $v$ has children in layer $V_{i}$, then it waits until all nodes adjacent to children ${ }_{v}[i]$ which are contained in layers $>i$ have received their final colors. This can be done by repeatedly collecting its local distance- $(k+5)$ neighborhood and checking whether the colors of all nodes in $\Gamma_{G\left[U_{i}\right]}\left(\right.$ children $\left._{v}[i]\right)$ are final. Then, $v$ locally computes the color correction for children ${ }_{v}[i]$ and notifies them about their new colors.

Algorithm 4 CorrectChildren( children $_{v}, k$ ), code for node $v$.
for $l \leftarrow l_{v}-1, l_{v}-2, \ldots, 1$ do:
if children ${ }_{v}[l] \neq\{ \}$ then
a. Wait until all neighbors of children $_{v}[l]$ in $G\left[U_{l}\right]$ have received their final color
b. Compute color correction as in Lemma 8
c. For each $u \in$ children $_{v}[l]$, send message $\operatorname{SetColor}(c)$ to $u$, where $c$ is $u$ 's new color

### 5.2 Analysis

To ensure correctness of our algorithm, we need to show that the parent of a node $v \in V_{i}$ is contained in a layer $j>i$. This is shown via the following lemma.

- Lemma 11. Let $\mathcal{P} \in \mathcal{L}_{i}$, and let $W \subseteq V_{i}$ be the set of nodes whose corresponding subtrees are included in $\mathcal{P}$. Then every node $u \in \Gamma_{G\left[U_{i}\right]}(W)$ is contained in a layer $V_{j}$ with $j>i$.

It follows from the definition that the parent of a node $v \in V_{i}$ belongs to $\Gamma_{G\left[U_{i}\right]}(W)$. Hence:

- Corollary 12. The parent of a node $v \in V_{i}$ is contained in a layer $V_{j}$ with $j>i$.

The following lemma demonstrates that Algorithm 2 mimics the behavior of our centralized algorithm and uses $\mathrm{O}\left(\frac{1}{\varepsilon} \log n\right)$ rounds. This establishes our main result, stated in Theorem 14.

- Lemma 13. The global behavior of Algorithm 2 is identical to the behavior of Algorithm 1. Furthermore, Algorithm 2 runs in $\mathrm{O}\left(\frac{1}{\varepsilon} \log n\right)$ rounds.
- Theorem 14. For every $\varepsilon \geq \frac{2}{\chi(G)}$, there is a deterministic $(1+\varepsilon)$-approximation algorithm for MVC on chordal graphs that runs in $\mathrm{O}\left(\frac{1}{\varepsilon} \log n\right)$ rounds in the LOCAL model.


## 6 Maximum Independent Set

Maximum Independent Set on Interval Graphs. Let $H=(V, E)$ be an interval graph, i.e, a chordal graph whose clique forest is a collection of paths. We first observe that the subset of nodes $V^{\prime} \subseteq V$, with $u \in V^{\prime}$ iff there exists a node $v \in V$ with $\Gamma_{H}[v] \subsetneq \Gamma_{H}[u]$, is not needed
for the computation of a large maximum independent set: If a maximum independent set $I^{*}$ in $H$ contains a node $u \in V^{\prime}$, then it can simply be replaced by a node $v$ with $\Gamma_{H}[v] \subsetneq \Gamma_{H}[u]$. We thus only need to consider graph $H^{\prime}:=H\left[V \backslash V^{\prime}\right]$, which constitutes a unit interval graph. We first compute a distance- $k$ maximal independent set $I$ in $\mathrm{O}\left(k \log ^{*} n\right)$ rounds, for some $k=\Theta\left(\frac{1}{\varepsilon}\right)$, by simulating the maximal independent set $\mathrm{O}\left(\log ^{*} n\right)$ rounds algorithm for bounded-independence graphs [38] on $H^{\prime k}$. Then, every $\left(v_{1}, v_{2}\right) \in P$, where $P$ is the set of pairs of nodes of $I$ that are of mutual distance at most $2 k-1$, computes a maximum independent set $I_{v_{1}, v_{2}}$ among the nodes located between them but outside of $\Gamma_{H^{\prime}}\left(v_{1}\right) \cup \Gamma_{H^{\prime}}\left(v_{2}\right)$ in $\mathrm{O}(k)$ rounds. Set $I \cup\left(\cup_{\left(v_{1}, v_{2}\right) \in P} I_{v_{1}, v_{2}}\right)$ has the desired size.

- Theorem 15. For every $\varepsilon>0$, there is a deterministic $(1+\varepsilon)$-approximation algorithm for MIS on interval graphs that operates in $\mathrm{O}\left(\frac{1}{\varepsilon} \log ^{*} n\right)$ rounds in the LOCAL model.

Maximum Independent Set on Chordal Graphs. Our distributed MIS algorithm uses an adapted version of the peeling process used in our coloring algorithm. The key observation that allows us to obtain a runtime of $o(\log n)$ is the fact that the first $\mathrm{O}\left(\log \frac{1}{\varepsilon}\right)$ layers computed by our peeling process already contain a large enough independent set. Our algorithm proceeds as follows: In each iteration $i=1, \ldots, \mathrm{O}\left(\frac{1}{\varepsilon}\right)$ of the peeling process, we remove set $\mathcal{L}_{i}$ of all pendant paths and all internal paths of large enough diameter from the clique forest $\mathcal{T}_{i}$ of the graph induced by the remaining nodes. Next, we compute large independent sets among the nodes whose trees are included in each path $\mathcal{P} \in \mathcal{L}_{i}$. If $\mathcal{P}$ has a large independence number then we run our $(1+\varepsilon)$-approximation algorithm for interval graphs in $\mathrm{O}\left(\frac{1}{\varepsilon} \log ^{*} n\right)$ rounds. If $\mathcal{P}$ has small independence number we need to compute an optimal independent set in order to locally stay within a $(1+\varepsilon)$-approximation guarantee. This can be achieved using only $\mathrm{O}\left(\frac{1}{\varepsilon}\right)$ rounds, since paths with small independence number necessarily have small diameter. The runtime is dominated by the product of the number of iterations $\mathrm{O}\left(\log \frac{1}{\varepsilon}\right)$ and the $\mathrm{O}\left(\frac{1}{\varepsilon} \log ^{*} n\right)$ runtime of our MIS algorithm for interval graphs.

- Theorem 16. For any $\varepsilon \in(0,1 / 2)$, there is a deterministic $(1+\varepsilon)$-approximation algorithm for MIS on chordal graphs that runs in $\mathrm{O}\left(\frac{1}{\varepsilon} \log \left(\frac{1}{\varepsilon}\right) \log ^{*} n\right)$ rounds in the LOCAL model.

When implementing this idea, care needs to be taken when combining the computed independent sets of different levels. Indeed, our algorithm bases the computation of the independent set in level $i$ on the outcome of the computations of the independent sets of levels $<i$ and it seems difficult to avoid this. We therefore cannot execute the independent set computations of different levels simultaneously, which would reduce the runtime to $\mathrm{O}\left(\frac{1}{\varepsilon}\left(\log ^{*} n+\log \frac{1}{\varepsilon}\right)\right)$.

Lower Bound. Our lower bound is established on a path $P_{n}$ of length $n$ and uses an indistinguishability argument: Consider a $k$ rounds MIS algorithm that operates on $P_{n}$, and let $v$ be an arbitrary node that is not too close to an end point of the path. Suppose that $v$ is selected into the independent set. Let $u_{1}$ be a node at distance $2 k+1$ from $v$ and let $u_{2}$ be the adjacent node to $u_{1}$ that is at distance $2 k+2$ from $v$. Since the runtime of the algorithm is $k$, the outputs computed by $u_{1}$ and $u_{2}$ are independent from $v$. Since in average it is equally likely that $u_{1}$ or $u_{2}$ are selected, the expected size of an independent set in the subpath starting at $v$ and ending at $u_{2}$ is thus strictly smaller than $k+2$, while a maximum independent set in this subpath is of size $k+2$. Based on this insight, we obtain

- Theorem 17. For every $\varepsilon>0$ and $n$ large enough, every randomized algorithm in the LOCAL model with expected approximation factor at most $1+\varepsilon$ for MIS requires $\Omega\left(\frac{1}{\varepsilon}\right)$ rounds.


## 7 Conclusion

In this paper, we gave distributed $(1+\varepsilon)$-approximation algorithms for MVC and MIS on chordal graphs. We showed that in chordal graphs network nodes can obtain coherent views of a global tree decomposition, which enabled us to exploit the tree structure of the input graph for the design of algorithms. How can we extend the class of graphs on which we can solve MVC and MIS within a small approximation factor even further? In particular, how can we handle graphs that contain longer induced cycles, such as $k$-chordal graphs (for some integer $k$ )?
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#### Abstract

Many systems have to be maintained while the underlying constraints, costs and/or profits change over time. Although the state of a system may evolve during time, a non-negligible transition cost is incured for transitioning from one state to another. In order to model such situations, Gupta et al. (ICALP 2014) and Eisenstat et al. (ICALP 2014) introduced a multistage model where the input is a sequence of instances (one for each time step), and the goal is to find a sequence of solutions (one for each time step) that simultaneously (i) have good quality on the time steps and (ii) as stable as possible. We focus on the multistage version of the Knapsack problem where we are given a time horizon $t=1,2, \ldots, T$, and a sequence of knapsack instances $I_{1}, I_{2}, \ldots, I_{T}$, one for each time step, defined on a set of $n$ objects. In every time step $t$ we have to choose a feasible knapsack $S_{t}$ of $I_{t}$, which gives a knapsack profit. To measure the stability/similarity of two consecutive solutions $S_{t}$ and $S_{t+1}$, we identify the objects for which the decision, to be picked or not, remains the same in $S_{t}$ and $S_{t+1}$, giving a transition profit. We are asked to produce a sequence of solutions $S_{1}, S_{2}, \ldots, S_{T}$ so that the total knapsack profit plus the overall transition profit is maximized.

We propose a PTAS for the Multistage Knapsack problem. This is the first approximation scheme for a combinatorial optimization problem in the considered multistage setting, and its existence contrasts with the inapproximability results for other combinatorial optimization problems that are even polynomial-time solvable in the static case (e.g.multistage Spanning Tree, or multistage Bipartite Perfect Matching). Then, we prove that there is no FPTAS for the problem even in the case where $T=2$, unless $P=N P$. Furthermore, we give a pseudopolynomial time algorithm for the case where the number of steps is bounded by a fixed constant and we show that otherwise the problem remains NP-hard even in the case where all the weights, profits and capacities are 0 or 1 .
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## 1 Introduction

In a classical combinatorial optimization problem, given an instance of the problem we seek a feasible solution optimizing the objective function. However, in many systems the input may change over the time and the solution has to be adapted to the input changes. It is then necessary to determine a tradeoff between the optimality of the solutions in each time step and the stability/similarity of consecutive solutions. This is important since in many applications there is a significant transition cost for changing (parts of) a solution. Recently,
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Gupta et al. [15] and Eisenstat et al. [11] introduced a multistage model in order to deal with such situations. They consider that the input is a sequence of instances (one for each time step), and the goal is to find a sequence of solutions (one for each time step) reaching such a tradeoff.

Our work follows the direction proposed by Gupta et al. [15] who suggested the study of more combinatorial optimization problems in their multistage framework. In this paper, we focus on the multistage version of the Knapsack problem. Consider a company owning a set $N=\left\{u_{1}, \ldots, u_{n}\right\}$ of production units. Each unit can be used or not; if $u_{i}$ is used, it spends an amount $w_{i}$ of a given resource (energy, raw material, $\ldots$ ), and generates a profit $p_{i}$. Given a bound $W$ on the global amount of available resource, the static Knapsack problem aims at determining a feasible solution that specifies the chosen units in order to maximize the total profit under the constraint that the total amount of the resource does not exceed the bound of $W$. In a multistage setting, considering a time horizon $t=1,2, \ldots, T$ of, let us say, $T$ days, the company needs to decide a production plan for each day of the time horizon, given that data (such as prices, level of resources,...) usually change over time. This is a typical situation, for instance, in energy production planning (like electricity production, where units can be nuclear reactors, wind or water turbines,...), or in data centers (where units are machines and the resource corresponds to the available energy). Moreover, in these examples, there is an extra cost to turn ON or OFF a unit like in the case of turning ON/OFF a reactor in electricity production [25], or a machine in a data center [1]. Obviously, whenever a reactor is in the ON or OFF state, it is beneficial to maintain it at the same state for several consecutive time steps, in order to avoid the overhead costs of state changes. Therefore, the design of a production plan over a given time horizon has to take into account both the profits generated each day from the operation of the chosen units, as well as the potential transition profits from maintaining a unit at the same state for two consecutive days.

We formalize the problem as follows. We are given a time horizon $t=1,2, \ldots, T$, and a sequence of knapsack instances $I_{1}, I_{2}, \ldots, I_{T}$, one for each time step, defined on a set of $n$ objects. In every time step $t$ we have to choose a feasible knapsack $S_{t}$ of $I_{t}$, which gives a knapsack profit. Taking into account transition costs, we measure the stability/similarity of two consecutive solutions $S_{t}$ and $S_{t+1}$ by identifying the objects for which the decision, to be picked or not, remains the same in $S_{t}$ and $S_{t+1}$, giving a transition profit. We are asked to produce a sequence of solutions $S_{1}, S_{2}, \ldots, S_{T}$ so that the total knapsack profit plus the overall transition profit is maximized.

Our main contribution is a polynomial time approximation scheme (PTAS) for the multistage version of the Knapsack problem. Up to the best of our knowledge, this is the first approximation scheme for a multistage combinatorial optimization problem and its existence contrasts with the inapproximability results for other combinatorial optimization problems that are even polynomial-time solvable in the static case (e.g. mULTISTAGE Spanning Tree [15], or multistage Bipartite Perfect Matching [4]).

### 1.1 Problem definition

Formally, the Multistage Knapsack problem can be defined as follows.

- Definition 1. In the Multistage Knapsack problem (MK) we are given:
- a time horizon $T \in \mathbb{N}^{*}$, a set $N=\{1,2, \ldots, n\}$ of objects;
- For any $t \in\{1, \ldots, T\}$, any $i \in N$ :
- $p_{t i}$ the profit of taking object $i$ at time $t$
- $w_{t i}$ the weight of object $i$ at time $t$
- For any $t \in\{1, \ldots, T-1\}$, any $i \in N: B_{t i} \in \mathbb{R}^{+}$the bonus of the object $i$ if we keep the same decision for $i$ at time $t$ and $t+1$.
- For any $t \in\{1, \ldots, T\}$ : the capacity $C_{t}$ of the knapsack at time $t$.

We are asked to select a subset $S_{t} \subseteq N$ of objects at each time $t$ so as to respect the capacity constraint: $\sum_{i \in S_{t}} w_{t i} \leq C_{t}$. To a solution $S=\left(S_{1}, \ldots, S_{T}\right)$ are associated:

- A knapsack profit $\sum_{t=1}^{T} \sum_{i \in S_{t}} p_{t i}$ corresponding to the sum of the profits of the $T$ knapsacks;
- A transition profit $\sum_{t=1}^{T-1} \sum_{i \in \Delta_{t}} B_{t i}$ where $\Delta_{t}$ is the set of objects either taken or not taken at both time steps $t$ and $t+1$ in $S\left(\right.$ formally $\left.\Delta_{t}=\left(S_{t} \cap S_{t+1}\right) \cup\left(\overline{S_{t}} \cap \overline{S_{t+1}}\right)\right)$.
The value of the solution $S$ is the sum of the knapsack profit and the transition profit, to be maximized.


### 1.2 Related works

Multistage combinatorial optimization. A lot of optimization problems have been considered in online or semi-online settings, where the input changes over time and the algorithm has to modify the solution by making as few changes as possible. Tradeoffs between modification costs and quality of solutions have been also studied in the reoptimization setting. We refer the reader to $[3,6,10,14,22,23,26]$ and the references therein.

Multistage optimization has been studied for fractional problems by Buchbinder et al. [8] and Buchbinder, Chen and Naor [7]. The multistage model considered in this article is the one studied in Eisenstat et al. [11] and Gupta et al. [15]. Eisenstat et al. [11] studied the multistage version of facility location problems. They proposed a logarithmic approximation algorithm. An et al. [2] obtained constant factor approximation for some related problems. Gupta et al. [15] studied the Multistage Maintenance Matroid problem for both the offline and the online settings. They presented a logarithmic approximation algorithm for this problem, which includes as a special case a natural multistage version of Spanning Tree. The same paper also introduced the study of the Multistage Minimum Perfect Matching problem. They showed that the problem becomes hard to approximate even for a constant number of stages. Later, Bampis et al. [4] showed that the problem is hard to approximate even for bipartite graphs and for the case of two time steps. In the case where the edge costs are metric within every time step they first proved that the problem remains APX-hard even for two time steps. They also showed that the maximization version of the problem admits a constant factor approximation algorithm but is APX-hard. In another work [5], the Multistage Max-Min Fair Allocation problem has been studied in the offline and the online settings. This corresponds to a multistage variant of the Santa Klaus problem. For the off-line setting, the authors showed that the multistage version of the problem is much harder than the static one. They provided constant factor approximation algorithms for the off-line setting.

Knapsack variants. Our work builds upon the Knapsack literature [18]. It is well known that there is a simple 2-approximation algorithm as well as a fully polynomial time (FPTAS) for the static case $[16,20,21,17]$. There are two variants that are of special interest for our work:
(i) The first variant is a generalization of the KnAPSACK problem known as the $k$ Dimensional Knapsack $(k-D K P)$ problem:

- Definition 2. In the $k$-Dimensional Knapsack problem ( $k-D K P$ ), we have a set $N=\{1,2, \ldots, n\}$ of objects. Each object $i$ has a profit $p_{i}$ and $k$ weights $w_{j i}, j=1, \ldots, k$. We are also given $k$ capacities $C_{j}$. The goal is to select a subset $Y \subseteq N$ of objects such that:
- The capacity constraints are respected: for any $j, \sum_{i \in Y} w_{j i} \leq C_{j}$;
- The profit $\sum_{i \in Y} p_{i}$ is maximized.

It is well known that for the usual Knapsack problem, in the continuous relaxation (variables in $[0,1]$ ), at most one variable is fractional. Caprara et al. [9] showed that this can be generalized for $k-D K P$.

Let us consider the following ILP formulation $(I L P-D K P)$ of the problem:

$$
\left\{\begin{array}{r|ll}
\max & \sum_{i \in N} p_{i} y_{i} \\
\text { s.t. } & \sum_{i \in N} w_{j i} y_{i} \leq C_{j} \quad \forall j \in\{1, \ldots, k\} \\
& y_{i} \in\{0,1\}
\end{array} \quad \forall i \in N \quad l\right.
$$

- Theorem 3. [9] In the continuous relaxation $(L P-D K P)$ of (ILP -DKP) where variables are in $[0,1]$, in any basic solution at most $k$ variables are fractional.

A basic solution is an extreme point (vertex) of the polytope of solutions. Note that with an easy affine transformation on variables, the same result holds when variable $y_{i}$ is subject to $a_{i} \leq y_{i} \leq b_{i}$ instead of $0 \leq y_{i} \leq 1$ : in any basic solution at most $k$ variables $y_{i}$ are such that $a_{i}<y_{i}<b_{i}$.

Caprara et al. [9] use the result of Theorem 3 to show that for any fixed constant $k$, $k-D K P$ admits a polynomial time approximation scheme (PTAS). Other PTASes have been presented in [24, 12]. Korte and Schrader [19] showed that there is no FPTAS for $k-D K P$ unless $P=N P$.
(ii) The second related variant is a simplified version of $k-D K P$ called Cardinality-2-KP, where the dimension is 2 , all the profits are 1 and, given a $K$, we are asked if there is a solution of value at least $K$ (decision problem). In other words, given two knapsack constraints, can we take $K$ objects and verify the two constraints? The following result is shown in [18].

- Theorem 4. [18] Cardinality-2-KP is NP-complete.


### 1.3 Our contribution

As stated before, our main contribution is to propose a PTAS for the multistage Knapsack problem. Furthermore, we prove that there is no FPTAS for the problem even in the case where $T=2$, unless $P=N P$. We also give a pseudopolynomial time algorithm for the case where the number of steps is bounded by a fixed constant and we show that otherwise the problem remains NP-hard even in the case where all the weights, profits and capacities are 0 or 1. The following table summarizes our main result pointing out the impact of the number $T$ of time steps on the difficulty of the problem ("no FPTAS" means "no FPTAS unless $\mathrm{P}=\mathrm{NP}{ }^{\prime \prime}$ ).

| $T=1$ | $T$ fixed | any $T$ |
| :--- | :---: | ---: |
| pseudopolynomial | pseudopolynomial | strongly $N P$-hard |
| FPTAS | PTAS | PTAS |
| - | no FPTAS | no FPTAS |

We point out that the negative results (strongly NP-hardness and no FPTAS) hold even in the case of uniform bonus, i.e., when $B_{t i}=B$ for all $i \in N$ and all $t=1, \ldots, T-1$.

## 2 ILP formulation

The Multistage Knapsack problem can be written as an ILP as follows. We define Tn binary variables $x_{t i}$ equal to 1 if $i$ is taken at time $t\left(i \in S_{t}\right)$ and 0 otherwise. We also define $(T-1) n$ binary variables $z_{t i}$ corresponding to the transition profit of object $i$ between time $t$ and $t+1$. The profit is 1 if $i$ is taken at both time steps, or taken at none, and 0 otherwise. Hence, $z_{t i}=1-\left|x_{(t+1) i}-x_{t i}\right|$. Considering that we solve a maximization problem, this can be linearized by the two inequalities: $z_{t i} \leq-x_{(t+1) i}+x_{t i}+1$ and $z_{t i} \leq x_{(t+1) i}-x_{t i}+1$. We end up with the following ILP (called ILP - MK):

In devising the PTAS we will extensively use the linear relaxation $(L P-M K)$ of $(I L P-M K)$ where variables $x_{t i}$ and $z_{t i}$ are in $[0,1]$.

## 3 A polynomial time approximation scheme

In this section we show that Multistage Knapsack admits a PTAS. The central part of the proof is to derive a PTAS when the number of steps is a fixed constant (Sections 3.1 and 3.2). The generalization to an arbitrary number of steps is done in Section 3.3.

Building upon [9], our PTAS for a fixed number of time steps heavily relies on a property of the relaxed LP-formulation of Multistage Knapsack: we show that there are at most $T^{3}$ fractional variables in an optimal (basic) solution of the (relaxed) Multistage Knapsack problem. Based on this bound, the PTAS is built from a combination of (1) bruteforce search (to find the most profitable objects), (2) a preprocessing step and (3) a rounding of the fractional solution of the (relaxed) LP-formulation. The preprocessing step associated to the bound on the number of fractional variables allow to bound the global loss of the solution built by the algorithm.

We show how to bound the number of fractional variables in Section 3.1. We first illustrate the reasoning on the case of two time-steps, and then present the general result. In Section 3.2 we present the PTAS for a constant number of steps. For ease of notation, we will sometimes write a feasible solution as $S=\left(S_{1}, \ldots, S_{T}\right)$ (subsets of objects taken at each time step), or as $S=(x, z)$ (values of variables in (ILP $-M K$ ) or $(L P-M K)$ ).

### 3.1 Bounding the number of fractional objects in ( $L P-M K$ )

### 3.1.1 Warm-up: the case of two time-steps

We consider in this section the case of two time-steps $(T=2)$, and focus on the linear relaxation $(L P-M K)$ of $(I L P-M K)$ with the variables $x_{t i}$ and $z_{i}$ in $[0,1]$ (we write $z_{i}$ instead of $z_{1 i}$ for readability). We say that an object is fractional in a solution $S$ if $x_{1 i}, x_{2 i}$ or $z_{i}$ is fractional.

Let us consider a (feasible) solution $\hat{S}=(\hat{x}, \hat{z})$ of $(L P-M K)$, where $\hat{z}_{i}=1-\left|\hat{x}_{2 i}-\hat{x}_{1 i}\right|$ (variables $\hat{z}_{i}$ are set to their optimal value w.r.t. $\hat{x}$ ). We show the following.

- Proposition 5. If $\hat{S}$ is a basic solution of $(L P-M K)$, at most 4 objects are fractional.

Proof. First note that since we assume $\hat{z}_{i}=1-\left|\hat{x}_{1 i}-\hat{x}_{2 i}\right|$, if $\hat{x}_{1 i}$ and $\hat{x}_{2 i}$ are both integers then $\hat{z}_{i}$ is an integer. So if an object $i$ is fractional either $\hat{x}_{1 i}$ or $\hat{x}_{2 i}$ is fractional.

Let us denote:

- $L$ the set of objects $i$ such that $\hat{x}_{1 i}=\hat{x}_{2 i}$.
- $P=N \backslash L$ the set of objects $i$ such that $\hat{x}_{1 i} \neq \hat{x}_{2 i}$.

We first show Fact 1.
Fact 1. In $P$ there is at most one object $i$ with $\hat{x}_{1 i}$ fractional.
Suppose that there are two such objects $i$ and $j$. Note that since $0<\left|\hat{x}_{1 i}-\hat{x}_{2 i}\right|<1$, $\hat{z}_{i}$ is fractional, and so is $\hat{z}_{j}$. Then, for a sufficiently small $\epsilon>0$, consider the solution $S_{1}$ obtained from $\hat{S}$ by transfering at time 1 an amount $\epsilon$ of weight from $i$ to $j$ (and adjusting consequently $z_{i}$ and $z_{j}$ ). Namely, in $S_{1}$ :

- $x_{1 i}^{1}=\hat{x}_{1 i}-\frac{\epsilon}{w_{1 i}}, z_{i}^{1}=\hat{z}_{i}-d_{i} \frac{\epsilon}{w_{1 i}}$, where $d_{i}=1$ if $\hat{x}_{2 i}>\hat{x}_{1 i}$ and $d_{i}=-1$ if $\hat{x}_{2 i}<\hat{x}_{1 i}$ (since $i$ is in $P \hat{x}_{2 i} \neq \hat{x}_{1 i}$ ).
- $x_{1 j}^{1}=\hat{x}_{1 j}+\frac{\epsilon}{w_{1 j}}, z_{j}^{1}=\hat{z}_{i}+d_{j} \frac{\epsilon}{w_{1 j}}$, where $d_{j}=1$ if $\hat{x}_{2 j}>\hat{x}_{1 j}$ and $d_{j}=-1$ otherwise.

Note that (for $\epsilon$ sufficiently small) $S_{1}$ is feasible. Indeed (1) $\hat{x}_{1 i}, \hat{x}_{1 j}, \hat{z}_{i}$ and $\hat{z}_{j}$ are fractional (2) the weight of the knapsack at time 1 is the same in $S_{1}$ and in $\hat{S}(3)$ if $\hat{x}_{1 i}$ increases by a small $\delta$, if $\hat{x}_{2 i}>\hat{x}_{1 i}$ then $\left|\hat{x}_{2 i}-\hat{x}_{i 1}\right|$ decreases by $\delta$ so $\hat{z}_{i}$ can increase by $\delta$ (so $d_{i}=1$ ), and if $\hat{x}_{2 i}<\hat{x}_{i 1}$ then $\hat{z}_{i}$ has to decrease by $\delta$ (so $d_{i}=-1$ ), and similarly for $\hat{x}_{1 j}$.

Similarly, let us define $S_{2}$ obtained from $\hat{S}$ with the reverse transfer (from $j$ to $i$ ). In $S_{2}$ :

- $x_{1 i}^{2}=\hat{x}_{1 i}+\frac{\epsilon}{w_{1 i}}, z_{i}^{2}=\hat{z}_{i}+d_{i} \frac{\epsilon}{w_{1 i}}$
- $x_{1 j}^{2}=\hat{x}_{1 j}-\frac{\epsilon}{w_{1 j}}, z_{j}^{2}=\hat{z}_{i}-d_{j} \frac{\epsilon}{w_{1 j}}$

As previously, $S_{2}$ is feasible. Then $\hat{S}$ is clearly a convex combination of $S_{1}$ and $S_{2}$ (with coefficient $1 / 2$ ), so not a basic solution, and Fact 1 is proven.

In other words (and this interpretation will be important in the general case), for this case we can focus on variables at time one, and interpret locally the problem as a (classical, unidimensional) fractional knapsack problem. By locally, we mean that we consider as fixed the variables at time 2: for variables at time 1, if $\hat{x}_{1 i}<\hat{x}_{2 i}$ then $x_{1 i}$ must be in [ $0, \hat{x}_{2 i}$ ] (in $S^{1}, x_{1 i}^{1}$ cannot be larger than $\hat{x}_{2 i}$, otherwise the previous value of $z_{i}^{1}$ would be erroneous); similarly if $\hat{x}_{1 i}>\hat{x}_{2 i}$ then $x_{1 i}$ must be in $\left[\hat{x}_{2 i}, 1\right]$. The profit associated to object $i$ is $p_{1 i}+d_{i} B_{1 i}$ (if $x_{i 1}$ increases/decreases by $\epsilon$, then the knapsack profit increases/decreases by $p_{1 i} \epsilon$, and the transition profit increases/decreases by $\epsilon d_{i} B_{1 i}$, as explained above). Then we have at most one fractional variable, as in any fractional knapsack problem.

In $P$ there is at most one object $i$ with $\hat{x}_{1 i}$ fractional. Similarly there is at most one object $k$ with $\hat{x}_{2 k}$ fractional. In $P$, for all but at most two objects, both $\hat{x}_{1 i}$ and $\hat{x}_{2 i}$, and thus $\hat{z}_{i}$, are integers.

Note that this argument would not hold for variables in $L$. Indeed if $\hat{x}_{1 i}=\hat{x}_{2 i}$, then $\hat{z}_{i}=1$, and the transition profit decreases in both cases: when $\hat{x}_{1 i}$ increases by $\delta>0$ and when it decreases by $\delta$. So, we cannot express $\hat{S}$ as a convex combination of $S_{1}$ and $S_{2}$ as previously.

However, let us consider the following linear program $2-D K P$ obtained by fixing variables in $P$ to their values in $\hat{S}$, computing the remaining capacities $C_{t}^{\prime}=C_{t}-\sum_{j \in P} w_{t j} \hat{x}_{t j}$, and "imposing" $x_{1 i}=x_{2 i}$ :

$$
\left\{\begin{array}{ccc}
\max \sum_{i \in L}\left(p_{1 i}+p_{2 i}\right) y_{i}+\sum_{i \in L} B_{1 i} & & \\
\sum_{i \in L} w_{1 i} y_{i} & \leq & C_{1}^{\prime} \\
\sum_{i \in L} w_{2 i} y_{i} & \leq & C_{2}^{\prime} \\
y_{i} \in[0,1] & & \forall i \in L
\end{array}\right.
$$

Clearly, the restriction of $\hat{S}$ to variables in $L$ is a solution of $2-D K P$. Formally, let $\hat{S}_{L}=\left(\hat{y}_{j}, j \in L\right)$ defined as $\hat{y}_{j}=\hat{x}_{1 j} . \hat{S}_{L}$ is feasible for $2-D K P$. Let us show that it is basic: suppose a contrario that $\hat{S}_{L}=\frac{S_{L}^{1}+S_{L}^{2}}{2}$, with $S_{L}^{1}=\left(y_{i}^{1}, i \in L\right) \neq S_{L}^{2}$ two feasible solutions of $2-D K P$. Then consider the solution $S^{1}=\left(x^{1}, y^{1}\right)$ of $(L P-M K)$ defined as:

- If $i \in L$ then $x_{1 i}^{1}=x_{2 i}^{1}=y_{i}^{1}$, and $z_{1 i}^{1}=1=\hat{z}_{1 i}$.
- Otherwise (for $i$ in $P$ ) $S^{1}$ is the same as $\hat{S}$.
$S^{1}$ is clearly a feasible solution of Multistage Knapsack. If we do the same for $S_{L}^{2}$, we get a (different) feasible solution $S^{2}$, and $\hat{S}=\frac{S^{1}+S^{2}}{2}$, so $\hat{S}$ is not basic, a contradiction.

By the result of [9], $\hat{S}_{L}$ has at most 2 fractional variables. Then, in $L$, for all but at most 2 variables both $\hat{x}_{1 i}, \hat{x}_{2 i}$ and $\hat{z}_{i}$ are integers.

### 3.1.2 General case

The case of 2 time steps suggests to bound the number of fractional objects by considering 3 cases:

- Objects with $\hat{x}_{1 i}$ fractional and $\hat{x}_{1 i} \neq \hat{x}_{2 i}$. As explained in the proof of Proposition 5, this can be seen locally (as long as $x_{1 i}$ does not reach $\hat{x}_{2 i}$ ) as a knapsack problem from which we can conclude that there is at most 1 such fractional object.
- Similarly, objects with $\hat{x}_{2 i}$ fractional and $\hat{x}_{1 i} \neq \hat{x}_{2 i}$.
- Objects with $\hat{x}_{1 i}=\hat{x}_{2 i}$ fractional. As explained in the proof of Proposition 5, this can be seen as a $2-D K P$ from which we can conclude that there are at most 2 such fractional objects.

For larger $T$, we may have different situations. Suppose for instance that we have 5 time steps, and a solution $(x, z)$ with an object $i$ such that: $x_{1 i}<x_{2 i}=x_{3 i}=x_{4 i}<x_{5 i}$. So we have $x_{t i}$ fractional and constant for $t=2,3,4$, and different from $x_{1 i}$ and $x_{5 i}$. The idea is to say that we cannot have many objects like this (in a basic solution), by interpreting these objects on time steps $3,4,5$ as a basic optimal solution of a $3-D K P$ (locally, i.e. with a variable $y_{i}$ such that $x_{1 i} \leq y_{i} \leq x_{5 i}$ ).

Then, roughly speaking, the idea is to show that for any pair of time steps $t_{0} \leq t_{1}$, we can bound the number of objects which are fractional and constant on this time interval [ $t_{0}, t_{1}$ ] (but not at time $t_{0}-1$ and $t_{1}+1$ ). Then a sum on all the possible choices of $\left(t_{0}, t_{1}\right)$ gives the global upper bound.

Let us state this rough idea formally. In all this section, we consider a (feasible) solution $\hat{S}=(\hat{x}, \hat{z})$ of $(L P-M K)$, where $\hat{z}_{t i}=1-\left|\hat{x}_{(t+1) i}-\hat{x}_{t i}\right|$ (variables $\hat{z}_{t i}$ are set to their optimal value w.r.t. $\hat{x}$ ).

In such a solution $\hat{S}=(\hat{x}, \hat{z})$, let us define as previously an object as fractional if at least one variable $\hat{x}_{t i}$ or $\hat{z}_{t i}$ is fractional. Our goal is to show the following result.

- Theorem 6. If $\hat{S}=(\hat{x}, \hat{z})$ is a basic solution of $(L P-M K)$, it has at most $T^{3}$ fractional objects.

Before proving the theorem, let us introduce some definitions and show some lemmas. Let $t_{0}, t_{1}$ be two time steps with $1 \leq t_{0} \leq t_{1} \leq T$.

- Definition 7. The set $F\left(t_{0}, t_{1}\right)$ associated to $\hat{S}=(\hat{x}, \hat{z})$ is the set of objects $i$ (called fractional w.r.t. $\left.\left(t_{0}, t_{1}\right)\right)$ such that
- $0<\hat{x}_{t_{0} i}=\hat{x}_{\left(t_{0}+1\right) i}=\cdots=\hat{x}_{t_{1} i}<1$;
- Either $t_{0}=1$ or $\hat{x}_{\left(t_{0}-1\right) i} \neq \hat{x}_{t_{0} i}$;
- Either $t_{1}=T$ or $\hat{x}_{\left(t_{1}+1\right) i} \neq \hat{x}_{t_{1} i}$;

In other words, we have $\hat{x}_{t i}$ fractional and constant on $\left[t_{0}, t_{1}\right]$, and $\left[t_{0}, t_{1}\right]$ is maximal w.r.t. this property.

For $t_{0} \leq t \leq t_{1}$, we note $C_{t}^{\prime}$ the remaining capacity of knapsack at time $t$ considering that variables outside $F\left(t_{0}, t_{1}\right)$ are fixed (to their value in $\hat{x}$ ):

$$
C_{t}^{\prime}=C_{t}-\sum_{i \notin F\left(t_{0}, t_{1}\right)} w_{t i} \hat{x}_{t i} .
$$

As previously, we will see $x_{t_{0} i}, \ldots, x_{t_{1} i}$ as a single variable $y_{i}$. We have to express the fact that this variable $y_{i}$ cannot "cross" the values $\hat{x}_{\left(t_{0}-1\right) i}\left(\right.$ if $\left.t_{0}>1\right)$ and $\hat{x}_{\left(t_{1}+1\right) i}\left(\right.$ if $\left.t_{1}<T\right)$, so that everything remains locally (in this range) linear. So we define the lower and upper bounds $a_{i}, b_{i}$ induced by Definition 7 as:

- Initialize $a_{i} \leftarrow 0$. If $\hat{x}_{\left(t_{0}-1\right) i}<\hat{x}_{t_{0} i}$ then do $a_{i} \leftarrow \hat{x}_{\left(t_{0}-1\right) i}$. If $\hat{x}_{\left(t_{1}+1\right) i}<\hat{x}_{t_{1} i}$ then do $a_{i} \leftarrow \max \left(a_{i}, \hat{x}_{\left(t_{1}+1\right) i}\right)$.
$=$ Similarly, initialize $b_{i} \leftarrow 1$. If $\hat{x}_{\left(t_{0}-1\right) i}>\hat{x}_{t_{0} i}$ then do $b_{i} \leftarrow \hat{x}_{\left(t_{0}-1\right) i}$. If $\hat{x}_{\left(t_{1}+1\right) i}>\hat{x}_{t_{1} i}$ then do $b_{i} \leftarrow \min \left(b_{i}, \hat{x}_{\left(t_{1}+1\right) i}\right)$.
Note that with this definition $a_{i}<\hat{x}_{t_{0}, i}<b_{i}$. This allows us to define the polyhedron $P\left(t_{0}, t_{1}\right)$ as the set of $y=\left(y_{i}: i \in F\left(t_{0}, t_{1}\right)\right)$ such that

$$
\begin{cases}\sum_{i \in F\left(t_{0}, t_{1}\right)} w_{t i} y_{i} \leq C_{t}^{\prime} & \forall t \in\left\{t_{0}, \ldots, t_{1}\right\} \\ a_{i} \leq y_{i} \leq b_{i} & \forall i \in F\left(t_{0}, t_{1}\right)\end{cases}
$$

- Definition 8. The solution $\hat{y}$ associated to $\hat{S}=(\hat{x}, \hat{z})$ is defined as $\hat{y}_{i}=\hat{x}_{t_{0} i}$ for $i \in F\left(t_{0}, t_{1}\right)$.
- Lemma 9. If $\hat{S}=(\hat{x}, \hat{z})$ is a basic solution, then the solution $\hat{y}$ associated to $(\hat{x}, \hat{z})$ is feasible of $P\left(t_{0}, t_{1}\right)$ and basic.

Proof. Since $(\hat{x}, \hat{z})$ is feasible, then $\hat{y}$ respects the capacity constraints (remaining capacity), and $a_{i}<\hat{y}_{i}=\hat{x}_{t_{0} i}<b_{i}$ so $\hat{y}$ is feasible.

Suppose now that $\hat{y}=\frac{y^{1}+y^{2}}{2}$ for two feasible solutions $y^{1} \neq y^{2}$ of $P\left(t_{0}, t_{1}\right)$. We associate to $y^{1}$ a feasible solution $S^{1}=\left(x^{1}, z^{1}\right)$ as follows.

For any object $i$, we fix $x_{t i}^{1}=\hat{x}_{i}$ for $t \notin\left[t_{0}, t_{1}\right]$, and $x_{t i}^{1}=y_{i}^{1}$ for $t \in\left[t_{0}, t_{1}\right]$. We fix variables $z_{i t}^{1}$ to their maximal values, i.e. $z_{t i}^{1}=1-\left|x_{(t+1) i}^{1}-x_{t i}^{1}\right|$. This way, we get a feasible solution $\left(x^{1}, z^{1}\right)$. Note that:

- $z_{t i}^{1}=\hat{z}_{t i}$ for $t \notin\left[t_{0}-1, t_{1}\right]$, since coresponding variables $x$ are the same in $S^{1}$ and $\hat{S}$;
- $z_{t i}^{1}=1=\hat{z}_{t i}$ for $t \in\left[t_{0}, t_{1}-1\right]$, since variables $x$ are constant on the interval $\left[t_{0}, t_{1}\right]$.

Then, for variables $z$, the only modifications between $z^{1}$ and $\hat{z}$ concern the "boundary" variables $z_{t i}^{1}$ for $t=t_{0}-1$ and $t=t_{1}$.

We build this way two solutions $S^{1}=\left(x^{1}, z^{1}\right)$ and $S^{2}=\left(x^{2}, z^{2}\right)$ of (LP $-M K$ ) corresponding to $y^{1}$ and $y^{2}$. By construction, $S^{1}$ and $S^{2}$ are feasible. They are also different provided that $y^{1}$ and $y^{2}$ are different. It remains to prove that $\hat{S}=\left(S^{1}+S^{2}\right) / 2$.

Let us first consider variables $x$ :

- if $t \notin\left[t_{0}, t_{1}\right], x_{t i}^{1}=x_{t i}^{2}=\hat{x}_{t i}$ so $\hat{x}_{t i}=\frac{x_{t i}^{1}+x_{t i}^{2}}{2}$.
- if $t \in\left[t_{0}, t_{1}\right], x_{t i}^{1}=y_{i}^{1}$ and $x_{t i}^{2}=y_{t}^{2}$, so $\frac{x_{t i}^{1}+x_{t i}^{2}}{2}=\frac{y_{i}^{1}+y_{i}^{2}}{2}=\hat{y}_{i}=\hat{x}_{t i}$.

Now let us look at variables $z$ : first, for $t \notin\left\{t_{0}-1, t_{1}\right\}, z_{t i}^{1}=z_{t i}^{2}=\hat{z}_{t i}$ so $\hat{z}_{t i}=\frac{z_{t i}^{1}+z_{t i}^{2}}{2}$. The last and main part concerns the last 2 variables $z_{\left(t_{0}-1\right) i}\left(\right.$ if $\left.t_{0}>1\right)$ and $z_{t_{1} i}\left(\right.$ if $\left.t_{1}<T\right)$.

We have $z_{\left(t_{0}-1\right) i}^{1}=1-\left|x_{t_{0} i}^{1}-x_{\left(t_{0}-1\right) i}^{1}\right|=1-\left|x_{t_{0} i}^{1}-\hat{x}_{\left(t_{0}-1\right) i}\right|$ and $\hat{z}_{\left(t_{0}-1\right) i}=1-\mid \hat{x}_{t_{0} i}-$ $\hat{x}_{\left(t_{0}-1\right) i} \mid$. The crucial point is to observe that thanks to the constraint $a_{i} \leq y_{i} \leq b_{i}$, and by definition of $a_{i}$ and $b_{i}, x_{t_{0}, i}^{1}, x_{t_{0}, i}^{2}$ and $\hat{x}_{t_{0}, i}$ are either all greater than (or equal to) $\hat{x}_{\left(t_{0}-1\right) i}$, or all lower than (or equal to) $\hat{x}_{\left(t_{0}-1\right) i}$.

Suppose first that they are all greater than (or equal to) $\hat{x}_{\left(t_{0}-1\right) i}$. Then $z_{\left(t_{0}-1\right) i}^{1}-\hat{z}_{\left(t_{0}-1\right) i}=$ $\left|\hat{x}_{t_{0}, i}-\hat{x}_{t_{0}-1, i}\right|-\left|x_{t_{0}, i}^{1}-\hat{x}_{t_{0}-1, i}\right|=\hat{x}_{t_{0} i}-x_{t_{0} i}^{1}=\hat{y}_{i}-y_{i}^{1}$.

Similarly, $z_{\left(t_{0}-1\right) i}^{2}-\hat{z}_{\left(t_{0}-1\right) i}=\hat{y}_{i}-y_{i}^{2}$. So $\frac{z_{\left(t_{0}-1\right) i}^{1}+z_{\left(t_{0}-1\right) i}^{2}}{2}=\frac{2 \hat{z}_{\left(t_{0}-1\right) i}+2 \hat{y}_{i}-y_{i}^{1}-y_{i}^{2}}{2}=\hat{z}_{\left(t_{0}-1\right) i}$.
Now suppose that they are all lower than (or equal to) $\hat{x}_{t_{0}-1, i}$. Then:

$$
z_{\left(t_{0}-1\right) i}^{1}-\hat{z}_{\left(t_{0}-1\right) i}=\left|\hat{x}_{t_{0} i}-\hat{x}_{\left(t_{0}-1\right) i}\right|-\left|x_{t_{0} i}^{1}-\hat{x}_{\left(t_{0}-1\right) i}\right|=x_{t_{0} i}^{1}-\hat{x}_{t_{0} i}=y_{i}^{1}-\hat{y}_{i}
$$

Similarly, $z_{\left(t_{0}-1\right) i}^{2}-\hat{z}_{\left(t_{0}-1\right) i}=y_{i}^{2}-\hat{y}_{i}$. So $\frac{z_{\left(t_{0}-1\right) i}^{1}+z_{\left(t_{0}-1\right) i}^{2}}{2}=\frac{2 \hat{z}_{\left(t_{0}-1\right) i}-2 \hat{y}_{i}+y_{i}^{1}+y_{i}^{2}}{2}=\hat{z}_{\left(t_{0}-1\right) i}$.
Then, in both cases, $\hat{z}_{\left(t_{0}-1\right) i}=\frac{z_{\left(t_{0}-1\right) i}^{1}+z_{\left(t_{0}-1\right) i}^{2}}{2}$.
With the very same arguments we can show that $\frac{z_{t_{1} i}^{1}+z_{t_{1} i}^{2}}{2}=\hat{z}_{t_{1} i}$. Then, $\hat{S}$ is the half sum of $S^{1}$ and $S^{2}$, contradiction with the fact that $\hat{S}$ is basic.

Now we can bound the number of fractional objects w.r.t. $\left(t_{0}, t_{1}\right)$.

- Lemma 10. $\left|F\left(t_{0}, t_{1}\right)\right| \leq t_{1}+1-t_{0}$.

Proof. $P\left(t_{0}, t_{1}\right)$ is a polyhedron corresponding to a linear relaxation of a $k-D L P$, with $k=t_{1}+1-t_{0}$. Since $\hat{y}$ is basic, using Theorem 3 (and the note after) there are at most $k=t_{1}+1-t_{0}$ variables $\hat{y}_{i}$ such that $a_{i}<\hat{y}_{i}<b_{i}$. But by definition of $F\left(t_{0}, t_{1}\right)$, for all $i \in F\left(t_{0}, t_{1}\right) a_{i}<\hat{y}_{i}<b_{i}$. Then $\left|F\left(t_{0}, t_{1}\right)\right| \leq t_{1}+1-t_{0}$.

Now we can easily prove Theorem 6 .

Proof. First note that if $\hat{x}_{t i}$ and $\hat{x}_{(t+1) i}$ are integral, then so is $\hat{z}_{t i}$. Then, if an object $i$ is fractional at least one $\hat{x}_{t i}$ is fractional, and so $i$ will appear in (at least) one set $F\left(t_{0}, t_{1}\right)$.

We consider all pairs $\left(t_{0}, t_{1}\right)$ with $1 \leq t_{0} \leq t_{1} \leq T$. Thanks to Lemma 10, $\left|F\left(t_{0}, t_{1}\right)\right| \leq$ $t_{1}+1-t_{0}$. So, the total number of fractional objects is at most:

$$
N_{T}=\sum_{t_{0}=1}^{T} \sum_{t_{1}=t_{0}}^{T}\left(t_{1}+1-t_{0}\right) \leq T^{3}
$$

Indeed, there are less than $T^{2}$ choices for $\left(t_{0}, t_{1}\right)$ and at most $T$ fractional objects for each choice.

Note that with standard calculation we get $N_{T}=\frac{T^{3}+3 T^{2}+2 T}{6}$, so for $T=2$ time steps $N_{2}=4$ : we have at most 4 fractional objects, the same bound as in Proposition 5.

### 3.2 A PTAS for a constant number of time steps

Now we can describe the PTAS. Informally, the algorithm first guesses the $\ell$ objects with the maximum reward in an optimal solution (where $\ell$ is defined as a function of $\epsilon$ and $T$ ), and then finds a solution on the remaining instance using the relaxation of the LP. The fact that the number of fractional objects is small allows to bound the error made by the algorithm.

For a solution $S$ (either fractional or integral) we define $g_{i}(S)$ as the reward of object $i$ in solution $S: g_{i}(S)=\sum_{t=1}^{T} p_{t i} x_{t i}+\sum_{t=1}^{T-1} z_{t i} B_{t i}$. The value of a solution $S$ is $g(S)=$ $\sum_{i \in N} g_{i}(S)$.

Consider the algorithm $A^{L P}$ which, on an instance of Multistage Knapsack:

- Finds an optimal (basic) solution $S^{r}=\left(x^{r}, z^{r}\right)$ of the relaxation (LP - MK) of (ILP MK);
- Takes at step $t$ an object $i$ if and only if $x_{t i}^{r}=1$.

Clearly, $A^{L P}$ outputs a feasible solution, the value of which verifies:

$$
\begin{equation*}
g\left(A^{L P}\right) \geq g\left(S^{r}\right)-\sum_{i \in F} g_{i}\left(S^{r}\right) \tag{1}
\end{equation*}
$$

where $F$ is the set of fractional objects in $S^{r}$. Indeed, for each integral (i.e., not fractional) object the reward is the same in both solutions.

Now we can describe the algorithm Algorithm $\boldsymbol{P T} \boldsymbol{A} \boldsymbol{S}_{\text {ConstantMK }}$, which takes as input an instance of Multistage Knapsack and an $\epsilon>0$, and works as follows.

1. Let $\ell:=\min \left\{\left\lceil\frac{(T+1) T^{3}}{\epsilon}\right\rceil, n\right\}$.
2. For all $X \subseteq N$ such that $|X|=\ell, \forall X_{1} \subseteq X, \ldots, \forall X_{T} \subseteq X$ :

If for all $t=1, \ldots, T w_{t}\left(X_{t}\right)=\sum_{j \in X_{t}} w_{t j} \leq C_{t}$, then:

- Compute the rewards of object $i \in X$ in the solution $\left(X_{1}, \ldots, X_{T}\right)$, and find the smallest one, say $k$, with reward $g_{k}$.
- On the subinstance of objects $Y=N \backslash X$ :
= For all $i \in Y$, for all $t \in\{1, \ldots, T\}$ : if $p_{t i}>g_{k}$ then set $x_{t i}=0$.
= apply $A^{L P}$ on the subinstance of objects $Y$, with the remaining capacity $C_{t}^{\prime}=$ $C_{t}-w_{t}\left(X_{t}\right)$, where some variables $x_{t i}$ are set to 0 as explained in the previous step.
= Let $\left(Y_{1}, \ldots, Y_{T}\right)$ be the sets of objects taken at time $1, \ldots, T$ by $A^{L P}$. Consider the solution $\left(X_{1} \cup Y_{1}, \ldots, X_{T} \cup Y_{T}\right)$.

3. Output the best solution computed.

- Theorem 11. The algorithm $P T A S_{\text {ConstantMK }}$ is a $(1-\epsilon)$-approximation algorithm running in time $O\left(n^{O\left(T^{5} / \epsilon\right)}\right)$.
Proof. (sketch) Let us briefly argue why the claimed ratio holds. We consider the iteration of the algorithm where $X$ equals the set of $\ell$ objects which have maximum reward in an optimal solution $S^{*}$. By exhaustive search, the algorithm considers the case where $X_{1}, \ldots, X_{T}$ are exactly as in $S^{*}$, so the reward of the algorithm is the same as $S^{*}$ for these objects. For the remaining objects, we use the relaxation of the linear program to build an integer solution. The loss corresponds to the rewards generated by fractional objects (see Equation 1) in the fractional solution.

While these profits could be very high, the preprocessing step fixing some variables with high profit to $0\left(x_{t i}\right.$ is set to 0 if $\left.p_{t i}>g_{k}\right)$ allows to bound the loss as (roughly) the reward of these fractional objects in $S^{*}$. Since there is a bounded number of fractional objects, the loss induced by their rewards can be bounded by a fraction $\epsilon$ of the optimal value, by choosing a sufficiently large $\ell=|X|$.

### 3.3 Generalization to an arbitrary number of time steps

We now devise a PTAS for the general problem, for an arbitrary (not constant) number of steps. We actually show how to get such a PTAS provided that we have a PTAS for (any) constant number of time steps. Let $A_{\epsilon, T_{0}}$ be an algorithm which, given an instance of Multistage Knapsack with at most $T_{0}$ time steps, outputs a ( $1-\epsilon$ )-approximate solution in time $O\left(n^{f\left(\epsilon, T_{0}\right)}\right)$ for some function $f$.

The underlying idea is to compute (nearly) optimal solutions on subinstances of bounded sizes, and then to combine them in such a way that at most a small fraction of the optimal value is lost.

Let us first give a rough idea of our algorithm $P T A S_{M K}$.
Given an $\epsilon>0$, let $\epsilon^{\prime}=\epsilon / 2$ and $T_{0}=\left\lceil\frac{1}{\epsilon^{\prime}}\right\rceil$. We construct a set of solutions $S^{1}, \ldots, S^{T_{0}}$ in the following way:

In order to construct $S^{1}$, we partition the time horizon $1, \ldots, T$ into $\left\lceil\frac{T}{T_{0}}\right\rceil$ consecutive intervals. Every such interval has length $T_{0}$, except possibly the last interval that may have a smaller length. We apply $A_{\epsilon, T_{0}}$ at every interval in this partition. $S^{1}$ is then just the concatenation of the partial solutions computed for each interval.

The partition used to build the solution $S^{i}, 1<i \leq T_{0}$, is made in a similar way. The only difference is that the first interval of the partition of the time horizon $1, \ldots, T$ goes from time 1 to time $i-1$. For the remaining part of the time horizon, i.e. for $i, \ldots T$, the partition is made as previously, i.e. starting at time step $i$, every interval will have a length of $T_{0}$, except possibly the last one, whose length may be smaller. Once the partition is operated, we apply $A_{\epsilon, T_{0}}$ to every interval of the partition. $S^{i}, 1<i \leq T_{0}$, is then defined as the concatenation of the partial solutions computed on each interval. Among the $T_{0}$ solutions $S^{1}, \ldots, S^{T_{0}}$, the algorithm chooses the best solution.

The construction is illustrated on Figure 1, with 10 time steps and $T_{0}=3$. The first solution $S^{1}$ is built by applying 4 times $A_{\epsilon, T_{0}}$, on the subinstances corresponding to time steps $\{1,2,3\},\{4,5,6\},\{7,8,9\}$, and $\{10\}$. The solution $S^{2}$ is built by applying 4 times $A_{\epsilon, T_{0}}$, on the subinstances corresponding to time steps $\{1\},\{2,3,4\},\{5,6,7\}$, and $\{8,9,10\}$.

$\square$ Figure 1 The three solutions for $T_{0}=3$ and $T=10$.

- Theorem 12. The algorithm $P T A S_{M K}$ is a polynomial time approximation algorithm.

Let us give a rough idea of the proof. As we see from Figure 1, each solution $S^{t}$ misses some potential transition profit between some time steps (as between 3 and 4, between 6 and 7 , and between 9 and 10 for $S^{1}$ ). For each $j$, such loss between step $j$ and $j+1$ appears in exactly one $S^{t}$, so in average we loose a fraction $1 / T_{0}$ of the optimal transition profit (so a fraction at most $\epsilon^{\prime}$ ). Another loss is due to the fact that we use an approximation algorithm on the subinstances, inducing also a loss of at most a fraction $\epsilon^{\prime}$ of the optimum value.

## 4 Pseudo-polynomiality and hardness results

We complement the previous result on approximation scheme by showing the following results for Multistage Knapsack. First, it does not admit an FPTAS (unless $P=N P$ ), as stated in the following Theorem.

- Theorem 13. There is no FPTAS for Multistage Knapsack unless $P=N P$, even if there are only two time steps and the bonus is uniform.

The reduction is from Cardinality-2-KP, and the idea of the proof is to take a sufficiently large (but polynomially bounded) bonus in the multistage instance in order to force the knapsacks of the two time steps to be the same.

The second result states that the problem is pseudo-polynomial for a constant number of time steps. More precisely, with a standard dynamic programming procedure, we have the following.

- Theorem 14. Multistage Knapsack is solvable in time $O\left(T\left(2 C_{\max }+2\right)^{T} n\right)$ where $C_{\text {max }}=\max \left\{C_{i}, i=1, \ldots, T\right\}$.

As a final result, we show that the problem is strongly $N P$-hard (when the number of steps is not bounded), by showing the $N P$-hardness of the following subproblem.

- Definition 15. Binary Multistage Knapsack is the sub-problem of Multistage KNAPSACK where all the weights, profits and capacities are all equal to 0 or 1.

For the usual Knapsack problem, the binary case corresponds to a trivial problem. For the multistage case, we have the following:

- Theorem 16. Binary Multistage Knapsack is NP-hard, even in the case of uniform bonus.

Proof. (sketch) We prove the result by a reduction from the Independent Set problem where, given a graph $G$ and an integer $K$, we are asked if there exists a subset of $K$ pairwise non adjacent vertices (called an independent set). This problem is $N P$-hard, see [13].

Let $(G, K)$ be an instance of the Independent Set problem, with $G=(V, E)$, $V=\left\{v_{1}, \ldots, v_{n}\right\}$ and $E=\left\{e_{1}, \ldots, e_{m}\right\}$. We build the following instance $I^{\prime}$ of BinARY Multistage Knapsack:

- There are $n$ objects $\{1,2 \ldots, n\}$, one object per vertex;
- There are $T=m$ time steps: each edge $\left(v_{i}, v_{j}\right)$ in $E$ corresponds to one time step;
- at the time step corresponding to edge $\left(v_{i}, v_{j}\right)$ : objects $i$ and $j$ have weight 1 , while the others have weight 0 , all objects have profit 1 , and the capacity constraint is 1 .
- The transition profit is $b_{t i}=B=2 n m$ for all $i, t$.

Roughly speaking, $B$ is large enough to ensure that in an optimal solution there are no modifications of the knapsack over the time. Then we can show that there is an independent set of size (at least) $K$ if and only if there is a solution for Binary Multistage Knapsack of value (at least) $n(m-1) B+m K$.

Since $B$ is polynomially bounded in the proof, Multistage Knapsack is strongly $N P$-hard.
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#### Abstract

This paper studies the expressive and computational power of discrete Ordinary Differential Equations (ODEs). It presents a new framework using discrete ODEs as a central tool for computation and algorithm design. We present the general theory of discrete ODEs for computation theory, we illustrate this with various examples of algorithms, and we provide several implicit characterizations of complexity and computability classes.

The proposed framework presents an original point of view on complexity and computation classes. It unifies several constructions that have been proposed for characterizing these classes including classical approaches in implicit complexity using restricted recursion schemes, as well as recent characterizations of computability and complexity by classes of continuous ordinary differential equations. It also helps understanding the relationships between analog computations and classical discrete models of computation theory.

At a more technical point of view, this paper points out the fundamental role of linear (discrete) ordinary differential equations and classical ODE tools such as changes of variables to capture computability and complexity measures, or as a tool for programming many algorithms.
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## 1 Introduction

Since the beginning of its foundations, classification of the difficulty of problems, with various models of computation, either by their complexity or by their computability properties, is a thriving field of computer science. Nowadays, classical computer science problems also deal with continuous data coming from different areas and modeling involves the use of tools like numerical analysis, probability theory or differential equations. Thus new characterizations
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related to theses fields have been proposed. On a dual way, the quest for new types of computers recently led to revisit the power of some models for analog machines based on differential equations, and to compare them to modern digital models. In both contexts, when discussing the related computability or complexity issues, one has to overcome the fact that today's (digital) computers are in essence discrete machines while the objects under study are continuous and naturally correspond to Ordinary Differential Equations (ODEs).

We consider here an original approach in between the two worlds: discrete oriented computation with differential equations.

ODEs appear to be a natural way of expressing properties and are intensively used, in particular in applied science. The theory of classical (continuous) ODEs has an abundant literature (see e.g. $[1,3,9]$ ) and is rather well understood under many aspects. We are interested here in a discrete counterpart of classical continuous ODEs: discrete ODEs. Its associated derivative notion, called finite differences, has been widely studied in numerical optimization for function approximation [12] and is reminiscent in discrete calculus [14, 13, 15,20 ] for combinatorial analysis (remark that similarities between discrete and continuous statements have also been historically observed, under the terminology of umbral or symbolic calculus as early as in the 19th century). However, even if the underlying computational content of finite differences theory is clear and has been pointed out many times, no fundamental connections with algorithms and complexity have been exhibited so far.

In this article, our goal is to demonstrate that discrete ODEs is a very natural tool for algorithm design and to prove that complexity and computability notions can be elegantly and simply captured using discrete ordinary differential equations. We illustrate this by providing a characterization of FPTIME, the class of polynomial time computable functions, and of its non deterministic analog FNP. To this aim, we will also demonstrate how some notions from the analog world such as linearity of differential equations or derivatives along some particular functions (i.e. changes of variables) are representative of a certain computational hardness and can be used to solve efficiently some (classical, digital) problems.

As far as we know, this is the first time that computations with discrete ODEs and their related complexity aspects are considered. By contrast, complexity results have been recently obtained about classical (continuous) ODEs for various classes of functions, mostly in the framework of computable analysis. The hardness of solving continuous ODEs has been intensively discussed: for example [19] establishes some bases of the complexity aspects of ODEs and more recent works like [18] or [10] establish links between complexity or effective aspects of such differential equations. We believe that investigating the expressive power of discrete ODE, can help to better understand complexity of computation for both the discrete and continuous settings. Indeed, on the one hand, our results offers a new machine independent perspective on classical discrete computations, i.e. computations that deal with bits, words, or integers. And, on the other hand, it relates classical (discrete) complexity classes to analog computations, i.e. computations over the reals, as analog computation have been related in various ways to continuous ordinary differential equations, and as discrete ordinary differential equations provide clear hints about their continuous counterparts. A mid-term goal of this line of research is also to bring insights from complexity theory to the problem of solving ODE (discrete and, hopefully also, numerical). A descriptive approach such as the one initiated in the paper could help classifying large classes of ODE by their computational hardness and bring some uniformity to methods of this field.

## From restricted recursion scheme to discrete differential equations

Recursion schemes constitutes a major approach of computability theory and to some extent of complexity theory. A foundational result in that spirit is due to Cobham, who gave in [8] a characterization of functions computable in polynomial time through the notion of bounded recursion on notations (BRN, for short). A function $f$ is defined by BRN from $g, h_{0}, h_{1}, k$ if $f(0, \mathbf{y})=g(\mathbf{y}) ; f(\mathbf{0}(x), \mathbf{y})=h_{0}(f(x, \mathbf{y}), x, \mathbf{y})$ for $x \neq 0 ; f(\mathbf{1}(x), \mathbf{y})=h_{1}(f(x, \mathbf{y}), x, \mathbf{y})$ with, for all $x, \mathbf{y}: f(x, \mathbf{y}) \leq k(x, \mathbf{y})$. Here $\mathbf{0}($.$) and \mathbf{1}($.$) denote the successor functions defined by$ $\mathbf{0}(x)=2 . x$ and $\mathbf{1}(x)=2 . x+1$. In this approach, the number of steps is controlled through the use of the alternative successors $\mathbf{0}($.$) and \mathbf{1}($.$) (which increase the size of their argument$ by one in each round) and the size of objects through an explicit upper bound by a given function $k$. Later, notions such as safe recursion [2] or ramification ([22, 21] have allowed syntactical characterizations of polynomial time or other classes [23] that do not require the use of an explicit bound but at the expense of rather sophisticated schemes. These works have therefore been at the origin of the very vivid field of implicit complexity at the interplay of logic and theory of programming.

A discrete function can also be described by its derivative i.e. the value $\mathbf{f}(x+1, \mathbf{y})-\mathbf{f}(x, \mathbf{y})$. It is straightforward to rewrite primitive recursion in this setting, though one may have to cope with possibly negative values. To capture more fine grained time and space measures we come up in the proposed context of discrete ODEs with at least two original concepts which are very natural in the continuous setting:

- deriving along a function; when such a function is suitably chosen this allows to control the number of steps in the computation;
- linearity that permits to control object sizes.

By combining these two approaches, we provide a characterization of FPTIME that does not require to specify an explicit bound in the recursion, in contrast to Cobham's work, nor to assign a specific role or type to variables, in contrast to safe recursion or ramification. The characterization happens to be very simple from a syntactical point of view using only natural notions from the world of ODE.

This characterization is also a first step to convince the reader that deep connections between complexity and ODE solving do exist and that these connections are worth to be further studied.

## Related works on analog computations

As many historical or even possibly futuristic analog machines are naturally described by (continuous) ODEs, the quest of understanding how the computational power of analog models compare to classical digital ones have led to several results relating classical complexity to various classes of continuous ODEs. In particular, a series of papers has been devoted to study various classes of the so-called $\mathbb{R}$-recursive functions, after their introduction in [25] as a theoretical model for computations over the reals. At the complexity level, characterizations of complexity classes such as PTIME and NPTIME using $\mathbb{R}$-recursive algebra have been obtained [27], motivated in particular by the idea of transferring classical questions from complexity theory to the context of real and complex analysis [24, 27, 26]. But this has been done with the addition of limit schemata and with a rather different settings.

More recently, revisiting the model of General Purpose Analog Computer of Claude Shannon, it is has been proved that polynomial differential equations can be considered as a very simple and elegant model in which computable functions over the reals and polynomial time computable functions over the reals can be defined without any reference to concepts
from discrete computation theory $[4,29]$. We believe the current work is a substantial step to understand the underlying power and theory of such analog models, by providing concepts, definitions and results relating the two worlds.

Refer to [5] for an up to date survey about various works on analog computations, in particular in a computation theory perspective.

## Structure of the paper

In Section 2 a short introduction to discrete differentiability is given followed in Section 3 by an illustration, through examples, of the programming ability of discrete ODE. Formal definitions of discrete ODE schemas are given in Section 4 together with characterizations of classical computability classes. Our objective, from Section 2 to 4, is to expose in a simple way (using sometimes well-known concepts) the basics of the theory of discrete ODE and its computational content, before getting to more technical results. Section 5 introduces the notion of length-ODE which is central, together with the that of (essentially) linear differential equation, for the characterization of FPTIME (Section 6) and FNP (Sections 7). In Section 8 we discuss some extensions of the results.

## 2 Discrete differentiability and ODEs

In this section, we review some basic notions of discrete calculus to help intuition in the rest of the paper (refer to $[16,12]$ for a more complete review). Discrete derivatives are usually intended to concern functions over the integers of type $\mathbf{f}: \mathbb{N}^{p} \rightarrow \mathbb{Z}^{d}$, but the statements and concepts considered in our discussions are also valid more generally for functions of type $\mathbf{f}: \mathbb{Z}^{p} \rightarrow \mathbb{Z}^{d}$, for some integers $p, d$, or even functions $\mathbf{f}: \mathbb{R}^{p} \rightarrow \mathbb{R}^{d}$. The basic idea is to consider the following concept of derivative

- Remark 1. We first discuss the case where $p=1$, i.e. functions $\mathbf{f}: \mathbb{N} \rightarrow \mathbb{Z}^{d}$. We will later on consider more general functions, with partial derivatives instead of derivatives.

Definition 2 (Discrete Derivative). The discrete derivative of $\mathbf{f}(x)$ is defined as $\Delta \mathbf{f}(x)=$ $\mathbf{f}(x+1)-\mathbf{f}(x)$. We will also write $\mathbf{f}^{\prime}$ for $\Delta \mathbf{f}(x)$ to help to understand statements with respect to their classical continuous counterparts.

Several results from classical derivatives generalize to this settings: this includes linearity of derivation $(a \cdot f(x)+b \cdot g(x))^{\prime}=a \cdot f^{\prime}(x)+b \cdot g^{\prime}(x)$, formulas for products and division such as $(f(x) \cdot g(x))^{\prime}=f^{\prime}(x) \cdot g(x+1)+f(x) \cdot g^{\prime}(x)=f(x+1) g^{\prime}(x)+f^{\prime}(x) g(x)$.

A fundamental concept is the following:

- Definition 3 (Discrete Integral). Given some function $\mathbf{f}(x)$, we write $\int_{a}^{b} \mathbf{f}(x) \delta x$ as a synonym for $\int_{a}^{b} \mathbf{f}(x) \delta x=\sum_{x=a}^{x=b-1} \mathbf{f}(x)$ with the convention that it takes value 0 when $a=b$ and $\int_{a}^{b} \mathbf{f}(x) \delta x=-\int_{b}^{a} \mathbf{f}(x) \delta x$ when $a>b$.

The telescope formula yields the so-called Fundamental Theorem of Finite Calculus:

- Theorem 4 (Fundamental Theorem of Finite Calculus). Let $\mathbf{F}(x)$ be some function. Then, $\int_{a}^{b} \mathbf{F}^{\prime}(x) \delta x=\mathbf{F}(b)-\mathbf{F}(a)$.

As for classical functions, a given function has several primitives. These primitives are defined up to some additive constant. Several techniques from the classical settings generalize to the discrete settings: this includes the technique of integration by parts.

A classical concept in discrete calculus is the one of falling power defined as $x^{\underline{m}}=$ $x \cdot(x-1) \cdot(x-2) \cdots(x-(m-1))$. This notion is motivated by the fact that it satisfies a derivative formula $\left(x^{\underline{m}}\right)^{\prime}=m \cdot x \underline{\underline{m-1}}$ similar to the classical one for powers in the continuous setting. In a similar spirit, we introduce the concept of falling exponential.

- Definition 5 (Falling exponential). Given some function $\mathbf{U}(x)$, the expression $\mathbf{U}$ to the falling exponential $x$, denoted by $\overline{2}^{\mathbf{U}(x)}$, stands for $\overline{2}^{\mathbf{U}(x)}=\left(1+\mathbf{U}^{\prime}(x-1)\right) \cdots\left(1+\mathbf{U}^{\prime}(1)\right)$. $\left(1+\mathbf{U}^{\prime}(0)\right)=\prod_{t=0}^{t=x-1}\left(1+\mathbf{U}^{\prime}(t)\right)$, with the convention that $\prod_{0}^{0}=\mathbf{i d}$, where $\mathbf{i d}$ is the identity (sometimes denoted 1 hereafter)

This is motivated by the remarks that $2^{x}=\overline{2}^{x}$, and that the discrete derivative of a falling exponential is given by $\left(\overline{2}^{\mathbf{U}(x)}\right)^{\prime}=\mathbf{U}^{\prime}(x) \cdot \overline{2}^{\mathbf{U}(x)}$ for all $x \in \mathbb{Z}$.

We will focus in this article on discrete Ordinary Differential Equations (ODE) on functions with several variables, that is to say for example on equations of the (possibly vectorial) form:

$$
\begin{equation*}
\frac{\partial \mathbf{f}(x, \mathbf{y})}{\partial x}=\mathbf{h}(\mathbf{f}(x, \mathbf{y}), x, \mathbf{y}) \tag{1}
\end{equation*}
$$

where $\frac{\partial \mathbf{f}(x, \mathbf{y})}{\partial x}$ stands as expected for the derivative of functions $\mathbf{f}(x, \mathbf{y})$ considered as a function of $x$, when $\mathbf{y}$ is fixed i.e. $\frac{\partial \mathbf{f}(x, \mathbf{y})}{\partial x}=\mathbf{f}(x+1, \mathbf{y})-\mathbf{f}(x, \mathbf{y})$. When some initial value $\mathbf{f}(0, \mathbf{y})=\mathbf{g}(\mathbf{y})$ is added, this is called an Initial Value Problem (IVP) or a Cauchy Problem. An IVP can always be put in integral form

$$
\mathbf{f}(x, \mathbf{y})=\mathbf{f}(0, \mathbf{y})+\int_{0}^{x} \mathbf{h}(\mathbf{f}(x, \mathbf{y}), x, \mathbf{y}) \delta x
$$

Our aim here is to discuss total functions whose domain and range is either of the form $\mathcal{D}=\mathbb{N}, \mathbb{Z}$, or possibly a finite product $\mathcal{D}=\mathcal{D}_{1} \times \cdots \times \mathcal{D}_{k}$ where each $\mathcal{D}_{i}=\mathbb{N}$, $\mathbb{Z}$. By considering that $\mathbb{N} \subset \mathbb{Z}$, we assume that the range is always $\mathbb{Z}^{d}$ for some $d$. The concept of solution for such ODEs is as expected: given $h: \mathbb{Z}^{d} \times \mathbb{N} \times \mathbb{Z}^{p} \rightarrow \mathbb{Z}\left(\right.$ or $\left.h: \mathbb{Z}^{d} \times \mathbb{Z} \times \mathbb{Z}^{p} \rightarrow \mathbb{Z}\right)$, a solution over $\mathcal{D}$ is a function $f: \mathcal{D} \times \mathbb{Z}^{p} \rightarrow \mathbb{Z}^{d}$ that satisfies the equations for all $x, \mathbf{y}$.

We will only consider well-defined ODEs such as above in this article (but variants with partially defined functions could be considered as well). Observe that an IVP of the form (1) always admits a (necessarily unique) solution over $\mathbb{N}$ since $f$ can be defined inductively with $\mathbf{f}(0, \mathbf{y})=\mathbf{g}(\mathbf{y})$ and $\mathbf{f}(x+1, \mathbf{y})=\mathbf{f}(x, \mathbf{y})+\mathbf{h}(\mathbf{f}(x, \mathbf{y}), x, \mathbf{y})$.

- Remark 6. Notice that this is not necessarily true over $\mathbb{Z}$ : As an example, consider $f^{\prime}(x)=-f(x)+1, f(0)=0$. By definition of $f^{\prime}(x)$, we must have $f(x+1)=1$ for all $x$, but if $x=-1, f(0)=1 \neq 0$.
- Remark 7 (Sign function). It is very instructive to realize that the solution of this IVP over $\mathbb{N}$ is the $\operatorname{sign} \operatorname{sg}_{\mathbb{N}}(x)$ function defined by $\mathrm{sg}_{\mathbb{N}}(x)=1$ if $x>0$ and $\mathrm{sg}_{\mathbb{N}}(x)=0$ in the other case.

Linear (also called Affine) ODEs will play a very important role in what follows, i.e. discrete ordinary differential equations of the form $\mathbf{f}^{\prime}(x)=\mathbf{A}(x) \cdot \mathbf{f}(x)+\mathbf{B}(x)$.

- Remark 8. Recall that the solution of $f^{\prime}(x)=a(x) f(x)+b(x)$ for classical continous derivatives turns out to be given by (usually obtained using the method of variation of parameters): $f(x)=f(0) e^{\int_{0}^{x} a(t) d t}+\int_{0}^{x} b(u) e^{\int_{u}^{x} a(t) d t} d u$. This generalizes with our definitions to discrete ordinary differential equations, and this works even vectorially:
- Lemma 9 (Solution of linear ODE). For matrices $\mathbf{A}$ and vectors $\mathbf{B}$ and $\mathbf{G}$, the solution of equation $\mathbf{f}^{\prime}(x, \mathbf{y})=\mathbf{A}(x, \mathbf{y}) \cdot \mathbf{f}(x, \mathbf{y})+\mathbf{B}(x, \mathbf{y})$ with initial conditions $\mathbf{f}(0, \mathbf{y})=\mathbf{G}(\mathbf{y})$ is $\mathbf{f}(x, \mathbf{y})=\left(\overline{2}^{\int_{0}^{x} \mathbf{A}(t, \mathbf{y}) \delta t}\right) \cdot \mathbf{G}(\mathbf{y})+\int_{0}^{x}\left(\overline{2}^{\int_{u+1}^{x} \mathbf{A}(t, \mathbf{y}) \delta t}\right) \cdot \mathbf{B}(u, \mathbf{y}) \delta u$.
- Remark 10. Notice that this can be rewritten as $\sum_{u=-1}^{x-1}\left(\prod_{t=u+1}^{x-1}(1+\mathbf{A}(t, \mathbf{y}))\right) \cdot \mathbf{B}(u, \mathbf{y})$ with the conventions that for any function $\kappa(\cdot), \prod_{x}^{x-1} \kappa(x)=1$ and $\mathbf{B}(-1, \mathbf{y})=\mathbf{G}(\mathbf{y})$. Such equivalent expressions both have a clear computational content. They can be interpreted as an algorithm unrolling the computation of $\mathbf{f}(x+1, \mathbf{y})$ from the computation of $\mathbf{f}(x, \mathbf{y}), \mathbf{f}(x-$ $1, \mathbf{y}), \ldots, \mathbf{f}(0, \mathbf{y})$. The next section will build on that remark through some examples.


## 3 Programming with discrete ODE

The computational dimension of calculus of finite differences has been widely stressed in mathematical analysis. However, no fundamental connection has been established with algorithmic and complexity. In this section, we show that several algorithms can actually be naturally expressed as discrete ODEs.

For now, we suppose that composition of functions, constant and the following basic functions can be used freely as functions from $\mathbb{Z}$ to $\mathbb{Z}$ : arithmetic operations:,,$+- \times ; \ell(x)$ returns the length of $|x|$ written in binary; $\operatorname{sg}(x): \mathbb{Z} \rightarrow \mathbb{Z}$ (respectively: $\operatorname{sg}_{\mathbb{N}}(x): \mathbb{N} \rightarrow \mathbb{Z}$ ) that takes value 1 for $x>0$ and 0 in the other case; From these basic functions, for readability, one may define useful functions as synonyms: $\overline{\operatorname{sg}}(x)$ stands for $\overline{\operatorname{sg}}(x)=(1-\operatorname{sg}(x)) \times(1-\operatorname{sg}(-x))$ : it tests if $x=0$ for $x \in \mathbb{Z}$; $\overline{\mathrm{g}}_{\mathbb{N}}(x)$ stands for $\mathrm{s}_{\mathbb{N}}(x)=1-\mathrm{sg}_{\mathbb{N}}(x)$ : it tests if $x=0$ for $x \in \mathbb{N}$. if $(x, y, z)$ stands for $\mathrm{if}(x, y, z)=y+\overline{\operatorname{sg}}(x) \cdot(z-y)$ and $\mathrm{if}_{\mathbb{N}}(x, y, z)$ stands for $\mathrm{if}_{\mathbb{N}}(x, y, z)=y+\mathrm{s}_{\mathbb{N}}(x) \cdot(z-y)$. if $\left(x<x^{\prime}, y, z\right)$ will be a synonym for $\mathrm{if}\left(\operatorname{sg}\left(x^{\prime}-x+1\right), y, z\right)$ and $\operatorname{if}\left(x=x^{\prime}, y, z\right)$ will be a synonym for $\operatorname{if}\left(1-\overline{\operatorname{sg}}\left(x-x^{\prime}\right), y, z\right)$.

First observe that discrete ODEs allow to express easily search functions:

- Example 11 (Computing the minimum of a function). The minimum of a function $\min f$ : $x \mapsto \min \{f(y): 0 \leq y \leq x\}$ is given by $F(x, x)$ where $F$ is solution of the discrete ODE $F(0, x)=f(0) ; \frac{\partial F \overline{(t, x)}}{\partial t}=H(F(t, x), f(x), t, x)$, where $H(F, f, t, x)=0$ if $F<f, f-F$ if $F \geq f$. In integral form, we have: $F(x, y)=F(0)+\int_{0}^{x} H(F(t, y), t, y) \delta t$.

Conversely such an integral above (equivalently discrete ODE) can always be considered as a (recursive) algorithm: compute the integral from its definition as a sum. On this example, this corresponds basically to compute $F(x, x)$ recursively by $F(t+1, x)=\mathrm{if}(F(t, x)<$ $f(x), F(t, x), f(x))$.

- Remark 12. Note that this algorithm is not polynomial in the length of its argument $x$, as it takes time $x$ to compute $\min f$. Getting to polynomial algorithms will be at the heart of coming discussions in the two next examples and in Section 5.

As shown in the following two examples, discrete ODEs can express more sophisticated functions and turn out to be very natural in many other contexts, in particular non numerical ones, where they would probably not be expected.

- Example 13 (Computing the integer part and divisions, going to Length-ODE). Suppose that we want to compute $\lfloor\sqrt{x}\rfloor=\max \{y \leq x: y \cdot y \leq x\}$ and $\left\lfloor\frac{x}{y}\right\rfloor=\max \{z \leq x: z \cdot y \leq x\}$. It can be done by the following general method. Let $f, h$ be some functions with $h$ being non decreasing. We compute some ${ }_{h}$ with some ${ }_{h}(x)=y$ s.t. $|f(x)-h(y)|$ is minimal. When $h(x)=x^{2}$ and $f(x)=x$, it holds that: $\lfloor\sqrt{x}\rfloor=\mathrm{if}\left(\operatorname{some}_{h}(x)^{2} \leq x, \operatorname{some}_{h}(x), \operatorname{some}_{h}(x)-1\right)$. The function some ${ }_{h}$ can be computed (in non-polynomial time) as a solution of an ODE as in Example 11. However, there is a more efficient (polynomial time) way to do it based on what one usually does with classical ordinary differential equations: performing a change of variable so that the search becomes logarithmic in $x$. Indeed, we can write some ${ }_{h}(x)=G(\ell(x), x)$ for some function $G(t, x)$ that is a solution of $G(0, x)=x ; \frac{\partial G(t, x)}{\partial t}=E(G(t, x), t, x)$ where $E(G, t, x)$ takes value $2^{\ell(x)-t-1}$ whenever $h(G>f(x)), 0$ whenever $h(G)=f(x)$ and $-2^{\ell(x)-t-1}$ whenever $h(G)<f(x)$.
- Example 14 (Computing suffixes with discrete ODEs). The suffix function, suffix $(x, y)$ takes as input two integers $x$ and $y$ and outputs the $\ell(y)=t$ least significant bits of the binary decomposition of $x$. We describe below a way to compute a suffix working over a parameter $t$, that is logarithmic in $x$. Consider the following unusual algorithm that can be interpreted as a fix-point definition of the function: suffix $(x, y)=F(\ell(x), y)$ where $F(0, x)=x$; $F(t+1, x)=\operatorname{if}\left(\ell(F(t, x))=1, F(t, x), F(t, x)-2^{\ell(F(t, x))-1}\right)$. This can be interpreted as a differential equation, whose solution is converging fast again (i.e. in polynomial time) to what we want. In other words, $\operatorname{suffix}(x, y)=F(\ell(x), x)$ using the solution of the IVP: $F(0, y)=x$, $\frac{\partial F(T, y)}{\partial T}=\mathrm{if}\left(\ell(F(t, x))=1,0,-2^{\ell(F(t, x))-1}\right)$.


## 4 Computability and Discrete ODEs

Here, we consider functions defined by ODEsunder the prism of computability. It serves as an introductory illustration of the close relationship between discrete ODEs and recursive schemata before moving to efficient algorithms and complexity classes characterizations with a finer approach. This part is clearly inspired by ideas from [6, 7], but adapted here for our framework of discrete ODEs. We refer to [30, 28] for basic definitions from computability.

- Definition 15 ((Scalar) Discrete ODE schemata). Given $g: \mathbb{N}^{p} \rightarrow \mathbb{N}$ and $h: \mathbb{Z} \times \mathbb{N}^{p+1} \rightarrow \mathbb{Z}$, we say that $f$ is defined by discrete $O D E$ solving from $g$ and $h$, denoted by $f=\mathrm{ODE}(g, h)$, if $f: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}$ corresponds to the (necessarily unique) solution of Initial Value Problem

$$
\begin{equation*}
\frac{\partial f(x, \mathbf{y})}{\partial x}=h(f(x, \mathbf{y}), x, \mathbf{y}), \quad f(0, \mathbf{y})=g(\mathbf{y}) . \tag{2}
\end{equation*}
$$

Remark 16. To be more general, we could take $g: \mathbb{N}^{p} \rightarrow \mathbb{Z}$. However, this would be of no use in the context of this paper. We could also consider vectorial equations as in what follows which are very natural in the context of ODEs, and we would get similar statements.

It is clear that primitive recursion schemes can be reformulated as discrete ODE schemata. The restriction to Linear ODEs is very natural, in particular as this class of ODEs has a highly developed theory for the continuous setting. It is very instructive to realize that the class of functions definable by Linear ODEs is exactly the well-known class of elementary functions [17] (we will see later how additional requirements lead to a characterization of polynomial time functions).

- Definition 17 (Linear ODE schemata). Given a vector $\mathbf{G}=\left(G_{i}\right)_{1 \leq i \leq k}$ matrix $\mathbf{A}=$ $\left(A_{i, j}\right)_{1 \leq i, j \leq k}, \mathbf{B}=\left(B_{i}\right)_{1 \leq i \leq k}$ whose coefficients corresponds to functions $g_{i}: \mathbb{N}^{p} \rightarrow \mathbb{N}^{k}$, and $a_{i, j}: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}$ and $b_{i, j}: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}$ respectively, we say that $\mathbf{f}$ is obtained by linear ODE solving from $g, A$ and $B$, denoted by $\mathbf{f}=\operatorname{LI}(\mathbf{G}, \mathbf{A}, \mathbf{B})$, if $f: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}^{k}$ corresponds to the (necessarily unique) solution of Initial Value Problem

$$
\begin{equation*}
\frac{\partial \mathbf{f}(x, \mathbf{y})}{\partial x}=\mathbf{A}(x, \mathbf{y}) \cdot \mathbf{f}(x, \mathbf{y})+\mathbf{B}(x, \mathbf{y}), \quad \mathbf{f}(0, \mathbf{y})=\mathbf{G}(\mathbf{y}) \tag{3}
\end{equation*}
$$

- Theorem 18 (A discrete ODE characterization of elementary functions). The set of elementary functions $\mathcal{E}$ is the intersection with $\mathbb{N}^{\mathbb{N}}$ of the smallest set of functions that contains the zero functions $\mathbf{0}$, the projection functions $\pi_{i}^{p}$, the successor function $\mathbf{s}$, addition + , subtraction - , and that is closed under composition and discrete linear ODE schemata (respectively: scalar discrete linear $O D E$ schemata) LI.

By adding suitable towers of exponential, the above result can be generalized to characterize the various levels of the Grzegorczyk hierarchy. We can also reexpress Kleene's minimization:

- Theorem 19 (Discrete ODE computability and classical computability are equivalent). $A$ total function $f: \mathbb{N}^{p} \rightarrow \mathbb{N}$ is total recursive iff there exist some functions $h_{1}, h_{2}: \mathbb{N}^{p+1} \rightarrow \mathbb{N}^{2}$ in the smallest set of functions that contains the zero functions $\mathbf{0}$, the projection functions $\pi_{i}^{p}$, the successor function $\mathbf{s}$, and that is closed under composition and discrete ODE schemata such that: for all $\mathbf{y}$, there exists some $T=T(\mathbf{y})$ with $h_{2}(T, \mathbf{y}) \neq 0 ; f(\mathbf{y})=h_{1}(T, \mathbf{y})$ where $T$ is the smallest such $T$.


## 5 Restricted recursion and integration schemes

In order to talk about complexity instead of computability, we need to add some restrictions on the integration scheme. This follows from the following remark:

- Example 20. The solution of the (degree 2) polynomial ODE $y_{1}^{\prime}=y_{1}, y_{i}^{\prime}=y_{i-1}^{\prime} y_{i}^{\prime}$ for $i=1, \ldots d$ is growing faster than a tower of falling exponentials. Consequently, it is not polynomial time computable as just outputting its value in binary cannot be done in polynomial time.

We consequently propose to introduce the following variation on the notion of derivation: derivation along some function $\mathcal{L}(x, y)$.

- Definition 21 (L-ODE). Let $\mathcal{L}: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}$. We write

$$
\begin{equation*}
\frac{\partial \mathbf{f}(x, \mathbf{y})}{\partial \mathcal{L}}=\frac{\partial \mathbf{f}(x, \mathbf{y})}{\partial \mathcal{L}(x, \mathbf{y})}=\mathbf{h}(\mathbf{f}(x, \mathbf{y}), x, \mathbf{y}) \tag{4}
\end{equation*}
$$

as a formal synonym for $\mathbf{f}(x+1, \mathbf{y})=\mathbf{f}(x, \mathbf{y})+(\mathcal{L}(x+1, \mathbf{y})-\mathcal{L}(x, \mathbf{y})) \cdot \mathbf{h}(\mathbf{f}(x, \mathbf{y}), x, \mathbf{y})$.

- Remark 22. This is motivated by the fact that the latter expression is similar to classical formula for classical continuous ODEs:

$$
\frac{\delta f(x, \mathbf{y})}{\delta x}=\frac{\delta \mathcal{L}(x, \mathbf{y})}{\delta x} \cdot \frac{\delta f(x, \mathbf{y})}{\delta \mathcal{L}(x, \mathbf{y})}
$$

This will allow us to simulate suitable changes of variables using this analogy. We will talk about $\mathcal{L}$-IVP when some initial condition is added. An important special case is when $\mathcal{L}(x, y)$ corresponds to the length $\mathcal{L}(x, y)=\ell(x)$ function: we will call this special case length-ODEs.

### 5.1 General theory

The main result of this part illustrates one key property of the $\mathcal{L}$-ODE scheme from a computational point of view: its dependence on the number of distinct values of function $\mathcal{L}$.

- Definition $23\left(\right.$ Jump $\left._{\mathcal{L}}\right)$. Let $\mathcal{L}: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}$ be some function. Fixing $\mathbf{y} \in \mathbb{N}^{p}$, let $\operatorname{Jump}_{\mathcal{L}}(x, \mathbf{y})=\{0 \leq i \leq x-1 \mid \mathcal{L}(i+1, \mathbf{y}) \neq \mathcal{L}(i, \mathbf{y})\}$ be the set of positive integers less than $x$ after which the value of $\mathcal{L}$ changes.

We also write: $J_{\mathcal{L}}=\left|\operatorname{Jump}_{\mathcal{L}}(x, \mathbf{y})\right|$ for its cardinality; $\alpha:\left[0 . . J_{\mathcal{L}}-1\right] \rightarrow \operatorname{Jump}_{\mathcal{L}}(x, \mathbf{y})$ for an increasing function enumerating the elements of $\operatorname{Jump}_{\mathcal{L}}(x, \mathbf{y})$ : If $i_{0}<i_{1}<i_{2}<\cdots<i_{J_{\mathcal{L}}-1}$ denote all elements of $\operatorname{Jump}_{\mathcal{L}}(x, \mathbf{y})$, then $\alpha(j)=i_{j} \in \operatorname{Jump}_{\mathcal{L}}(x, \mathbf{y})$.

- Lemma 24. Let $\mathbf{f}: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}^{d}$ and $\mathcal{L}: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}$ be some functions. Assume that (4) holds. Then $\mathbf{f}(x, \mathbf{y})$ is equal to:

$$
\mathbf{f}(0, \mathbf{y})+\int_{0}^{J_{\mathcal{L}}} \Delta \mathcal{L}(\alpha(u), \mathbf{y}) \cdot \mathbf{h}(\mathbf{f}(\alpha(u), \mathbf{y}), \alpha(u), \mathbf{y}) \delta u
$$

- Remark 25. Note that the above result would still hold with $\mathcal{L}$ and $h$ taking their images in $\mathbb{R}$.

Its proof is based on (and illustrates) some fundamental aspect of $\mathcal{L}$-ODE from their definition: for fixed $\mathbf{y}$, the value of $\mathbf{f}(x, \mathbf{y})$ only changes when the value of $\mathcal{L}(x, \mathbf{y})$ changes. If the previous hypotheses hold, there is then an alternative view to understand the integral, by using a change of variable, and by building a discrete ODE that mimics the computation of the integral.

- Lemma 26 (Alternative view). Let $k \in \mathbb{N}, f: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}^{d}, \mathcal{L}: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}$ be some functions and assume that (4) holds. Then $\mathbf{f}(x, \mathbf{y})$ is given by $\mathbf{f}(x, \mathbf{y})=\mathbf{F}(\mathcal{L}(x, \mathbf{y}), \mathbf{y})$ where $\mathbf{F}$ is the solution of initial value problem

$$
\frac{\partial \mathbf{F}(t, \mathbf{y})}{\partial t}=\Delta \mathcal{L}(t, \mathbf{y}) \cdot \mathbf{h}(\mathbf{F}(t, \mathbf{y}), t, \mathbf{y}) \quad \mathbf{F}(0, \mathbf{y})=\mathbf{f}(\mathcal{L}(0, \mathbf{x}), \mathbf{y})
$$

Conversely, if there is such a function $\mathbf{F}$, then a discrete ODE of the type of (4) can easily be derived.

### 5.2 Linear length-ODEs

- Remark 27. In all previous reasonings, we considered that a function over the integers is polynomial time computable if it is in the length of all its arguments, as this is the usual convention. When not explicitly stated, this is our convention. As usual, we also say that some vectorial function (respectively: matrix) is polynomial time computable if all its components are. We need sometimes to consider also polynomial dependency directly in some of the variables and not on their length: This happens in the next fundamental lemma. We write $\|\cdots\|$ for the sup norm: given some matrix $\mathbf{A}=\left(A_{i, j}\right)_{1 \leq i \leq n, 1 \leq j \leq m},\|A\|=$ $\max _{i, j} A_{i, j}$.
- Lemma 28 (Fundamental observation). Consider the ODE

$$
\begin{equation*}
\mathbf{f}^{\prime}(x, \mathbf{y})=\mathbf{A}(\mathbf{f}(x, \mathbf{y}), x, \mathbf{y}) \cdot \mathbf{f}(x, \mathbf{y})+\mathbf{B}(\mathbf{f}(x, \mathbf{y}), x, \mathbf{y}) \tag{5}
\end{equation*}
$$

## Assume:

1. The initial condition $\mathbf{G}(\mathbf{y})={ }^{\text {def }} \mathbf{f}(0, \mathbf{y})$, as well as Matrix $\mathbf{A}$ and vector $\mathbf{B}$ are polynomial time computable.
2. $\ell(\|\mathbf{A}(f, x, \mathbf{y})\|) \leq \ell(\|\mathbf{f}\|)+p_{\mathbf{A}}(x, \ell(\mathbf{y}))$ for some polynomial $p_{A}$
3. $\ell(\|\mathbf{B}(f, x, \mathbf{y})\|) \leq \ell(\|\mathbf{f}\|)+p_{\mathbf{B}}(x, \ell(\mathbf{y}))$ for some polynomial $p_{B}$

Then its solution $\mathbf{f}(x, \mathbf{y})$ is polynomial time computable in $x$ and the length of $\mathbf{y}$.
Proof sketch. This comes from the explicit form of solutions provided by Lemma 9, considered then as an algorithm (see Remark 10). The point is then to analyse the size of all the involved quantities in order to state that this remains indeed polynomial time feasible.

We now go to specific forms of linear ODEs.

- Definition 29. A sg-polynomial expression $P\left(x_{1}, \ldots, x_{h}\right)$ is an expression built-on,,$+- \times$ (often denoted .) and $\operatorname{sg}\left(\right.$ ) functions over a set of variables $V=\left\{x_{1}, \ldots, x_{h}\right\}$ and integer constants. The degree $\operatorname{deg}(x, P)$ of a term $x \in V$ in $P$ is defined inductively as follows:
- $\operatorname{deg}(x, x)=1$ and for $x^{\prime} \in X \cup \mathbb{Z}$ such that $x^{\prime} \neq x, \operatorname{deg}\left(x, x^{\prime}\right)=0$
- $\operatorname{deg}(x, P+Q)=\max \{\operatorname{deg}(x, P), \operatorname{deg}(x, Q)\}$
- $\operatorname{deg}(x, P \times Q)=\operatorname{deg}(x, P)+\operatorname{deg}(x, Q)$
- $\operatorname{deg}(x, \operatorname{sg}(P))=0$

A sg-polynomial expression $P$ is essentially constant in $x$ if $\operatorname{deg}(x, P)=0$.

Compared to the classical notion of degree in polynomial expression, all subterms that are within the scope of a sign function contributes 0 to the degree. A vectorial function (resp. a matrix or a vector) is said to be a sg-polynomial expression if all its coordinates (resp. coefficients) are. It is said to be essentially constant if all its coefficients are.

- Definition 30. A (possibly vectorial) sg-polynomial expression $\mathbf{g}(\mathbf{f}(x, \mathbf{y}), x, \mathbf{y})$ is essentially linear in $\mathbf{f}(x, \mathbf{y})$ if it is of the form $\mathbf{g}(\mathbf{f}(x, \mathbf{y}), x, \mathbf{y})=\mathbf{A}[\mathbf{f}(x, \mathbf{y}), x, \mathbf{y}] \cdot \mathbf{f}(x, \mathbf{y})+\mathbf{B}[\mathbf{f}(x, \mathbf{y}), x, \mathbf{y}]$ where $\mathbf{A}$ and $\mathbf{B}$ are sg-polynomial expressions essentially constant in $\mathbf{f}(x, \mathbf{y})$.
- Example 31. The expression $P(x, y, z)=x \cdot \operatorname{sg}\left(\left(x^{2}-z\right) \cdot y\right)+y^{3}$ is linear in $x$, essentially constant in $z$ and not linear in $y$. The expression $P\left(x, 2^{\ell(y)}, z\right)=\operatorname{sg}\left(x^{2}-z\right) \cdot z^{2}+2^{\ell(y)}$ is essentially constant in $x$, essentially linear in $2^{\ell(y)}$ (but not essentially constant) and not essentially linear in $z$. The expression: if $(x, y, z)=y+\overline{\operatorname{sg}}(x) \cdot(z-y)=y+(1-\operatorname{sg}(x)) \cdot(z-y)$ is essentially constant in $x$ and linear in $y$ and $z$.
- Definition 32. Function $\mathbf{f}$ is linear $\mathcal{L}-O D E$ definable (from $\mathbf{u}, \mathbf{g}$ and $\mathbf{h}$ ) if it corresponds to the solution of $\mathcal{L}$-IVP

$$
\begin{equation*}
\frac{\partial \mathbf{f}(x, \mathbf{y})}{\partial \mathcal{L}}=\mathbf{u}(\mathbf{f}(x, \mathbf{y}), \mathbf{h}(x, \mathbf{y}), x, \mathbf{y}) \quad f(0, \mathbf{y})=\mathbf{g}(\mathbf{y}) \tag{6}
\end{equation*}
$$

where $\mathbf{u}$ is essentially linear in $\mathbf{f}(x, \mathbf{y})$. When $\mathcal{L}(x, \mathbf{y})=\ell(x)$, such a system is called linear length-ODE.

The previous statements lead to the following:

- Lemma 33 (Key Observation for linear $\mathcal{L}$-ODE). Assume that $\mathbf{f}$ is the solution of (6) and that functions $\mathbf{g}, \mathbf{h}, \mathcal{L}$ and $J u m p_{\mathcal{L}}$ are computable in polynomial time. Then, $\mathbf{f}$ is computable in polynomial time.


## 6 A characterization of polynomial time

The above result shows that functions defined by linear length-ODE from functions computable in polynomial time, are indeed polynomial time. We are now ready to introduce a recursion scheme based on solving linear differential equations to capture polynomial time.

- Remark 34. Since the functions we define take their values in $\mathbb{N}$ and have output in $\mathbb{Z}$, composition is an issue. Instead of considering restrictions of these functions with output in $\mathbb{N}$ (which is always possible, even by syntactically expressible constraints), we simply admit that composition may not be defined in some cases. In other words, we consider that composition is a partial operator.
- Definition $35(\mathbb{D L})$. Let $\mathbb{D L}$ be the smallest subset of functions, that contains 0, 1, projections $\pi_{i}^{p}$, the length function $\ell(x)$, the addition function $x+y$, the subtraction function $x-y$, the multiplication function $x \times y$ (often denoted $x \cdot y$ ), the sign function $\operatorname{sg}(x)$ and closed under composition (when defined) and linear length-ODE scheme.
- Remark 36. As our proofs show, the definition of $\mathbb{D L}$ would remain the same by considering closure under any kind of $\mathcal{L}$-ODE with $\mathcal{L}$ satisfying the hypothesis of Lemma 33.
- Example 37. A number of natural functions are in $\mathbb{D L}$. Functions $2^{\ell(x)}, 2^{\ell(x) \cdot \ell(y)}$, if $(x, y, z)$, suffix $(x, y),\lfloor\sqrt{x}\rfloor,\left\lfloor\frac{x}{y}\right\rfloor, 2^{\lfloor\sqrt{x}\rfloor}$ all belong to $\mathbb{D L}$ by some linear length-ODE easy to establish.
- Theorem 38. $\mathbb{D L}=$ FPTIME
sketch. $\subseteq$ Consequence of Lemma 33, on the fact that arithmetic operations that are allowed can be computed in polynomial time and that FPTIME is closed under composition.

2 A register machine program is a finite sequence of ordered labeled instructions acting on a finite set of registers $R_{0}, \ldots, R_{k}$. Such a machine is equipped with assignment instructions ( $R_{j}:=R_{j}+R_{i}, R_{j}:=R_{j}-R_{i}, R_{j}:=i$ for $i \in\{0,1\}$ ), control flow statement (if $R_{j}=0$ goto $p$ ) and halt instruction.

Let $f: \mathbb{N}^{p} \longrightarrow \mathbb{N}$ be computable in polynomial time and $M$ a $k$ registers machine that computes $f$ in time $\ell(\mathbf{x})^{c}$ for some $c \in \mathbb{N}$ (with $\mathbf{x}$ in registers $R_{1}, \ldots, R_{p}, p \leq k$, at startup and $f(\mathbf{x})$ in $R_{0}$ at the end). It is well known that polynomial time on register machines and on Turing machines is the same.

The computation of $M$ is defined by simultaneous recursion scheme on length for functions $R_{0}(t, \mathbf{x}), \ldots, R_{k}(t, \mathbf{x})$ and $\operatorname{inst}(t, \mathbf{x})$ : it gives, respectively, the values of each register and the label of the current instruction at time $\ell(t)$. It is shown to correspond to some length-linear ODE. As an example, we describe function $\operatorname{inst}(t, \mathbf{x})$ below.

Let next ${ }_{l}^{I}$, next ${ }_{l}^{h}, h \leq k$ describe the evolution of function inst and of register $R_{h}$ between two instants of time after firing instruction with label $l$. If $l$ is of the type $R_{j}:=R_{j}-R_{i}$ (or is any assignment), then $\operatorname{next}_{l}^{I}=1$ since $\operatorname{inst}(t+1, \mathbf{x})=\operatorname{inst}(t, \mathbf{x})+1$. If $l$ if of the type if $R_{j}=0$ goto $p$, $\operatorname{next}_{l}^{I}=\operatorname{if}\left(R_{j}(t, \mathbf{x}), p-\operatorname{inst}(t, \mathbf{x}), 1\right)$ since, in case $R_{j}(t, \mathbf{x})=0$ instruction number goes from inst $(t, \mathbf{x})$ to $p$. The definition of each next ${ }_{l}^{h}$ is similar.

The value of $\operatorname{inst}(t+1, \mathbf{x})$ can then be described from $\operatorname{inst}(t, \mathbf{x})$ and $R_{h}(t, \mathbf{x}), h \leq k$, by cases depending on the type of the current instruction. Expanded as an arithmetic expression, this gives:

$$
\frac{\partial \mathrm{inst}}{\partial \ell}(t, \mathbf{x})=\sum_{l=0}^{m}\left(\prod_{i=0}^{l-1} \operatorname{sg}(\operatorname{inst}(t, \mathbf{x})-i)\right) \cdot \overline{\operatorname{sg}}(\operatorname{inst}(t, \mathbf{x})-l) \cdot \operatorname{next}_{l}^{I}
$$

It is proved to be of the form

$$
\frac{\partial R_{j}}{\partial \ell}(t, \mathbf{x})=\sum_{l=0}^{m}\left(\prod_{i=0}^{l-1} \operatorname{sg}(\operatorname{inst}(t, \mathbf{x})-i)\right) \cdot \overline{\operatorname{sg}}(\operatorname{inst}(t, \mathbf{x})-l) \cdot \operatorname{next}_{l}^{j}
$$

for some next ${ }_{l}^{j}$ encoding the various types of instructions.
The definition is similar (and easier) for each function $R_{j}(t, \mathbf{x})$. Observe that in the expression above, there is at most one occurrence of $\operatorname{inst}(t, \mathbf{x})$ and $R_{j}(t, \mathbf{x})$ that is not under the scope of an essentially constant function (i.e. the sign functions). Hence, the expressions are of the prescribed form.

We know $M$ works in time $\ell(\mathbf{x})^{c}$ for some fixed $c \in \mathbb{N}$. Both functions $\ell(\mathbf{x})=\ell\left(x_{1}\right)+\ldots+$ $\ell\left(x_{p}\right)$ and $B(\mathbf{x})=2^{\ell(\mathbf{x}) \cdot \ell(\mathbf{x})}$ are in $\mathbb{D} \mathbb{L}$. It is easily seen that: $\left.\ell(\mathbf{x})^{c} \leq B^{(c)}(\ell(\mathbf{x}))\right)$ where $B^{(c)}$ is the $c$-fold composition of function $B$. We conclude by setting $f(\mathbf{x})=R_{0}\left(B^{(c)}(\max (\mathbf{x})), \mathbf{x}\right)$.

- Definition 39 (Normal linear $\mathcal{L}$-ODE (NL-ODE)). Function $\mathbf{f}$ is definable by a normal linear $\mathcal{L}$-ODE if it corresponds to the solution of $\mathcal{L}-I V P \frac{\partial \mathbf{f}(x, \mathbf{y})}{\partial \mathcal{L}}=\mathbf{u}(\mathbf{f}(x, \mathbf{y}), x, \mathbf{y}), \quad \mathbf{f}(0, \mathbf{y})=\mathbf{v}(\mathbf{y})$ where $\mathbf{u}$ is essentially linear in $\mathbf{f}(x, \mathbf{y})$ and $\mathbf{v}$ is either the identity, a projection or a constant function.

From the proof of Theorem 38 the result below can be easily obtained. It expresses that composition needs to be used only once as exemplified in the above definition.

- Theorem 40 (Alternative characterization of FPTIME). A function $\mathbf{f}: \mathbb{N}^{p} \rightarrow \mathbb{Z}$ is in FPTIME iff $f(\mathbf{y})=\mathbf{g}\left(\ell(\mathbf{y})^{c}, \mathbf{y}\right)$ for some integer $c$ and some $\mathbf{g}: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}^{k}$ solution of a normal linear length-ODE $\frac{\partial \mathbf{g}(x, \mathbf{y})}{\partial \ell(x)}=\mathbf{u}(\mathbf{g}(x, \mathbf{y}), x, \mathbf{y})$.
- Remark 41. From similar arguments, FPTIME also corresponds to the class defined as $\mathbb{D L}$ but where linear length-ODE scheme is replaced by normal linear length-ode scheme: this forbids a function already defined with some ODE scheme to be used into some other ODE scheme.


## 7 A characterization of FNP

This can be extended to more general class such as FNP. A function can always seen by its graph $Q$ : A relation $Q$ is in FNP if and only if there is a deterministic time verifier, given an arbitrary input $(x, y)$ determines whether $(x, y) \in Q$. Equivalently, $Q$ is FNP if and only if there is a non deterministic polynomial time algorithm that, given an arbitrary input $x$, can find some $y$ such that $(x, y) \in Q$. A function $w: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}$ is bounded if for all $\mathbf{x} \in \mathbb{N}^{p}$, $w(\mathbf{x}) \leq\|\mathbf{x}\|$.

- Definition 42 (Normal linear $\mathcal{L}$-ODE with parameter). Let $\mathcal{L}: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}$. Function $\mathbf{f}: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}^{k}$ is definable by a $\mathcal{L}$-ODE with parameter if there exists a bounded function $w: \mathbb{N}^{p+1} \rightarrow \mathbb{Z}$ such that $\mathbf{f}$ is the solution of an equation $\frac{\partial \mathbf{f}(x, \mathbf{y})}{\partial \mathcal{L}}=\mathbf{u}(\mathbf{f}(x, \mathbf{y}), w(x, \mathbf{y}), x, \mathbf{y})$ $\mathbf{f}(0, \mathbf{y})=\mathbf{v}(\mathbf{y})$, where $\mathbf{u}$ is essentially linear in $\mathbf{f}(x, \mathbf{y})$ and $\mathbf{v}$ is either the identity, a projection or a constant function.
- Theorem 43 (Characterization of FNP). A function $\mathbf{f}: \mathbb{N}^{p} \rightarrow \mathbb{N}^{k}$ is in $\mathbf{F N P}$ iff $f(\mathbf{y})=$ $\mathbf{g}\left(2^{\ell(\mathbf{y})^{c}}, \mathbf{y}\right)$ for some integer $c$ and some $\mathbf{g}: \mathbb{N}^{p+1} \rightarrow \mathbb{N}^{k}$, solution of a normal linear lengthODE with parameter $\frac{\partial \mathbf{g}(x, \mathbf{y})}{\partial \ell(x)}=\mathbf{u}(\mathbf{g}(x, \mathbf{y}), w(x, \mathbf{y}), x, \mathbf{y})$ for some bounded $w: \mathbb{N}^{p+1} \rightarrow \mathbb{N}$.


## 8 Discussions and further works

Our aim in this article was to give the basis of a presentation of complexity theory based on discrete Ordinary Differential Equations and their basic properties. We demonstrated the particular role played by affine ordinary differential equations in complexity theory, as well as the concept of derivation along some particular function (i.e. change of variable) to guarantee a low complexity.

Previous ideas used here for FPTIME can also be extended to provide a characterization of other complexity classes: This includes the possibility of characterizing the class $\mathbf{P}_{[0,1]}$ of functions computable in polynomial time over the reals in the sense of computable analysis, or more general classes of classical discrete complexity theory such as FPSPACE. For the clarity of the current exposition, as this would require to introduce other types of schemata of ODEs, we leave this characterization (and improvement of the corresponding schemata to "the most natural and powerful form") for future work, but we believe the current article basically provides the key types of arguments to conceive that this is indeed possible.

More generally, it is also very instructive to revisit classical algorithmic under this viewpoint, and for example one may realize that even inside class PTIME, the Master Theorem (see e.g. [11, Theorem 4.1] for a formal statement) can be basically read as a result on (the growth of) a particular class of discrete time length ODEs. Several recursive algorithms can then be reexpressed as particular discrete ODEs of specific type.
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#### Abstract

We note that the coalgebra of formal power series in commutative variables is final in a certain subclass of coalgebras. Moreover, a system $\Sigma$ of polynomial PDEs, under a coherence condition, naturally induces such a coalgebra over differential polynomial expressions. As a result, we obtain a clean coinductive proof of existence and uniqueness of solutions of initial value problems for PDEs. Based on this characterization, we give complete algorithms for checking equivalence of differential polynomial expressions, given $\Sigma$.
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## 1 Introduction

The last two decades have seen an impressive growth of formal methods and tools for continuous and hybrid systems, centered around techniques for reasoning on ordinary differential equations (ODEs), see e.g. [29, 28, 21, 11, 15, 6] and references therein. On the other hand, formal methods for systems defined by partial differential equations (PDEs) have not undergone a comparable development. The present paper is meant as an initial contribution towards this development.

Like in our previous works on ODEs [5, 7], our starting point is a simple operational view of differential equations as programs for calculating the Taylor coefficients of a function. Taking a transition in such a program corresponds to taking a function's derivative. An output is returned as the result of evaluating the current state (function) at a fixed expansion point, for example the origin. This idea is certainly not new: it is for example at the root of classical methods to numerically solve ODEs.

We focus here on polynomial PDEs, which are expressive enough for the vast majority of problems arising in applications, and systematically pursue the above operational view in the framework of coalgebras. We first introduce a subclass of coalgebras that enjoy a commutativity property of transitions, then note that formal power series in commutative variables (CFPSs) are final for this subclass (Section 2). A system $\Sigma$ of PDEs and a specification of initial data together form an initial value problem. Under a coherence condition (Section 3), an initial value problem induces a coalgebra structure over the set of differential polynomials. The solution of the initial value problem is therefore obtained as the unique coalgebra morphism from the set of such polynomials to the final coalgebra of CFPSs. This way, we obtain an elementary and clean proof of existence and uniqueness of solutions as CFPSs (Section 4). We also show that coherence is an essential requirement for this result. From a pragmatical point of view, we note that as solutions of PDEs, CFPSs may be viewed as a conservative extension of analytic functions: if an analytic solution of $\Sigma$ exists, then its Taylor expansion from 0 , seen as a formal power series, coincides with the unique solution in our sense.
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This characterization is the basis of an algorithm to automatically check polynomial equalities - e.g. conservation laws - valid among the functions defined by given system $\Sigma$ and a specification of initial data (Section 5). Just like in certain on-the-fly algorithms for bisimulation checking, the underlying idea is, based on the introduced transition structure, to incrementally build a relation until it "closes up", but working here modulo sum and product of polynomials. Concepts from algebraic geometry, notably Gröbner bases, are used to prove the termination and correctness of this algorithm. In fact, we are more general than this, and also give a method to automatically compute the weakest precondition ( $=$ set of initial data specifications) under which a given equality is valid in $\Sigma$. These algorithms are complete, under a certain finite-parameter condition. This way one can, for example, automatically check conservation laws of a given physical system. Relationship with our previous work on ODEs $[5,7]$, as well as with related work by other authors, is discussed in the concluding section (Section 6). Proofs omitted from the present version will appear in a forthcoming online version of the paper.

## 2 Commutative coalgebras

Let $X$ be a finite nonempty set of actions (or variables), ranged over by $x, y, \ldots$ and $O$ a nonempty set. We recall that a (Moore) coalgebra ${ }^{1}$ with actions in $X$ and outputs in $O$ is a triple $C=(\mathcal{S}, \delta, o)$ where: $\mathcal{S}$ is a set of states, $\delta: \mathcal{S} \times X \rightarrow \mathcal{S}$ is a transition function, and $o: \mathcal{S} \rightarrow O$ is an output function (see e.g. [27]). A bisimulation in $C$ is a binary relation $R \subseteq \mathcal{S} \times \mathcal{S}$ such that whenever $s R t$ then: (a) $o(s)=o(t)$, and (b) for each $x, \delta(s, x) R \delta(t, x)$. It is an (easy) consequence of the general theory of bisimulation that a largest bisimulation over $C$, called bisimilarity and denoted by $\sim_{C}$, exists, is the union of all bisimulation relations, and is an equivalence relation over $\mathcal{S}$. Given two coalgebras with actions in $X$ and outputs in $O, C_{1}$ and $C_{2}$, a morphism from $C_{1}$ to $C_{2}$ is a function $\mu: \mathcal{S}_{1} \rightarrow \mathcal{S}_{2}$ that: (1) preserves outputs $\left(o_{1}(s)=o_{2}(\mu(s))\right.$, and (2) preserves transitions $\left(\mu\left(\delta_{1}(s, x)\right)=\delta_{2}(\mu(s), x)\right)$, for each state $s$ and action $x)$. It is an easy consequence of this definition that a morphism preserves bisimulation in both directions, that is: $s \sim_{C_{1}} t$ if and only if $\mu(s) \sim_{C_{2}} \mu(t)$.

We introduce now the subclass of Moore coalgebras we will focus on. We say a coalgebra $C$ has commutative actions (or just that is commutative) if for each state $s$ and actions $x, y$, it holds that $\delta(\delta(s, x), y) \sim_{C} \delta(\delta(s, y), x)$. We will introduce below an example of commutative coalgebra. In what follows, we let $\sigma$ range over $X^{*}$, and, for any state $s$, let $s(\sigma)$ be defined inductively as: $s(\epsilon) \triangleq s$ and $s(x \sigma) \triangleq \delta(s, x)(\sigma)$.

- Lemma 2.1. Let $C$ be a commutative coalgebra. If $\sigma, \sigma^{\prime} \in X^{*}$ are permutations of one another then for any state $s \in \mathcal{S}, s(\sigma) \sim_{C} s\left(\sigma^{\prime}\right)$.

We now introduce the coalgebra of formal power series in commutative variables with outputs in $O=\mathbb{R}$. Let $X^{\otimes}$, ranged over by $\tau, \tau^{\prime}, \ldots$, be the set of monomials ${ }^{2}$ that can be formed from $X=\left\{x_{1}, \ldots, x_{n}\right\}$, in other words, the commutative monoid freely generated by $X$.

- Definition 2.2 (commutative formal power series). Let $X$ be a finite nonempty alphabet. A commutative formal power series (CFPS) with indeterminates in $X$ and coefficients in $\mathbb{R}$ is a total function $f: X^{\otimes} \rightarrow \mathbb{R}$. The set of these CFPSs will be denoted by $\mathcal{F}(X)$, or simply $\mathcal{F}$ if $X$ is understood from the context.

[^22]In the rest of the section, we fix an arbitrary $X$. We will sometimes use the suggestive notation

$$
\sum_{\tau} f(\tau) \cdot \tau
$$

to denote a CFPS $f=\lambda \tau . f(\tau)$. By slight abuse of notation, for each $r \in \mathbb{R}$, we will denote the CFPS that maps $\epsilon$ to $r$ and anything else to 0 simply as $r$; while $x_{i}$ will denote the $i$-th identity, the CFPS that maps $x_{i}$ to 1 and anything else to 0 . In the sequel, $\delta(f, x) \triangleq \frac{\partial f}{\partial x}$ denotes the CFPS obtained by the usual (formal) partial derivative of $f$ along $x$. For a more workable formulation of this definition, let us introduce the following notation. Let us fix any total order $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ of the variables in $X$. Given a vector $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ of nonnegative integers (a multi-index), we let $\mathbf{x}^{\alpha}$ denote the monomial $x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}$. Then $\frac{\partial f}{\partial x_{i}}$ is defined by the following, for each $\tau=\mathbf{x}^{\left(\alpha_{1}, \ldots, \alpha_{n}\right)}$

$$
\begin{equation*}
\frac{\partial f}{\partial x_{i}}(\tau) \triangleq\left(\alpha_{i}+1\right) f\left(x_{i} \tau\right) \tag{1}
\end{equation*}
$$

Finally, we define the coalgebra of CFPSs, $C_{\mathcal{F}}$

$$
C_{\mathcal{F}} \triangleq\left(\mathcal{F}, \delta_{\mathcal{F}}, o_{\mathcal{F}}\right)
$$

where $\delta_{\mathcal{F}}(f, x)=\frac{\partial f}{\partial x}$ and $o_{\mathcal{F}}(f)=f(\epsilon)$ (the constant term of $f$ ). Bisimilarity in $C_{\mathcal{F}}$, denoted by $\sim_{\mathcal{F}}$, coincides with equality. It is easily seen that for each $x, y, \frac{\partial}{\partial y} \frac{\partial f}{\partial x}=\frac{\partial}{\partial x} \frac{\partial f}{\partial y}$, so that $C_{\mathcal{F}}$ is a commutative coalgebra. Now fix any commutative coalgebra $C=(\mathcal{S}, \delta, o)$. We define the function $\mu: \mathcal{S} \rightarrow \mathcal{F}$ as follows. For each $\tau=\mathbf{x}^{\boldsymbol{\alpha}}$

$$
\begin{equation*}
\mu(s)(\tau) \triangleq \frac{o(s(\tau))}{\boldsymbol{\alpha}!} \tag{2}
\end{equation*}
$$

where $\boldsymbol{\alpha}!\triangleq \alpha_{1}!\cdots \alpha_{n}!$. Here, abusing slightly notation, we let $o(s(\tau))$ denote $o(s(\sigma))$, for some string $\sigma$ obtained by arbitrarily ordering the elements in $\tau$ : the specific order does not matter, in view of Lemma 2.1 and of condition (a) in the definition of bisimulation.

- Lemma 2.3. Let $C$ be a commutative coalgebra and $f=\mu(s)$. For each $x, \frac{\partial f}{\partial x}=\mu(\delta(s, x))$.

Based on the above lemma and the fact that $\sim_{\mathcal{F}}$ is equality, we can prove the following corollary, saying that $C_{\mathcal{F}}$ is final in the class of commutative coalgebras.

- Corollary 2.4 (coinduction and finality of $C_{\mathcal{F}}$ ). Let $C$ be a commutative coalgebra. The function $\mu$ in (2) is the unique coalgebra morphism from $C$ to $C_{\mathcal{F}}$. Moreover, the following coinduction principle is valid: $s \sim_{C} t$ if and only if $\mu(s)=\mu(t)$ in $\mathcal{F}$.
Proof. We have: (1) $o(s)=\mu(s)(\epsilon)$ by the definition of $\mu$, and (2) $\mu(\delta(s, x))=\delta_{\mathcal{F}}(\mu(s), x)$, by Lemma 2.3. This proves that $\mu$ is a coalgebra morphism. Next, we prove that $\sim_{\mathcal{F}}$ coincides with equality in $\mathcal{F}$. More precisely, we prove that for each $\tau$ and for each $f, g$ : $f \sim_{\mathcal{F}} g$ implies $f(\tau)=g(\tau)$. Proceeding by induction on the length of $\tau$, we see that the base case is trivial, while for the induction step $\tau=x_{i} \tau^{\prime}$ we have: $f \sim_{\mathcal{F}} g$ implies $\frac{\partial f}{\partial x_{i}} \sim_{\mathcal{F}} \frac{\partial g}{\partial x_{i}}$ (bisimilarity), which in turn implies $\frac{\partial f}{\partial x_{i}}\left(\tau^{\prime}\right)=\frac{\partial g}{\partial x_{i}}\left(\tau^{\prime}\right)$ (induction hypothesis); but by $(1), f\left(x_{i} \tau^{\prime}\right)=\left(\frac{\partial f}{\partial x_{i}}\left(\tau^{\prime}\right)\right) /\left(\alpha_{i}+1\right)$ and $g\left(x_{i} \tau^{\prime}\right)=\left(\frac{\partial g}{\partial x_{i}}\left(\tau^{\prime}\right)\right) /\left(\alpha_{i}+1\right)$, and this completes the induction step. From the coincidence of $\sim_{\mathcal{F}}$ with equality in $\mathcal{F}$, and the fact that any morphism preserves bisimilarity in both directions, the last part of the statement (coinduction) follows immediately. Finally, let $\nu$ be any morphism from $C$ to $C_{\mathcal{F}}$. From the definitions of bisimulation and morphism it is easy to see that for each $s, \mu(s) \sim_{\mathcal{F}} \nu(s)$ : this implies $\mu(s)=\nu(s)$ by coinduction, and proves uniqueness of $\mu$.

We end this section by recalling the sum and product operations on $\mathcal{F}$. For any $\xi=\mathrm{x}^{\boldsymbol{\alpha}}$ and $\tau=\mathbf{x}^{\beta}$, let $\xi \leq \tau$ if for each $i=1, \ldots, n, \alpha_{i} \leq \beta_{i}$; in this case $\tau / \xi$ denotes the monomial $\mathbf{x}^{\left(\beta_{1}-\alpha_{1}, \ldots, \beta_{n}-\alpha_{n}\right)}$. We have the following definitions of sum and product. For each $\tau \in X^{\otimes}$ :

$$
\begin{equation*}
(f+g)(\tau) \triangleq f(\tau)+g(\tau) \quad(f \cdot g)(\tau) \triangleq \sum_{\xi \leq \tau} f(\xi) \cdot g(\tau / \xi) \tag{3}
\end{equation*}
$$

These operations correspond to the usual sum and product of functions, when (convergent) CFPS are interpreted as analytic functions. These operations enjoy associativity, commutativity and distributivity. Moreover, if $f(\epsilon) \neq 0$ there exists a unique CFPS $f^{-1} \in \mathcal{F}$ that is a multiplicative inverse of $f$, that is $f \cdot f^{-1}=1$. Finally, the following familiar rules of differentiation are satisfied:

$$
\begin{equation*}
\frac{\partial(f+g)}{\partial x} \triangleq \frac{\partial f}{\partial x}+\frac{\partial g}{\partial x} \quad \frac{\partial(f \cdot g)}{\partial x} \triangleq \frac{\partial f}{\partial x} \cdot g+f \cdot \frac{\partial g}{\partial x} \tag{4}
\end{equation*}
$$

If the support of $f, \operatorname{supp}(f) \triangleq\{\tau: f(\tau) \neq 0\}$, is finite, we will call $f$ a polynomial. The set of polynomials, denoted by $\mathbb{R}[X]$, is closed under the above defined operations of partial derivative, sum and product (but in general not inverse). Moreover, note that, when confining to polynomials, these operations are well defined even in case the cardinality of the set $X$ of indeterminates is infinite.

## 3 Coherent systems of PDEs

We first review some notation and terminology from the formal theory of PDEs; these are standard notions, see e.g. [23, 18]. Like in the previous section, assume we are given a finite nonempty set $X$, which we will call here the independent variables. Another nonempty, finite set $U$ of dependent variables, disjoint from $X$, is given; $U$ is ranged over by $u, v, \ldots$. $\mathcal{D} \triangleq\left\{u_{\tau}: u \in U, \tau \in X^{\otimes}\right\}$ is the set of the derivatives; here $u_{\epsilon}$ will be identified with $u$. $E, F, \ldots$ range over $\mathcal{P} \triangleq \mathbb{R}[X \cup \mathcal{D}]$, the set of (differential, multivariate) polynomials with coefficients in $\mathbb{R}$ and indeterminates in $X \cup \mathcal{D}$. Considered as formal objects, polynomials are just finite-support CFPSs in $\mathcal{F}(X \cup \mathcal{D})$ (see Section 2). As such, they inherit from CFPSs the operations of sum, product and partial derivative, along with the corresponding properties. Syntactically, we shall write polynomials as expressions of the form $\sum_{\alpha \in M} \lambda_{\alpha} \cdot \alpha$, for $0 \neq \lambda_{\alpha} \in \mathbb{R}$ and $M \subseteq_{\text {fin }}(X \cup \mathcal{D})^{\otimes}$. For example, $E=v_{z} u_{x y}+v_{y}^{2}+u+5 x$ is a polynomial ${ }^{3}$. For an independent variable $x \in X$, the total derivative of $E \in \mathcal{P}$ along $x$ is just the derivative of $E$ along $x$, taking into account that $\frac{\partial u_{\tau}}{\partial x}=u_{x \tau}$. Formally, we have the following.

- Definition 3.1 (total derivative). The operator $D_{x}: \mathcal{P} \rightarrow \mathcal{P}$ is defined by (note $\sum$ below has only finitely many nonzero terms)

$$
D_{x} E \triangleq \frac{\partial E}{\partial x}+\sum_{u, \tau} u_{x \tau} \cdot \frac{\partial E}{\partial u_{\tau}}
$$

where $\frac{\partial E}{\partial a}$ denotes the partial derivative of polynomial $E$ along $a \in X \cup \mathcal{D}$.
$D_{x}$ inherits from partial derivatives rules for sum and product that are the analog of (4). As an example, for the polynomial $E$ above, we have $D_{x} E=v_{x z} u_{x y}+v_{z} u_{x x y}+2 v_{y} v_{x y}+u_{x}+5$.

[^23]In particular, $D_{x} u_{\tau}=u_{x \tau}$ and $D_{x} x^{k}=k x^{k-1}$. Just as partial derivatives, total derivatives commute with each other, that is $D_{x} D_{y} F=D_{y} D_{x} F$. This suggests to extend the notation to monomials: for any monomial $\tau=x_{1} \cdots x_{m}$, we let $D_{\tau} F$ be $D_{x_{1}} \cdots D_{x_{m}} F$, where the order of the variables is irrelevant.

- Definition 3.2 (system of PDEs). A system of PDEs is a nonempty set $\Sigma$ of equations (pairs) of the form $u_{\tau}=E$, with $E \in \mathcal{P}$. The set of derivatives $u_{\tau}$ that appear as left-hand sides of equations in $\Sigma$ is denoted $\operatorname{dom}(\Sigma)$. Based on $\Sigma$, the set $\mathcal{D}$ can be partitioned into two sets as follows:
- $\mathcal{P r}(\Sigma) \triangleq\left\{u_{\xi}: \tau \leq \xi\right.$ for some $\tau$ s.t. $\left.u_{\tau} \in \operatorname{dom}(\Sigma)\right\}$ is the set of principal derivatives of $\Sigma$;
- $\mathcal{P a}(\Sigma) \triangleq \mathcal{D} \backslash \mathcal{P r}(\Sigma)$ is the set of parametric derivatives of $\Sigma$.

We let $\mathcal{P}_{0}(\Sigma) \triangleq \mathbb{R}[X \cup \mathcal{P a}(\Sigma)]$.
The intuition of $\mathcal{P a}(\Sigma)$ is that, once we fix the corresponding values, the rest of the solution, hence $\operatorname{Pr}(\Sigma)$, will be uniquely determined (see Example 3.4 below). Note that we do not require that each derivative occurs at most once as left-hand side in $\Sigma$. The infinite prolongation of a system $\Sigma$, denoted $\Sigma^{\infty}$, is the system of PDEs of the form $u_{\xi \tau}=D_{\xi} F$, where $u_{\tau}=F$ is in $\Sigma$ and $\xi \in X^{\otimes}$. Of course, $\Sigma^{\infty} \supseteq \Sigma$. Moreover, $\Sigma$ and $\Sigma^{\infty}$ induce the same sets of principal and parametric derivatives.

A ranking is a total order $\prec$ of $\mathcal{D}$ such that: (a) $u_{\tau} \prec u_{x \tau}$, and (b) $u_{\tau} \prec v_{\xi}$ implies $u_{x \tau} \prec v_{x \xi}$, for each $x \in X, \tau, \xi \in X^{\otimes}$ and $u, v \in U$. Dickson's lemma [10] implies that $\mathcal{D}$ with $\prec$ is a well-order, and in particular that there is no infinite descending chain in it. The system $\Sigma$ is $\prec$-normal if, for each equation $u_{\tau}=E$ in $\Sigma, u_{\tau} \succ v_{\xi}$, for each $v_{\xi}$ appearing in $E$. An easy but important consequence of condition (b) above is that if $\Sigma$ is normal then also its prolongation $\Sigma^{\infty}$ is normal.

Now, consider the equational theory over $\mathcal{P}$ induced by the equations in $\Sigma^{\infty}$. More precisely, write $E \rightarrow_{\Sigma} F$ if $F$ is the polynomial that is obtained from $E$ by replacing one occurrence of $u_{\tau}$ with $G$, for some equation $u_{\tau}=G \in \Sigma^{\infty}$. Note, in particular, that $E \in \mathcal{P}$ cannot be rewritten if and only if $E \in \mathcal{P}_{0}(\Sigma)$. We let $=_{\Sigma}$ denote the reflexive, symmetric and transitive closure of $\rightarrow_{\Sigma}$. The following definition formalizes the key concepts of consistency and coherence of $\Sigma$. Basically, as we will show, under the syntactic requirement of normality, which is natural from an algorithmic point of view, consistency is a necessary and sufficient condition for $\Sigma$ to admit a unique solution under all initial data specifications.

- Definition 3.3 (consistency and coherence). Let $\Sigma$ be a system of PDEs.
- We say $\Sigma$ is consistent if for each $E \in \mathcal{P}$ there is a unique $F \in \mathcal{P}_{0}(\Sigma)$ such that $E={ }_{\Sigma} F$.

For a consistent system, we can define a normal form function

$$
S_{\Sigma}: \mathcal{P} \rightarrow \mathcal{P}_{0}(\Sigma)
$$

by letting $S_{\Sigma} E=F$, for the unique $F \in \mathcal{P}_{0}(\Sigma)$ such that $E=_{\Sigma} F$. The term $S_{\Sigma} E$ will be often abbreviated as $S E$, if $\Sigma$ is understood from the context. Deciding if a (finite) system $\Sigma$ is coherent, for a suitable ranking $\prec$, is of course a nontrivial problem. In a normal system, since $\prec$ is a well-order, there are no infinite sequences of rewrites $E_{1} \rightarrow_{\Sigma} E_{2} \rightarrow_{\Sigma} E_{3} \rightarrow_{\Sigma} \cdots$ : therefore it is possible to rewrite any $E$ into some $F \in \mathcal{P}_{0}(\Sigma)$ in a finite number of steps. Proving coherence in this case reduces basically to ensure that $\Sigma$ contains "enough equations" to make $\rightarrow_{\Sigma}$ confluent. In fact, an even more general problem than checking coherence is completing a normal, non coherent system by new equations so as to make it coherent; or


Figure 1 Lattices of $u$-derivatives, partially ordered by $u_{\xi} \leq u_{\tau}$ if and only if $\xi \leq \tau$. With reference to Example 3.4, black circles correspond to left-hand sides of equations, shaded regions to principal derivatives, and non-shaded regions to parametric derivatives.
deciding if this is impossible at all, because the system is intrinsically inconsistent. There is a rich literature on these problems, which we briefly review in the concluding section. The following simple example is enough to demonstrate these concepts for our purposes.

- Example 3.4 (coherence). Consider the heat equation in one spatial dimension, where $X=\{x, t\}, U=\{u\}$ and $\Sigma$ is given by the single equation (for a real parameter $a \neq 0$ )

$$
\begin{equation*}
u_{x x}=a u_{t} . \tag{5}
\end{equation*}
$$

Here, the principal derivatives are $\operatorname{Pr}(\Sigma)=\left\{u_{x x \tau}: \tau \in X^{\otimes}\right\}$, and the parametric ones are $\mathcal{P a}(\Sigma)=\left\{u_{t^{j}}: j \geq 0\right\} \cup\left\{u_{x t^{j}}: j \geq 0\right\}$ (see Figure 1, left). Since the system has just one equation, it is clearly consistent: indeed, its prolongation $\Sigma^{\infty}$ has precisely one equation $u_{x x \tau}=D_{\tau}\left(a u_{t}\right)$ for each principal derivative $u_{x x \tau}$. Concerning coherence, we consider the following ranking. Ordering the independent variables as $t<x$ induces a graded lexicographic order $\prec_{\text {grlex }}$ over $X^{\otimes}$ : that is, monomials are compared first by their total degree, and then lexicographically. We lift $\prec_{\text {grlex }}$ to $\mathcal{D}$ as expected: explicitly, $u_{\xi} \prec u_{\tau}$ if, for $\xi=t^{i} x^{j}$ and $\tau=t^{i^{\prime}} x^{j^{\prime}}$, it holds that either $i+j<i^{\prime}+j^{\prime}$ or $\left(i+j=i^{\prime}+j^{\prime}\right.$ and $\left.j^{\prime}>j\right)$. $\Sigma$ is clearly $\prec$-normal.

Next, suppose we build a new system $\Sigma_{1}$ by adding the new equation (with no physical significance)

$$
u_{t x}=u
$$

Now the parametric derivatives are $u_{t^{j}}$ for $j \geq 0$ and $u_{x}$, while the remaining derivatives are principal (see Figure 1, center). The prolongation of the new system, $\Sigma_{1}^{\infty}$, has both $u_{t x x}=u_{x}$ and $u_{t x x}=a u_{t t}$ as equations, which implies $u_{x}=\Sigma_{\Sigma_{1}} a u_{t t}$. As $u_{x}, u_{t t} \in \mathcal{P a}\left(\Sigma_{1}\right) \subseteq \mathcal{P}_{0}\left(\Sigma_{1}\right)$, we conclude that $\Sigma_{1}$ is not consistent, hence not coherent: indeed, there are two distinct but equivalent normal forms. This suggests that we can complete $\Sigma_{1}$ by inserting a third equation, a so-called integrability condition

$$
u_{t t}=\frac{u_{x}}{a} .
$$

In the resulting system $\Sigma_{2}$ the set of parametric derivatives has changed to $\left\{u, u_{t}, u_{x}\right\}$ (see Figure 1, right), and $u_{t x x}$ has the (only) normal form $u_{x}$. The system $\Sigma_{2}$ can be indeed checked to be consistent, hence coherent. Finally, consider adding to the original system $\Sigma$ the two equations below, thus obtaining $\Sigma_{3}$

$$
u_{t x}=t \quad u_{t t}=1
$$

Together with (5) these two equations imply $a=\Sigma_{3} 0: \Sigma_{3}$ is not consistent, moreover there is no way of completing it so as to get a consistent system. That is, $\Sigma_{3}$ is (informally speaking) intrinsically inconsistent.

For our purposes, it is enough to know that completing a given system of equations to make it coherent, or deciding that this is impossible, can be achieved by one of many existing computer algebra algorithms. For example, there is a completion procedure by Marvan [18], for which a Maple implementation is also available. See also Reid et al.'s method of reduction to reduced involutive form [23], implemented in the Maple rif package. An alternative to these methods is applying a procedure similar to the Knuth-Bendix completion algorithm [13] to the given system. Further references are discussed in the concluding section. In practice, in many cases arising from applications (e.g. mathematical physics), transforming the system into a coherent form for an appropriate ranking can be accomplished manually, without much difficulty. We shall not further dwell on algorithms for coherence checking in the rest of the paper. We end the section with a technical result about normal forms in coherent systems that will be used in the next section.

- Lemma 3.5. Let $\Sigma$ be coherent. For each $x \in X$ and $F \in \mathcal{P}, S D_{x} S F=S D_{x} F$.


## 4 Coalgebraic semantics of initial value problems

We will provide differential polynomials with a coalgebra structure depending on $\Sigma$ : from this, existence and uniqueness of solutions of initial value problems will follow almost immediately by coinduction (Corollary 2.4). The essential point is that coherence allows for the definition of a transition function based on total derivatives. In the definition below, it is useful to bear in mind that, informally, for a parametric derivative $u_{\tau}$, the initial data value $\rho\left(u_{\tau}\right)$ specifies the value of $\frac{\partial u}{\partial \tau}$ at the origin.

- Definition 4.1 (initial value problem). Let $\Sigma$ be a system of PDEs. A specification of initial data for $\Sigma$ is a mapping $\rho: \mathcal{P a}(\Sigma) \rightarrow \mathbb{R}$. An initial value problem is a pair $\mathbf{B}=(\Sigma, \rho)$.

In what follows, for any function $\psi: U \rightarrow \mathcal{F}$, we can consider its homomorphic extension $\mathcal{P} \rightarrow \mathcal{F}$, obtained by interpreting each expression $E$ in the obvious way: replace $u_{\tau}$ by $\frac{\partial \psi(u)}{\partial \tau}$, and sum and product by the corresponding operations in $\mathcal{F}$ (see Section 2); an independent variable $x_{i} \in X$ is interpreted as the $i$-th identity CFPS. By slight abuse of notation, we will still denote by " $\psi$ " the homomorphic extension of $\psi$. In part (a) below, recall that for a CFPS $f, f(\epsilon)$ represents, informally, the value of function $f$ at the origin.

- Definition 4.2 (solution of $\mathbf{B}$ ). A solution of a initial value problem $\mathbf{B}=(\Sigma, \rho)$ is a mapping $\psi: U \rightarrow \mathcal{F}$ such that: (a) the initial data specifications are satisfied, that is $\psi\left(u_{\tau}\right)(\epsilon)=\rho\left(u_{\tau}\right)$ for each $u_{\tau} \in \mathcal{P a}(\Sigma)$; and (b) all equations are satisfied, that is $\psi\left(u_{\tau}\right)=\psi(F)$ for each $u_{\tau}=F$ in $\Sigma^{\infty}$.

The following lemma about solutions will be used to prove uniqueness of the solution of B.

Lemma 4.3. Let $\mathbf{B}=(\Sigma, \rho)$ and $\psi$ a solution of $\mathbf{B}$. For each $E, F \in \mathcal{P}, E={ }_{\Sigma} F$ implies $\psi(E)=\psi(F)$.

With any coherent (w.r.t. some ranking) $\Sigma$ and initial data specification $\rho, \mathbf{B}=(\Sigma, \rho)$, we can associate a coalgebra as follows. The initial data specification $\rho: \mathcal{P a}(\Sigma) \rightarrow \mathbb{R}$ can be extended homomorphically to $\mathcal{P}_{0}(\Sigma) \rightarrow \mathbb{R}$, by interpreting + and $\cdot$ as the usual sum and product over $\mathbb{R}$, respectively, and by letting $\rho(x) \triangleq 0$ for each independent variable $x \in X$. Now we define a coalgebra depending on $\mathbf{B}$ :

$$
C_{\mathbf{B}} \triangleq\left(\mathcal{P}, \delta_{\Sigma}, o_{\rho}\right)
$$

where $\delta_{\Sigma}(E, x) \triangleq S D_{x} E$ and $o_{\rho}(E) \triangleq \rho(S E)$. We will denote by $\sim_{\mathbf{B}}$ bisimilarity in $C_{\mathbf{B}}$. As an example of transition, for the heat equation $\Sigma=\left\{u_{x x}=a u_{t}\right\}$, one has $\delta_{\Sigma}\left(u_{x x}, t\right)=a u_{t t}$.

- Remark 4.4. An obvious alternative to the above definition of transition function of $C_{\mathbf{B}}$ would be just letting $\delta_{\Sigma}(E, x)=D_{x} E$ : this definition in fact would work as well, but it has the computational disadvantage of making the order of the derivatives higher at each step, which would be inconvenient for the algorithms to be developed later on (Section 5).

As expected, $C_{\mathbf{B}}$ is a commutative coalgebra. Moreover, each expression is bisimilar to its normal form. This is the content of the following lemma.

- Lemma 4.5. Let $\mathbf{B}=(\Sigma, \rho)$, with $\Sigma$ coherent. Then: (1) $C_{\mathbf{B}}$ is commutative; and (2) For each $E \in \mathcal{P}, E \sim_{\mathbf{B}} S E$.

Note that since $\delta_{\Sigma}\left(\delta_{\Sigma}(E, x), y\right)=\delta_{\Sigma}\left(\delta_{\Sigma}(E, y), x\right)$, for any monomial $\tau$, the notation $\delta_{\Sigma}(E, \tau)$ is well defined. As a consequence of the previous lemma, part 1, and of Corollary 2.4 , there exists a unique morphism from $C_{\mathbf{B}}$ to $C_{\mathcal{F}}$. This morphism is the unique solution of $\mathbf{B}$ we are after. We need a lemma, saying that the unique morphism $\phi$ from $C_{\mathbf{B}}$ to $C_{\mathcal{F}}$ is compositional.

- Lemma 4.6. Let $\mathbf{B}=(\Sigma, \rho)$, with $\Sigma$ coherent, and let $\phi_{\mathbf{B}}$ be the unique morphism from $C_{\mathbf{B}}$ to $C_{\mathcal{F}}$. Then $\phi_{\mathbf{B}}$ is a homomorphism over $\mathcal{P}$.
- Theorem 4.7 (coalgebraic semantics of PDEs). Let $\mathbf{B}=(\Sigma, \rho)$, with $\Sigma$ coherent. Let $\phi_{\mathbf{B}}$ denote the unique morphism from $C_{\mathbf{B}}$ to $C_{\mathcal{F}}$. Then $\phi_{\mathbf{B}}$ (restricted to $U$ ) is the unique solution of B.
Proof. By virtue of Lemma 4.6, $\phi_{\mathbf{B}}$ coincides with the homomorphic extension of $\left(\phi_{\mathbf{B}}\right)_{\mid U}$. We first prove that that $\phi_{\mathbf{B}}$ respects the initial data specification. Let $u_{\tau}$ be parametric. By the definition of coalgebra morphism and of output functions in $C_{\mathcal{F}}$ and $C_{\mathbf{B}}$, we have

$$
\phi_{\mathbf{B}}\left(u_{\tau}\right)(\epsilon)=o_{\mathcal{F}}\left(\phi_{\mathbf{B}}\left(u_{\tau}\right)\right)=o_{\rho}\left(u_{\tau}\right)=\rho\left(S u_{\tau}\right)=\rho\left(u_{\tau}\right)
$$

which proves the wanted condition. Next, we have to prove that $\phi_{\mathbf{B}}$ satisfies the equations in $\Sigma^{\infty}$. But for each such equation, say $u_{\tau}=F$, we have $S u_{\tau}=_{\Sigma} S F$ by the definition of $=_{\Sigma}$, hence $u_{\tau} \sim_{\boldsymbol{B}} F$ by Lemma 4.5(2), hence the thesis by coinduction (Corollary 2.4). We finally prove uniqueness of the solution. Assume $\psi$ is a solution of $\mathbf{B}$, and consider the homomorphic extension of $\psi$ to $\mathcal{P}$, still denoted by $\psi$. We prove that $\psi$ is a coalgebra morphism from $C_{\mathbf{B}}$ to $C_{\mathcal{F}}$, hence $\psi=\phi_{\mathbf{B}}$ will follow by coinduction (Corollary 2.4). Let $E \in \mathcal{P}$. There are two steps in the proof.

- $\psi(E)(\epsilon)=\rho(S E)=o_{\rho}(E)$. This follows directly from Lemma 4.3, since $\psi(E)=\psi(S E)$.
- For each $x, \frac{\partial \psi(E)}{\partial x}=\psi\left(\delta_{\Sigma}(E, x)\right)$. First, we note that $\frac{\partial \psi(E)}{\partial x}=\psi\left(D_{x} E\right)$. This is proven by induction on the size of $E$ : in the base case when $E=u_{\tau}$, just use the fact that, by the definition of solution, $\frac{\partial \psi\left(u_{\tau}\right)}{\partial x}=\frac{\partial}{\partial x} \frac{\partial \psi(u)}{\partial \tau}=\frac{\partial \psi(u)}{\partial \tau x}=\psi\left(u_{\tau x}\right)=\psi\left(D_{x} u_{\tau}\right)$; in the induction step, use the fact that $\psi$ is an homomorphism over $\mathcal{P}$, and the derivation rules of $D_{x}$ and $\frac{\partial}{\partial x}$ for sum and product. Now applying Lemma 4.3, we get $\psi\left(D_{x} E\right)=\psi\left(S D_{x} E\right)=$ $\psi\left(\delta_{\Sigma}(E, x)\right)$, which is the wanted equality.
- Remark 4.8 (analyticity). The previous theorem guarantees that formal power series solutions of a coherent system of PDEs always exist and are unique. In general, there is no guarantee of analyticity for such solutions. However, if a solution $\psi$ of $\Sigma$ in the usual sense exists that is analytic around the origin, then its Taylor expansion from the origin, seen as a CFPS, coincides with our solution $\phi_{\mathbf{B}}$ : for each $u$ and $f=\psi(u)$, we have that $f=\sum_{\boldsymbol{\alpha}}\left(\frac{\partial f}{\partial \tau}\right)(0) \cdot \frac{\mathbf{x}^{\alpha}}{\alpha!}=\phi_{\mathbf{B}}(u)$. Riquier's theorem [24] gives sufficient syntactic conditions for the existence of analytic solutions; see $[26,16,17]$ for further discussion of this point.

The computational content of Theorem 4.7 is twofold. One one hand, we can use coinduction as a technique to prove semantically valid identities $E=F$ for the initial value problem at hand, as bisimulations $E \sim_{\mathbf{B}} F$ (via Corollary 2.4). On the other hand, we can calculate mechanically the coefficients of the Taylor expansion of the solution. This will also be key to the algorithms presented in Section 5.

- Corollary 4.9 (Taylor coefficients). Let $\Sigma$ be coherent, let $\rho$ be an initial data specification and let $\phi_{\mathbf{B}}$ be the unique solution of $\mathbf{B}=(\Sigma, \rho)$. Then, for each $E \in \mathcal{P}, \phi_{\mathbf{B}}(E)=\sum_{\tau=\mathbf{x}^{\alpha}} c_{\tau} \cdot \tau$ where

$$
\begin{equation*}
c_{\tau}=\frac{\rho\left(\delta_{\Sigma}(E, \tau)\right)}{\alpha!} . \tag{6}
\end{equation*}
$$

Proof. This follows immediately from Theorem 4.7 and from the definitions of unique morphism (2) and of the coalgebra $C_{\mathbf{B}}$.

The terms $\frac{\delta_{\Sigma}(E, \tau)}{\alpha!} \in \mathcal{P}_{0}(\Sigma)$ appearing in (6) provide a "symbolic" representation of the Taylor coefficients of solutions, independent of $\rho$.

- Example 4.10. Consider $U=\{f, g, i, j, h, k\}, X=\{x, y\}$ and $\Sigma=\left\{f_{x}=-g, f_{y}=\right.$ $\left.-g, g_{x}=f, g_{y}=f, i_{x}=-j, i_{y}=0, j_{x}=i, j_{y}=0, h_{x}=0, h_{y}=-k, k_{x}=0, k_{y}=h\right\}$. Note that $\operatorname{Pa}(\Sigma)=U$. The system is consistent because $\Sigma^{\infty}$ has just one equation for each $u_{\tau} \in \operatorname{Pr}(\Sigma)$. Moreover, it is normal, hence coherent, with respect to any graded ranking. Consider now the initial value problem $\mathbf{B}=(\Sigma, \rho)$ where $\rho$ is defined by $\rho(f)=$ $\rho(i)=\rho(h)=1$ and $\rho(g)=\rho(j)=\rho(k)=0$. Let $E \triangleq i h-j k, F \triangleq i k+j h$ and $R \subseteq \mathcal{P} \times \mathcal{P}, R \triangleq\{(f, E),(g, F),(-f,-E),(-g,-F)\}$ : it is immediate to check that $R$ is a bisimulation in $C_{\mathbf{B}}$. By coinduction and Theorem 4.7, we have therefore $\phi_{\mathbf{B}}(f)=\phi_{\mathbf{B}}(E)$ and $\phi_{\mathbf{B}}(g)=\phi_{\mathbf{B}}(F)$. Note that, in the given $\mathbf{B}$, the variables in $U$ encode $\cos (x+y), \sin (x+$ $y), \cos (x), \sin (x), \cos (y), \sin (y)$, respectively. Therefore e.g. $\phi_{\mathbf{B}}(f)=\phi_{\mathbf{B}}(E)$ actually proves that $\cos (x+y)=\cos (x) \cos (y)-\sin (x) \sin (y)$, a well-known trigonometric identity.

Finally, a more refined argument leads to a precise characterization of the systems that admit (unique) solutions for every initial data specification, under normality.

- Theorem 4.11 (consistency, existence and uniqueness). Let $\Sigma$ be a normal system. $\Sigma$ is coherent if and only if for each $\rho, \mathbf{B}=(\Sigma, \rho)$ has a solution. Moreover, for each such $\mathbf{B}$ the solution is unique.


## 5 Equivalence checking

In this section, based on Theorem 4.7 and on an algebraic characterization of bisimilarity we shall discuss below, we will provide a decision algorithm for the equivalence problem $\phi_{\mathbf{B}}(E)=\phi_{\mathbf{B}}(F)$, limited to the following subclass of PDE systems.

- Definition 5.1 (finite-parameter systems). A system $\Sigma$ is finite-parameter if $\mathcal{P a}(\Sigma)$ is finite.

For instance, with reference to Example 3.4, $\Sigma_{2}$ is finite-parameter, while $\Sigma$ and $\Sigma_{1}$ are not. We need to introduce now some additional, mostly standard notation about polynomials. According to (6), the calculation of the Taylor coefficients of a solution of an initial value problem $\mathbf{B}=(\Sigma, \rho)$ involves evaluating expressions in $\mathcal{P}_{0}(\Sigma)=\mathbb{R}[X \cup \mathcal{P a}(\Sigma)]$. As $k \triangleq|X \cup \mathcal{P a}(\Sigma)|<+\infty$, elements of $\mathcal{P}_{0}(\Sigma)$ can be treated as usual multivariate polynomials in a finite number of indeterminates. In particular, we can identify initial data specifications
$\rho$ with points in $\mathbb{R}^{k}$ that vanish in the $x$-coordinates $(x \in X)$. In this section we will let $\rho$ range over $\mathbb{R}^{k}$. Moreover, we let $\mathbb{R}_{0}^{k} \triangleq\left\{\rho \in \mathbb{R}^{k}: \rho(x)=0\right.$ for each $\left.x \in X\right\}$ and, for polynomials $E \in \mathcal{P}_{0}(\Sigma)$ and initial data specifications $\rho \in \mathbb{R}_{0}^{k}$, write $\rho(E)$ as $E(\rho)$ - that is the value in $\mathbb{R}$ obtained by evaluating $E$ at point $\rho$.

In what follows, we shall also make use a few elementary notions from algebraic geometry [10]. In particular, an ideal $J \subseteq \mathcal{P}_{0}(\Sigma)$ is a nonempty set of polynomials closed under addition, and under multiplication by polynomials in $\mathcal{P}_{0}(\Sigma)$. For $P \subseteq \mathcal{P}_{0}(\Sigma),\langle P\rangle \triangleq\left\{\sum_{i=1}^{m} G_{i} \cdot E_{i}\right.$ : $\left.m \geq 0, G_{i} \in \mathcal{P}_{0}(\Sigma), E_{i} \in P\right\}$ denotes the smallest ideal which includes $P$, and $V(P) \subseteq \mathbb{R}^{k}$ the (affine) variety induced by $P: V(P) \triangleq\left\{\rho \in \mathbb{R}^{k}: E(\rho)=0\right.$ for each $\left.E \in P\right\} \subseteq \mathbb{R}^{k}$. For $W \subseteq \mathbb{R}^{k}, I(W) \triangleq\left\{E \in \mathcal{P}_{0}(\Sigma): E(\rho)=0\right.$ for each $\left.\rho \in V\right\}$. We will use a few basic facts about ideals and varieties: (a) both $I(\cdot)$ and $V(\cdot)$ are inclusion reversing: $P_{1} \subseteq P_{2}$ implies $V\left(P_{1}\right) \supseteq V\left(P_{2}\right)$ and $W_{1} \subseteq W_{2}$ implies $I\left(W_{1}\right) \supseteq I\left(W_{2}\right) ;(\mathrm{b})$ any ascending chain of ideals $I_{0} \subseteq I_{1} \subseteq \cdots$ stabilizes in a finite number of steps (Hilbert's basis theorem); (c) for finite $P \subseteq \mathcal{P}_{0}(\Sigma)$, the problem of deciding if $E \in\langle P\rangle$ is decidable, by computing a Gröbner basis (a set of generators with special properties) of $\langle P\rangle$. See [10] for a comprehensive treatment.

Given a coherent, finite-parameter $\Sigma$ and an initial data specification $\rho \in \mathbb{R}_{0}^{k}$, let us denote by $\phi_{\mathbf{B}}$ the unique solution of the initial value problem $\mathbf{B}=(\Sigma, \rho)$ (Theorem 4.7) Since by definition $\phi_{\mathbf{B}}$ is a homomorphism, for any given $E, F \in \mathcal{P}$, establishing that $\phi_{\mathbf{B}}(E)=\phi_{\mathbf{B}}(F)$ is equivalent to establish that $\phi_{\mathbf{B}}(E-F)=0$. In other words, we can identify polynomial equations with polynomials, and valid polynomial equations under $\rho$ with polynomials $E \in \mathcal{Z}_{\mathbf{B}} \subseteq \mathcal{P}$, where (below, 0 denotes the zero CFPS in $\mathcal{F}(X)$ )

$$
\mathcal{Z}_{\mathbf{B}} \triangleq \phi_{\mathbf{B}}^{-1}(0)
$$

The equality problem reduces therefore to the membership problem for $\mathcal{Z}_{\mathbf{B}}$, for which we will now give an algorithm. In general terms, given $E \in \mathcal{P}$, suppose we want to decide if $E \in \mathcal{Z}_{\mathbf{B}}$. Note that, by virtue of Lemma 4.3, we can assume w.l.o.g. that $E \in \mathcal{P}_{0}(\Sigma)$. We shall rely mainly on Corollary 4.9. Consider now the chain of sets $A_{0} \subseteq A_{1} \subseteq \cdots \subseteq \mathcal{P}_{0}(\Sigma)$ defined as:

$$
\begin{equation*}
A_{0} \triangleq\{E\} \quad A_{i+1} \triangleq A_{i} \cup\left\{\delta_{\Sigma}(F, x): F \in A_{i}, x \in X\right\} \tag{7}
\end{equation*}
$$

Let $m \geq 0$ be the least integer such that either: (a) there exists $F \in A_{m}$ s.t. $F(\rho) \neq 0$; or (b) no such $F \in A_{m}$ exists, but $A_{m+1} \subseteq I_{m}$, where, for each $i \geq 0, I_{i} \triangleq\left\langle A_{i}\right\rangle$ is the ideal in $\mathcal{P}_{0}(\Sigma)$ generated by $A_{i}$. The algorithm returns "No" if (a) occurs, and "Yes" if (b) occurs. Note that the $I_{i}$ 's, $i \geq 0$, form an ascending chain of ideals in $\mathcal{P}_{0}(\Sigma)$, which must stabilize in a finite numbers of steps (by Hilbert's basis theorem). Moreover, the inclusion $A_{m+1} \subseteq I_{m}$ is decidable (by Gröbner basis construction). This ensures termination and effectiveness of the outlined algorithm. Concerning its correctness, we premise the following lemma, which implies that we can effectively detect stabilization of the sequence of the ideals $I_{i}$ s.

- Lemma 5.2. Let $\Sigma$ be coherent and finite-parameter. Suppose $A_{m+1} \subseteq I_{m}$. Then $I_{m}=$ $I_{m+j}$ for each $j \geq 1$.

Corollary 5.3 (membership checking). Let $\Sigma$ be coherent and finite-parameter, $\rho$ an initial data specification for $\Sigma$ and $E \in \mathcal{P}_{0}(\Sigma)$. Then $\phi_{\mathbf{B}}(E)=0$ if and only if the above algorithm returns "Yes".

Proof. "No" is returned in case (a) occurs: as $A_{m}$ consists precisely of all $\delta_{\Sigma}(E, \tau)$ such that $|\tau| \leq m$, this implies that $\phi_{\mathbf{B}}(E) \neq 0$, by virtue of (6). Assume on the other hand "Yes" is returned, that is case (b) of the algorithm occurs. Then by Lemma 5.2, $I_{0} \subseteq \cdots \subseteq I_{m}=$
$I_{m+1}=I_{m+2}=\cdots:$ therefore $I_{m}$ contains in effect every $\delta_{\Sigma}(E, \tau)$ such that $\tau \in X^{\otimes}$. As $\rho$ makes all polynomials in $A_{m}$ vanish, by the definition of ideal $\rho$ also makes all polynomials in $I_{m}=\left\langle A_{m}\right\rangle$ vanish. As a consequence, $\left(\delta_{\Sigma}(E, \tau)\right)(\rho)=0$ for all $\tau \in X^{\otimes}$, which, from Corollary 4.9, implies that $\phi_{\mathbf{B}}(E)=0$.

- Example 5.4 (Burgers' equation). Consider the following system, which is a special case of Burgers' equation [1, 9]

$$
u_{t}=-u \cdot u_{x} \quad u_{x}=\frac{1}{t+1}
$$

To code up this system, we fix $X=\{t, x\}$ and $U=\{u, v\}$, where $v$ represents $1 /(t+1)$, and let

$$
\begin{equation*}
\Sigma=\left\{u_{t}=-u \cdot u_{x}, u_{x}=v, v_{t}=-v^{2}, v_{x}=0\right\} \tag{8}
\end{equation*}
$$

As $\mathcal{P a}(\Sigma)=\{u, v\}$, the system is finite-parameter. $\Sigma$ can be checked to be consistent - in particular there is a unique equation in $\Sigma^{\infty}$ for $u_{t x}$, that is $u_{t x}=-v^{2}$. Moreover, with the lexicographic order induced by $u>v$ and $t>x, \Sigma$ is coherent. Now fix $\rho(u)=\rho(v)=1$ as an initial data specification and let $E \triangleq u-(x+1) v$. We check that $E=0$ is a valid equation for the initial value problem $\mathbf{B}=(\Sigma, \rho)$, that is $E \in \mathcal{Z}_{\mathbf{B}}$, applying the above algorithm. We have: $A_{0}=\{E\}$ and $A_{1}=\{E\} \cup\left\{\delta_{\Sigma}(E, t), \delta_{\Sigma}(E, x)\right\}=\{E\} \cup\{-v \cdot E, 0\}$. As trivially $\{0,-v \cdot E\} \subseteq\langle\{E\}\rangle=I_{0}$, and $E(\rho)=(-v \cdot E)(\rho)=0$, the algorithm returns "Yes". Note that the validity of $E=0$ implies that $u=(x+1) v=\frac{x+1}{t+1}, v=\frac{1}{t+1}$ yield a solution of $\mathbf{B}$.

Finally, relying on the ascending chain (7), we devise a complete algorithm to compute the set of initial data specifications under which a given equation $E$ is valid in $\Sigma$ - so to speak, the weakest precondition of $E$.

- Corollary 5.5 (weakest precondition). Let $\Sigma$ be coherent and finite-parameter, $E \in \mathcal{P}_{0}(\Sigma)$. Let $I_{m+1}=I_{m}$. Then $\left\{\rho \in \mathbb{R}_{0}^{k}: \phi_{(\Sigma, \rho)}(E)=0\right\}=V\left(X \cup A_{m}\right)$.
- Example 5.6 (Burgers' equation, continued). Consider again the system $\Sigma$ in (8) and $E=u-v \cdot(x+1)$. As $I_{1}=I_{0}=\langle\{E\}\rangle$, we see that the set of $\rho$ 's under which $E$ is valid is $V(X \cup\{E\})$; that is, those $\rho$ 's such that $\rho(t)=\rho(x)=0$ and $\rho(u)=\rho(v)$.
- Remark 5.7 (complexity). Procedures for computing Gröbner bases, such as Buchberger's algorithm, have a very high worst-case time and space complexity - exponential in the number of variables and the degree of the involved polynomials, see [10]. The number of steps $m$ before the chain (7) stabilizes can also depend super-exponentially on the number of variables and their degrees, see [19]. This theoretical complexity is of course inherited by our algorithms. On the other hand, Gröbner basis algorithms have shown to behave well in many practical cases: this suggests that an assessment of our algorithms based on concrete case studies might be more informative than a purely complexity theoretical one. We leave a systematic exploration of this more pragmatical aspect for future work.


## 6 Conclusion, further and related work

We have put forward a coalgebraic framework for PDEs, that yields a clean proof of existence and uniqueness of solutions of initial value problems, and complete algorithms for checking equivalence of differential polynomial expressions, under a finite-parameters assumption. To the best of our knowledge, no such characterization and completeness results for PDEs exist
in the literature. As for future work, we plan to explore extensions of the present results to postconditions: computing at once the most general, in a precise sense, consequences of a given algebraic set of initial data specifications. This would also permit to automatically discover valid equations, rather than just check given ones.

Conceptually, the present development parallels in part our previous work on polynomial ODEs [5, 7]. Technically, the case of PDEs is by far more challenging, for the following reasons. (a) Existence of solutions, and of the transition structure itself, depends now on coherence, which is trivial in ODEs. (b) In PDEs, differential polynomials live in the infiniteindeterminates space $\mathcal{P}$, which requires reduction to $\mathcal{P}_{0}(\Sigma)$ via $S$ and a finiteness assumption on parametric derivatives; in ODEs, $\mathcal{P}=\mathcal{P}_{0}(\Sigma)$ always has finitely many indeterminates.

An operational view of functions and differential equations similar to ours has been considered elsewhere in the literature on coalgebras [20, 27]. In particular, it is at the basis of Rutten's calculus of behavioural differential equations [27]. In this calculus, neither PDEs nor equivalence algorithms are considered, though. Algorithms for equivalence checking are presented in [4, 3], limited to linear weighted automata: in terms of differential equations, these basically correspond to linear ODEs.

In the field of formal methods, we are aware of the work by Boldo et al. [2], who apply theorem proving to the formal verification of a numerical PDE integrator written in C. Platzer, in his work on differential hybrid games [22], relies on certain Hamilton-Jacobi type PDEs in order to define a solution concept for differential games. These works pursue goals rather different from ours, though.

Our work is also related to the field of Differential Algebra. In the classical exposition, coherent systems correspond to Riquier-Janet's orthonomic passive systems [24, 12], further developed by Thomas [30]. A modern presentation of orthonomic passive systems is in Marvan's [18]. A more geometrical approach is followed by Reid et al. [23, 26]. The work of Riquier, Janet and Thomas is the root of what is nowadays known as Ritt-Kolchin's Differential Algebra (DA) [25, 14]. Recent developments of DA include the work by the French school, especially Boulier et al., see e.g. [8, 16]. The relationship of our coalgebraic framework with DA is not yet entirely clear and deserves further investigation.
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## 1 Introduction

The concept of algorithmic randomness, particularly for strings and infinite sequences, has been extensively studied in recursion theory and theoretical computer science $[6,15,19]$. It has also been applied in a wide variety of disciplines, including formal language and automata theory [14], machine learning [29], and recently even quantum theory [20]. An interesting and long open question is whether the well-established notions of randomness for infinite sequences have analogues for infinite structures such as graphs and groups. Intuitively, it might be reasonable to expect that a collection of random infinite structures possesses the following characteristics: (1) randomness should be an isomorphism invariant property; in particular, random structures should not be computable; (2) the collection of random structures (of any type of algebraic structure) should have cardinality equal to that of the continuum. The standard random infinite graph thus does not qualify as an algorithmically random structure; in particular, it is isomorphic to a computable graph and has a countable categorical theory. Very recently, Khoussainov [12,13] defined algorithmic randomness for infinite structures that are akin to graphs, trees and finitely generated structures.

This paper addresses the following three open questions in algorithmic randomness: (A) is there a reasonable way to define algorithmically random structures for standard algebraic structures such as groups; (B) can one define algorithmic randomness for groups that are not necessarily finitely generated; (C) what are the model-theoretic properties of algorithmically random structures? The main contribution of the present paper is to answer the first two questions positively for a fundamental and familiar algebraic structure, the additive group of rationals, denoted $(\mathbb{Q},+)$, and to answer the third question with respect to this structure. Prior to this work, question (A) was answered for structures such as finitely generated universal algebras, connected graphs, trees of bounded degree and monoids [12]. Concerning question (C), it is still unknown whether the first order theory of algorithmically random graphs (or trees) is decidable. In fact, it is not even known whether any two algorithmically random graphs (of the same bounded degree) are elementarily equivalent [12].

As mentioned earlier, one goal of this work is to formulate a notion of randomness for subgroups of $(\mathbb{Q},+)$. This is a fairly natural class of groups to consider, given that the isomorphism types of its subgroups have been completely classified, as opposed to the current limited state of knowledge about the isomorphism types of even rank 2 groups. As has been known since the work of Baer [1], the subgroups of $(\mathbb{Q},+)$ coincide, up to isomorphism, with the torsion-free Abelian groups of rank 1. Moreover, the group $(\mathbb{Q},+)$ is robust enough that it has uncountably many algorithmically random subgroups (according to our definition of algorithmically random subgroups of $(\mathbb{Q},+)$ ), which contrasts with the fact that there is a unique standard random graph up to isomorphism. At the same time, the algorithmically
random subgroups of $(\mathbb{Q},+)$ are not too different from one other in the sense that they are all elementarily equivalent (a fact that will be proven later), which is similar to the case of standard random graphs being elementarily equivalent.

The properties of the subgroups of $(\mathbb{Q},+)$ were first systematically studied by Baer [1] and then later by Beaumont and Zuckerman [3]. Later, the group $(\mathbb{Q},+)$ was studied in the context of automatic structures [28]. An early definition of a random group is due to Gromov [10]. According to this definition, random groups are those obtained by first fixing a set of generators, and then randomly choosing (according to some probability distribution) the relators specifying the quotient group. An alternative definition of a general random infinite structure was proposed by Khoussainov [12, 13]; this definition is based on the notion of a branching class, which is in turn used to define Martin-Löf tests for infinite structures entirely in analogy to the definition of a Martin-Löf test for sequences. An infinite structure is then said to be Martin-Löf random if it passes every Martin-Löf test in the preceding sense.

Like Gromov's definition of a random group, the one adopted in the present work is syntactic, in contrast to the semantic and algebraic definition due to Khoussainov. However, rather than selecting the relators at random according to a prescribed probability distribution for a fixed set of generators, our approach is to directly encode a Martin-Löf random binary sequence into the generators of the subgroup. More specifically, we fix any binary sequence $R$, and define the group $G_{R}$ as that generated by all rationals of the shape $p_{i}^{-n_{i}}$, where $p_{i}$ denotes the $(i+1)$-st prime and $n_{i}$ is the number of ones occurring between the $i$-th and $(i+1)$-st occurrences of zero in $R ; n_{0}$ is the number of starting ones, and if there is no $(i+1)$-st zero then $n_{j}$ is defined to be zero for all $j$ greater than $i$ and $G_{R}$ is generated by all $p_{i^{\prime}}^{-n_{i^{\prime}}}$ with $i^{\prime}$ less than $i$ and all $p_{i}^{-n^{\prime}}$ such that $n^{\prime}$ is any positive integer. $G_{R}$ is then said to be randomly generated if and only if $R$ is Martin-Löf random. In order to derive certain computability properties, it will always be assumed in the present paper that any Martin-Löf random sequence associated to a randomly generated subgroup of $(\mathbb{Q},+)$ is also limit-recursive. It may be observed that no finitely generated subgroup of $(\mathbb{Q},+)$ is randomly generated in the sense adopted here; this corresponds to the intuition that in any "random" infinite binary sequence $R$, the fraction of zeroes in the first $n$ bits should tend to a number strictly smaller than one as $n$ grows to infinity.

The first main part of this work is devoted to the study of the model-theoretic and recursion-theoretic properties of randomly generated subgroups of $(\mathbb{Q},+)$. It is shown that the theory of any randomly generated subgroup coincides with that of the integers with addition (denoted $(\mathbb{Z},+)$ ), and is therefore decidable ${ }^{1}$. Next, we define the notion of a generating sequence for a randomly generated group $G_{R}$; this is an infinite sequence $\beta$ such that $G_{R}$ is generated by the terms of $\beta$. We then consider the word problem for $G_{R}$ with respect to $\beta$ : this is the problem of determining, given any two finite integer sequence representations $\sigma$ and $\tau$ of elements of $G_{R}$ with respect to $\beta$, whether or not $\sigma$ and $\tau$ represent the same element of $G_{R}$. We show that the word problem for $G_{R}$ with respect to any generating sequence $\beta$ is never recursively enumerable (r.e.); on the other hand, one can construct a generating sequence $\beta^{\prime}$ for $G_{R}$ such that the corresponding word problem for $G_{R}$ is co-r.e. Moreover, one can build a generating sequence $\beta^{\prime \prime}$ for $G_{R}$ such that the word problem for the quotient group of $G_{R}$ by $\mathbb{Z}$ with respect to $\beta^{\prime \prime}$ is r.e.

The second main part of this paper investigates the learnability of non-trivial finitely generated subgroups of randomly generated subgroups of $(\mathbb{Q},+)$ from positive examples, also

[^24]known as learning from text. Stephan and Ventsov [25] examined the learnability of classes of substructures of algebraic structures; the study of more general classes of structures was undertaken in the work of Martin and Osherson [17, Chapter III]. The general objective is to understand how semantic knowledge of a class of concepts can be exploited to learn the class; in the context of the present problem, semantic knowledge refers to the properties of every finitely generated subgroup of any randomly generated subgroup of rationals, such as being generated by a single rational [1]. It may be noted that the present work considers learning of the actual representations of finitely generated subgroups, as opposed to learning their structures up to isomorphism, as is considered in the learning framework of Martin and Osherson [17]. Various positive learnability results are obtained: it will be proven, for example, that for any randomly generated subgroup $G_{R}$ of $(\mathbb{Q},+)$, there is a generating sequence $\beta$ for $G_{R}$ such that the set of representations of every non-trivial finitely generated subgroup of $G_{R}$ with respect to $\beta$ is r.e.; furthermore, the class of all such representations can be identified in the limit up to semantic equivalence. On the other hand, it will be seen that the class of all such representations can never be learnable in the limit. Similar results hold for the class of non-trivial finitely generated subgroups of the quotient group of $G_{R}$ by $\mathbb{Z}$. Thus this facet of our work implies a connection between the limit-recursiveness of the set of generators of a randomly generated subgroup of $(\mathbb{Q},+)$ and the learnability of its non-trivial finitely generated subgroups.

## 2 Preliminaries

Any unexplained recursion-theoretic notation may be found in [22, 24, 21]. For background on algorithmic randomness, we refer the reader to $[6,19]$. We use $\mathbb{N}=\{0,1,2, \ldots\}$ to denote the set of all natural numbers and $\mathbb{Z}$ to denote the set of all integers. The $(i+1)$-st prime will be denoted by $p_{i} . \mathbb{Z}^{<\omega}$ denotes the set of all finite sequences of integers. Throughout this paper, $\varphi_{0}, \varphi_{1}, \varphi_{2}, \ldots$ is a fixed acceptable programming system of all partial recursive functions and $W_{0}, W_{1}, W_{2}, \ldots$ is a fixed acceptable numbering of all recursively enumerable (abbr. r.e.) sets of natural numbers. We will occasionally work with objects belonging to some countable class $X$ different from $\mathbb{N}$; in such a case, by abuse of notation, we will use the same symbol $W_{e}$ to denote the set of objects obtained from $W_{e}$ by replacing each member $x$ with $F(x)$ for some fixed bijection $F$ between $\mathbb{N}$ and $X$.

Given any set $S, S^{*}$ denotes the set of all finite sequences of elements from $S$. By $D_{0}, D_{1}, D_{2}, \ldots$ we denote any fixed canonical indexing of all finite sets of natural numbers. Cantor's pairing function $\langle\cdot, \cdot\rangle: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ is given by $\langle x, y\rangle=\frac{1}{2}(x+y)(x+y+1)+y$ for all $x, y \in \mathbb{N}$. The symbol $K$ denotes the diagonal halting problem, i.e., $K=\{e \mid e \in$ $\mathbb{N}, \varphi_{e}(e)$ converges $\}$. The jump of $K$, that is, the relativised halting problem $\{e \mid e \in$ $\left.\mathbb{N} ; \varphi_{e}^{K}(e) \downarrow\right\}$, will be denoted by $K^{\prime}$.

For $\sigma \in(\mathbb{N} \cup\{\#\})^{*}$ and $n \in \mathbb{N}$ we write $\sigma(n)$ to denote the element in the $n$-th position of $\sigma$. Further, $\sigma[n]$ denotes the sequence $\sigma(0), \sigma(1), \ldots, \sigma(n-1)$. Given a number $a \in \mathbb{N}$ and some fixed $n \in \mathbb{N}, n \geq 1$, we denote by $a^{n}$ the finite sequence $a, \ldots, a$, where $a$ occurs exactly $n$ times. Moreover, we identify $a^{0}$ with the empty string $\varepsilon$. For any finite sequence $\sigma$ we use $|\sigma|$ to denote the length of $\sigma$. The concatenation of two sequences $\sigma$ and $\tau$ is denoted by $\sigma \circ \tau$; for convenience, and whenever there is no possibility of confusion, this is occasionally denoted by $\sigma \tau$. For any sequence $\beta$ (infinite or otherwise) and $s<|\beta|, \beta \upharpoonright_{s}$ denotes the initial segment of $\beta$ of length $s+1$. For any $m \geq 1$ and $p \in \mathbb{Z}, I_{m}(p)$ denotes the vector of length $m$ whose first $m-1$ coordinates are 0 and whose last coordinate is $p$. Furthermore, given two vectors $\alpha=\left(a_{i}\right)_{0 \leq i \leq m}$ and $\beta=\left(b_{i}\right)_{0 \leq i \leq m}$ of equal length, $\alpha \cdot \beta$ denotes the scalar product of $\alpha$ and $\beta$,
that is, $\alpha \cdot \beta:=\sum_{i=0}^{m} a_{i} b_{i}$. For any $c \in \mathbb{Z}$ and $\sigma:=\left(b_{i}\right)_{0 \leq i \leq m} \in \mathbb{Z}^{<\omega}, c \sigma$ denotes the vector obtained from $\sigma$ by coordinatewise multiplication with $c$, that is, $c \sigma:=\left(c b_{0}, c b_{1}, \ldots, c b_{m}\right)$. For any non-empty $S \subseteq \mathbb{Q},\langle S\rangle$ denotes $\left\{\sum_{i=0}^{k} c_{i} s_{i} \mid k \in \mathbb{N} \wedge c_{i} \in \mathbb{Z} \wedge s_{i} \in S\right\}$.

Cantor space, the set of all infinite binary sequences, will be denoted by $2^{\omega}$. The set of finite binary strings will be denoted by $2^{<\omega}$. For any binary string $\sigma,[\sigma]$ denotes the cylinder generated by $\sigma$, that is, the set of infinite binary sequences with prefix $\sigma$. For any $U \subseteq 2^{<\omega}$, the open set generated by $U$ is $[U]:=\bigcup_{\sigma \in U}[\sigma]$. The Lebesgue measure on $2^{\omega}$ will be denoted by $\lambda$; that is, for any binary string $\sigma, \lambda([\sigma])=2^{-|\sigma|}$. By the Carathéodory Theorem, this uniquely determines the Lebesgue measure on the Cantor space.

## 3 Randomly Generated Subgroups of Rationals

We first review some basic definitions and facts in algorithmic randomness which in our setting is always understood w.r.t the Lebesgue measure. An r.e. open set $R$ is an open set generated by an r.e. set of binary strings. Regarding $W_{e}$ as a subset of $2^{<\omega}$, one has an enumeration $\left[W_{0}\right],\left[W_{1}\right],\left[W_{2}\right], \ldots$ of all r.e. open sets. A uniformly r.e. sequence $\left(G_{m}\right)_{m<\omega}$ of open sets is given by a recursive function $f$ such that $G_{m}=\left[W_{f(m)}\right]$ for each $m$. As infinite binary sequences may be viewed as characteristic functions of subsets of $\mathbb{N}$, we will often use the term "set" interchangeably with "infinite binary sequence"; in particular, the subsequent definitions apply equally to subsets of $\mathbb{N}$ and infinite binary sequences.

Martin-Löf [18] defined randomness based on tests. A Martin-Löf test is a uniformly r.e. sequence $\left(G_{m}\right)_{m<\omega}$ of open sets such that $(\forall m<\omega)\left[\lambda\left(G_{m}\right) \leq 2^{-m}\right]$. A set $Z \subseteq \mathbb{N}$ fails the test if $Z \in \bigcap_{m<\omega} G_{m}$; otherwise $Z$ passes the test. $Z$ is Martin-Löf random if $Z$ passes each Martin-Löf test. Schnorr [23] showed that Martin-Löf random sets can be described via martingales. A martingale is a function $\mathrm{mg}: 2^{<\omega} \rightarrow \mathbb{R}^{+} \cup\{0\}$ that satisfies for every $\sigma \in 2^{<\omega}$ the equality $\operatorname{mg}(\sigma \circ 0)+\operatorname{mg}(\sigma \circ 1)=2 \mathrm{mg}(\sigma)$. For a martingale mg and a set $Z$, the martingale mg succeeds on $Z$ if $\sup _{n} \operatorname{mg}(Z(0) \ldots Z(n))=\infty$.

- Theorem 1. [23] For any set $Z, Z$ is Martin-Löf random iff no r.e. martingale succeeds on $Z$.

The following characterisation of all subgroups of $(\mathbb{Q},+)$ forms the basis of our definition of a random subgroup.

- Theorem 2. [3] Let $G$ be any subgroup of $(\mathbb{Q},+)$. Then there is an integer $z$, as well as a sequence $\left(n_{i}\right)_{i<\omega}$ with $n_{i} \in \mathbb{N} \cup\{\infty\}$ such that $G=\left\{\left.\frac{a \cdot z}{\Pi_{i=0}^{k} p_{i}^{m_{i}}} \right\rvert\, a \in \mathbb{Z} \wedge k \in \mathbb{N} \wedge(\forall i \leq\right.$ $\left.k)\left[m_{i} \in \mathbb{N} \wedge m_{i}<n_{i}\right]\right\}$.
- Definition 3. Let $R \in 2^{\omega}$ be a real in the Cantor space, i.e. an infinite sequence of 0 's and 1's. Then the group $G_{R}$ is the subgroup of the rational numbers $(\mathbb{Q},+)$ generated by $a_{0}, a_{1}, \ldots$ with $a_{i}=\frac{1}{p_{i}^{n_{i}}}$ for all $i \in \mathbb{N}$, where for each $i \in \mathbb{N}$, by $p_{i}$ we denote the $(i+1)$-st prime and by $n_{i}$ the number of consecutive 1's in $R$ between the $i$-th and ( $i+1$ )-st zero in $R$, with which we let $n_{0}$ count the number of starting 1 's. If there is no $(i+1)$-st zero, we let $n_{i}:=\infty$, meaning that for all $n$ the fraction $\frac{1}{p_{i}^{n}}$ is in $G_{R}$.

Clearly, $(\mathbb{Z},+)$ is always a subgroup of $G_{R}$ and $\frac{1}{p_{i}} \notin G_{R}$ if and only if the $i$-th and $(i+1)$-st zero in $R$ are consecutive. Thus, if $R$ ends with infinitely many zeros, then $G_{R}$ is isomorphic to $(\mathbb{Z},+)$. Moreover, there is a prime $p_{i}$ such that $\frac{1}{p_{j}} \notin G_{R}$ for all $j>i$ and $\frac{1}{p_{i}^{n}} \in G_{R}$ for all $n \in \mathbb{N}$, for short $p_{i}$ infinitely divides $G_{R}$, if and only if $R$ ends with an infinite sequence of 1 's.

- Lemma 4. If $R \in 2^{\omega}$ is Martin-Löf random, then $n_{i}$ is finite for every $i \in \mathbb{N}$, where $n_{i}$ is defined as in Definition 3. In other words, the group $G_{R}$ is not infinitely divisible by any prime.

Proof. This is an easy observation, as in no Martin-Löf random w.r.t the Lebesgue measure only finitely many 0 's occur.

A similar argument shows that for Martin-Löf random $R$ there are infinitely many primes occurring as basis of a denominator of a generator.

- Definition 5. Fix a probability distribution $\mu$ on the natural numbers and let $X=\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of iid random variables taking values in $\mathbb{N}$ with distribution $X_{i} \sim \mu$ for all $i \in \mathbb{N}$. Denote by $H_{X}$ the subgroup of $(\mathbb{Q},+)$ generated by $\left\{p_{i}^{-X_{i}} \mid i \in \mathbb{N}\right\}$, where $p_{i}$ denotes the $(i+1)$-st prime.

The so obtained random group might follow a more uniform process.

- Lemma 6. If $\mu$ is the distribution on $\mathbb{N}$ assigning 0 probability $\frac{1}{2}$, 1 probability $\frac{1}{4}, 2$ probability $\frac{1}{8}$ and $n$ probability $2^{-n-1}$, then with probability 1 holds $H_{X}=G_{R}$ for some Martin-Löf random $R$.

Proof. This follows immediately, as the set of ML-randoms has measure 1 with respect to the Lebesgue measure. From $X_{0}=n_{0}, X_{1}=n_{1}, \ldots, X_{i}=n_{i}, \ldots$ we obtain an infinite binary sequence $R \in 2^{\omega}$ by recursively appending $1^{n_{i}} 0$ in step $i$ to the already established initial segment of $R$, starting with the empty string. By definition the Lebesgue measure assigns probability $\frac{1}{2^{n+1}}$ to having the (intermediate) subsequence $1^{n} 0$ in $R$. This is exactly the probability of the event $X_{i}=n$.

A generating sequence for $G_{R}$ is an infinite sequence $\left(b_{i}\right)_{i<\omega}$ such that $\left\langle b_{i} \mid i<\omega\right\rangle=G_{R}$. We will often deal with generating sequences rather than minimal generating sets for $G_{R}$, mainly due to the fact that if the terms of a sequence $\beta$ are carefully chosen based on a limiting recursive programme for $R$ (so that $\beta$ itself is limiting recursive), then, as will be seen later, the set of representations of elements of $G_{R}$ with respect to $\beta$ can have certain desirable computability properties, such as equality being co-r.e.

- Proposition 7. Suppose $R \leq_{T} K$ is Martin-Löf random. Then there does not exist any strictly increasing recursive enumeration $i_{0}, i_{1}, i_{2}, \ldots$ such that for each $j$, there is some $n_{i_{j}} \geq 1$ with $p_{i_{j}}^{-n_{i_{j}}} \in G_{R}$.
- Theorem 8. If $R \leq_{T} K$ is Martin-Löf random, then $\left(G_{R},+\right)$ is co-r.e., meaning that + is recursive and there is a generating sequence with respect to which equality is co-r.e.

Proof. For a fixed generating sequence $\left(q_{i}\right)_{i<\omega}$ of $G_{R}$ there is an epimorphism from the set of finite sequences of integers $\mathbb{Z}^{<\omega}$ to $G_{R}$ by identifying $\sigma=(\sigma(0), \ldots, \sigma(|\sigma|-1))$ with $x=\sum_{i=0}^{|\sigma|-1} \sigma(i) q_{i}$. We call $\sigma$ a representation of $x$ w.r.t. $\left(q_{i}\right)_{i<\omega}$ or $\left(q_{i}\right)_{i<n+1}$.

Obviously, for any generating sequence of $G_{R}$ addition is recursive as only the components of the representations have to be added as integers.

In order to prove that equality is co-r.e., we construct a specific generating sequence $\left(b_{i}\right)_{i<\omega}$. Based on the result $R^{s}$ of the computation of $R$ after $s$ steps, we are going to define finite sequences $\beta_{s}$ of rational numbers recursively, such that $\left|\beta_{s}\right|=s+1$ and inequality on $\{-s-1, \ldots, s+1\}^{s+1} \subseteq \mathbb{Z}^{s+1}$, interpreted as representations w.r.t. $\beta_{s}$, is decided and extends the inequalities on $\{-s, \ldots, s\}^{s}$, even though they originate from an interpretation
as representations according to $\beta_{s-1}$. With this in the limit we obtain a generating sequence of $G_{R}$, meaning that for every $i$ there is some $s_{i}>i$ such that for all $s \geq s_{i}$ the $i$-th element of $\beta_{s}$ is the same as the $i$-th element of $\beta_{s_{i}}$, which we denote by $b_{i}$. Further, $\left(b_{i}\right)_{i \in \mathbb{N}}$ generates $G_{R}$ and for this generating sequence equality will be co-r.e.

In the following we write $n_{i, s}$ for $n_{i}$ according to $R^{s}$, i.e. the number of 1 's between the $i$-th and $(i+1)$-st zero in $R^{s}$, as introduced in Definition 3. As $R^{s}$ does not end with infinitely many 1 's, $n_{i, s}$ can be computed in finitely many steps for every $i$ and $s$.

$$
s=0 . \text { Let } \beta_{0}=(1)
$$

$s \rightsquigarrow s+1$. Check for every $i \leq s$ whether $n_{i, s}=n_{i, s+1}$. If $n_{i, s}=n_{i, s+1}$ let $\beta_{s+1}(i)=\beta_{s}(i)$. Replace all $\frac{1}{p_{i}^{n_{i, s}}}$ occurring in $\beta_{s}$ with $n_{i, s} \neq n_{i, s+1}$ by some respective integer, for which existence we argue below, such that

$$
\begin{aligned}
\Delta_{\left(q_{i}\right)_{i<s+1}}=\left\{\left(\sigma_{0}, \sigma_{1}\right) \in\right. & \left(\{-s-1, \ldots, s+1\}^{s+1}\right)^{2} \mid \\
& \left.\sigma_{0}, \sigma_{1} \text { represent different elements w.r.t. }\left(q_{i}\right)_{i<s+1}\right\}
\end{aligned}
$$

stays the same or enlarges if $\left(q_{i}\right)_{i<s+1}$ equals the first $s+1$ entries of $\beta_{s+1}$ instead of $\beta_{s}$. Further, let

$$
\beta_{s+1}(s+1)=\frac{1}{p_{j}^{n_{j, s+1}}}
$$

where $j \leq s+1$ is minimal such that $\frac{1}{p_{j}^{n_{j, s+1}}}$ is an element of $G_{R^{s+1}}$ and does not yet occur in $\beta_{s+1} \upharpoonright(s+1)$. If there is no such $j$, let $\beta_{s+1}(s+1)=1$.

For example, if the tape after stage $s=2$ started with $1111010 \ldots$, after 3 steps contained $1101010 \ldots$ and $\beta_{2}=\left(1, \frac{1}{2^{4}}, \frac{1}{3}\right)$, then in $\beta_{3}$ we would have to replace $\frac{1}{2^{4}}$ by an integer $w$ such that for arbitrary integers $u_{0}, u_{1}, u_{2}, v_{0}, v_{1}, v_{2}$ between -3 and 3 we have

$$
u_{0}+u_{1} \frac{1}{2^{4}}+u_{2} \frac{1}{3} \neq v_{0}+v_{1} \frac{1}{2^{4}}+v_{2} \frac{1}{3} \quad \Rightarrow \quad u_{0}+u_{1} w+u_{2} \frac{1}{3} \neq v_{0}+v_{1} w+v_{2} \frac{1}{3}
$$

and $\beta_{3}(3)$ would be $\frac{1}{2^{2}}$.
We proceed by showing that there is always such an integer $w$.
$\triangleright$ Claim 9. For every $s \in \mathbb{N}$ in step $s+1$ it is possible to alter finitely many entries of $\beta_{s}$ to obtain $\beta_{s+1}\left\lceil(s+1)\right.$ such that $\Delta_{\beta_{s}} \subseteq \Delta_{\beta_{s+1} \mid(s+1)}$.

Proof of the Claim. Let $s \in \mathbb{N}$. It suffices to show that one entry can be replaced in this desired way. As the argument does not depend on the position, we further assume that it is the last entry. For all $\left(\sigma_{0}, \sigma_{1}\right) \in \Delta_{\beta_{s}}$ we want to prevent

$$
\sum_{i=0}^{s-1} \sigma_{0}(i) \beta_{s}(i)+\sigma_{0}(s) w=\sum_{i=0}^{s-1} \sigma_{1}(i) \beta_{s}(i)+\sigma_{1}(s) w
$$

This is a linear equation having zero or one solution in $\mathbb{Q}$. As there are only finitely many choices for the pair $\left(\sigma_{0}, \sigma_{1}\right)$, an integer not fulfilling any of these equations can be found in a computable way.

We continue by proving that the entries of the $\beta_{s}$ stabilize, such that in the limit we obtain a sequence $\left(b_{i}\right)_{i<\omega}$ of elements of $G_{R}$.
$\triangleright$ Claim 10. For every $i \in \mathbb{N}$ there is some $s_{i} \geq i$ such that for all $s \geq s_{i}$ we have $\beta_{s}(i)=b_{i}$, with $b_{i}=\beta_{s_{i}}(i)$.

Proof of the Claim. Let $i \in \mathbb{N}$. If there is $s_{i}>i$ such that the entry $\beta_{s_{i}-1}(i)$ had to be changed, then $\beta_{s_{i}}(i)$ is an integer and thus, it will never be changed lateron. In case this does not happen, we obtain $\beta_{s}(i)=\beta_{i}(i)$ for all $s \geq i$ and therefore $s_{i}=i$.

By the next claim the just constructed sequence generates the random group.
$\triangleright$ Claim 11. The sequence $\left(b_{i}\right)_{i<\omega}$ generates $G_{R}$.
Proof of the Claim. Let $i \in \mathbb{N}$ and $a_{i}$ as in Definition 3. We argue that there is some $j$ with $a_{i}=b_{j}$. Let $m_{i}$ be the position of the $(i+1)$-st zero in the Martin-Löf random $R$. Then there is $s^{\prime}$ such that after $s^{\prime}$ computation steps $R \upharpoonright\left(m_{i}+1\right)$ is not changed any more. Thus, after at most $i$ additional steps all generators of $G_{R}$ having one of the first $i$ primes as denominator are in the range of $\beta_{s^{\prime}+i}$.

Finally, we observe that w.r.t. the generating sequence $\left(b_{i}\right)_{i<\omega}$ all pairs of unequal elements of $G_{R}$ can be recursively enumerated.
$\triangleright$ Claim 12. Equality in $\left(G_{R},+\right)$ is co-r.e.
Proof of the Claim. We run the algorithm generating $\left(b_{i}\right)_{i<\omega}$ and in step $s$ return all elements of the finite set $\Delta_{\beta_{s}}$. As inequalities w.r.t $\beta_{s}$ yield inequalities w.r.t. $\left(b_{i}\right)_{i<\omega}$, we only enumerate correct information. Further, for every two elements $x, y$ of $G_{R}$ fix representations w.r.t. $\left(b_{i}\right)_{i<\omega}$ and $s^{\prime}$ large enough such that not more than the first $s^{\prime}$ of the $b_{i}$ occur in these representations, all of these have stabilized up to stage $s^{\prime}$ and all coefficients in the representations take values between $-s^{\prime}-1$ and $s^{\prime}+1$. Then $x \neq y$ if and only if the tuple of their representations is in $\Delta_{\beta_{s^{\prime}}}$.

This finishes the proof of the theorem.
As there are $K$-recursive Martin-Löf random reals, we obtain the following corollary.

- Corollary 13. There exists a co-r.e. random subgroup of the rational numbers.
- Remark 14. Proposition 7 implies, in particular, that if $R \leq_{T} K$ is Martin-Löf random, then there cannot exist any generating sequence for $G_{R}$ with respect to which equality of members of $G_{R}$ is r.e. Indeed, suppose that such a generating sequence $\beta$ did exist, so that $E:=\left\{(\sigma, \tau) \in \mathbb{Z}^{<\omega} \times \mathbb{Z}^{<\omega} \mid \sigma \cdot \beta \upharpoonright_{|\sigma|-1}=\tau \cdot \beta \upharpoonright_{|\tau|-1}\right\}$ is r.e. Fix any $\sigma_{0} \in \mathbb{Z}^{<\omega}$ such that $\sigma_{0} \cdot \beta_{\left|\sigma_{0}\right|-1}=1$ (since $1 \in G_{R}$, such a $\sigma_{0}$ must exist). Then there is a strictly increasing recursive enumeration $i_{0}, i_{1}, i_{2}, \ldots$ such that for all $j$, $i_{j}$ is the first $\ell$ found for which the following hold: (i) $\ell>i_{j^{\prime}}$ whenever $j^{\prime}<j$; (ii) there are $n_{\ell} \geq 1$ and relatively prime positive integers $q, r$ with $p_{\ell} \nmid q$ and $p_{\ell} \nmid r$ such that for some $m,\left(q \sigma_{0}, I_{m}\left(r p_{\ell}^{n_{\ell}}\right)\right) \in E$. Note that

$$
\begin{aligned}
\left(q \sigma_{0}, I_{m}\left(r p_{\ell}^{n_{\ell}}\right)\right) \in E & \Leftrightarrow q=\left(q \sigma_{0}\right) \cdot \beta_{\left|\sigma_{0}\right|-1}=I_{m}\left(r p_{\ell}^{n_{\ell}}\right) \cdot \beta_{m-1}=r p_{\ell}^{n_{\ell}} b_{m-1} \\
& \Leftrightarrow b_{m-1}=q p_{\ell}^{-n_{\ell}} r^{-1}
\end{aligned}
$$

The Martin-Löf randomness of $R$ implies that $\beta$ contains infinitely many terms of the form $\frac{q^{\prime}}{r^{\prime} p_{\ell^{\prime}} n^{\prime}}$ with $n_{\ell^{\prime}}^{\prime} \geq 1, q^{\prime}$ and $r^{\prime}$ relatively prime and positive, $p_{\ell^{\prime}} \nmid q^{\prime}$ and $p_{\ell^{\prime}} \nmid r^{\prime}$. Thus $i_{j}$ is defined for all $j$, and by Proposition 7 this contradicts the Martin-Löf randomness of $R$.

Further, a variation of the algorithm yields that equality of the proper rational part is r.e. on random groups.

- Theorem 15. If $R \leq_{T} K$ is Martin-Löf random, then equality modulo 1 on $\left(G_{R},+\right)$ is r.e. with respect to some generating sequence.

The next main result is concerned with the model-theoretic properties of random subgroups of rationals. We recall that two structures (in the model-theoretic sense) $M$ and $N$ with the same set $\sigma$ of non-logical symbols are elementarily equivalent (denoted $M \equiv N$ ) iff they satisfy the same first-order sentences over $\sigma$; the theory of a structure $M$ (denoted $\operatorname{Th}(M))$ is the set of all first-order sentences (over the set of non-logical symbols of $M$ ) that are satisfied by $M$. The reader is referred to [16] for more background on model theory. We will prove a result that may appear a bit surprising: even though Martin-Löf random subgroups of $(\mathbb{Q},+)$ (viewed as classes of integer sequence representations) are not computable, any such subgroup is elementarily equivalent to $(\mathbb{Z},+)$ - the additive group of integers - and thus has a decidable theory. In other words, the incomputability of a random subgroup of rationals, at least according to the notion of "randomness" adopted in the present work, has little or no bearing on the decidability of its first-order properties. We begin by showing that the theory of any subgroup $G$ of rationals reduces to that of the subgroup of $(\mathbb{Q},+)$ generated by the set of all rationals either equal to 1 or of the shape $p^{-n}$, where $p$ is a prime infinitely dividing $G$ and $n \in \mathbb{N}$. Our proof of this fact rests on a sufficient criterion due to Szmielew [27] for the elementary equivalence of two groups; this result will be stated as it appears in [11].

- Theorem 16. ([27], as cited in [11]) Let $p$ be a prime number and $G$ be a group. For all $n \geq 1, k \geq 1$ and elements $g_{1}, \ldots, g_{k} \in G$, define $G\left[p^{n}\right]:=\left\{x \in G \mid p^{n} x=0\right\}$ and the following predicate $C\left(p ; g_{1}, \ldots, g_{k}\right)$ :
$C\left(p ; g_{1}, \ldots, g_{k}\right) \Leftrightarrow$ the images $g_{1}^{\prime}, \ldots, g_{k}^{\prime}$ of $g_{1}, \ldots, g_{k}$ in the factor group $\bar{G}:=G / G\left[p^{n}\right]$ are such that $g_{1}^{\prime}+p \bar{G}, \ldots, g_{k}^{\prime}+p \bar{G}$ are linearly independent in $\bar{G} / p \bar{G}$.

Define the parameters $\alpha_{p, n}(G), \beta_{p}(G)$ and $\gamma_{p}(G)$ as follows.

$$
\begin{aligned}
\alpha_{p, n}(G) & :=\sup \left\{k \in \mathbb{N} \mid G \text { contains } \mathbb{Z}_{p^{n}}^{k} \text { as a pure subgroup }\right\}, \\
\beta_{p}(G) & :=\inf \left\{\sup \left\{k \in \mathbb{N} \mid \mathbb{Z}_{p^{n}}^{k} \text { is a subgroup of } G\right\} \mid n \in \mathbb{N}\right\}, \\
\gamma_{p}(G) & :=\inf \left\{\sup \left\{k \in \mathbb{N} \mid\left(\exists x_{1}, \ldots, x_{k}\right) C\left(p ; x_{1}, \ldots, x_{k}\right)\right\} \mid n \in \mathbb{N}\right\} .
\end{aligned}
$$

(Here $p G:=\{p g \mid g \in G\}$ and $\mathbb{Z}_{p^{n}}^{k}$ is the $k$-th power of the primary cyclic group on $p^{n}$ elements, that is, it consists of all elements $\left(a_{0}, \ldots, a_{k-1}\right)$ such that $a_{0}, \ldots, a_{k-1} \in \mathbb{Z}_{p^{n}}$.) Then any two groups $H$ and $L$ are elementarily equivalent iff $\alpha_{q, m}(H)=\alpha_{q, m}(L), \beta_{q}(H)=$ $\beta_{q}(L)$ and $\gamma_{q}(H)=\gamma_{q}(L)$ for all primes $q$ and all $m \geq 1$.

The definition of a pure subgroup will not be used in the proof of the subsequent theorem; it will be observed that if $G$ is a subgroup of the rationals, then for $k \geq 1$ and $n \geq 1$, it cannot contain $\mathbb{Z}_{p^{n}}^{k}$ as a subgroup in any case, so that $\alpha_{p, n}(G)=\beta_{p}(G)=0$.

- Theorem 17. Let $G$ be a subgroup of $(\mathbb{Q},+)$. Then $G \equiv[\mathbb{Z}]_{P(G)}$, where $P(G):=\{i \in \mathbb{N} \mid$ $\left.(\forall x \in G)(\forall n \in \mathbb{N})\left[\frac{x}{p_{i}^{n}} \in G\right]\right\}$ denotes the set of all primes infinitely dividing $G$ and for a set of primes $P$ we write $[\mathbb{Z}]_{P}$ for the subgroup of $(\mathbb{Q},+)$ generated by $\{1\} \cup\left\{\left.\frac{1}{p^{k}} \right\rvert\, p \in P, k \in \mathbb{N}\right\}$.
Note that $\operatorname{Th}\left([\mathbb{Z}]_{K},+\right)$ is undecidable; in contrast, for $R$ Martin-Löf random we have $P\left(G_{R}\right)=\varnothing$, so the promised corollary follows.
- Corollary 18. Let $R \in 2^{\omega}$ be Martin-Löf random. Then $\left(G_{R},+\right)$ and $(\mathbb{Z},+)$ have the same theories.

One may ask whether this still holds for richer structures. This is not the case, as for example the theory of $(G,+,<)$ is different from $\operatorname{Th}(\mathbb{Z},+,<)$, as in the latter $x=1$ is a satisfying assignment for the formula $x+x>x \wedge \forall y<x \neg y+y>y$. There does not exist an $x \in G_{R}$ with this property for a ML-random $R$.

## 4 Learning Finitely Generated Subgroups of a Random Subgroup of Rationals

In this section, we investigate the learnability of non-trivial finitely generated subgroups of any group $G_{R}$ generated by a Martin-Löf random sequence $R$ such that $R \leq_{T} K$. First, we introduce some additional notation.

Notation 19. Let $R \leq_{T} K$ be Martin-Löf random and let $\beta:=\left(b_{i}\right)_{i<\omega}$ be any generating sequence of $G_{R}$. For any subgroup $F$ of $G_{R}, F_{\beta}$ denotes the set of all representations of elements of $F$ with respect to $\beta$, that is, $F_{\beta}:=\left\{\sigma \in \mathbb{Z}^{<\omega} \mid \sum_{i=0}^{|\sigma|-1} \sigma(i) b_{i} \in F\right\}$. Furthermore, define $\mathcal{F}_{\beta}:=\left\{F_{\beta} \mid F\right.$ is a non-trivial finitely generated subgroup of $\left.G_{R}\right\}$.

We will consider learning from texts, where a text is an infinite sequence that contains all elements of $F_{\beta}$ for the $F$ to be learnt and may contain the symbol $\#$, which indicates a pause in the data presentation and thus no new information. For any text $T$ and $n \in \mathbb{N}, T(n)$ denotes the ( $n+1$ )-st term of $T$ and $T[n]$ denotes the finite sequence $T(0), \ldots, T(n-1)$, i.e., the initial segment of length $n$ of $T$; content $(T[n])$ denotes the set of non-pause elements occurring in $T[n]$. A learner $M$ is a recursive function mapping $\left(\mathbb{Z}^{<\omega} \cup\{\#\}\right)^{*}$ into $\mathbb{N} \cup\{$ ?\}; the ? symbol permits $M$ to abstain from conjecturing at any stage. A learner is fed successively with growing initial segments of the text and it produces a sequence of conjectures $e_{0}, e_{1}, e_{2}, \ldots$, which are interpreted with respect to a fixed hypothesis space. In the present paper, we stick to the standard hypothesis space, a fixed Gödel numbering $W_{0}, W_{1}, W_{2}, \ldots$ of all r.e. subsets of $\mathbb{Z}^{<\omega}$. In our setting from the generator $\frac{q}{m}$ of $F$ we can immediately derive an index $e$ for $F_{\beta}$ and therefore in the proofs we argue for learning $q$ and $m$. The learner is said to behaviourally correctly (denoted $\mathbf{B c}$ ) learn the representation $F_{\beta}$ of a finitely generated subgroup $F$ with respect to a fixed generating sequence $\beta$ for $G_{R}$ iff on every text for $F_{\beta}$, the sequence of conjectures output by the learner converges to a correct hypothesis; in other words, the learner almost always outputs an r.e. index for $F_{\beta}[7,5,2]$. If almost all of the learner's hypotheses on the given text are equal in addition to being correct, then the learner is said to explanatorily (denoted $\mathbf{E x}$ ) learn $F_{\beta}$ (or it learns $F_{\beta}$ in the limit) [9].

A useful notion that captures the idea of the learner converging on a given text is that of a locking sequence, or more generally that of a stabilising sequence. A sequence $\sigma \in(\mathbb{N} \cup\{\#\})^{*}$ is called a stabilising sequence [8] for a learner $M$ on some set $L$ if content $(\sigma) \subseteq L$ and for all $\tau \in(L \cup\{\#\})^{*}, M(\sigma)=M(\sigma \circ \tau)$. A sequence $\sigma \in(\mathbb{N} \cup\{\#\})^{*}$ is called a locking sequence [4] for a learner $M$ on some set $L$ if $\sigma$ is a stabilising sequence for $M$ on $L$ and $W_{M(\sigma)}=L$. The following proposition due to Blum and Blum [4] will be occasionally useful.

- Proposition 20. [4] If a learner $M$ explanatorily learns some set $L$, then there exists a locking sequence for $M$ on $L$. Furthermore, all stabilising sequences for $M$ on $L$ are also locking sequences for $M$ on $L$.

Clearly, also a Bc-version of Proposition 20 holds.
It is not clear in the first place whether or not every finitely generated subgroup of a randomly generated subgroup of $(\mathbb{Q},+)$ can even be represented as an r.e. set. This will be clarified in the next series of results. We recall that a finitely generated subgroup $F$ of $G_{R}$ is
any subgroup of $G_{R}$ that has some finite generating set $S$, which means that every element of $F$ can be written as a linear combination of finitely many elements of $S$ and the inverses of elements of $S . F$ is trivial if it is equal to $\{0\}$; otherwise it non-trivial. Furthermore, if $G_{R}$ is a subgroup of $(\mathbb{Q},+)$, then any finitely generated subgroup $F$ of $G_{R}$ is cyclic, that is, $F=\left\langle\frac{q}{m}\right\rangle$ for some $q \in \mathbb{N}$ and $m \in \mathbb{N}$ with $\operatorname{gcd}(q, m)=1$ (see, for example, [26, Theorem 8.1]). The latter fact will be used freely throughout this paper. For any generating sequence $\beta$ for $G_{R}$ and any finitely generated subgroup $F$ of $G_{R}$, the set of representations of elements of $F$ with respect to $\beta$ will be denoted by $F_{\beta}$.

- Theorem 21. Let $R \leq_{T} K$ be Martin-Löf random. Then there is a generating sequence $\left(b_{i}\right)_{i<\omega}$ of $G_{R}$ such that for every non-trivial finitely generated subgroup $F$ of $G_{R}$ the set $F_{\beta}$ is r.e.
- Remark 22. The statement of Theorem 21 excludes the trivial subgroup because for any generating sequence $\beta:=\left(b_{i}\right)_{i<\omega}$ for $G_{R},\langle 0\rangle_{\beta}$ cannot be r.e. To see this, suppose, by way of contradiction, that $\langle 0\rangle_{\beta}$ were r.e. Given any $\sigma, \sigma^{\prime} \in \mathbb{Z}^{<\omega}$, set $\ell=\max \left(\left\{|\sigma|-1,\left|\sigma^{\prime}\right|-1\right\}\right)$, and for all $i \in\{0, \ldots, \ell\}, w_{i}=\sigma(i)$ if $i \leq|\sigma|-1$ and 0 otherwise, and $v_{i}=\sigma^{\prime}(i)$ if $i \leq\left|\sigma^{\prime}\right|-1$ and 0 otherwise. Then $\sigma \cdot \beta \upharpoonright|\sigma|-1=\sigma^{\prime} \cdot \beta \upharpoonright_{\left|\sigma^{\prime}\right|-1} \Leftrightarrow \sigma \cdot \beta \upharpoonright|\sigma|-1-\sigma^{\prime} \cdot \beta \upharpoonright_{\left|\sigma^{\prime}\right|-1}=0 \Leftrightarrow$ $\sum_{i=0}^{\ell}\left(w_{i}-v_{i}\right) b_{i}=0 \Leftrightarrow\left(w_{0}-v_{0}, w_{1}-v_{1}, \ldots, w_{\ell}-v_{\ell}\right) \in\langle 0\rangle_{\beta}$. Thus if $\langle 0\rangle_{\beta}$ were r.e., then equality with respect to $\beta$ would also be r.e., which, as was shown earlier, is impossible.

We note that there cannot be any generating sequence $\beta$ for $G_{R}$ such that there are finitely generated subgroups $F, F^{\prime}$ of $G_{R}$ with $F_{\beta}$ r.e. and $F_{\beta}^{\prime}$ co-r.e.

- Theorem 23. Let $R \leq_{T} K$ be Martin-Löf random. Let $\beta$ be any generating sequence for $G_{R}$. Then for any finitely generated subgroups $F$ and $F^{\prime}$ of $G_{R}$, one of the following holds: (i) both $F_{\beta}$ and $F_{\beta}^{\prime}$ are r.e., (ii) both $F_{\beta}$ and $F_{\beta}^{\prime}$ are co-r.e., or (iii) at least one of $F_{\beta}$ and $F_{\beta}^{\prime}$ is neither r.e. nor co-r.e.
- Theorem 24. Let $R \leq_{T} K$ be Martin-Löf random. Then there is a generating sequence $\beta$ of $G_{R}$ such that $F_{\beta}$ is r.e. for every non-trivial finitely generated subgroup $F$ of $G_{R}$ and $\mathcal{F}_{\beta}$ is Bc-learnable.

The next result shows, in contrast to Theorem 24, that if $R \leq_{T} K$ is Martin-Löf random, then, given any generating sequence $\beta$ for $G_{R}$ such that $F_{\beta}$ is r.e. for every non-trivial finitely generated subgroup $F$ of $G_{R}$, the class $\mathcal{F}_{\beta}$ is not explanatorily learnable.

- Theorem 25. Let $R \leq_{T} K$ be Martin-Löf random. Suppose $\beta:=\left(b_{i}\right)_{i<\omega}$ is a generating sequence for $G_{R}$ such that for any non-trivial finitely generated subgroup $F$ of $G_{R}, F_{\beta}$ is r.e. Then $\mathcal{F}_{\beta}$ is not Ex-learnable.

The next theorem considers the learnability of the set of representations of any finitely generated subgroup $F$ of the quotient group $G_{R} / \mathbb{Z}$ with respect to the generating sequence for $G_{R} / \mathbb{Z}$ constructed in the proof of Theorem 15. Slightly abusing the notation defined in Notation 19, for any generating sequence $\beta$ for $G_{R} / \mathbb{Z}, F_{\beta}$ will denote the set of representations of any subgroup $F$ of $G_{R} / \mathbb{Z}$ with respect to $\beta$, and $\mathcal{F}_{\beta}$ will denote $\left\{F_{\beta} \mid F\right.$ is a finitely generated subgroup of $\left.G_{R} / \mathbb{Z}\right\}$.

- Theorem 26. Suppose $R \leq_{T} K$ is Martin-Löf random. Let $G_{R} / \mathbb{Z}$ be the quotient group of $G_{R}$ by $\mathbb{Z}$. Then there is a generating sequence $\beta$ for $G_{R} / \mathbb{Z}$ such that $F_{\beta}$ is r.e. for all finitely generated subgroups of $G_{R} / \mathbb{Z}$ and $\mathcal{F}_{\beta}$ is $\mathbf{B c}$-learnable.

As in the case of the collection of non-trivial finitely generated subgroups of $G_{R}$, the class $\mathcal{F}_{\beta}$ is not explanatorily learnable with respect to any generating sequence $\beta$ for $G_{R} / \mathbb{Z}$. The proof is entirely analogous to that of Theorem 25.

- Theorem 27. Let $R \leq_{T} K$ be Martin-Löf random. Suppose $\beta:=\left(b_{i}\right)_{i<\omega}$ is a generating sequence for $G_{R} / \mathbb{Z}$ such that for any finitely generated subgroup $F$ of $G_{R} / \mathbb{Z}, F_{\beta}$ is r.e. Then $\mathcal{F}_{\beta}$ is not Ex-learnable.

A natural question is whether the learnability or non-learnability of a class of representations for a collection of subgroups of $G_{R}$ is independent of the choice of the generating sequence for $G_{R}$. We have seen in Theorem 25, for example, that the non explanatory learnability of the class of non-trivial finitely generated subgroups of $G_{R}$ holds for any generating sequence for $G_{R}$ such that $F_{\beta}$ is r.e. whenever $F$ is a finitely generated subgroup. The next theorem gives a positive learnability result that is to some extent independent of the choice of the generating sequence: for any generating sequence $\beta$ for $G_{R}$ such that equality with respect to $\beta$ is $K$-recursive and $F_{\beta}$ is r.e. whenever $F$ is a finitely generated subgroup of $G_{R}$, the class $\mathcal{F}_{\beta}$ is explanatorily learnable relative to oracle $K$.

- Theorem 28. Let $R \leq_{T} K$ be Martin-Löf random. Then for any generating sequence $\beta$ for $G_{R}$ such that equality with respect to $\beta$ is $K$-recursive (in other words, the set $E_{\beta}:=$ $\left\{\left(\sigma, \sigma^{\prime}\right) \in \mathbb{Z}^{<\omega} \times \mathbb{Z}^{<\omega} \mid \sigma \cdot \beta_{|\sigma|-1}=\sigma^{\prime} \cdot \beta_{\left|\sigma^{\prime}\right|-1}\right\}$ is $K$-recursive) and $F_{\beta}$ is r.e. for all finitely generated subgroups of $G_{R}, \mathcal{F}_{\beta}$ is $\mathbf{E x}[K]$-learnable.

We recall from Theorem 15 that there is a generating sequence $\beta:=\left(b_{i}\right)_{i<\omega}$ for $G_{R}$ such that equality modulo 1 with respect to $\beta$ is r.e.; in other words, the set $\left\{\left(\sigma, \sigma^{\prime}\right) \in \mathbb{Z}^{<\omega} \times \mathbb{Z}^{<\omega} \mid\right.$ $\left.\sigma \cdot \beta_{|\sigma|-1} \equiv \sigma^{\prime} \cdot \beta_{|\sigma|^{\prime}-1}(\bmod 1)\right\}$ is r.e. The next result considers the learnability of a class that is in some sense "orthogonal" to the class $\mathbb{Z}_{\beta}$ : the class of all sets of representations of $\mathbb{Z}$ with respect to any generating sequence $\beta^{\prime}$ for $G_{R}$ such that $\mathbb{Z}_{\beta^{\prime}}$ is r.e. In the statement and proof of the next theorem, for any generating sequence $\beta$ for $G_{R}$, let $E_{\beta}$ denote the set $\left\{\left(\sigma, \sigma^{\prime}\right) \in \mathbb{Z}^{<\omega} \times \mathbb{Z}^{<\omega} \mid \sigma \cdot \beta_{|\sigma|-1}=\sigma^{\prime} \cdot \beta_{\left|\sigma^{\prime}\right|-1}(\bmod 1)\right\}$.

- Theorem 29. Let $R \leq_{T} K$ be Martin-Löf random. Let $\mathcal{G}_{0}$ be the collection of all generating sequences $\beta$ for $G_{R}$ such that $E_{\beta}$ is r.e., and define $\mathcal{E}_{0}:=\left\{E_{\beta} \mid \beta \in \mathcal{G}_{0}\right\}$. Then $\mathcal{E}_{0}$ is not Bc-learnable.

In contrast to Theorem 29, we present a positive learnability result for the collection of all $E_{\beta}$ such that $E_{\beta}$ is co-r.e. The learnability is with respect to a hypothesis space which uses co-r.e. indices. That is to say, given any text $T$, the learner will on $T$ always output an r.e. index for sets of the form $\left(\mathbb{Z}^{<\omega} \times \mathbb{Z}^{<\omega}\right) \backslash E_{\beta^{\prime}}$, where $E_{\beta^{\prime}}$ is some co-r.e. set. In the statement and proof of the next theorem, given any generating sequence $\beta$ for $G_{R}$ such that equality with respect to $\beta$ is co-r.e., $E_{\beta}$ will denote the set $\left\{\left(\sigma, \sigma^{\prime}\right) \in \mathbb{Z}^{<\omega} \times \mathbb{Z}^{<\omega} \mid \sigma \cdot \beta_{|\sigma|-1}=\sigma^{\prime} \cdot \beta_{\left|\sigma^{\prime}\right|-1}\right\}$.

- Theorem 30. Let $R \leq_{T} K$ be Martin-Löf random. Let $\mathcal{G}_{1}$ be the collection of all generating sequences $\beta$ for $G_{R}$ such that $E_{\beta}$ is co-r.e., and define $\mathcal{E}_{1}:=\left\{E_{\beta} \mid \beta \in \mathcal{G}_{1}\right\}$. Then $\mathcal{E}_{1}$ is explanatorily learnable relative to oracle $K$ using co-r.e. indices. That is to say, there is a K-recursive learner $M$ such that for any $E_{\beta} \in \mathcal{E}_{1}$ and any text $T$ for $E_{\beta}, M$ on $T$ will output an r.e. index for $\left(\mathbb{Z}^{<\omega} \times \mathbb{Z}^{<\omega}\right) \backslash E_{\beta}$ in the limit.


## 5 Conclusion and Possible Future Research

This paper introduced a method of constructing random subgroups of rationals, whereby Martin-Löf random binary sequences are directly encoded into the generators of the group.

It was shown that if the Martin-Löf random sequence associated to a randomly generated subgroup $G$ is limit-recursive, then one can build a generating sequence $\beta$ for $G$ such that the word problem for $G$ is co-r.e. with respect to $\beta$, as well as another generating sequence $\beta^{\prime}$ such that the word problem for $G / \mathbb{Z}$ with respect to $\beta^{\prime}$ is r.e. We also showed that every non-trivial finitely generated subgroup of $G$ has an r.e. representation with respect to a suitably chosen generating sequence for $G$; moreover, the class of all such r.e. representations is behaviourally correctly learnable but never explanatorily learnable. We did not, however, extend the definition of algorithmic randomness to all Abelian groups; we suspect that such a general definition might be out of reach of current methods due to the fact that the isomorphism types of even rank 2 groups (subgroups of $\left(\mathbb{Q}^{2},+\right)$ ) are still unknown.
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#### Abstract

We study the problem $\# \operatorname{IndSub}(\Phi)$ of counting all induced subgraphs of size $k$ in a graph $G$ that satisfy the property $\Phi$. This problem was introduced by Jerrum and Meeks and shown to be $\# \mathrm{~W}[1]$-hard when parameterized by $k$ for some families of properties $\Phi$ including, among others, connectivity [JCSS 15] and even- or oddness of the number of edges [Combinatorica 17]. Very recently [IPEC 18], two of the authors introduced a novel technique for the complexity analysis of $\# \operatorname{IndSub}(\Phi)$, inspired by the "topological approach to evasiveness" of Kahn, Saks and Sturtevant [FOCS 83] and the framework of graph motif parameters due to Curticapean, Dell and Marx [STOC 17], allowing them to prove hardness of a wide range of properties $\Phi$. In this work, we refine this technique for graph properties that are non-trivial on edge-transitive graphs with a prime power number of edges. In particular, we fully classify the case of monotone bipartite graph properties: It is shown that, given any graph property $\Phi$ that is closed under the removal of vertices and edges, and that is non-trivial for bipartite graphs, the problem $\# \operatorname{IndSub}(\Phi)$ is $\# \mathrm{~W}[1]$-hard and cannot be solved in time $f(k) \cdot n^{o(k)}$ for any computable function $f$, unless the Exponential Time Hypothesis fails. This holds true even if the input graph is restricted to be bipartite and counting is done modulo a fixed prime. A similar result is shown for properties that are closed under the removal of edges only.
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[^25]
## 1 Introduction

The study of the computational complexity of counting problems was initiated by Valiant's seminal work about the complexity of computing the permanent [22]. In contrast to a decision problem which requires to verify the existence of a solution, a counting problem asks to compute the number of solutions. Counting complexity theory is particularly interesting for problems whose decision versions are solvable efficiently but whose counting versions are intractable. One such example is the problem of finding/counting perfect matchings, whose decision version is solvable in polynomial time [7] and whose counting version is as least as hard as every problem in the Polynomial Hierarchy PH with respect to polynomial-time Turing reductions [22, 21]. In this work, we consider the following problem which was first introduced by Jerrum and Meeks [11]: Fix a graph property $\Phi$, given a graph $G$ and a positive integer $k$, compute the number of all induced subgraphs of $G$ with $k$ vertices that satisfy $\Phi$. We denote this problem by $\# \operatorname{IndSub}(\Phi)$ and remark that, strictly speaking, $\# \operatorname{IndSub}(\Phi)$ is the unlabeled version of $p$-\#InducedSubgraphWithProperty $(\Phi)$ as defined in [12, Section 1.3.1]. In particular, our properties only depend on the isomorphism type of a graph and not on any labeling of the vertices.

We study the parameterized complexity of $\# \operatorname{IndSuB}(\Phi)$ depending on the property $\Phi$. The underlying framework, known as parameterized counting complexity theory, was introduced independently by Flum and Grohe [8] and McCartin [16], and constitutes a hybrid of (classical) computational counting and parameterized complexity theory. Here, the method of parameterization allows us to perform a multivariate analysis of the complexity of $\# \operatorname{IndSuB}(\Phi)$ : Instead of the distinction between polynomial-time solvable and NP-hard cases, we search for properties $\Phi$ for which the problem is solvable in time $f(k) \cdot n^{O(1)}$, where $n$ is the number of vertices of the graph and $f$ can be any computable function. If this is the case, the problem is called fixed-parameter tractable. Unfortunately, the only known cases of $\Phi$ for which $\# \operatorname{IndSuB}(\Phi)$ is fixed-parameter tractable are trivial in the sense that there are only finitely many $k$ such that $\Phi$ is neither true nor false on the set of all graphs with $k$ vertices. On the contrary, it is easy to see that $\# \operatorname{INDSUB}(\Phi)$ is most likely not fixed-parameter tractable if $\Phi$ encodes a problem whose decision version is already known to be hard. An example of the latter is the property of being a complete graph. In this case, the problem \#IndSuB $(\Phi)$ is identical to the problem of counting cliques of size $k$, for which even the decision version, that is, finding a clique of size $k$ in a graph with $n$ vertices, cannot be done in time $f(k) \cdot n^{o(k)}$, unless the Exponential Time Hypothesis fails [3, 4].

The first non-trivial hardness result of $\# \operatorname{IndSub}(\Phi)$ was given by Jerrum and Meeks for $\Phi$ the property of being connected [11]. Note that, in this case, the decision version of the problem can be solved efficiently as, on input $G$ and $k$, one only has to decide whether there exists a connected component of $G$ of size at least $k$. This result initiated a line of research in which Jerrum and Meeks proved fixed-parameter tractability of $\# \operatorname{IndSub}(\Phi)$ to be unlikely for the property of having an even (or odd) number of edges [12], for properties that induce low edge densities [10] and for properties that are closed under the addition of edges and whose (edge-)minimal elements have large treewidth [17]. More precisely, all of those results established hardness for the parameterized complexity class $\# \mathrm{~W}[1]$, which can be seen as the parameterized counting equivalent of NP. In a recent breakthrough result [5], Curticapean, Dell and Marx have shown, that for every graph property $\Phi$, the problem $\# \operatorname{IndSuB}(\Phi)$ is either fixed-parameter tractable or hard for $\# \mathrm{~W}[1]$, that is, there are no cases of intermediate difficulty. On the downside, they did not provide an explicit criterion for $\# \mathrm{~W}[1]$-hardness that allows to pin down the complexity of $\# \operatorname{INDSUB}(\Phi)$, given a concrete property $\Phi$.

However, combining the framework of [5] with tools from the "topological approach to evasiveness" by Kahn, Saks and Sturtevant [13], two of the authors of the current paper established \#W[1]-hardness for a wide range of properties, including, for example, all nontrivial properties that are closed under the removal of edges and false on odd cycles [20]. Taken together, the above results suggest the following conjecture.

- Conjecture 1. Let $\Phi$ be a computable graph property satisfying that there are infinitely many positive integers $k$ such that $\Phi$ is neither true nor false on all graphs with $k$ vertices. Then \#IndSuB $(\Phi)$ is \#W[1]-hard.

Unfortunately, a proof of this conjecture seems to be a long way off. In this work however, building up on [5, 20], we introduce an algebraic approach that allows us to resolve the above conjecture in case of all non-trivial monotone properties on bipartite graphs. In particular, we obtain a matching lower bound under the Exponential Time Hypothesis.

## Results and techniques

We call a graph property monotone if it is closed under the removal of vertices and edges and edge-monotone if it is closed under the removal of edges only. Furthermore, we write $\mathrm{IS}_{k}$ for the graph consisting of $k$ isolated vertices and $K_{t, t}$ for the complete bipartite graph with $t$ vertices on each side. Our main theorems read as follows.

- Theorem 2. Let $\Phi$ be a computable graph property and let $\mathcal{K}$ be the set of all prime powers $t$ such that $\Phi\left(\mathrm{IS}_{2 t}\right) \neq \Phi\left(K_{t, t}\right)$. If $\mathcal{K}$ is infinite then $\# \operatorname{IndSuB}(\Phi)$ is $\# \mathrm{~W}[1]$ hard. If additionally $\mathcal{K}$ is dense then it cannot be solved in time $f(k) \cdot n^{o(k)}$ for any computable function $f$ unless ETH fails. This holds true even if the input graphs to $\# \operatorname{InDSUB}(\Phi)$ are restricted to be bipartite.

In the previous theorem, a set $\mathcal{K}$ is dense if there exists a constant $c$ such that for every $m \in \mathbb{N}$, there exists a $k \in \mathcal{K}$ such that $m \leq k \leq c m$. While the hypotheses of Theorem 2 sound technical, the theorem applies in many situations. In particular, it is applicable to properties that are neither (edge-) monotone nor the complement thereof: Let $\Phi$ be the property of being Eulerian. The graph $K_{t, t}$ contains an Eulerian cycle if $t=2^{s}$ for $s \geq 1$. Hence we can apply Theorem 2 with $\mathcal{K}=\left\{2^{s} \mid s \geq 1\right\}$, which is infinite and dense.

- Corollary 3. Let $\Phi$ be the property of being Eulerian. Then $\# \operatorname{IndSuB}(\Phi)$ is \#W[1]-hard and cannot be solved in time $f(k) \cdot n^{o(k)}$ for any computable function $f$ unless the ETH fails. This holds true even if the input graphs to $\# \operatorname{InDSuB}(\Phi)$ are restricted to be bipartite.

In case $\Phi$ is edge-monotone, the condition $\Phi\left(\mathrm{IS}_{2 t}\right) \neq \Phi\left(K_{t, t}\right)$ is equivalent to non-triviality and if $\Phi$ is monotone, we obtain the following, more concise statement of the hardness result.

- Theorem 4. Let $\Phi$ be a computable monotone graph property such that $\Phi$ and $\neg \Phi$ hold on infinitely many bipartite graphs. Then $\# \operatorname{IndSuB}(\Phi)$ is \#W[1]-hard and cannot be solved in time $f(k) \cdot n^{o(k)}$ for any computable function $f$ unless the Exponential Time Hypothesis fails. This holds true even if the input graphs to $\# \operatorname{InDSuB}(\Phi)$ are restricted to be bipartite.

Let us illustrate further consequences of the previous theorems with respect to (edge-) monotone properties. First of all, most of the prior hardness results ([11, 10, 17, 12, 20]) are shown to hold in the restricted case of bipartite graphs. We provide three examples:

- Corollary 5. The problem $\# \operatorname{INDSUB}(\Phi)$, restricted to bipartite input graphs, is $\# \mathrm{~W}[1]$-hard and cannot be solved in time $f(k) \cdot|V(G)|^{o(k)}$ for any computable function $f$ unless ETH fails, if $\Phi$ is one of the properties of being disconnected, planar or non-hamiltonian.

One example of a monotone property $\Phi$ for which the complexity of $\# \operatorname{IndSuB}(\Phi)$ was unknown, even for general graphs, is given by the following corollary of Theorem 4.

- Corollary 6. Let $F$ be a fixed bipartite graph with at least one edge and define $\Phi(G)=1$ if $G$ does not contain a subgraph isomorphic to $F$. Then $\# \operatorname{IndSuB}(\Phi)$ is $\# \mathrm{~W}[1]$-hard and cannot be solved in time $f(k) \cdot|V(G)|^{o(k)}$ for any computable function $f$ unless ETH fails. This holds true even if the input graphs of $\# \operatorname{IndSuB}(\Phi)$ are restricted to be bipartite.

As the number of induced subgraphs of size $k$ that satisfy $\Phi$ equals $\binom{|V(G)|}{k}$ minus the number of induced subgraphs of size $k$ that satisfy $\neg \Phi$, all of the previous result remain true for the complementary properties $\neg \Phi$.

In proving the previous theorems we build up on the approach in [5, 20], where it was shown that, given a graph property $\Phi$ and a positive integer $k$, the number of induced subgraphs of size $k$ in a graph $G$ that satisfy $\Phi$ can equivalently be expressed as the following sum over all (isomorphism types of) graphs $H$ :

$$
\begin{equation*}
\sum_{H} a_{\Phi}(H) \cdot \# \operatorname{Hom}(H \rightarrow G) \tag{1}
\end{equation*}
$$

where $a_{\Phi}$ is a function from graphs to integers with finite support and \#Hom $(H \rightarrow G)$ is the number of graph homomorphisms from $H$ to $G$. It is known that computing a linear combination of homomorphism numbers, as in the above expression, is precisely as hard as computing its hardest term with a non-zero coefficient ([5], also implicitly proved in [2]). We refer to this property as complexity monotonicity. In [20] two of the authors of the current paper used a topological approach to analyze the coefficient $a_{\Phi}\left(K_{k}\right)$ of the complete graph on $k$ vertices. If this coefficient is non-zero then complexity monotonicity implies that computing the number of induced subgraphs of size $k$ in a graph $G$ that satisfy $\Phi$ is at least as hard as computing the number $\# \operatorname{Hom}\left(K_{k} \rightarrow G\right)$. This, in turn, is equivalent to computing the number of cliques of size $k$ in $G$, the canonical $\# \mathrm{~W}[1]$-complete problem [8]. While this approach led to hardness proofs for a wide range of properties $\Phi$, it seems that resolving Conjecture 1, even restricted to monotone properties, requires a significant amount of new ideas. Without going too much into the details ${ }^{1}$ of [20], our analysis of $a_{\Phi}\left(K_{k}\right)$ is complicated by the fact that the number of edges of the complete graph on $k \geq 4$ vertices is not a prime power. In this work, we hence focus on the coefficient of $a_{\Phi}(H)$ for graphs $H$ that have a prime power number of edges and for which computing \#Hom $(H \rightarrow G)$ is hard. One example of such graphs is the biclique $K_{t, t}$ for some prime power $t$. Here a biclique $K_{t, t}$, also called a complete bipartite graph, has $t$ vertices on each side and contains every edge from a vertex on the left side to a vertex to the right side. Hence the number of edges is $t^{2}$ which is a prime power if $t$ is.

In analyzing the coefficient $a_{\Phi}\left(K_{t, t}\right)$ of the complete bipartite graph, we invoke the results of Rivest and Vuillemin [19] who considered transitive boolean functions over a domain of prime power cardinality to resolve the asymptotic version of what is known as Karp's evasiveness conjecture (we recommend Miller's survey [18] for an excellent overview).

[^26]Given a property $\Phi$ and a graph $H$, the alternating enumerator of $\Phi$ and $H$ is defined to be

$$
\hat{\chi}(\Phi, H):=\sum_{S \subseteq E(H)} \Phi(H[S]) \cdot(-1)^{\# S}
$$

where $H[S]$ is the graph with vertices $V(H)$ and edges $S$. Roughly speaking, it will turn out that the value of $a_{\Phi}(H)$ is closely related to $\hat{\chi}(\Phi, H)$. We furthermore point out that, in case $\Phi$ is closed under the removal of edges, the alternating enumerator $\hat{\chi}(\Phi, H)$ equals what is called the reduced Euler characteristic of the simplicial complex on $E(H)$ associated to $\Phi[18,20]$. In Section 3 we study the alternating enumerator in case of edge-transitive graphs, that is, graphs whose automorphism groups act transitively on the set of edges. We give a self-contained proof of the following fact, which implicitly follows from [19].

- Lemma 7. Let $\Phi$ be a graph property and let $H$ be an edge-transitive graph with $p^{k}$ edges such that $p$ is a prime and $\Phi(H[\emptyset]) \neq \Phi(H)$. Then it holds that $\hat{\chi}(\Phi, H)=( \pm 1) \bmod p$.

Now, intuitively, Lemma 7 induces a strategy towards proving hardness of \#IndSuB $(\Phi)$ : Assume a family of edge-transitive graphs $\mathcal{H}$ can be found such that $\# E(H)$ is a prime power and $\Phi(H[\emptyset]) \neq \Phi(H)$ for every $H \in \mathcal{H}$. Then $\# \operatorname{IndSuB}(\Phi)$ is at least as hard as counting homomorphisms from graphs in $\mathcal{H}$, the latter of which is fully understood [6]. This observation gives a strong motivation for the study of edge-transitive graphs with a prime power number of edges. In the second part of Section 3, we fully classify those graphs as subgraphs of bipartite graphs or vertex-transitive subgraphs of wreath graphs; consult Section 3 for the formal definitions. The proof of the following theorem, which might be of independent interest, relies on a non-trivial application of Sylow's theorems.

- Theorem 8. Let $G$ be a connected edge-transitive graph with $p^{t}$ edges for some prime $p$ and positive integer $t$. Then either $G$ is bipartite or $G$ is vertex-transitive and can be obtained from the wreath graph $W_{p^{k}}$ for $k \geq 1$ by removing edges (or both).

With the analysis of $\hat{\chi}$ and edge-transitive graphs completed, we turn to the reduction from counting homomorphisms in Section 4. More precisely, given a class $\mathcal{H}$ of edge-transitive graphs with a prime power number of edges and a graph property $\Phi$ such that for every $H \in \mathcal{H}$ we have that $\Phi(H[\emptyset]) \neq \Phi(H)$, we construct a parameterized Turing reduction from $\# \operatorname{Hom}(\mathcal{H})$ to $\# \operatorname{IndSub}(\Phi)$. Here, the problem $\# \operatorname{Hom}(\mathcal{H})$ is defined as follows: Given as input a graph $H \in \mathcal{H}$ and a graph $G$, compute the number of homomorphisms from $H$ to $G$. For technical reasons, we cannot immediately transform the number of induced subgraphs that satisfy $\Phi$ to a linear combination of homomorphism numbers as in Equation (1). We solve this technical issue by introducing color-prescribed variants of those problems in an intermediate step. In this context we consider $H$-colored graphs. Recall that a graph $G$ is $H$-colored if it comes with a homomorphism $c$ from $G$ to $H$. A homomorphism from $H$ to $G$ is then called color-prescribed if it maps every vertex $v$ of $H$ to a vertex $u$ of $G$ satisfying that $c(u)=v$. We demonstrate that, given an $H$-colored graph $G$ and oracle access to $\# \operatorname{IndSuB}(\Phi)$, the following linear combination can be computed in time $f(|V(H)|) \cdot|V(G)|^{O(1)}$.

$$
\begin{equation*}
\sum_{S \subseteq E(H)} \hat{a}_{\Phi}(S) \cdot \# \mathrm{cp}-\operatorname{Hom}(H[S] \rightarrow G) \tag{2}
\end{equation*}
$$

Here cp-Hom $(H[S] \rightarrow G)$ denotes the set of color-prescribed homomorphisms from $H[S]$ to $G$ and $\hat{a}_{\Phi}$ is a function of finite support only depending in $\Phi$. In particular, $\hat{a}_{\Phi}(E(H))$ and $\hat{\chi}(\Phi, H)$ are proved to agree up to a factor of -1 . Finally, we establish complexity monotonicity for linear combinations of color-prescribed homomorphisms as in Equation (2), which in combination with Lemma 7 yields the desired reduction.

Combining the previous results, we invoke the reduction on graph properties that are nontrivial on bipartite graphs and prove Theorem 2 and Theorem 4, in Section 5. Furthermore, we illustrate that our algebraic approach readily extends to modular counting by proving that both, Theorem 2 and Theorem 4 remain true in case counting is done modulo a fixed prime. Due to space constraints, the formal statement and proof of the modular counting version, as well as some proofs of Sections 3 and 4, are deferred to the full version.

## 2 Preliminaries

Given a positive integer $k$, we write $[k]$ for the set $\{1, \ldots, k\}$ and given a set $A$ we write $\binom{A}{k}$ for the set of all subsets of size $k$ of $A$. Furthermore, assuming that $A$ is finite, we write $\# A$ or $|A|$ for its cardinality. Given a function $g: A \times B \rightarrow C$ and an element $a \in A$, we write $g(a, \star)$ for the function which maps $b \in B$ to $g(a, b)$. Some of our proofs rely on (elementary) group theory; due to the space constraints we refrain from an introduction and refer the reader to e.g. Chapter 1 in the standard textbook of Lang [14].

### 2.1 Graph theory

Graphs in this work are considered simple, undirected and without self-loops. More precisely, a graph $G$ is a pair of a finite set $V(G)$ of vertices and a symmetric and irreflexive relation $E(G) \subseteq V(G)^{2}$. If a graph $H$ is obtained from $G$ by deleting a set of edges and a set of vertices of $G$, including incident edges, then $H$ is called a subgraph of $G$. Given a subset $\hat{V}$ of $V(G)$ we write $G[\hat{V}]$ for the graph with vertices $\hat{V}$ and edges $E \cap \hat{V}^{2}$. The resulting graph is called an induced subgraph of $G$. An edge-subgraph of a graph $H$ is a graph obtained from $H$ by deleting edges. Given a set $S \subseteq E(H)$ we write $H[S]$ for the edge-subgraph $(V(H), S)$ of $H$.

## Homomorphisms and embeddings

A homomorphism from a graph $H$ to a graph $G$ is a mapping $h: V(H) \rightarrow V(G)$ that preserves adjacencies. In other words, for every edge $\{u, v\} \in E(H)$ it holds that $\{h(u), h(v)\} \in E(G)$. We write $\operatorname{Hom}(H \rightarrow G)$ for the set of all homomorphisms from $H$ to $G$. A homomorphism inducing a bijection of vertices and satisfying $\{u, v\} \in E(H)$ if and only if $\{f(u), f(v)\} \in E(G)$ is called an isomorphism and we say that two graphs $H$ and $\hat{H}$ are isomorphic if there exists an isomorphism from $H$ to $\hat{H}$. We write $\operatorname{Sub}(H \rightarrow G)$ and $\operatorname{IndSub}(H \rightarrow G)$ for the sets of all subgraphs and induced subgraphs of $G$, respectively, that are isomorphic to $H$.

An isomorphism from a graph to itself is called an automorphism. The set of automorphisms of a graph, together with the operation of functional composition constitutes a group, called the automorphism group of a graph. Slightly abusing notation, we will write Aut $(H)$ for both the set of automorphisms of a graph $H$ as well as for the automorphism group of $H$.

An embedding is an injective homomorphism and we write $\operatorname{Emb}(H \rightarrow G)$ for the set of embeddings from $H$ to $G$. If an embedding $h$ from $H$ to $G$ additionally satisfies that $\{h(u), h(v)\} \in E(G)$ implies $\{u, v\} \in E(H)$, we call it a strong embedding. We write $\operatorname{StrEmb}(H \rightarrow G)$ for the set of strong embeddings from $H$ to $G$. Observe that the images of embeddings and strong embeddings from $H$ to $G$ are precisely the subgraphs and induced subgraphs of $G$ that are isomorphic to $H$.

## Colored variants

Given graphs $G$ and $H$, we say that $G$ is $H$-colored if $G$ comes with a homomorphism $c$ from $G$ to $H$, called an $H$-coloring. Note that, in particular, every edge-subgraph of $H$ can be $H$ colored by the identity function on $V(H)$, which is assumed to be the given coloring whenever we consider $H$-colored edge-subgraphs of $H$ in this paper. Given an edge-subgraph $F$ of $H$ and a homomorphism $h$ from $F$ to a $H$-colored graph $G$, we say that $h$ is color-prescribed if for all $v \in V(F)=V(H)$ it holds that $c(h(v))=v$. We write cp-Hom $(F \rightarrow G)$ for the set of all color-prescribed homomorphisms from $F$ to $G$. cp- $\operatorname{StrEmb}(F \rightarrow G)$ is defined similarly for color-prescribed strong embeddings. We point out that a definition of $\mathrm{cp}-\mathrm{Emb}$ is obsolete as every color-prescribed homomorphism is injective by definition and hence an embedding. Furthermore, we write $\mathrm{cp}-\operatorname{Sub}(F \rightarrow G)$ and $\mathrm{cp}-\operatorname{IndSub}(F \rightarrow G)$ for the sets of images of color-prescribed embeddings and strong embeddings from $F$ to $G$, respectively. Elements of $\mathrm{cp}-\operatorname{Sub}(F \rightarrow G)$ and $\mathrm{cp}-\operatorname{IndSub}(F \rightarrow G)$ are referred to as color-prescribed subgraphs and induced subgraphs. ${ }^{2}$

## Graph properties and the alternating enumerator

A graph property is a function $\Phi$ from graphs to $\{0,1\}$ such that for any pair of isomorphic graphs $H$ and $\hat{H}$ we have that $\Phi(H)=\Phi(\hat{H})$. Adapting the notation of Rivest and Vuillemin [19], we define the alternating enumerator of a property $\Phi$ and a graph $H$ to be the function

$$
\hat{\chi}(\Phi, H):=\sum_{S \subseteq E(H)} \Phi(H[S]) \cdot(-1)^{\# S}
$$

A graph property $\Phi$ is called edge-monotone if it is closed under the removal of edges. It is called monotone if it is closed under the removal of edges and vertices. ${ }^{3}$ Given a graph property $\Phi$, a positive integer $k$ and a graph $G$, we write $\operatorname{IndSub}(\Phi, k \rightarrow G)$ for the set of all induced subgraphs of size $k$ of $G$ that satisfy $\Phi$. Furthermore, given a graph property $\Phi$ and an $H$-colored graph $G$, we write $\mathrm{cp}-\operatorname{IndSub}(\Phi \rightarrow G)$ for the set of all color-prescribed induced subgraphs of size $|V(H)|$ in $G$ that satisfy $\Phi$.

### 2.2 Parameterized counting complexity

The field of parameterized counting was introduced independently by McCartin [16] and Flum and Grohe [8] and constitutes a hybrid of classical computational counting and parameterized complexity theory. A parameterized counting problem is a pair of a function $P: \Sigma^{*} \rightarrow \mathbb{N}$ and a computable parameterization $\kappa: \Sigma^{*} \rightarrow \mathbb{N}$. It is called fixed-parameter tractable (FPT) if there exists a computable function $f$ and a deterministic algorithm that computes $P(x)$ in time $f(\kappa(x)) \cdot|x|^{O(1)}$ for every $x \in \Sigma^{*}$. A parameterized Turing reduction from $(P, \kappa)$ to $(\hat{P}, \hat{\kappa})$ is a deterministic FPT algorithm with respect to $\kappa$ that is given oracle access to $\hat{P}$ and that on input $x$ computes $P(x)$ with the additional restriction that there exists a computable function $g$ such that for any oracle query $y$ it holds that $\hat{\kappa}(y) \leq g(\kappa(x))$. We write $(P, \kappa) \leq_{\mathrm{T}}^{\mathrm{fpt}}(\hat{P}, \hat{\kappa})$ if a parameterized Turing reduction exists.

[^27]Given a graph $G$ and a positive integer $k$, the parameterized counting problem \#Clique asks to compute the number of complete subgraphs of size $k$ in $G$ and is parameterized by $k$, that is $\kappa(G, k):=k$. It is complete for the class $\# \mathrm{~W}[1]$, which can be seen as a parameterized counting equivalent of NP [8]. Evidence for the fixed-parameter intractability of \#W[1]-hard problems is given by the Exponential Time Hypothesis (ETH), which asserts that 3-SAT cannot be solved ${ }^{4}$ in time $\exp (o(m))$ where $m$ is the number of clauses of the input formula. Assuming ETH, \#Clique cannot be solved in time $f(k) \cdot n^{o(k)}$ for any function $f[3,4]$ and hence $\# \mathrm{~W}[1]$-hard problems are not fixed-parameter tractable.

Given a recursively enumerable class of graphs $\mathcal{H}$, the problem \#Hom $(\mathcal{H})$ asks, given a graph $H \in \mathcal{H}$ and an arbitrary graph $G$, to compute $\# \operatorname{Hom}(H \rightarrow G)$. Its parameterization is given by $\kappa(H, G):=|V(H)|$. The problems \#CP-Hom $(\mathcal{H})$ and \#cp-IndSub $(\mathcal{H})$ are defined similarly. Note that the inputs of the latter two problems are of the form $(H, G)$ where $H \in \mathcal{H}$ and $G$ comes with an explicitly given $H$-coloring.

Given a computable graph property $\Phi$, the problem $\# \operatorname{IndSuB}(\Phi)$ asks, given a graph $G$ and a positive integer $k$, to compute $\# \operatorname{IndSub}(\Phi, k \rightarrow G)$ and the parameterization is given by $\kappa(G, k):=k$. Furthermore, we define $\# \mathrm{CP}-\operatorname{IndSub}(\Phi)$ to be the problem of, given a graph $G$ that is $H$-colored for some graph $H$, computing $\# \mathrm{cp}-\operatorname{IndSub}(\Phi \rightarrow G)$ and parameterize it by $\kappa(G):=|V(H)|$. We emphasize that, similarly to $\# \mathrm{CP}-\operatorname{Hom}(\mathcal{H})$, the input graph $G$ comes with an explicitly given $H$-coloring, from which $H$ can be constructed and thus the parameterization is well-defined.

## 3 Alternating enumerators and p-edge-transitive graphs

In this part of the paper we will provide a rough exposition of the work of Rivest and Vuillemin [19] who studied transitive boolean functions to resolve the asymptotic version of Karp's evasiveness conjecture. We will then apply their result to graphs $H$ that are both edge-transitive and have $p^{\ell}$ many edges for some prime $p$. This will enable us to conclude that the alternating enumerator of $\Phi$ and $H$ is $( \pm 1)$ modulo $p$ whenever $\Phi(H[\emptyset]) \neq \Phi(H)$. We start by introducing some required notions from algebraic graph theory.
The automorphism group of a graph $H$ induces a group action on the edges of $H$, given by $h\{u, v\}:=\{h(u), h(v)\}$. A group action is transitive if there exists only one orbit and a graph $H$ is called edge-transitive if the group action on the edges is transitive, that is, if for every pair of edges $\{u, v\}$ and $\{\hat{u}, \hat{v}\}$ there exists an automorphism $h \in \operatorname{Aut}(H)$ such that $h\{u, v\}=\{\hat{u}, \hat{v}\}$. If additionally the number of edges of an edge-transitive graph is a prime power $p^{\ell}$ we call the graph $p$-edge-transitive.

- Lemma 9 (Lemma 7 restated). Let $\Phi$ be a graph property and let $H$ be a p-edge-transitive graph such that $\Phi(H[\emptyset]) \neq \Phi(H)$. Then it holds that $\hat{\chi}(\Phi, H)=( \pm 1) \bmod p$.

Lemma 9 is implicitly proven in [19, Theorem 4.3], but for completeness we will include a short and self-contained proof, demonstrating a first application of the machinery of Sylow subgroups that we will need later.

For the proofs in this section, let us recall some key results from group theory. Given a prime number $p$, a finite group $\Gamma^{\prime}$ is called a $p$-group if the order $\# \Gamma^{\prime}$ is a power of $p$. The following is a well-known and central result from the theory of finite groups.

[^28]- Theorem 10 (Sylow theorems). Let $\Gamma$ be a finite group of order $\# \Gamma=p^{k} m$ for a prime $p$ and an integer $m \geq 1$ coprime to $p$. Then $\Gamma$ contains a subgroup $\Gamma^{\prime}$ of order $p^{k}$. Moreover, every other subgroup $\Gamma^{\prime \prime}$ of $\Gamma$ of order $p^{k}$ is conjugate to $\Gamma^{\prime}$, that is there exists $g \in \Gamma$ with $\Gamma^{\prime \prime}=g \Gamma^{\prime} g^{-1}$. In particular, the groups $\Gamma^{\prime}, \Gamma^{\prime \prime}$ are isomorphic (via the conjugation by $g$ ).

Finally, every subgroup $\tilde{\Gamma} \subseteq \Gamma$ which is a p-group is actually contained in some conjugate $g \Gamma^{\prime} g^{-1}$ of the group $\Gamma^{\prime}$.

A subgroup $\Gamma^{\prime} \subseteq \Gamma$ as above is called a $p$-Sylow subgroup of $\Gamma$.
The following result is a first important application of the Sylow theorems. It can be found as Exercise (E28) in [1]; for completeness we include a proof in the full version.

- Lemma 11. Let $\Gamma$ be a finite group acting transitively on a set $T$ such that $\# T=p^{l}$ for some $l \geq 0$. Then the induced action of any $p$-Sylow subgroup $\Gamma^{\prime} \subseteq \Gamma$ on $T$ is still transitive.

This result allows us to give a short proof of Lemma 9 above. We sketch the proof here and provide the details in the full version of the paper.

Proof sketch of Lemma 9. Let $\Gamma^{\prime}$ be a $p$-Sylow subgroup of $\operatorname{Aut}(H)$, then by Lemma 11 it acts transitively on $E(H)$. This action on the edges of $H$ induces an action on the set of subsets $S \subseteq E(H)$ and by the Orbit-Stabilizer Theorem, for any $S$ which is not invariant under $\Gamma^{\prime}$, the size of its orbit by $\Gamma^{\prime}$ is a positive power of $p$. Then in the sum

$$
\hat{\chi}(\Phi, H)=\sum_{S \subseteq E(H)} \Phi(H[S]) \cdot(-1)^{\# S},
$$

we group together summands belonging to $S$ in the same $\Gamma^{\prime}$-orbit. The contribution of any orbit of positive size is divisible by $p$ and can be left out modulo $p$. Since $\Gamma^{\prime}$ acts transitively on $E(H)$, the only invariant sets $S$ are $S=\emptyset$ and $S=E(H)$, so we have

$$
\hat{\chi}(\Phi, H)=\Phi(H[\emptyset])+\Phi(H[E(H)]) \cdot(-1)^{\# E(H)}=\Phi(H[\emptyset])-\Phi(H) \quad \bmod p
$$

Note that we use the fact that for $p>2$ we have that $\# E(H)$ is odd since it is a prime power and for $p=2$ we have $-1=1$ modulo $p$. Now, the condition $\Phi(H[\emptyset]) \neq \Phi(H)$ exactly gives us $\Phi(H[\emptyset])-\Phi(H)= \pm 1 \bmod p$.

There are two main examples for $p$-edge-transitive graphs. The first example is the class of the complete, bipartite graphs $K_{p^{l}, p^{m}}$ with $l, m \geq 0$. The graph $K_{p^{l}, p^{m}}$ has $p^{l+m}$ edges and the automorphism group clearly acts transitively on the edges of that graph. The second example is the class of wreath graphs $W_{p^{k}}$ for $k \geq 1$. The graph $W_{p^{k}}$ has $p^{k}$ vertices that can be decomposed in disjoint sets $V_{0}, \ldots, V_{p-1}$ of order $p^{k-1}$ each, and edges $\left\{v_{i}, v_{i+1}\right\}$ for each $i=0, \ldots, p-1$ and vertices $v_{i} \in V_{i}, v_{i+1} \in V_{i+1}$ (where it is understood that $V_{p}=V_{0}$ ). Thus in total, $W_{p^{k}}$ has $p^{2 k-1}$ edges, except for $p=2$ where it has $2^{2 k-2}$ edges. The graph $W_{p^{k}}$ can be seen as the lexicographical product of a $p$-cycle with a graph consisting of $p^{k-1}$ disjoint vertices. For $k=1$ we exactly obtain the $p$-cycle. To see that $W_{p^{k}}$ is edge-transitive, we observe that on the one hand, for fixed $i$ we can apply an arbitrary permutation on $V_{i}$ leaving the graph invariant. On the other hand, there exists a "rotational action" sending $V_{j}$ to $V_{j+1}$ for $j=0, \ldots, p-1$, which also leaves the graph invariant. Using these two types of automorphisms, we can map every edge to every other edge.

The following result tells us that in a certain sense the graphs $K_{p^{l}, p^{m}}$ and $W_{p^{k}}$ are the maximal $p$-edge-transitive graphs. A graph $G$ is called vertex-transitive if its automorphism group Aut $(G)$ acts transitively on its set of vertices $V(G)$.

- Theorem 12 (Theorem 8 restated). Let $G$ be a connected p-edge-transitive graph. Then either $G$ is bipartite (and thus a subgraph of a graph of the form $K_{p^{l}, p^{m}}$ for some $l, m \geq 0$ ) or $G$ is vertex-transitive and an edge-subgraph of $W_{p^{k}}$ for $k \geq 1$ (or both).

Due to the space constraints the proof is deferred to the full version of the paper.

## 4 The main reduction: From homomorphisms to induced subgraphs

In what follows we will construct a sequence of reductions, starting from $\# \operatorname{Hom}(\mathcal{H})$ and ending in $\# \operatorname{IndSub}(\Phi)$. Here, $\mathcal{H}$ is a recursively enumerable set of $p$-edge-transitive graphs and $\Phi$ is a graph property such that for every graph $H \in \mathcal{H}$ we have that $\Phi(H[\emptyset]) \neq \Phi(H)$. More precisely, we will prove that

In particular, all of those reductions will be tight in the sense that conditional lower bounds on the fine-grained complexity of $\# \mathrm{Hom}(\mathcal{H})$ immediately transfer to $\# \operatorname{IndSuB}(\Phi)$. For the hardness results we rely on a result of Dalmau and Jonsson [6] stating that the problem $\# \operatorname{Hom}(\mathcal{H})$ is known to be $\# \mathrm{~W}[1]$-hard whenever $\mathcal{H}$ is recursively enumerable and of unbounded treewidth. ${ }^{5}$ Here a class of graphs is said to have unbounded treewidth if for every $b \in \mathbb{N}$ there exists a graph in the class with treewidth at least $b$. Due to space constraints, the remainder of this section is concerned with proving Lemma 17, that is, the second step of the reduction sequence; the first and the third step are deferred to the full version.

## Reducing color-prescribed homomorphisms to color-prescribed induced subgraphs

The reduction from color-prescribed homomorphisms to color-prescribed induced subgraphs requires the introduction of an $H$-colored variant of the framework of graph motif parameters, which was explicitly introduced in [5] and implicitly used in [2]. More precisely, given an $H$ colored graph $G$ and a property $\Phi$, we will express \#cp-IndSub $(\Phi \rightarrow G)$ as a linear combination of color-prescribed homomorphisms, that is, terms of the form \#cp-Hom $(H[S] \rightarrow G)$. In a first step, we show complexity monotonicity for linear combinations of color-prescribed homomorphisms. While this property allows a quite simple proof, a second step, in which we study the coefficient of $\# \mathrm{cp}-\mathrm{Hom}(H \rightarrow G)$ requires a thorough understanding of the alternating enumerator of $\Phi$ and $H$. In case of $p$-edge-transitive graphs, the latter is provided by Lemma 9 .

We start by introducing a colored variant of the tensor product of graphs (see e.g. Chapter 5.4.2 in [15]). Given two $H$-colored graphs $G$ and $\hat{G}$ with colorings $c$ and $\hat{c}$ we define their color-prescribed tensor product $G \times_{H} \hat{G}$ as the graph with vertices $V=\{(v, \hat{v}) \in$ $V(G) \times V(\hat{G}) \mid c(v)=\hat{c}(\hat{v})\}$ and edges between two vertices $(v, \hat{v})$ and $(u, \hat{u})$ if and only if $\{v, u\} \in E(G)$ and $\{\hat{v}, \hat{u}\} \in E(\hat{G})$. The next lemma states that \#cp-Hom is linear with respect to $\times_{H}$, a short proof of which can be found in the full version of the paper.

- Lemma 13. Let $H$ be a graph, let $F$ be an edge-subgraph of $H$ and let $G$ and $\hat{G}$ be $H$-colored. Then we have that

$$
\# \mathrm{cp}-\operatorname{Hom}\left(F \rightarrow G \times_{H} \hat{G}\right)=\# \mathrm{cp}-\operatorname{Hom}(F \rightarrow G) \cdot \# \mathrm{cp}-\operatorname{Hom}(F \rightarrow \hat{G})
$$

[^29]We are now prepared to prove the color-prescribed variant of complexity monotonicity.

- Lemma 14 (Complexity monotonicity). Let $H$ be a graph and let a be a function from edge-subgraphs of $H$ to rationals. There exists an algorithm $\mathbb{A}$ that is given an $H$-colored graph $G$ as input and has oracle access to the function

$$
\sum_{S \subseteq E(H)} a(H[S]) \cdot \# \mathrm{cp}-\operatorname{Hom}(H[S] \rightarrow \star)
$$

and computes \#cp-Hom $(H[S] \rightarrow G)$ for all $S$ such that $a(H[S]) \neq 0$ in time $f(|H|) \cdot|V(G)|$ where $f$ is a computable function. Furthermore, every oracle query $\hat{G}$ satisfies $|V(\hat{G})| \leq$ $f(|H|) \cdot|V(G)|$.
Proof. Using Lemma 13 we have that for every $H$-colored graph $F$ it holds that

$$
\begin{align*}
& \sum_{S \subseteq E(H)} a(H[S]) \cdot \# \mathrm{cp}-\operatorname{Hom}\left(H[S] \rightarrow\left(G \times_{H} F\right)\right)  \tag{4}\\
= & \sum_{S \subseteq E(H)} a(H[S]) \cdot \# \mathrm{cp}-\operatorname{Hom}(H[S] \rightarrow G) \cdot \# \mathrm{cp}-H o m(H[S] \rightarrow F), \tag{5}
\end{align*}
$$

which we can evaluate for $F=H[\emptyset], \ldots, H[E(H)]$. This induces a system of linear equations which can easily be shown to have a unique solution; the proof that the corresponding matrix is non-singular can be found in the full version of the paper. Consequently, the numbers $a(H[S]) \cdot \# \mathrm{cp}-\operatorname{Hom}(H[S] \rightarrow G)$ are uniquely determined and can be computed by solving the system using Gaussian elimination. Finally, we obtain the numbers \#cp-Hom $(H[S] \rightarrow G)$ by multiplying with $a(H[S])^{-1}$ whenever $a(H[S]) \neq 0$.

It remains to express the number of color-prescribed induced subgraphs that satisfy a property $\Phi$ as a linear combination of color-prescribed homomorphisms. We only sketch the proof of the following lemma and defer the details to the full version of the paper.

- Lemma 15. Let $H$ be a graph, let $\Phi$ be a graph property and let $G$ be an $H$-colored graph. Then it holds that

$$
\# \mathrm{cp}-\operatorname{IndSub}(\Phi \rightarrow G)=\sum_{S \subseteq E(H)} \Phi(H[S]) \sum_{J \subseteq E(H) \backslash S}(-1)^{\# J} \cdot \# \mathrm{cp}-H o m([H[S \cup J] \rightarrow G)
$$

Moreover, the absolute values of the coefficient of $\# \mathrm{cp}-\operatorname{Hom}(H \rightarrow G)$ and $\hat{\chi}(\Phi, H)$ are equal.
Proof sketch. We rely on the following claim which follows by inclusion-exclusion.
$\triangleright$ Claim 16. Let $H$ be graph, let $S \subseteq E(H)$ and let $G$ be an $H$-colored graph. Then we have that

$$
\# \mathrm{cp}-\operatorname{IndSub}(H[S] \rightarrow G)=\sum_{J \subseteq E(H) \backslash S}(-1)^{\# J} \cdot \# \mathrm{cp}-\operatorname{Sub}(H[S \cup J] \rightarrow G) .
$$

Now summing up over all $S$ for which $\Phi(H[S])=1$ and applying Claim 16 yields

$$
\begin{equation*}
\# \mathrm{cp}-\operatorname{IndSub}(\Phi \rightarrow G)=\sum_{S \subseteq E(H)} \Phi(H[S]) \sum_{J \subseteq E(H) \backslash S}(-1)^{\# J} \cdot \# \mathrm{cp}-\operatorname{Hom}(H[S \cup J] \rightarrow G) . \tag{6}
\end{equation*}
$$

Finally, we collect for the coefficient of \#cp-Hom $(H \rightarrow G)$ and obtain

$$
\begin{equation*}
\sum_{S \subseteq E(H)} \Phi(H[S]) \cdot(-1)^{\# E(H)-\# S}=(-1)^{\# E(H)} \cdot \hat{\chi}(\Phi, H) \tag{7}
\end{equation*}
$$

The application of the complexity monotonicity property for color-prescribed homomorphisms (Lemma 14) requires non-zero coefficients. However, this can be guaranteed for the coefficient of interest in case of $p$-edge-transitive graphs as shown in Section 3. Formally, the reduction is constructed as follows.

- Lemma 17. Let $\Phi$ be a graph property and let $H$ be a p-edge-transitive graph such that $\Phi(H[\emptyset]) \neq \Phi(H)$. There exists an algorithm $\mathbb{A}$ that is given an $H$-colored graph $G$ as input and has oracle access to the function $\# \mathrm{cp}-\operatorname{IndSub}(\Phi \rightarrow \star)$ and computes \#cp-Hom $(H \rightarrow G)$ in time $f(|H|) \cdot|V(G)|$ where $f$ is a computable function. Furthermore, every oracle query $\hat{G}$ is $H$-colored as well and satisfies $|V(\hat{G})| \leq f(|H|) \cdot|V(G)|$.

Proof. Using Lemma 15 we can express $\# \mathrm{cp}-\operatorname{IndSub}(\Phi \rightarrow \star)$ as a linear combination of color-prescribed homomorphisms. In particular, the coefficient of \#cp-Hom $(H \rightarrow \star)$ is $( \pm 1) \cdot \hat{\chi}(\Phi, H)$ and by Lemma 9 we have that this number is non-zero whenever $H$ is $p$-edgetransitive and $\Phi(H[\emptyset]) \neq \Phi(H)$. Hence we can use the algorithm from Lemma 14 to compute \#cp- $\operatorname{Hom}(H \rightarrow G)$ in the desired running time.

## 5 Non-trivial monotone properties on bipartite graphs

In the last part of the paper, we apply the algebraic approach which was laid out in the preceding sections to bipartite graph properties. This will allow us to prove our main result. To this end, we say that a set $\mathcal{K} \subseteq \mathbb{N}$ is dense if there exists a constant $c$ such that for every $k^{\prime} \in \mathbb{N}$ there exists $k \in \mathcal{K}$ such that $k^{\prime} \leq k \leq c k^{\prime}$. Furthermore, we write $\mathrm{IS}_{k}$ for the graph with $k$ isolated vertices. The following theorem is obtained by invoking the reduction sequence (3) to complete bipartite graphs $K_{t, t}$ for prime powers $t=p^{k}$, which are $p$-edge-transitive (see Section 3). Due to the space constraints, the details, as well as the case of modular counting, are deferred to the full version of the paper.

- Theorem 18 (Theorem 2 restated). Let $\Phi$ be a computable graph property and let $\mathcal{K}$ be the set of all prime powers $t$ such that $\Phi\left(\mathrm{IS}_{2 t}\right) \neq \Phi\left(K_{t, t}\right)$. If $\mathcal{K}$ is infinite then $\# \operatorname{IndSuB}(\Phi)$ is \#W[1] hard. If additionally $\mathcal{K}$ is dense then it cannot be solved in time $f(k) \cdot n^{o(k)}$ for any computable function $f$ unless ETH fails. This holds true even if the input graphs to $\# \operatorname{IndSuB}(\Phi)$ are restricted to be bipartite.

Note that, in case $\Phi$ or its complement is edge-monotone, we only have to find infinitely many prime powers $t$ for which $\Phi$ is neither true nor false on the set of all edge-subgraphs of $K_{t, t}$, which is the case for all sensible, non-trivial properties that do not rely on the number of vertices in some way. If $\Phi$ (or its complement) is monotone, that is, not only closed under the removal of edges, but also under the removal of vertices, then such artificial properties do not exist and we can state the result more clearly as follows.

- Corollary 19 (Theorem 4 restated). Let $\Phi$ be a computable monotone graph property such that $\Phi$ and $\neg \Phi$ hold on infinitely many bipartite graphs. Then $\# \operatorname{IndSuB}(\Phi)$ is $\# \mathrm{~W}[1]$-hard and cannot be solved in time $f(k) \cdot n^{o(k)}$ for any computable function $f$ unless ETH fails. This holds true even if the input graphs to $\# \operatorname{IndSuB}(\Phi)$ are restricted to be bipartite.

Proof. If $\Phi$ is monotone and $\Phi$ and $\neg \Phi$ hold on infinitely many bipartite graphs, then $\Phi\left(\mathrm{IS}_{k}\right)=1$ for all positive integers $k$ and $\Phi\left(K_{t, t}\right)=0$ for all but finitely many $t$. Hence we can apply Theorem 18 and, in particular, the set $\mathcal{K}$ will contain all but finitely many prime powers and is therefore dense.

## Conclusion

We have established hardness for $\# \operatorname{IndSuB}(\Phi)$ for any (edge-)monotone property $\Phi$ that is non-trivial on bipartite graphs. In particular, this holds true even if we count modulo a prime and restrict the input graphs to be bipartite as well. Hence, we did not only significantly extend the set of graph properties $\Phi$ for which the (parameterized) complexity of $\# \operatorname{IndSuB}(\Phi)$ is understood, but we also generalized many of the prior results, such as [11], [17] and parts of [20] to the cases of bipartite input graphs and modular counting.

As a next step towards a proof of Conjecture 1, we suggest the study of properties that are defined by forbidden induced subgraphs, for which the complexity of $\# \operatorname{IndSuB}(\Phi)$ is only partially resolved at this point.
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#### Abstract

A tournament is a directed graph in which there is a single arc between every pair of distinct vertices. Given a tournament $T$ on $n$ vertices, we explore the classical and parameterized complexity of the problems of determining if $T$ has a cycle packing (a set of pairwise arc-disjoint cycles) of size $k$ and a triangle packing (a set of pairwise arc-disjoint triangles) of size $k$. We refer to these problems as Arc-disjoint Cycles in Tournaments (ACT) and Arc-disjoint Triangles in Tournaments (ATT), respectively. Although the maximization version of ACT can be seen as the linear programming dual of the well-studied problem of finding a minimum feedback arc set (a set of arcs whose deletion results in an acyclic graph) in tournaments, surprisingly no algorithmic results seem to exist for ACT. We first show that ACT and ATT are both NP-complete. Then, we show that the problem of determining if a tournament has a cycle packing and a feedback arc set of the same size is NP-complete. Next, we prove that ACT and ATT are fixed-parameter tractable, they can be solved in $2^{\mathcal{O}(k \log k)} n^{\mathcal{O}(1)}$ time and $2^{\mathcal{O}(k)} n^{\mathcal{O}(1)}$ time respectively. Moreover, they both admit a kernel with $\mathcal{O}(k)$ vertices. We also prove that ACT and ATT cannot be solved in $2^{o(\sqrt{k})} n^{\mathcal{O}(1)}$ time under the Exponential-Time Hypothesis.
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## 1 Introduction

Given a (directed or undirected) graph $G$ and a positive integer $k$, the Disjoint Cycle Packing problem is to determine whether $G$ has $k$ (vertex or arc/edge) disjoint (directed or undirected) cycles. Packing disjoint cycles is a fundamental problem in Graph Theory and Algorithm Design with applications in several areas. Since the publication of the classic Erdős-Pósa theorem in 1965 [21], this problem has received significant scientific attention in various algorithmic realms. In particular, Vertex-Disjoint Cycle Packing in undirected graphs is one of the first problems studied in the framework of parameterized complexity. In this framework, each problem instance is associated with a non-negative integer $k$ called parameter, and a problem is said to be fixed-parameter tractable (FPT) if it can be solved in $f(k) n^{\mathcal{O}(1)}$ time for some computable function $f$, where $n$ is the input size. For convenience, the running time $f(k) n^{\mathcal{O}(1)}$ is denoted as $\mathcal{O}^{\star}(f(k))$. A kernelization algorithm is a polynomialtime algorithm that transforms an arbitrary instance of the problem to an equivalent instance of the same problem whose size is bounded by some computable function $g$ of the parameter of the original instance. The resulting instance is called a kernel and if $g$ is a polynomial function, then it is called a polynomial kernel. A decidable parameterized problem is FPT if and only if it has a kernel (not necessarily of polynomial size). Kernelization typically involves applying a set reduction rules to the given instance to produce another instance. A reduction rule is said to be safe if it is sound and complete, i.e., applying it to the given instance produces an equivalent instance. In order to classify parameterized problems as being FPT or not, the W -hierarchy is defined: $\mathrm{FPT} \subseteq \mathrm{W}[1] \subseteq \mathrm{W}[2] \subseteq \cdots \subseteq \mathrm{XP}$. It is believed that the subset relations in this sequence are all strict, and a parameterized problem that is hard for some complexity class above FPT in this hierarchy is said to be fixed-parameter intractable. Further details on parameterized algorithms we refer to recent books [16, 19, 24, 26].

Vertex-Disjoint Cycle Packing in undirected graphs is FPT with respect to the solution size $k[10,36]$ but has no polynomial kernel unless NP $\subseteq$ coNP/poly [11]. In contrast, Edge-Disjoint Cycle Packing in undirected graphs admits a kernel with $\mathcal{O}(k \log k)$ vertices (and is therefore FPT) [11]. On directed graphs, these problems have many practical applications (for example in biology [12, 18]) and they have been extensively studied [7, 34]. It turns out that Vertex-Disjoint Cycle Packing and Arc-Disjoint Cycle Packing are equivalent and are $\mathrm{W}[1]$-hard [33, 42]. Therefore, studying these problems on a subclass of directed graphs is a natural direction of research. Tournaments form a mathematically rich subclass of directed graphs with interesting structural and algorithmic properties [6, 38]. Tournaments have several applications in modeling round-robin tournaments and in the study of voting systems and social choice theory [29, 31].

Feedback Vertex Set and Feedback Arc Set are two well-explored algorithmic problems on tournaments. A feedback vertex (arc) set is a set of vertices (arcs) whose deletion results in an acyclic graph. Given a tournament, MinFAST and MinFVST are the problems of obtaining a feedback arc set and feedback vertex set of minimum size, respectively. We refer to the corresponding decision version of the problems as FAST and FVST. The optimization problems MinFAST and MinFVST have numerous practical applications in the areas of voting theory [17], machine learning [15], search engine ranking [20] and have been intensively studied in various algorithmic areas. MinFAST and MinFVST are NP-hard [3, 13] while FAST and FVST are FPT when parameterized by the solution size $k[4,23,25,31]$. Further, FAST has a kernel with $\mathcal{O}(k)$ vertices and FVST has a kernel with $\mathcal{O}\left(k^{1.5}\right)$ vertices [9, 35]. Surprisingly, the duals (in the linear programming sense) of MinFAST and MinFVST have not been considered in the literature until recently. Any tournament that has a cycle
also has a triangle [7]. Therefore, if a tournament has $k$ vertex-disjoint cycles, then it also has $k$ vertex-disjoint triangles. Thus, Vertex-Disjoint Cycle Packing in tournaments is just packing vertex-disjoint triangles. This problem is NP-hard [8]. A straightforward application of the colour coding technique [5] shows that this problem is FPT and a kernel with $\mathcal{O}\left(k^{2}\right)$ vertices is an immediate consequence of the quadratic element kernel known for 3-Set Packing [1]. Recently, a kernel with $\mathcal{O}\left(k^{1.5}\right)$ vertices was shown for this problem using interesting variants and generalizations of the popular expansion lemma [35].

A tournament that has $k$ arc-disjoint cycles need not necessarily have $k$ arc-disjoint triangles. This observation hints that packing arc-disjoint cycles could be significantly harder than packing vertex-disjoint cycles. It also hints that packing arc-disjoint cycles and arc-disjoint triangles in tournaments could be problems of different complexities. This is the starting point of our study. Subsequently, we refer to a set of pairwise arc-disjoint cycles as a cycle packing and a set of pairwise arc-disjoint triangles as a triangle packing. Given a tournament, MaxACT and MaxATT are the problems of obtaining a maximum set of arc-disjoint cycles and triangles, respectively. We refer to the corresponding decision version of the problems as ACT and ATT. Formally, given a tournament $T$ and a positive integer $k$, ACT (resp. ATT) is the task of determining if $T$ has $k$ arc-disjoint cycles (resp. triangles). From a structural point of view, the problem of partitioning the arc set of a directed graph into a collection of triangles has been studied for regular tournaments [44], almost regular tournaments [2] and complete digraphs [28]. In this work, we study the classical complexity of MaxACT and MAxATT and the parameterized complexity of ACT and ATT with respect to the solution size (i.e. the number $k$ of cycles/triangles) as parameter.

## Our main contributions.

- We prove that MaxATT and MaxACT are NP-hard (Theorems 5 and 7). As a consequence, we also show that ACT and ATT do not admit algorithms with $\mathcal{O}^{\star}\left(2^{o(\sqrt{k})}\right)$ running time under the Exponential-Time Hypothesis (Theorem 10). Moreover, deciding if a tournament has a cycle packing and a feedback arc set of the same size is NP-complete (Theorem 9).
- A tournament $T$ has $k$ arc-disjoint cycles if and only if $T$ has $k$ arc-disjoint cycles each of length at most $2 k+1$ (Theorem 11).
- ACT can be solved in $\mathcal{O}^{\star}\left(2^{\mathcal{O}(k \log k)}\right)$ time (Theorem 17) and admits a kernel with $\mathcal{O}(k)$ vertices (Theorem 16).
- ATT can be solved in $\mathcal{O}^{\star}\left(2^{\mathcal{O}(k)}\right)$ time and admits a kernel with $\mathcal{O}(k)$ vertices (Theorem 18).


## 2 Preliminaries

We denote the set $\{1,2, \ldots, n\}$ of consecutive integers from 1 to $n$ by $[n]$.

Directed Graphs. A directed graph $D$ (or digraph) is a pair consisting of a finite set $V(D)$ of vertices of $D$ and a set $A(D)$ of arcs of $D$, which are ordered pairs of elements of $V(D)$. For a vertex $v \in V(D)$, its out-neighbourhood, denoted by $N^{+}(v)$, is the set $\{u \in V(D): v u \in A(D)\}$ and its out-degree, denoted by $d^{+}(x)$, is $\left|N^{+}(v)\right|$. For a set $F$ of arcs, $V(F)$ denotes the union of the sets of endpoints of arcs in $F$. Given a digraph $D$ and a subset $X$ of vertices, we denote by $D[X]$ the digraph induced by the vertices in $X$. Moreover, we denote by $D \backslash X$ the digraph $D[V(D) \backslash X]$ and say that this digraph is obtained by deleting $X$ from $D$.

Paths and Cycles. A path $P$ in a digraph $D$ is a sequence $\left(v_{1}, \ldots, v_{k}\right)$ of distinct vertices such that for each $i \in[k-1], v_{i} v_{i+1} \in A(D)$. The set $\left\{v_{1}, \ldots, v_{k}\right\}$ is denoted by $V(P)$ and the set $\left\{v_{i} v_{i+1}: i \in[k-1]\right\}$ is denoted by $A(P)$. A cycle $C$ in $D$ is a sequence $\left(v_{1}, \ldots, v_{k}\right)$ of distinct vertices such that $\left(v_{1}, \ldots, v_{k}\right)$ is a path and $v_{k} v_{1} \in A(D)$. The length of a path or cycle $X$ is the number of vertices in it. A cycle on three vertices is called a triangle. A digraph is called a directed acyclic graph if it has no cycles. A feedback arc set (FAS) is a set of arcs whose deletion results in an acyclic graph. For a digraph $D$, let minfas $(D)$ denote the size of a minimum FAS of $D$. Any directed acyclic graph $D$ has an ordering $\sigma(D)=\left(v_{1}, \ldots, v_{n}\right)$ called topological ordering of its vertices such that for each $v_{i} v_{j} \in A(D)$, $i<j$ holds. Given an ordering $\sigma$ and two vertices $u$ and $v$, we write $u<_{\sigma} v$ if $u$ is before $v$ in $\sigma$.

Tournaments. A tournament $T$ is a digraph in which for every pair $u, v$ of distinct vertices either $u v \in A(T)$ or $v u \in A(T)$ but not both. In other words, a tournament $T$ on $n$ vertices is an orientation of the complete graph $K_{n}$. A tournament $T$ can alternatively be defined by an ordering $\sigma(T)=\left(v_{1}, \ldots, v_{n}\right)$ of its vertices and a set of backward $\operatorname{arcs} \overleftarrow{A}_{\sigma}(T)$ (which will be denoted $\overleftarrow{A}(T)$ as the considered ordering is not ambiguous), where each $\operatorname{arc} a \in \overleftarrow{A}(T)$ is of the form $v_{i_{1}} v_{i_{2}}$ with $i_{2}<i_{1}$. Indeed, given $\sigma(T)$ and $\overleftarrow{A}(T)$, we define $V(T)=\left\{v_{i}: i \in[n]\right\}$ and $A(T)=\overleftarrow{A}(T) \cup \vec{A}(T)$ where $\vec{A}(T)=\left\{v_{i_{1}} v_{i_{2}}:\left(i_{1}<i_{2}\right)\right.$ and $\left.v_{i_{2}} v_{i_{1}} \notin \overleftarrow{A}(T)\right\}$ is the set of forward arcs of $T$ in the given ordering $\sigma(T)$. The pair $(\sigma(T), \overleftarrow{A}(T))$ is called a linear representation of the tournament $T$. A tournament is called transitive if it is a directed acyclic graph and a transitive tournament has a unique topological ordering. Given two tournaments $T_{1}, T_{2}$ defined by $\sigma\left(T_{l}\right)$ and $\overleftarrow{A}\left(T_{l}\right)$ with $l \in\{1,2\}$, we denote by $T=T_{1} T_{2}$ the tournament called the concatenation of $T_{1}$ and $T_{2}$, where $V(T)=V\left(T_{2}\right) \cup V\left(T_{2}\right), \sigma(T)=\sigma\left(T_{1}\right) \sigma\left(T_{2}\right)$ is the concatenation of the two sequences, and $\overleftarrow{A}(T)=\overleftarrow{A}\left(T_{1}\right) \cup \overleftarrow{A}\left(T_{2}\right)$

## 3 NP-hardness of MaxACT and MaxATT

This section contains our main results. We prove the NP-hardness of MaxATT using a reduction from 3-SAT(3). Here, 3-SAT(3) denotes the specific case of 3-SAT where each clause has at most three literals, and each literal appears at most two times positively and exactly one time negatively. In the following, denote by $F$ the input formula of an instance of 3 - $\operatorname{SAT}(3)$. Let $n$ be the number of its variables and $m$ be the number of its clauses. We may suppose that $n \equiv 3(\bmod 6)$. If it is not the case, we can add up to 5 unused variables $x$ with the trivial clause $x \vee \bar{x}$. This operation guarantees us we keep the hypotheses of 3 -SAT(3). We can also assume that $m+1 \equiv 3(\bmod 6)$. Indeed, if it not the case, we add 6 new unused variables $x_{1}, \ldots, x_{6}$ with the 6 trivial clauses $x_{i} \vee \overline{x_{i}}$, and the clause $x_{1} \vee x_{2}$. This padding process keep both the $3-\operatorname{SAT}(3)$ structure and $n \equiv 3(\bmod 6)$. From $F$ we construct a tournament $T$ which is the concatenation of two tournaments $T_{v}$ and $T_{c}$ defined below.

In the following, let $f$ be the reduction that maps an instance $F$ of 3-SAT(3) to a tournament $T$ we describe now.

The variable tournament $\boldsymbol{T}_{\boldsymbol{v}}$. For each variable $v_{i}$ of $F$, we define a tournament $V_{i}$ of order 6 as follows: $\sigma_{i}\left(V_{i}\right)=\left(r_{i}, \bar{x}_{i}, x_{i}^{1}, s_{i}, x_{i}^{2}, t_{i}\right)$ and $\overleftarrow{A}_{\sigma}\left(V_{i}\right)=\left\{s_{i} r_{i}, t_{i} x_{i}^{1}\right\}$. Figure 1 is a representation of one variable gadget $V_{i}$. One can notice that the minimum FAS of $V_{i}$ corresponds exactly to the set of its backward arcs. We now define $V\left(T_{v}\right)$ be the union of the vertex sets of the $V_{i}$ s and we equip $T_{v}$ with the order $\sigma_{1} \sigma_{2} \ldots \sigma_{n}$. Thus, $T_{v}$ has $6 n$


Figure 1 The variable gadget $V_{i}$. Only backward arcs are depicted, so all the remaining arcs are forward arcs.
vertices. We also add the following backward arcs to $T_{v}$. Since $n \equiv 3(\bmod 6)$, there is an edge-disjoint (undirected) triangle packing of $K_{n}$ covering all its edges with triangles that can be computed in polynomial time [32]. Let $\left\{u_{1}, \ldots, u_{n}\right\}$ be an arbitrary enumeration of the vertices of $K_{n}$. Using a perfect triangle packing $\Delta_{K_{n}}$ of $K_{n}$, we create a tournament $T_{K_{n}}$ such that $\sigma^{\prime}\left(T_{K_{n}}\right)=\left(u_{1}, \ldots, u_{n}\right)$ and $\overleftarrow{A}_{\sigma^{\prime}}\left(T_{K_{n}}\right)=\left\{u_{k} u_{i}:\left(u_{i}, u_{j}, u_{k}\right)\right.$ is a triangle of $\Delta_{K_{n}}$ with $\left.i<j<k\right\}$. Now we set $\overleftarrow{A}_{\sigma}\left(T_{v}\right)=\left\{x y: x \in V\left(V_{i}\right), y \in V\left(V_{j}\right)\right.$ for $i \neq j$ and $\left.u_{j} u_{i} \in \overleftarrow{A}_{\sigma^{\prime}}\left(T_{K_{n}}\right)\right\} \cup \bigcup_{i=1}^{n} \overleftarrow{A}_{\sigma}\left(V_{i}\right)$. In some way, we "blew up" every vertex $u_{i}$ of $T_{K_{n}}$ into our variable gadget $V_{i}$.

The clause tournament $\boldsymbol{T}_{\boldsymbol{c}}$. For each of the $m$ clauses $c_{j}$ of $F$, we define a tournament $C_{j}$ of order 3 as follows: $\sigma\left(C_{j}\right)=\left(c_{j}^{1}, c_{j}^{2}, c_{j}^{3}\right)$ and $\overleftarrow{A}_{\sigma}\left(C_{j}\right)=\emptyset$. In addition, we have a $(m+1)^{\text {th }}$ tournament denoted by $C_{m+1}$ and defined by $\sigma\left(C_{m+1}\right)=\left(c_{m+1}^{1}, c_{m+1}^{2}, c_{m+1}^{3}\right)$ and $\overleftarrow{A}_{\sigma}\left(C_{m+1}\right)=$ $\left\{c_{m+1}^{3} c_{m+1}^{1}\right\}$, that is $C_{m+1}$ is a triangle. We call this triangle the dummy triangle, and its vertices the dummy vertices. We now define $T_{c}$ such that $\sigma\left(T_{c}\right)$ is the concatenation of each ordering $\sigma\left(C_{j}\right)$ in the natural order, that is $\sigma\left(T_{c}\right)=\left(c_{1}^{1}, c_{1}^{2}, c_{1}^{3}, \ldots, c_{m}^{1}, c_{m}^{2}, c_{m}^{3}, c_{m+1}^{1}, c_{m+1}^{2}, c_{m+1}^{3}\right)$. So $T_{c}$ has $3(m+1)$ vertices. Since $m+1 \equiv 3(\bmod 6)$, we use the same trick as above to add arcs to $\overleftarrow{A}_{\sigma}\left(T_{c}\right)$ coming from a perfect packing of undirected triangles of $K_{m+1}$. Once again, we "blew up" every vertex $u_{j}$ of $T_{K_{m+1}}$ into our clause gadget $C_{j}$.

The tournament $\boldsymbol{T}$. To define our final tournament $T$ let us begin with its ordering $\sigma$ defined by $\sigma(T)=\sigma\left(T_{v}\right) \sigma\left(T_{c}\right)$. Then we construct $\overleftarrow{A}^{v c}(T)$ the backward arcs between $T_{c}$ and $T_{v}$. For any $j \in[m]$, if the clause $c_{j}$ in $F$ has three literals, that is $c_{j}=\ell_{1} \vee \ell_{2} \vee l_{3}$, then we add to $\overleftarrow{A}^{v c}(T)$ the three backward $\operatorname{arcs} c_{j}^{3} z_{u}$ where $u \in[3]$ and such that $z_{u}=\bar{x}_{i_{u}}$ when $\ell_{u}=\bar{v}_{i_{u}}$, and $z_{u} \in\left\{x_{i_{u}}^{1}, x_{i_{u}}^{2}\right\}$ when $\ell_{u}=v_{i_{u}}$ in such a way that for any $i \in[n]$, there exists a unique arc $a \in \overleftarrow{A}^{v c}(T)$ with $h(a)=x_{i}^{1}$. Informally, in the previous definition, if $x_{i_{u}}^{1}$ is already "used" by another clause, we chose $z_{u}=x_{i_{u}}^{2}$. Such an orientation will always be possible since each variable occurs at most two times positively and once negatively in $F$. If the clause $c_{j}$ in $F$ has only two literals, that is $c_{j}=\ell_{1} \vee \ell_{2}$, then we add in $\overleftarrow{A}^{v c}(T)$ the two backward arcs $c_{j}^{2} z_{u}$ where $u \in[2]$ and such that $z_{u}=\bar{x}_{i_{u}}$ when $\ell_{u}=\bar{v}_{i_{u}}$ and $z_{u} \in\left\{x_{i_{u}}^{1}, x_{i_{u}}^{2}\right\}$ when $\ell_{u}=v_{i_{u}}$ in such a way that for any $i \in[n]$, there exists a unique $\operatorname{arc} a \in \overleftarrow{A}^{v c}(T)$ with $h(a)=x_{i}^{1}$.
Finally, we add in $\overleftarrow{A}^{v c}(T)$ the backward $\operatorname{arcs} c_{m+1}^{u} \bar{x}_{i}$ for any $u \in[3]$ and $i \in[n]$. These arcs are called dummy arcs. We set $\overleftarrow{A}_{\sigma}(T)=\overleftarrow{A}_{\sigma}\left(T_{v}\right) \cup \overleftarrow{A}_{\sigma}\left(T_{c}\right) \cup \overleftarrow{A}{ }^{v c}(T)$. Notice that each $\bar{x}_{i}$ has exactly four arcs $a \in \overleftarrow{A}_{\sigma}(T)$ such that $h(a)=\bar{x}_{i}$ and $t(a)$ is a vertex of $T_{c}$. To finish the construction, notice also that $T$ has $6 n+3(m+1)$ vertices and can be computed in polynomial time. Figure 2 is an example of the tournament obtained from a trivial 3-SAT(3) instance.

Now, we move on to proving the correctness of the reduction. First of all, observe that in each variable gadget $V_{i}$, there are only four triangles: let $\delta_{i}^{1}, \delta_{i}^{2}, \delta_{i}^{3}$ and $\delta_{i}^{4}$ be the triangles $\left(r_{i}, \bar{x}_{i}, s_{i}\right),\left(r_{i}, x_{i}^{1}, s_{i}\right),\left(x_{i}^{1}, s_{i}, t_{i}\right)$ and $\left(x_{i}^{1}, x_{i}^{2}, t_{i}\right)$, respectively. Moreover, notice that there are only three maximal triangle packings of $V_{i}$ which are $\left\{\delta_{i}^{1}, \delta_{i}^{3}\right\},\left\{\delta_{i}^{1}, \delta_{i}^{4}\right\}$ and $\left\{\delta_{i}^{2}, \delta_{i}^{4}\right\}$. We call these packings $\Delta_{i}^{\top}, \Delta_{i}^{\top^{\prime}}$ and $\Delta_{i}^{\perp}$, respectively.


Figure 2 Example of reduction obtained when $F=\left\{c_{1}, c_{2}\right\}$ where $c_{1}=\bar{v}_{1} \vee v_{2} \vee \bar{v}_{3}$ and $c_{2}=v_{1} \vee \bar{v}_{2} \vee v_{3}$. Forward arcs are not depicted. In addition to the depicted backward arcs, we have the 36 backward arcs from $V_{3}$ to $V_{1}$, and the 9 backward arcs from $C_{3}$ to $C_{1}$.

Given a triangle packing $\Delta$ of $T$ and a subset $X$ of vertices, we define for any $x \in X$ the $\Delta$-local out-degree of the vertex $x$, denoted $d_{X \backslash \Delta}^{+}(x)$, as the remaining out-degree of $x$ in $T[X]$ when we remove the arcs of the triangles of $\Delta$. More formally, we set: $d_{X \backslash \Delta}^{+}(x)=|\{x a: a \in X, x a \in A[X], x a \notin A(\Delta)\}|$.

- Remark 1. Given a variable gadget $V_{i}$, we have:
(i) $d_{V_{i} \backslash \Delta_{i}^{\top}}^{+}\left(x_{i}^{1}\right)=d_{V_{i} \backslash \Delta_{i}^{\top}}^{+}\left(x_{i}^{2}\right)=1$ and $d_{V_{i} \backslash \Delta_{i}^{\top}}^{+}\left(\bar{x}_{i}\right)=3$,
(ii) $d_{V_{i} \backslash \Delta_{i}^{\top^{\prime}}}^{+}\left(x_{i}^{1}\right)=1, d_{V_{i} \backslash \Delta_{i}^{\top}}^{+}\left(x_{i}^{2}\right)=0$ and $d_{V_{i} \backslash \Delta_{i}^{\top}}^{+}\left(\bar{x}_{i}\right)=3$,
(iii) $d_{V_{i} \backslash \Delta_{i}^{\perp}}^{+}\left(x_{i}^{1}\right)=d_{V_{i} \backslash \Delta_{i}^{\perp}}^{+}\left(x_{i}^{2}\right)=0$ and $d_{V_{i} \backslash \Delta_{i}^{\perp}}^{+}\left(\bar{x}_{i}\right)=4$,
(iv) none of $\bar{x}_{i} x_{i}^{1}, \bar{x}_{i} x_{i}^{2}, \bar{x}_{i} t_{i}$ belongs to $\Delta_{i}^{\top}$ or $\Delta_{i}^{\perp}$.

Informally, we want to set the variable $x_{i}$ to true (resp. false) when one of the locallyoptimal $\Delta_{i}^{\top^{\prime}}$ or $\Delta_{i}^{\top}\left(\right.$ resp. $\left.\Delta_{i}^{\perp}\right)$ is taken in the variable gadget $V_{i}$ in the global solution. Now given a triangle packing $\Delta$ of $T$, we partition $\Delta$ into the following sets:

- $\Delta_{V, V, V}=\left\{(a, b, c) \in \Delta: a \in V_{i}, b \in V_{j}, c \in V_{k}\right.$ with $\left.i<j<k\right\}$,
- $\Delta_{V, V, C}=\left\{(a, b, c) \in \Delta: a \in V_{i}, b \in V_{j}, c \in C_{k}\right.$ with $\left.i<j\right\}$,
- $\Delta_{V, C, C}=\left\{(a, b, c) \in \Delta: a \in V_{i}, b \in C_{j}, c \in C_{k}\right.$ with $\left.j<k\right\}$,
- $\Delta_{C, C, C}=\left\{(a, b, c) \in \Delta: a \in C_{i}, b \in C_{j}, c \in C_{k}\right.$ with $\left.i<j<k\right\}$,
- $\Delta_{2 V, C}=\left\{(a, b, c) \in \Delta: a, b \in V_{i}, c \in C_{j}\right\}$,
- $\Delta_{V, 2 C}=\left\{(a, b, c) \in \Delta: a \in V_{i}, b, c \in C_{j}\right\}$,
- $\Delta_{3 V}=\left\{(a, b, c) \in \Delta: a, b, c \in V_{i}\right\}$,
- $\Delta_{3 C}=\left\{(a, b, c) \in \Delta: a, b, c \in C_{i}\right\}$.

Notice that in $T$, there is no triangle with two vertices in a variable gadget $V_{i}$ and its third vertex in a variable gadget $V_{j}$ with $i \neq j$ since all the arcs between two variable gadgets are oriented in the same direction. We have the same observation for clauses.
In the two next lemmas, we prove some properties concerning the solution $\Delta$, which imply the result of Lemma 4.

- Lemma 2. There exists a triangle packing $\Delta^{v}$ (resp. $\Delta^{c}$ ) which uses exactly the arcs between distinct variable gadgets (resp. clause gadgets). Therefore, we have $\left|\Delta_{V, V, V}\right| \leq 6 n(n-1)$ and $\left|\Delta_{C, C, C}\right| \leq 3 m(m+1) / 2$ and these bounds are tight.

Proof. First recall that the tournament $T_{v}$ is constructed from a tournament $T_{K_{n}}$ which admits a perfect packing of $n(n-1) / 6$ triangles. Then we replaced each vertex $u_{i}$ in $T_{K_{n}}$ by the variable gadget $V_{i}$ and kept all the arcs between two variable gadgets $V_{i}$
and $V_{j}$ in the same orientation as between $u_{i}$ and $u_{j}$. Let $u_{i} u_{j} u_{k}$ be a triangle of the perfect packing of $T_{K_{n}}$. We temporally relabel the vertices of $V_{i}, V_{j}$ and $V_{k}$ respectively by $\left\{f_{i}, i \in[6]\right\},\left\{g_{i}, i \in[6]\right\}$ and $\left\{h_{i}, i \in[6]\right\}$ and consider the tripartite tournament $K_{6,6,6}$ given by $V\left(K_{6,6,6}\right)=\left\{f_{i}, g_{i}, h_{i}, i \in[6]\right\}$ and $A\left(K_{6,6,6}\right)=\left\{f_{i} g_{j}, g_{i} h_{j}, h_{i} f_{j}: i, j \in[6]\right\}$. Then it is easy to check that $\left\{\left(f_{i}, g_{j}, h_{i+j}(\bmod 6)\right): i, j \in[6]\right\}$ is a perfect triangle packing of $K_{6,6,6}$. Since every triangle of $T_{K_{n}}$ becomes a $K_{6,6,6}$ in $T_{v}$, we can find a triangle packing $\Delta^{v}$ which use all the arcs between disjoint variable gadgets. We use the same reasoning to prove that there exists a triangle packing $\Delta^{c}$ which use all the arcs available in $T_{c}$ between two distinct clause gadget.

- Lemma 3. For any triangle packing $\Delta$ of the tournament $T$, we have:
(i) $\left|\Delta_{V, V, V}\right|+\left|\Delta_{C, C, C}\right| \leq 6 n(n-1)+3 m(m+1) / 2$,
(ii) $\left|\Delta_{2 V, C}\right|+\left|\Delta_{V, 2 C}\right|+\left|\Delta_{V, C, C}\right|+\left|\Delta_{V, V, C}\right| \leq\left|\overleftarrow{A^{v c}}(T)\right|$,
(iii) $\left|\Delta_{3 V}\right| \leq 2 n$,
(iv) $\left|\Delta_{3 C}\right| \leq 1$.

Therefore in total we have $|\Delta| \leq 6 n(n-1)+3 m(m+1) / 2+2 n+\left|\overleftarrow{A}^{v c}(T)\right|+1$.
Proof. Let $\Delta$ be a triangle packing of $T$. Recall that we have: $|\Delta|=\left|\Delta_{V, V, V}\right|+\left|\Delta_{V, V, C}\right|+$ $\left|\Delta_{V, C, C}\right|+\left|\Delta_{C, C, C}\right|+\left|\Delta_{2 V, C}\right|+\left|\Delta_{V, 2 C}\right|+\left|\Delta_{3 V}\right|+\left|\Delta_{3 C}\right|$. First, inequality (i) comes from Lemma 2. Then, we have $\left|\Delta_{2 V, C}\right|+\left|\Delta_{V, 2 C}\right|+\left|\Delta_{V, C, C}\right|+\left|\Delta_{V, V, C}\right| \leq\left|\overleftarrow{A}^{v c}(T)\right|$ since every triangle of these sets consumes one backward arc from $T_{c}$ to $T_{v}$. We have $\left|\Delta_{3 V}\right| \leq 2 n$ since we have at most 2 disjoint triangles in each variable gadget. Finally we also have $\left|\Delta_{3 C}\right| \leq 1$ since the dummy triangle is the only triangle lying in a clause gadget.

- Lemma 4. $F$ is satisfiable if and only if there exists a triangle packing $\Delta$ of size $6 n(n-1)+3 m(m+1) / 2+2 n+\left|\overleftarrow{A}^{v c}(T)\right|+1$ in the tournament $T$.

As 3-SAT(3) is NP-hard [39, 43], this implies the following theorem.

- Theorem 5. MaxATT is NP-hard.

As mentioned in the introduction, packing arc-disjoint cycles is not necessarily equivalent to packing arc-disjoint triangles. Thus, we need to establish the following lemma to transfer the previous NP-hardness result to MaxACT.

- Lemma 6. Given a 3-SAT(3) instance $F$, and $T$ the tournament constructed from $F$ with the reduction $f$, we have a triangle packing $\Delta$ of $T$ of size $6 n(n-1)+3 m(m+1) / 2+$ $2 n+\left|\overleftarrow{A}^{v c}(T)\right|+1$ if and only if there is a cycle packing $O$ of the same size.

The previous lemma and Theorem 5 imply the following theorem.

- Theorem 7. MaxACT is NP-hard.

Let us now define two special cases Tight-ATT (resp. Tight-ACT) where, given a tournament $T$ and a linear ordering $\sigma$ with $k$ backward arcs, where $k=\operatorname{minfas}(T)$, the goal is to decide if there is a triangle (resp. cycle) packing of size $k$. We call these special cases the "tight" versions of the classical packing problems because as the input admits an FAS of size $k$, any triangle (or cycle) packing has size at most $k$. We have the following result, directly implying the NP-hardness of Tight-ATT and Tight-ACT.

- Lemma 8. Let $T$ be a tournament constructed by the reduction $f$, and $k$ be the threshold value defined in Lemma 4. Then, we have $k=\operatorname{minfas}(T)$ and we can construct (in polynomial time) an ordering of $T$ with $k$ backward arcs.
- Theorem 9. Tight-ATT and Tight-ACT are NP-hard.

Finally, the size $s$ of the required packing in Lemma 4 satisfies $s=\mathcal{O}\left((n+m)^{2}\right)$. Under the Exponential-time Hypothesis, the problem 3-SAT cannot be solved in $2^{o(n+m)}[16,30]$. Then, using the linear reduction from 3-SAT to 3 -SAT(3) [43], we also get the following result.

- Theorem 10. Under the Exponential-time Hypothesis, ATT and ACT cannot be solved in $\mathcal{O}^{\star}\left(2^{o(\sqrt{k})}\right)$ time.

In the framework of parameterizing above guaranteed values [37], the above results imply that ACT parameterized below the guaranteed value of the size of a minimal feedback arc set is fixed-parameter intractable.

## 4 Parameterized Complexity of ACT

The classical Erdős-Pósa theorem for cycles in undirected graphs states that for each nonnegative integer $k$, every undirected graph either contains $k$ vertex-disjoint cycles or has a feedback vertex set consisting of $f(k)=\mathcal{O}(k \log k)$ vertices [21]. An interesting consequence of this theorem is that it leads to an FPT algorithm for Vertex-Disjoint Cycle Packing (see [36] for more details).

Analogous to these results, we prove an Erdős-Pósa type theorem for tournaments and show that it leads to an $\mathcal{O}^{\star}\left(2^{\mathcal{O}(k \log k)}\right)$ time algorithm and a linear vertex kernel for ACT. First we obtain the following result.

- Theorem 11. Let $k$ and $r$ be positive integers such that $r \leq k$. A tournament $T$ contains a set of $r$ arc-disjoint cycles if and only if $T$ contains a set of $r$ arc-disjoint cycles each of length at most $2 k+1$.

Proof. The reverse direction of the claim holds trivially. Let us now prove the forward direction. Let $\mathcal{C}$ be a set of $r$ arc-disjoint cycles in $T$ that minimizes $\sum_{C \in \mathcal{C}}|C|$. If every cycle in $\mathcal{C}$ is a triangle, then the claim trivially holds. Otherwise, let $C$ be a longest cycle in $\mathcal{C}$ and let $\ell$ denote its length. Let $v_{i}, v_{j}$ be a pair of non-consecutive vertices in $C$. Then, either $v_{i} v_{j} \in A(T)$ or $v_{j} v_{i} \in A(T)$. In any case, the arc $e$ between $v_{i}$ and $v_{j}$ along with $A(C)$ forms a cycle $C^{\prime}$ of length less than $\ell$ with $A\left(C^{\prime}\right) \backslash\{e\} \subset A(C)$. By our choice of $\mathcal{C}$, this implies that $e$ is an arc in some other cycle $\widehat{C} \in \mathcal{C}$. This property is true for the arc between any pair of non-consecutive vertices in $C$. Therefore, we have $\binom{\ell}{2}-\ell \leq \ell(k-1)$ leading to $\ell \leq 2 k+1$.

This result essentially shows that it suffices to determine the existence of $k$ arc-disjoint cycles in $T$ each of length at most $2 k+1$ in order to determine if $(T, k)$ is an yes-instance of ACT. This immediately leads to a quadratic Erdős-Pósa bound. That is, for every non-negative integer $k$, every tournament $T$ either contains $k$ arc-disjoint cycles or has an FAS of size $\mathcal{O}\left(k^{2}\right)$. Next, we strengthen this result to arrive at a linear bound.

We will use the following lemma known from [14] in order to prove Theorem $13^{1}$. For a digraph $D$, let $\Lambda(D)$ denote the number of non-adjacent pairs of vertices in $D$. That is, $\Lambda(D)$ is the number of pairs $u, v$ of vertices of $D$ such that neither $u v \in A(D)$ nor $v u \in A(D)$.

[^30]- Lemma 12. [14] Let $D$ be a triangle-free digraph in which for every pair u,v of distinct vertices, at most one of $u v$ or vu is in $A(D)$. Then, we can compute an FAS of size at most $\Lambda(D)$ in polynomial time.
- Theorem 13. For every non-negative integer $k$, every tournament $T$ either contains $k$ arc-disjoint triangles or has an FAS of size at most $5(k-1)$ that can be obtained in polynomial time.

Proof. Let $\mathcal{C}$ be a maximal set of arc-disjoint triangles in $T$ (that can be obtained greedily in polynomial time). If $|\mathcal{C}| \geq k$, then we have the required set of triangles. Otherwise, let $D$ denote the digraph obtained from $T$ by deleting the arcs that are in some triangle in $\mathcal{C}$. Clearly, $D$ has no triangle and $\Lambda(D) \leq 3(k-1)$. Let $F$ be an FAS of $D$ obtained in polynomial time using Lemma 12. Then, we have $|F| \leq 3(k-1)$. Next, consider a topological ordering $\sigma$ of $D-F$. Each triangle of $\mathcal{C}$ contains at most 2 arcs which are backward in this ordering. If we denote by $F^{\prime}$ the set of all the arcs of the triangles of $\mathcal{C}$ which are backward in $\sigma$, then we have $\left|F^{\prime}\right| \leq 2(k-1)$ and $(D-F)-F^{\prime}$ is acyclic. Thus $F^{*}=F \cup F^{\prime}$ is an FAS of $T$ satisfying $\left|F^{*}\right| \leq 5(k-1)$.

Next, we show how to obtain a linear kernel for ACT. This kernel is inspired by the linear kernelization described in [9] for FAST and uses Theorem 13. Let $T$ be a tournament on $n$ vertices. First, we apply the following reduction rule.

- Reduction Rule 4.1. If a vertex $v$ is in no cycle, then delete $v$ from $T$.

This rule is clearly safe as our goal is to find $k$ cycles and $v$ cannot be in any of them. To describe our next rule, we need to state a result by Bessy et al. [9]. An interval is a consecutive set of vertices in a linear representation $(\sigma(T), \overleftarrow{A}(T))$ of a tournament $T$.

- Lemma 14 ([9]). Let $T=(\sigma(T), \overleftarrow{A}(T))$ be a tournament on which Reduction Rule 4.1 is not applicable. If $|V(T)| \geq 2|\overleftarrow{A}(T)|+1$, then there exists a partition $\mathcal{J}$ of $V(T)$ into intervals (that can be computed in polynomial time) such that there are $|\overleftarrow{A}(T) \cap E|>0$ arc-disjoint cycles using only arcs in $E$ where $E$ denotes the set of arcs in $T$ with endpoints in different intervals.

Our reduction rule that is based on this lemma is as follows.

- Reduction Rule 4.2. Let $T=(\sigma(T), \overleftarrow{A}(T))$ be a tournament on which Reduction Rule 4.1 is not applicable. Let $\mathcal{J}$ be a partition of $V(T)$ into intervals satisfying the properties specified in Lemma 14. Reverse all arcs in $\overleftarrow{A}(T) \cap E$ and decrease $k$ by $|\overleftarrow{A}(T) \cap E|$ where $E$ denotes the set of arcs in $T$ with endpoints in different intervals.
- Lemma 15. Reduction Rule 4.2 is safe.

Proof. Let $T^{\prime}$ be the tournament obtained from $T$ by reversing all $\operatorname{arcs}$ in $\overleftarrow{A}(T) \cap E$. Suppose $T^{\prime}$ has $k-|\overleftarrow{A}(T) \cap E|$ arc-disjoint cycles. Then, it is guaranteed that each such cycle is completely contained in an interval. This is due to the fact that $T^{\prime}$ has no backward arc with endpoints in different intervals. Indeed, if a cycle in $T^{\prime}$ uses a forward (backward) arc with endpoints in different intervals, then it also uses a back (forward) arc with endpoints in different intervals. It follows that for each arc $u v \in E$, neither $u v$ nor $v u$ is used in these $k-|\overleftarrow{A}(T) \cap E|$ cycles. Hence, these $k-|\overleftarrow{A}(T) \cap E|$ cycles in $T^{\prime}$ are also cycles in $T$. Then, we can add a set of $|\overleftarrow{A}(T) \cap E|$ cycles obtained from the second property of Lemma 14 to these $k-|\overleftarrow{A}(T) \cap E|$ cycles to get $k$ cycles in $T$. Conversely, consider a set of $k$ cycles in
$T$. As argued earlier, we know that the number of cycles that have an arc that is in $E$ is at most $|\overleftarrow{A}(T) \cap E|$. The remaining cycles (at least $k-\overleftarrow{A}(T) \cap E \mid$ of them) do not contain any arc that is in $E$, in particular, they do not contain any $\operatorname{arc}$ from $\overleftarrow{A}(T) \cap E$. Therefore, these cycles are also cycles in $T^{\prime}$.

Thus, we have the following result.

- Theorem 16. ACT admits a kernel with $\mathcal{O}(k)$ vertices.

Proof. Let $(T, k)$ denote the instance obtained from the input instance by applying Reduction Rule 4.1 exhaustively. From Lemma 13, we know that either $T$ has $k$ arc-disjoint triangles or has an FAS of size at most $5(k-1)$ that can be obtained in polynomial time. In the first case, we return a trivial yes-instance of constant size as the kernel. In the second case, let $F$ be the FAS of size at most $5(k-1)$ of $T$. Let $(\sigma(T), \overleftarrow{A}(T))$ be the linear representation of $T$ where $\sigma(T)$ is a topological ordering of the vertices of the directed acyclic graph $T-F$. As $V(T-F)=V(T),|\overleftarrow{A}(T)| \leq 5(k-1)$. If $|V(T)| \geq 10 k-9$, then from Lemma 14 , there is a partition of $V(T)$ into intervals with the specified properties. Therefore, Reduction Rule 4.2 is applicable (and the parameter drops by at least 1 ). When we obtain an instance where neither of the Reduction Rules 4.1 and 4.2 is applicable, it follows that the tournament in that instance has at most $10 k$ vertices.

Finally, we show that ACT can be solved in $\mathcal{O}^{\star}\left(2^{\mathcal{O}(k \log k)}\right)$ time. The idea is to reduce the problem to the following Arc-Disjoint Paths problem in directed acyclic graphs: given a digraph $D$ on $n$ vertices and $k$ ordered pairs $\left(s_{1}, t_{1}\right), \ldots,\left(s_{k}, t_{k}\right)$ of vertices of $D$, do there exist arc-disjoint paths $P_{1}, \ldots, P_{k}$ in $D$ such that $P_{i}$ is a path from $s_{i}$ to $t_{i}$ for each $i \in[k]$ ? On directed acyclic graphs, Arc-Disjoint Paths is known to be NP-complete [22], W [1]-hard [42] with respect to $k$ as parameter and solvable in $n^{\mathcal{O}(k)}$ time [27]. Despite its fixed-parameter intractability, we will show that we can use the $n^{\mathcal{O}(k)}$ algorithm and Theorems 13 and 16 to describe an FPT algorithm for ACT.

- Theorem 17. ACT can be solved in $\mathcal{O}^{\star}\left(2^{\mathcal{O}(k \log k)}\right)$ time.

Proof. Consider an instance $(T, k)$ of ACT. Using Theorem 16, we obtain a kernel $\mathcal{I}=(\widehat{T}, \widehat{k})$ such that $\widehat{T}$ has $\mathcal{O}(k)$ vertices. Further, $\widehat{k} \leq k$. By definition, $(T, k)$ is an yes-instance if and only if $(\widehat{T}, \widehat{k})$ is an yes-instance. Using Theorem 13 , we know that $\widehat{T}$ either contains $\widehat{k}$ arc-disjoint triangles or has an FAS of size at most $5(\widehat{k}-1)$ that can be obtained in polynomial time. If Theorem 13 returns a set of $\widehat{k}$ arc-disjoint triangles in $\widehat{T}$, then we declare that $(T, k)$ is an yes-instance.

Otherwise, let $\widehat{F}$ be the FAS of size at most $5(\widehat{k}-1)$ returned by Theorem 13. Let $D$ denote the (acyclic) digraph obtained from $\widehat{T}$ by deleting $\widehat{F}$. Observe that $D$ has $\mathcal{O}(k)$ vertices. Suppose $\widehat{T}$ has a set $\mathcal{C}=\left\{C_{1}, \ldots, C_{\widehat{k}}\right\}$ of $\widehat{k}$ arc-disjoint cycles. For each $C \in \mathcal{C}$, we know that $A(C) \cap \widehat{F} \neq \emptyset$ as $\widehat{F}$ is an FAS of $\widehat{T}$. We can guess that subset $F$ of $\widehat{F}$ such that $F=\widehat{F} \cap A(\mathcal{C})$. Then, for each cycle $C_{i} \in \mathcal{C}$, we can guess the arcs $F_{i}$ from $F$ that it contains and also the order $\pi_{i}$ in which they appear. This information is captured as a partition $\mathcal{F}$ of $F$ into $\widehat{k}$ sets, $F_{1}$ to $F_{\widehat{k}}$ and the set $\left\{\pi_{1}, \ldots, \pi_{\widehat{k}}\right\}$ of permutations where $\pi_{i}$ is a permutation of $F_{i}$ for each $i \in[\widehat{k}]$. Any cycle $C_{i}$ that has $F_{i} \subseteq F$ contains a $(v, x)$-path between every pair $(u, v),(x, y)$ of consecutive arcs of $F_{i}$ with $\operatorname{arcs}$ from $A(D)$. That is, there is a path from $\mathrm{h}\left(\pi_{i}^{-1}(j)\right)$ and $\mathrm{t}\left(\pi_{i}^{-1}\left((j+1) \bmod \left|F_{i}\right|\right)\right)$ with arcs from $D$ for each $j \in\left[\left|F_{i}\right|\right]$. The total number of such paths in these $\widehat{k}$ cycles is $\mathcal{O}(|F|)$ and the arcs of these paths are contained in $D$ which is a (simple) directed acyclic graph.

The number of choices for $F$ is $2^{|\widehat{F}|}$ and the number of choices for a partition $\mathcal{F}=$ $\left\{F_{1}, \ldots, F_{\widehat{k}}\right\}$ of $F$ and a set $X=\left\{\pi_{1}, \ldots, \pi_{\widehat{k}}\right\}$ of permutations is $2^{\mathcal{O}(|\widehat{F}| \log |\widehat{F}|)}$. Once such a choice is made, the problem of finding $\widehat{k}$ arc-disjoint cycles in $\widehat{T}$ reduces to the problem of finding $\widehat{k}$ arc-disjoint cycles $\mathcal{C}=\left\{C_{1}, \ldots, C_{\widehat{k}}\right\}$ in $\widehat{T}$ such that for each $1 \leq i \leq \widehat{k}$ and for each $1 \leq j \leq\left|F_{i}\right|, C_{i}$ has a path $P_{i j}$ between $\mathrm{h}\left(\pi_{i}^{-1}(j)\right)$ and $\mathrm{t}\left(\pi_{i}^{-1}\left((j+1) \bmod \left|F_{i}\right|\right)\right)$ with arcs from $D=\widehat{T}-\widehat{F}$. This problem is essentially finding $r=\mathcal{O}(|\widehat{F}|)$ arc-disjoint paths in $D$ and can be solved in $|V(D)|^{\mathcal{O}(r)}$ time using the algorithm in [27]. Therefore, the overall running time of the algorithm is $\mathcal{O}^{\star}\left(2^{\mathcal{O}(k \log k)}\right)$ as $|V(D)|=\mathcal{O}(k)$ and $r=\mathcal{O}(k)$.

## 5 Parameterized Complexity of ATT

It is easy to obtain an $\mathcal{O}^{\star}\left(2^{\mathcal{O}(k)}\right)$ time algorithm using the classical colour coding technique [5] for packing subgraphs of bounded size, and in particular for ATT. Moreover, using matching techniques, we also provide a kernel with a linear number of vertices.

In this section, we provide an FPT algorithm and a linear vertex kernel for ATT. First, it is easy to obtain an $\mathcal{O}^{\star}\left(2^{\mathcal{O}(k)}\right)$ time algorithm using the classical colour coding technique [5] for packing subgraphs of bounded size.

- Theorem 18. ATT can be solved in $\mathcal{O}^{\star}\left(2^{\mathcal{O}(k)}\right)$ time.

Proof. Consider an instance $\mathcal{I}=(T, k)$ of ATT. Let $n$ denote $|V(T)|$ and $m$ denote $|A(T)|$. Let $\mathcal{F}$ denote the family of colouring functions $c: A(T) \rightarrow[3 k]$ of size $2^{\mathcal{O}(k)} \log ^{2} m$ that can be computed in $\mathcal{O}^{\star}\left(2^{\mathcal{O}(k)}\right)$ time using $3 k$-perfect family of hash functions [41]. For each colouring function $c$ in $\mathcal{F}$, we colour $A(T)$ according to $c$ and find a triangle packing of size $k$ whose arcs use different colours. We use a standard dynamic programming routine to finding such a triangle packing. Clearly, if $\mathcal{I}$ is an yes-instance and $\mathcal{C}$ is a set of $k$ arc-disjoint triangles in $T$, there is a colouring function in $\mathcal{F}$ that colours the $3 k \operatorname{arcs}$ in these triangles with distinct colours and our algorithm will find the required triangle packing. Given a colouring $c \in \mathcal{F}$, we first compute for every set of 3 colours $\{a, b, c\}$ whether the arcs coloured with $a, b$ or $c$ induce a triangle using 3 different colours or not. Then, for every set $S$ of $3(p+1)$ colours with $p \in[k-1]$, we recursively test if the arcs coloured with the colours in $S$ induce $p+1$ arc-disjoint triangles whose arcs use all the colours of $S$. This is achieved by iterating over every subset $\{a, b, c\}$ of $S$ and checking if there is a triangle using colours $a, b$ and $c$ and a collection of $p$ arc-disjoint triangles whose arcs use all the colours of $S \backslash\{a, b, c\}$. For a given $S$, we can find this collection of triangles in $\mathcal{O}\left(p^{3}\right)=\mathcal{O}\left(k^{3}\right)$ time. Therefore, the overall running time of the algorithm is $\mathcal{O}^{\star}\left(2^{\mathcal{O}(k)}\right)$.

Next, we show that ATT has a linear vertex kernel.

- Theorem 19. ATT admits a kernel with $\mathcal{O}(k)$ vertices.

Proof. Let $\mathcal{X}$ be a maximal collection of arc-disjoint triangles of a tournament $T$ obtained greedily. Let $V_{\mathcal{X}}$ denote the vertices of the triangles in $\mathcal{X}$ and $A_{\mathcal{X}}$ denote the arcs of $V_{\mathcal{X}}$. Let $U$ be the remaining vertices of $V(T)$, i.e., $U=V(T) \backslash V_{\mathcal{X}}$. If $|\mathcal{X}| \geq k$, then $(T, k)$ is an yes-instance of ATT. Otherwise, $|\mathcal{X}|<k$ and $\left|V_{\mathcal{X}}\right|<3 k$. Moreover, notice that $T[U]$ is acyclic and $T$ does not contain a triangle with one vertex in $V_{\mathcal{X}}$ and two in vertices in $U$ (otherwise $\mathcal{X}$ would not be maximal).

Let $B$ be the (undirected) bipartite graph defined by $V(B)=A_{\mathcal{X}} \cup U$ and $E(B)=$ $\left\{a u: a \in A_{\mathcal{X}}, u \in U\right.$ such that $(t(a), h(a), u)$ forms a triangle in $\left.T\right\}$. Let $M$ be a maximum matching of $B$ and $A^{\prime}$ (resp. $U^{\prime}$ ) denote the vertices of $A_{\mathcal{X}}$ (resp. $U$ ) covered by $M$. Define $\overline{A^{\prime}}=A_{\mathcal{X}} \backslash A^{\prime}$ and $\overline{U^{\prime}}=U \backslash U^{\prime}$.

We now prove that $\left(V_{\mathcal{X}} \cup U^{\prime}, k\right)$ is a linear kernel of $(T, k)$. Let $\mathcal{C}$ be a maximum sized triangle packing that minimizes the number of vertices of $\overline{U^{\prime}}$ belonging to a triangle of $\mathcal{C}$. By previous remarks, we can partition $\mathcal{C}$ into $C_{\mathcal{X}} \cup F$ where $C_{\mathcal{X}}$ are the triangles of $\mathcal{C}$ included in $T\left[V_{\mathcal{X}}\right]$ and $F$ are the triangles of $\mathcal{C}$ containing one vertex of $U$ and two vertices of $V_{\mathcal{X}}$. It is clear that $F$ corresponds to a union of vertex-disjoint stars of $B$ with centres in $U$. Denote by $U[F]$ the vertices of $U$ clause gadget g to a triangle of $F$. If $U[F] \subseteq U^{\prime}$ then $\left(V_{\mathcal{X}} \cup U^{\prime}, k\right)$ is immediately a kernel. Suppose there exists a vertex $x_{0}$ such that $x_{0} \in U[F] \cap \overline{U^{\prime}}$.

We will build a tree rooted in $x_{0}$ with edges alternating between $F$ and $M$. For this let $H_{0}=\left\{x_{0}\right\}$ and construct recursively the sets $H_{i+1}$ such that

$$
H_{i+1}=\left\{\begin{array}{l}
N_{F}\left(H_{i}\right) \text { if } i \text { is even }, \\
N_{M}\left(H_{i}\right) \text { if } i \text { is odd }
\end{array}\right.
$$

where, given a subset $S \subseteq U, N_{F}(S)=\left\{a \in A_{\mathcal{X}}: \exists s \in S\right.$ s.t. $(t(a), h(a), s) \in F$ and $\left.a s \notin M\right\}$ and given a subset $S \subseteq A_{\mathcal{X}}, N_{M}(S)=\left\{u \in U: \exists a \in A_{\mathcal{X}}\right.$ s.t. $\left.a u \in M\right\}$. Notice that $H_{i} \subseteq U$ when $i$ is even and that $H_{i} \subseteq A_{\mathcal{X}}$ when $i$ is odd, and that all the $H_{i}$ are distinct as $F$ is a union of disjoint stars and $M$ a matching in $B$. Moreover, for $i \geq 1$ we call $T_{i}$ the set of edges between $H_{i}$ and $H_{i-1}$. Now we define the tree $T$ such that $V(T)=\bigcup_{i} H_{i}$ and $E(T)=\bigcup_{i} T_{i}$. As $T_{i}$ is a matching (if $i$ is even) or a union of vertex-disjoint stars with centres in $H_{i-1}$ (if $i$ is odd), it is clear that $T$ is a tree.

For $i$ being odd, every vertex of $H_{i}$ is incident to an edge of $M$ otherwise $B$ would contain an augmenting path for $M$, a contradiction. So every leaf of $T$ is in $U$ and incident to an edge of $M$ in $T$ and $T$ contains as many edges of $M$ than edges of $F$. Now for every arc $a \in A_{\mathcal{X}} \cap V(T)$ we replace the triangle of $\mathcal{C}$ containing $a$ and corresponding to an edge of $F$ by the triangle $(t(a), h(a), u)$ where $a u \in M$ (and $a u$ is an edge of $T$ ). This operation leads to another collection of arc-disjoint triangles with the same size as $\mathcal{C}$ but containing a strictly smaller number of vertices in $\overline{U^{\prime}}$, yielding a contradiction.

Finally $V_{\mathcal{X}} \cup U^{\prime}$ can be computed in polynomial time and we have $\left|V_{\mathcal{X}} \cup U^{\prime}\right| \leq\left|V_{\mathcal{X}}\right|+|M| \leq$ $2\left|V_{\mathcal{X}}\right| \leq 6 k$, which proves that the kernel has $\mathcal{O}(k)$ vertices.

## 6 Concluding Remarks

In this work, we studied the classical and parameterized complexity of packing arc-disjoint cycles and triangles in tournaments. We showed NP-hardness, fixed-parameter tractability and linear kernelization results. An interesting problem could be to find subclasses of tournaments where these problems are polynomial-time solvable. For instance, we show in the full version of the paper that it is the case for sparse tournaments, that is for tournaments which admit an FAS that is a matching. This class of tournaments is worthy of attention for these packing problems as packing vertex-disjoint triangles (and hence cycles) in sparse tournaments is NP-complete [8]. To conclude, observe that very few problems on tournaments are known to admit an $\mathcal{O}^{\star}\left(2^{\sqrt{k}}\right)$-time algorithm when parameterized by the standard parameter $k$ [40] - FAST is one of them [4, 23]. To the best of our knowledge, outside bidimensionality theory, there are no packing problems that are known to admit such subexponential algorithms. In light of the $2^{o(\sqrt{k})}$ lower bound shown for ACT and ATT, it would be interesting to explore if these problems admit $\mathcal{O}^{\star}\left(2^{\mathcal{O}(\sqrt{k})}\right)$ algorithms.
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#### Abstract

Given an $n$-vertex digraph $D$ and a non-negative integer $k$, the Minimum Directed Bisection problem asks if the vertices of $D$ can be partitioned into two parts, say $L$ and $R$, such that $|L|$ and $|R|$ differ by at most 1 and the number of $\operatorname{arcs}$ from $R$ to $L$ is at most $k$. This problem, in general, is W -hard as it is known to be NP-hard even when $k=0$. We investigate the parameterized complexity of this problem on semicomplete digraphs. We show that Minimum Directed Bisection on semicomplete digraphs is one of a handful of problems that admit sub-exponential time fixedparameter tractable algorithms. That is, we show that the problem admits a $2^{\mathcal{O}(\sqrt{k} \log k)} n^{\mathcal{O}(1)}$ time algorithm on semicomplete digraphs. We also show that Minimum Directed Bisection admits a polynomial kernel on semicomplete digraphs. To design the kernel, we use $\left(n, k, k^{2}\right)$-splitters. To the best of our knowledge, this is the first time such pseudorandom objects have been used in the design of kernels. We believe that the framework of designing kernels using splitters could be applied to more problems that admit sub-exponential time algorithms via chromatic coding. To complement the above mentioned results, we prove that Minimum Directed Bisection is NP-hard on semicomplete digraphs, but polynomial time solvable on tournaments.
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## 1 Introduction

A bisection of a graph is a partition of its vertex set into two (almost) equal parts. In the Minimum Bisection problem, given an undirected graph $G$ and a non-negative integer $k$, the task to check whether the vertex set of $G$ can be partitioned into two parts, say $A$ and $B$, such that $||A|-|B|| \leq 1$ and the number of edges with one endpoint in $A$ and the other endpoint in $B$ is at most $k$. This problem has been studied extensively, resulting in a large volume of literature $[7,11,12,19,20,27,28]$. In particular, it has been shown that Minimum Bisection is NP-hard [19], but admits a fixed-parameter tractable algorithm (with $k$ as the parameter) [11]. We study the directed counterpart of this problem in the

© Jayakrishnan Madathil, Roohani Sharma, and Meirav Zehavi;
licensed under Creative Commons License CC-BY
44th International Symposium on Mathematical Foundations of Computer Science (MFCS 2019).
Editors: Peter Rossmanith, Pinar Heggernes, and Joost-Pieter Katoen; Article No. 28; pp. 28:1-28:14
Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
framework of parameterized complexity. In the Minimum Directed Bisection problem, the input consists of a digraph $D$ and an integer $k$, and the question is to determine whether the vertices of $D$ can be partitioned into two parts, say $L$ and $R$, such that $\|L|-| R\| \leq 1$, and there are at most $k$ arcs with their tails in $R$ and heads in $L$ (i.e. arcs directed from $R$ to $L$ ). The problem is formally defined below.

```
Minimum Directed Bisection
Parameter: \(k\)
Input: A digraph \(D\) and a non-negative integer \(k\).
Question: Can the vertex set of \(D\) be partitioned into two parts, say \(L\) and \(R\), such
that \(\|L|-| R\| \leq 1\) and there are at most \(k\) arcs \((u, v)\) with \(u \in R\) and \(v \in L\) ?
```

Feige and Yahalom [16] showed that this problem is NP-hard even for $k=0$, which implies that the Minimum Directed Bisection problem has no polynomial time approximation unless $P=$ NP. Their result also implies that Minimum Directed Bisection is para-NP-hard on general digraphs and hence, it is W-hard when parameterized by $k$. We study the complexity of this problem on restricted classes of digraphs such as tournaments and semicomplete digraphs.

Our results. Our contribution is threefold.

1. We show that Minimum Directed Bisection is polynomial time solvable on tournaments.
2. On semicomplete digraphs, Minimum Directed Bisection is NP-hard, but admits an algorithm running in time $2^{\mathcal{O}(\sqrt{k} \log k)} n^{\mathcal{O}(1)}$.
3. We also show that Minimum Directed Bisection on semicomplete digraphs admits a polynomial kernel.

A tournament is a digraph $D$ such that for every distinct pair of vertices $u$ and $v$ of $D$, exactly one of the $\operatorname{arcs}(u, v)$ or $(v, u)$ is present in $D$. A semicomplete digraph is a digraph $D$ such that for every pair of distinct vertices $u$ and $v$ of $D$, at least one of the arcs $(u, v)$ or $(v, u)$ is present in $D$. Note that both the $\operatorname{arcs}(u, v)$ and $(v, u)$ may be present in a semicomplete digraph. Tournaments and semicomplete digraphs form two interesting and well-studied classes of digraphs. See, for example, the monograph by Bang-Jensen and Gutin [3] for an overview. In recent years, tournaments and semicomplete digraphs received a great deal of attention, in part, due to the many structural results for these classes that are similar to the theory of minors for undirected graphs. In particular, it has been shown that tournaments are well-quasi ordered under strong minors [23] and strong immersions [9]. Similarly, semicomplete digraphs have been shown to be well-quasi ordered under strong minors, butterfly immersions [22] and strong immersions [5].

Due to the extremely rigid structure of tournaments, a number of problems that are NP-hard on general digraphs become polynomial time solvable on tournaments. Examples include classic problems such as Hamiltonian path [29] and Hamiltonian Cycle [8]. Although semicomplete digraphs are a slight generalization of tournaments, the flexibility in the definition allowing for the presence of anti-parallel arcs makes them distinctly dissimilar to tournaments when it comes to tractability of algorithmic problems. This contrast in behavior is perhaps best illustrated by problems such as Cutwidth and Optimal Linear Arrangement (OLA), which are polynomial time solvable on tournaments, but NP-hard on semicomplete digraphs [4]. Our work reinforces this pattern. We show that while Minimum Directed Bisection is polynomial time solvable on tournaments (Lemma 4), it is NP-hard on semicomplete digraphs (Lemma 16). The polynomial time solvability of Minimum Directed Bisection on tournaments follows from a polynomial time algorithm
due to Fradkin [18] for computing the cutwidth of a tournament. Barbero et al. [4] showed that Fradkin's approach in [18] yields a polynomial time algorithm for the Optimal Linear Arrangement problem on tournaments as well. We rely on the analysis of Barbero et al. in [4] to conclude that Fradkin's approach works for Minimum Directed Bisection on tournaments as well. We establish the NP-hardness of Minimum Directed Bisection on semicomplete digraphs by a reduction from the Maximum Bisection problem on directed acyclic graphs.

Tournaments and semicomplete digraphs found favor with the parameterized complexity community mainly because of the possibility that several problems might admit subexponential time parameterized algorithms on these classes of digraphs. In the field of parameterized complexity, problems that admit sub-exponential time algorithms (except those on planar graphs, using the bidimensionality approach) are something of a rarity. In fact, the first such sub-exponential time algorithm was designed by Alon, Lokshtanov and Saurabh [1] for the Feedback Arc Set problem on tournaments (FAST). They developed the technique of chromatic coding to design a $2^{\mathcal{O}\left(\sqrt{k} \log ^{2} k\right)}$ algorithm for this problem. This running time has since been improved, independently by Feige [15], Karpinski and Schudy [21], and Fomin and Pilipczuk [17], to $2^{\mathcal{O}(\sqrt{k})}$. Fomin and Pilipczuk's [17] algorithm for FAST was in fact a by-product of their work on the Cutwidth and Optimal Linear Arrangement (OLA) problems on semicomplete digraphs. They showed that both Cutwidth and OLA admit sub-exponential FPT algorithms on semicomplete digraphs. Later, Barbero et al. [4] showed that these problems are indeed NP-hard on semicomplete digraphs. We show that Minimum Directed Bisection on semicomplete digraphs admits a sub-exponential time algorithm that runs in time $2^{\mathcal{O}(\sqrt{k} \log k)} n^{\mathcal{O}(1)}$ (Theorem 21).

Both our algorithm and kernel for Minimum Directed Bisection build on a crucial observation that in any bisection $(L, R)$ of a semicomplete digraph, every vertex $v$ has a "preferred position" (either $L$ or $R$ ), which we call the "canonical position" of $v$ (denoted by $\operatorname{can}(v))$. In particular, if $(L, R)$ is a bisection of size at most $k$, then we show that in $(L, R)$, no more than $2 k$ vertices can deviate from their canonical positions. Note that with just this information one can easily design an $n^{\mathcal{O}(k)}$ algorithm for the problem. In order to achieve sub-exponential FPT running time, we use the technique of chromatic coding to identify a small set of vertices that contain these $2 k$ vertices that can deviate from their canonical positions. More precisely, we color the vertex set with $\mathcal{O}(\sqrt{k})$ colors such that all the $k$ arcs in a $k$-sized bisection (if it exists) are properly colored. Then, to identify the desired set of vertices, we exploit the fact that no arc within a color class can be directed from $R$ to $L$. The crucial point in chromatic coding is that it is sufficient to try out $2^{\mathcal{O}(\sqrt{k} \log k)} \log n$ different coloring functions so as to ensure that we find a coloring with the required property.

The kernelization complexity of problems on tournaments and semicomplete digraphs has proved to be even more diverse, requiring a wide array of techniques specific to individual problems. For instance, it is now textbook knowledge that the Feedback Arc Set problem on tournaments admits a simple kernel with $\mathcal{O}\left(k^{2}\right)$ vertices [10, 14]. There has been a line of work on this front that improved the size of the kernel, the current best being a linear kernel by Bessy et al. [6]. Barbero et al. [4] showed that while Cutwidth on semicomplete digraphs does not admit a polynomial kernel unless NP $\subseteq$ coNP/poly, OLA does admit a kernel with $2 k$ vertices. In addition, by using the submodularity property of directed cuts, Barbero et al. [4] showed that Cutwidth admits a Turing kernel on semicomplete digraphs.

We employ a family of hash functions called ( $n, k, k^{2}$ )-splitters, introduced by Naor et al. [26], to design a polynomial kernel for Minimum Directed Bisection on semicomplete digraphs (Theorem 22). Splitters are a well-known combinatorial tool often used
to derandomize algorithms. To the best of our knowledge, this is the first occurrence of splitters' being used to design polynomial kernels. Our kernelization algorithm for Minimum Directed Bisection on semicomplete digraphs has two main steps. In the first step, we reduce the given instance $(D, k)$ of the Minimum Directed Bisection problem to $k^{\mathcal{O}(1)}$ many instances of a weighted variant of the problem, with the guarantee that the sizes of the reduced instances is $k^{\mathcal{O}(1)}$ and at least one of the reduced instances is equivalent to the original instance ( $D, k$ ). Then, in the second step, we apply a polynomial time reduction from the reduced instances to Minimum Directed Bisection to obtain the desired kernel. To elaborate a little about the first step, like in the design of our algorithm, we want a coloring function that properly colors the $k$ arcs of the bisection. But unlike in the algorithm where we have to use $\mathcal{O}(\sqrt{k})$ colors to ensure sub-exponential runtime, for the kernel, it is enough to have such a coloring using $\mathcal{O}\left(k^{2}\right)$ colors. This increase in the number of colors from $\mathcal{O}(\sqrt{k})$ to $\mathcal{O}\left(k^{2}\right)$ allows us to bring down the size of the coloring family that guarantees the existence of the good coloring that we want, to a polynomial in $k$. This is where we use $\left(n, k, k^{2}\right)$-splitters: we construct a reduced instance for each of the $k^{\mathcal{O}(1)}$ coloring functions. The one corresponding to the good coloring function is the one that is always a yes-instance if the input instance is a yes-instance.

Related work on Minimum Bisection. As mentioned earlier, the Minimum Bisection problem, (the undirected counterpart of our problem) is an extensively-studied problem in algorithmic graph theory. Being a natural variant of the well-known Min Cut problem, Minimum Bisection has already been known to be NP-hard since the 1970s [19]. However, the parameterized complexity of the problem had been open for a long time, until it was finally settled by Cygan et al. [11] in 2014, who showed that the problem is fixed-parameter tractable. Before that, Jansen et al. [20] had shown that the problem is fixed-parameter tractable when parameterized by the treewidth of the input graph. The best known approximation algorithm for Minimum Bisection, to the best of our knowledge, is due to Räcke [28], with an approximation factor of $\mathcal{O}(\log n)$. While Minimum Bisection on planar graphs admits a single-exponential parameterized algorithm [7], it remains open whether the problem is NPhard. On the related (but incomparable) class of unit disk graphs, Minimum Bisection is known to be NP-hard [12], but was recently shown to admit a single-exponential parameterized algorithm [27]. The Minimum Vertex Bisection problem (the vertex-deletion variant of Minimum Bisection) asks the following question. Given an undirected graph $G$ and a non-negative integer $k$, is it possible to partition the vertex set of $G$ into three parts $A, S$ and $B$ such that $|S| \leq k,|A|=|B|$ and there are no edges between $A$ and $B$ ? This problem is W[1]-hard: as observed in [11], the W[1]-hardness of Minimum Vertex Bisection follows from a more general result due to Marx [25].

## 2 Preliminaries

For a natural number $n \in \mathbb{N},[n]$ denotes the set $\{1,2, \ldots, n\}$. For $z \in \mathbb{N},|z|$ denotes the number of bits in the binary representation of $z$.

Splitters. Consider two finite sets $A$ and $B$ and a function $f: A \rightarrow B$. For a subset $S \subseteq A$, we say that $f$ splits $S$ evenly if for every $b_{1}, b_{2} \in B,\left|f^{-1}\left(b_{1}\right) \cap S\right|$ and $\left|f^{-1}\left(b_{2}\right) \cap S\right|$ differ by at most 1 . Notice that if $|B|>|S|$, then $f$ splits $S$ evenly if and only if $f$ is injective on $S$.

- Definition 1 ([26]). For positive integers $n, k$ and $\ell$, an ( $n, k, \ell$ )-splitter is a family $\mathcal{F}$ of functions from $[n]$ to $[\ell]$ such that for every subset $S \subseteq[n]$ of size at most $k$, there exists a function $f \in \mathcal{F}$ that splits $S$ evenly.
- Proposition 2 ([2,26]). There is an algorithm that, given positive integers $n$ and $k$, runs in time $k^{\mathcal{O}(1)} n \log n$ and constructs an $\left(n, k, k^{2}\right)$-splitter of size $k^{\mathcal{O}(1)} \log n$.

Digraphs. For a digraph $D$, we denote by $V(D)$ and $A(D)$ the vertex set and arc set of $D$, respectively. For sets $X, Y \subseteq V(D), A(X, Y)=\{(x, y) \in A(D) \mid x \in X$ and $y \in Y\}$. (Whenever dealing with multiple digraphs on the same vertex set, we may write $A_{D}(X, Y)$ instead of $A(X, Y)$ to emphasize that we mean the set of arcs from $X$ to $Y$ in D.) For a vertex $v \in V(D), A(v)$ denotes the set of arcs incident with $v$. For an arc $a \in A(D), V(a)$ denotes the set of endpoints of $a$. That is, if $a=(u, v) \in A(D)$, then $V(a)=\{u, v\}$. More generally, for a set of $\operatorname{arcs} A \subseteq A(D), V(A)=\cup_{a \in A} V(a)$. The complement of $D$, denoted by $\bar{D}$, is the digraph defined as follows: $V(\bar{D})=V(D)$ and $A(\bar{D})=\left(V^{2} \backslash\{(u, u) \mid u \in V(D)\}\right) \backslash A(D)$. (We assume that $D$ has no self-loops.) Note that for vertices $u, v \in V(D)$, if $(u, v) \notin A(D)$, then $(u, v),(v, u) \in A(\bar{D})$. For a digraph $D, \operatorname{rev}(D)$ denotes the digraph obtained by reversing all arcs of $D$, i.e. $V(\operatorname{rev}(D))=V(D)$ and $A(\operatorname{rev}(D))=\{(u, v) \mid(v, u) \in A(D)\}$.

Consider a digraph $D$. Throughout this paper, we use ( $L_{D}, R_{D}$ ) to denote a bipartition of $D$. That is $V(D)=L_{D} \cup R_{D}$ and $L_{D} \cap R_{D}=\emptyset$. We may drop the subscript $D$ and simply write $(L, R)$ when $D$ is clear from the context. A bipartition $\left(L_{D}, R_{D}\right)$ is a bisection of $D$ if $\left|\left|L_{D}\right|-\left|R_{D}\right|\right| \leq 1$; we refer to the value $\left|A\left(R_{D}, L_{D}\right)\right|$ as the size of the bipartition $\left(L_{D}, R_{D}\right)$. Moreover, we say that $\left(L_{D}, R_{D}\right)$ is a one way partition if $A\left(R_{D}, L_{D}\right)=\emptyset$, i.e. if $\left(L_{D}, R_{D}\right)$ is a bipartition of size 0 .

## 3 Some Observations and Simple Lemmas

Throughout this paper, whenever dealing with an instance ( $D, k$ ) of Minimum Directed Bisection, we assume that $|V(D)|$ is even. This assumption about $V(D)$ is made without loss of generality since if $|V(D)|$ is odd, then we may construct two instances $\left(D_{1}, k\right)$ and $\left(D_{2}, k\right)$ of Minimum Directed Bisection such that at least one of them will be equivalent to $(D, k)$ and $\left|V\left(D_{1}\right)\right|=\left|V\left(D_{2}\right)\right|=|V(D)|+1$. The following lemma shows that it is safe to make this assumption.

- Lemma $3\left(\star^{1}\right)$. Given an instance $(D, k)$ of Minimum Directed Bisection where $|V(D)|$ is odd, it is possible to construct two instances $\left(D_{1}, k\right)$ and $\left(D_{2}, k\right)$ of Minimum Directed Bisection in polynomial time such that (i) $\left|V\left(D_{1}\right)\right|$ and $\left|V\left(D_{2}\right)\right|$ are even, (ii) $D_{1}$ and $D_{2}$ are semicomplete digraphs (tournaments) if $D$ is a semicomplete digraph (tournament), and (iii) $(D, k)$ is a yes-instance if and only if either $\left(D_{1}, k\right)$ or $\left(D_{2}, k\right)$ is a yes-instance.

The following lemma deals with Minimum Directed Bisection on tournaments.

- Lemma 4 ( $\star$ ). Minimum Directed Bisection is polynomial time solvable on tournaments.

Proof Sketch. The algorithm for Minimum Directed Bisection on tournaments works as follows. Given a tournament $T$ on $n$ vertices, sort the vertices in non-decreasing order by their in-degrees. Take $L_{T}$ to be the set of the first $n / 2$ vertices in the sorted list, and $R_{T}=V(T) \backslash L_{T}$. Then, our claim is that $\left(L_{T}, R_{T}\right)$ is a minimum bisection of $T$, i.e. $\left|A\left(R_{T}, L_{T}\right)\right| \leq|A(Y, X)|$ for every bisection $(X, Y)$ of $T$. The correctness of this algorithm follows from Lemma 1 in [4].

[^31]We now state two observations about semicomplete digraphs. These observations are considered to be folklore, so we omit their proofs. Specifically, the first observation is immediate, and the second can be found in [13].

- Observation 5. Let $D$ be a semicomplete digraph on $n$ vertices, where $n$ is even. For every $v \in V(D)$, we have $d^{+}(v) \geq n / 2$ or $d^{-}(v) \geq n / 2$.
- Observation 6. Every semicomplete digraph contains a Hamiltonian path. Moreover, there is a polynomial time algorithm that, given a semicomplete digraph $D$ as input, finds a Hamiltonian path in $D$.

We now develop some preliminary results that will be used in the design and analysis of our algorithm and kernel.

Canonical Position. A crucial idea behind our algorithm and kernel is that every vertex has a "preferred position" in a bisection (either $L$ or $R$ ). In particular, if a vertex $v$ deviates from its preferred position, then at least one of the arcs incident with $v$ would have to belong to $A(R, L)$. Therefore, in a bisection of size at most $k$, no more than $\mathcal{O}(k)$ vertices can deviate from their preferred positions. Next, we formalize this idea.

- Definition 7. Let $D$ be a semicomplete digraph on $n$ vertices, where $n$ is even. The partition $\left(L_{D}^{c}, R_{D}^{c}\right)$ (not necessarily a bisection) of $V(D)$ defined as $L_{D}^{c}=\left\{v \in V(D) \mid d^{+}(v) \geq n / 2\right\}$ and $R_{D}^{c}=V(D) \backslash L_{D}^{c}$ is called the canonical partition of $D$. For a vertex $v \in L_{D}^{c}$, we say that $L_{D}^{c}$ is the canonical position of $v$ and write $\operatorname{can}(v)=L_{D}^{c}$. Similarly, for a vertex $v \in R_{D}^{c}$, we say that $R_{D}^{c}$ is the canonical position of $v$ and write $\operatorname{can}(v)=R_{D}^{c}$.
- Definition 8. Let $D$ be a semicomplete digraph with a bipartition $(L, R)$. For a vertex $v \in V(D)$, we say that $(L, R)$ respects the canonical position of $v$ if $v \in L$ and $\operatorname{can}(v)=L_{D}^{c}$ or if $v \in R$ and $\operatorname{can}(c)=R_{D}^{c}$. Otherwise, we say that $(L, R)$ violates the canonical position of $v$.

The following lemma follows directly from the definition of the canonical position of a vertex. It shows that if a bisection $(L, R)$ violates the canonical position of a vertex $v$, then at least one of the arcs incident with $v$ must belong to $A(R, L)$.

- Lemma 9 ( $\star$ ). Consider a semicomplete digraph $D$ on $n$ vertices, where $n$ is even. Let $(L, R)$ be a bisection of $D$. Let $v \in V(D)$ be such that $(L, R)$ violates the canonical position of $v$. Then, $A(R, L) \cap A(v) \neq \emptyset$.

An immediate consequence of Lemma 9 is that any bisection of size at most $k$ of a semicomplete digraph can violate the canonical positions of at most $2 k$ vertices.

- Corollary 10. Let $(D, k)$ be an yes-instance of Minimum Directed Bisection, and let $(L, R)$ be a bisection of $D$ of size at most $k$. Let $X=\{v \in V(D) \mid(L, R)$ violates the canonical position of $v\}$. Then, $|X| \leq 2 k$.

Proof. As Lemma 9 shows, for every $v \in X, A(R, L)$ contains an arc incident with $v$. Since each arc in $A(R, L)$ can be incident with at most two vertices in $X$, and $|A(R, L)| \leq k$, it follows that $|X| \leq 2 k$.

Consider a bisection $(L, R)$ of $D$, and a subset of vertices $Z \subseteq V(D)$ such that no arc of $D[Z]$ belongs to $A(R, L)$. The following lemma identifies the vertices in $Z$ whose canonical positions can possibly be violated by $(L, R)$. Moreover, it shows that there can be at most $4 k$ such vertices in $Z$, and that $(L, R)$ must respect the canonical position of every other vertex.

- Lemma 11. Let $D$ be a semicomplete digraph with a bisection $(L, R)$ of size at most $k$. Let $Z \subseteq V(D)$ be such that no arc of $D[Z]$ belongs to $A_{D}(R, L)$. That is, $(L \cap Z, R \cap Z)$ is a one way partition of $Z$. Let $P$ be a Hamiltonian path in $D[Z]$ from a vertex $\alpha$ to a vertex $\beta$ for some $\alpha, \beta \in Z$. Let $X=\left\{x \in Z \mid \operatorname{can}(x)=R_{D}^{c}\right\}$ and $Y=\left\{y \in Z \mid \operatorname{can}(y)=L_{D}^{c}\right\}$. For $1 \leq j \leq|X|$, let $x_{j}$ be the $j^{\text {th }}$ vertex of $P$ that belongs to $X$ as we traverse $P$ from $\alpha$ to $\beta$, and for $1 \leq p \leq|Y|$, let $y_{p}$ be the $p^{\text {th }}$ vertex of $P$ that belongs to $Y$ as we traverse $\operatorname{rev}\left(P^{i}\right)$ from $\beta$ to $\alpha$. Then, if $|X|>2 k$, then for every $x_{j} \in X$ with $j>2 k, x_{j} \in R$. Similarly, if $|Y|>2 k$, then for every $y_{p} \in Y$ with $p>2 k, y_{p} \in L$. (In other words, $(L, R)$ respects the canonical positions of $x_{j}$ and $y_{p}$ for $j>2 k$ and $p>2 k$.)

Proof. Note first that for any $\operatorname{arc}\left(z, z^{\prime}\right) \in A(P)$, it cannot be the case that $z \in R$ and $z^{\prime} \in L$, as $(L \cap Z, R \cap Z)$ is a one way partition of $Z$. More generally, this property holds for any two distinct vertices $z, z^{\prime} \in Z$ such that $z$ appears before $z^{\prime}$ as we traverse $P$ from $\alpha$ to $\beta$. To see this, suppose by way of contradiction that $z \in R$ and $z^{\prime} \in L$. Then, consider the subpath of $P$ from $z$ to $z^{\prime}$. This subpath must have an arc from a vertex in $R$ to a vertex in $L$, which we have already argued to be impossible.

Now, suppose that $|X|>2 k$ and consider a vertex $x_{j} \in X$ with $j>2 k$. Then, $\operatorname{can}\left(x_{j}\right)=R_{D}^{c}$. We need to show that $x_{j} \in R$. Assume for contradiction that $x_{j} \in L$, i.e. $(L, R)$ violates the canonical position of $x_{j}$. Then, for every $j^{\prime} \leq j$, we must have $x_{j^{\prime}} \in L$ as well, as otherwise, we obtain a pair $\left\{x_{j^{\prime}}, x_{j}\right\}$ such that $x_{j^{\prime}}$ appears before $x_{j}$ as we traverse $P$ from $\alpha$ to $\beta$ while $x_{j^{\prime}} \in R$ and $x_{j} \in L$, which by the preceding argument, is not possible. Having $x_{j^{\prime}} \in L$ for every $j^{\prime} \leq j$ means that $(L, R)$ violates the canonical position of $x_{j^{\prime}}$ for every $j^{\prime} \leq j$. Thus, $(L, R)$ violates the canonical positions of more than $2 k$ vertices. However, as $(L, R)$ is a bisection of $D$ of size at most $k$, by Corollary $10,(L, R)$ can violate the canonical positions of at most $2 k$ vertices.

Using symmetric arguments, we also derive that $y_{p} \in L$ for every $p>2 k$.

- Remark 12. In the above proof, it is actually shown that for any $j \leq|X|$ such that $(L, R)$ violates the canonical position of $x_{j} \in X,(L, R)$ must violate the canonical position of $x_{j^{\prime}}$ for every $j^{\prime}<j$ as well. Similarly, for any $p \leq|Y|$ such that $(L, R)$ violates the canonical position of $y_{p} \in Y,(L, R)$ must violate the canonical position of $y_{p^{\prime}}$ for every $p^{\prime}<p$ as well.

Tools for Our Kernel. We now develop some tools that will be used to design our kernel. Consider a vertex-weighted digraph $D$, where the weights are given by a function $w: V(D) \rightarrow \mathbb{N}$. For a subset $X \subseteq V(D)$ of vertices, the weight of $X$ is defined as $w(X)=\sum_{x \in X} w(x)$. We say that a partition $(L, R)$ of $V(D)$ is a $w$-bisection of $D$ (or simply a bisection when $w$ is clear from the context) if $|w(L)-w(R)| \leq 1$, and $|A(R, L)|$ is called the size of the bisection. So, given $(D, w, k)$, the Weighted Minimum Bisection (WMB) problem asks whether $D$ has a $w$-bisection of size at most $k$. We now define a "composition" of this problem, where the input consists of multiple pairs $(D, w)$, and at least one is required to have a bisection of size at most $k$.
At Least One Weighted Minimum Bisection (ALO-WMB)
Input: A collection $D_{1}, D_{2}, \ldots, D_{r}$ of vertex-weighted semicomplete digraphs, a weight function $w_{i}: V\left(D_{i}\right) \rightarrow \mathbb{N}$ for every $i \in[r]$, and a non-negative integer $k$.
Question: Does there exist $i \in[r]$ such that $D_{i}$ has a $w_{i}$-bisection of size at most $k$ ?
It is not difficult to see that this problem belongs to the class NP: a polynomial-sized certificate for the problem would be a partition $(L, R)$ of $V\left(D_{i}\right)$ for some $i$, and it can be verified whether $(L, R)$ is indeed a bisection of size at most $k$ in time polynomial in $\sum_{j \in[r]}\left(\left|V\left(D_{j}\right)\right|+\sum_{v \in V\left(D_{j}\right)}\left|w_{j}(v)\right|\right)$. For future reference, we record this observation below.

- Observation 13. ALO-WMB belongs to the class NP.
$\mathcal{P}$-Contraction of a Digraph. Consider a digraph $D$. Let $\mathcal{P}=\left\{V_{1}, V_{2}, \ldots, V_{p}\right\}$ be a partition of $V(D)$ (i.e. $V_{i} \cap V_{j}=\emptyset$ for every distinct $i, j \in[p]$ and $\bigcup_{i \in[p]} V_{i}=V(D)$ ). The $\mathcal{P}$-contraction of $D$ is the digraph $\mathcal{P}(D)$ obtained by "contracting" every part $V_{i}$ into a single vertex, formally defined as follows. The digraph $\mathcal{P}(D)$ has $p$ vertices, one corresponding to every part $V_{i} \in \mathcal{P}$. For each $i \in[p]$, let $z_{i}$ deonte the vertex of $\mathcal{P}(D)$ corresponding to the part $V_{i}$. For distinct $i, j \in[p]$, the $\operatorname{arc}\left(z_{i}, z_{j}\right)$ is present in $\mathcal{P}(D)$ if and only if there exist $v_{i} \in V_{i}$ and $v_{j} \in V_{j}$ such that $\left(v_{i}, v_{j}\right) \in A(D)$. (Note that $\mathcal{P}(D)$ has no self-loops.) For a vertex $z_{i} \in V(\mathcal{P}(D))$, we refer to the part $V_{i}$ as the parent-part of $z_{i}$ (or simply part of $z_{i}$ ), and write $\operatorname{part}\left(z_{i}\right)=V_{i}$. Moreover, we define the $\mathcal{P}$-weighted-contraction of $D$ to be the digraph $\mathcal{P}(D)$, where weights are assigned to its vertices by a weight function $w_{\mathcal{P}}$, which is given by $w_{\mathcal{P}}\left(z_{i}\right)=\left|V_{i}\right|$ for every vertex $z_{i}$ of $\mathcal{P}(D)$.
- Lemma 14 ( $\star$ ). Let $D$ be an unweighted (not necessarily semicomplete) digraph and $(L, R)$ a bipartition (not necessarily a bisection) of $D$. Consider a pair of partitions $\mathcal{L}=$ $\left\{V_{1}, V_{2}, \ldots, V_{p}\right\}$ and $\mathcal{R}=\left\{V_{p+1}, V_{p+2}, \ldots, V_{q}\right\}$ of $L$ and $R$, respectively. Let $\mathcal{P}$ be the partition of $V(D)$ that is the union of $\mathcal{L}$ and $\mathcal{R}$, i.e. $\mathcal{P}=\mathcal{L} \cup \mathcal{R}$. Let $H=\mathcal{P}(D)$ be the $\mathcal{P}$-weightedcontraction of $D$. (Thus, for each $V_{i} \in \mathcal{P}, H$ has a vertex $z_{i}$, with weight $w_{\mathcal{P}}\left(z_{i}\right)=\left|V_{i}\right|$.) Let $L_{H}=\left\{z_{1}, z_{2}, \ldots, z_{p}\right\}$, and $R_{H}=\left\{z_{p+1}, z_{p+2}, \ldots, z_{q}\right\}$. Then, $(L, R)$ is a bisection of $D$ if and only if $\left(L_{H}, R_{H}\right)$ is a $w_{\mathcal{P}}$-bisection of $H$.


## 4 NP-hardness of Minimum Directed Bisection on Semicomplete Digraphs

In this section, we show that Minimum Directed Bisection is NP-hard on semicomplete digraphs by a reduction from Maximum Directed Bisection on directed acyclic graphs (DAGs). (Recall that in the Maximum Directed Bisection problem, the input consists of a digraph $D$ and an integer $k$, and the task is to determine whether $D$ admits a bisection $(L, R)$ such that $|A(R, L)| \geq k$.) The NP-hardness of Maximum Directed Bisection on DAGs easily follows from the fact that Directed Max-Cut is NP-hard on DAGs, shown by Lampis et al. [24] (Theorem 4 in [24]).

- Observation 15 ( $\star$ ). Maximum Directed Bisection is NP-complete on DAGs.
- Lemma 16 ( $\star$ ). Minimum Directed Bisection is NP-complete on semicomplete digraphs.

Proof Sketch. It is easy to see that Minimum Directed Bisection belongs to NP. Now, for the proof of hardness, we give a reduction from the Maximum Directed Bisection problem on DAGs. To this end, consider an instance ( $D, k$ ) of Maximum Directed Bisection where $D$ is a DAG. Let $|V(D)|=n$. Without loss of generality, assume that $n$ is even. (Add an isolate vertex to $D$ if $n$ is odd.) We construct an instance ( $D^{\prime}, k^{\prime}$ ) of Minimum Directed Bisection as follows. Take $D^{\prime}=\bar{D}$ and $k^{\prime}=n^{2} / 4-k$. Note first that $\bar{D}$ is a semicomplete digraph, and that $D^{\prime}$ can be constructed in polynomial time. It can be verified that $(D, k)$ is a yes-instance if and only if $\left(D^{\prime}, k^{\prime}\right)$ is a yes-instance.

- Remark 17. By Observation 13, the problem At Least One Weighted Minimum Bisection belongs to the class NP. Moreover, we have just shown that Minimum Directed Bisection is NP-complete on semicomplete digraphs. Thus, we can conclude that there is a polynomial time reduction from ALO-WMB to Minimum Directed Bisection on semicomplete digraphs.


Figure 1 An example of a Hamiltonian path $P_{i}$ in $D_{i}$, with the canonical positions of its vertices. We have $V\left(D_{i}\right)=X_{i} \cup Y_{i}$. The vertices of $X_{i}$ are indexed from left to right, while the vertices of $Y_{i}$ are indexed from right to left.

## 5 FPT Algorithm for Minimum Directed Bisection on Semicomplete Digraphs

In this section, we design an algorithm for Minimum Directed Bisection on semicomplete digraphs that runs in time $2^{\mathcal{O}(\sqrt{k} \log k)} n^{\mathcal{O}(1)}$. Our algorithm is based on a technique called chromatic coding, introduced by Alon et al. [1]. The basic idea behind this technique is to color the vertices of the input digraph by $\mathcal{O}(\sqrt{k})$ colors so that all the $k$ arcs in a $k$-sized bisection (if one exists) are properly colored, i.e. have their endpoints in different color classes. As stated below, it was shown that there is a coloring family of size $2^{\mathcal{O}(\sqrt{k} \log k)} \log n$ that does this job.

- Proposition 18 (Chromatic coding [1]). For positive integers $n$ and $k$, there exists a family $\mathcal{F}$ of functions from $[n]$ to $[2\lceil\sqrt{k}\rceil]$ with the following property: for every graph $G$ with $V(G)=[n]$ and with at most $k$ edges, there exists a function $f \in \mathcal{F}$ that properly colors $E(G)$ (i.e. for every $u v \in E(G), f(u) \neq f(v))$. Moreover, there is an algorithm that runs in time $2^{\mathcal{O}(\sqrt{k} \log k)} n \log n$ and constructs such a family $\mathcal{F}$ of size $2^{\mathcal{O}(\sqrt{k} \log k)} \log n$.

The family $\mathcal{F}$ in Proposition 18 is called a coloring family, and the elements of $\mathcal{F}$ are called coloring functions. For a coloring function $f \in \mathcal{F}$, we refer to the set of all vertices that have been assigned the color $i$ by $f$ as the $i^{\text {th }}$ color class.

Informally, our algorithm for Minimum Directed Bisection is as follows. Suppose that $(D, k)$ is a yes-instance, and let $(L, R)$ be a bisection of $D$ of size at most $k$. We would like to color the vertices of $D$ using $\mathcal{O}(\sqrt{k})$ colors so that all arcs of $A(R, L)$ are properly colored (of course, without knowing $(L, R)$ ). Proposition 18 guarantees such a coloring function $f$. For any color $i$, let $D_{i}$ be the subgraph of $D$ induced by vertices in the $i^{\text {th }}$ color class. Because all arcs of $A(R, L)$ are properly colored, no arc of $D_{i}$ can belong to $A(R, L)$. Thus, we "guess" the vertices of $D_{i}$ whose canonical positions are violated by $(L, R)$, and define a partition of $V\left(D_{i}\right)$ accordingly. Due to Lemma 11 and Remark 12, there are at most $4 k$ vertices in $D_{i}$ whose canonical positions can be violated by $(L, R)$. Thus we would need to consider only $k^{\mathcal{O}(\sqrt{k})}=2^{\mathcal{O}(\sqrt{k} \log k)}$ guesses, which gives rise to an algorithm with the claimed running time. We present a formal description of our algorithm in Algorithm 1.

In the next two lemmas, we establish the correctness of Algorithm 1, and analyse its runtime.

- Lemma 19 ( $\star$ ). Algorithm 1 is correct.

Proof Sketch. Observe first that if Algorithm 1 returns yes, then $D$ has a bisection of size at most $k$ (that is $\left(L_{t}^{f}, R_{t}^{f}\right)$ for some $f$ and $t$ ). Therefore, in order to show that Algorithm 1 returns the correct answer, we shall prove the following. If $(D, k)$ is a yes-instance with a $k$-sized bisection $(L, R)$, then for some $f \in \mathcal{F}$ and for some tuple $t$ defined in Step 2 of the algorithm, we will have $(L, R)=\left(L_{t}^{f}, R_{t}^{f}\right)$ where $L_{t}^{f}$ and $R_{t}^{f}$ are as defined in Step 2-(ii)-(a) of the algorithm.

- Lemma 20 ( $\star$ ). Algorithm 1 runs in time $2^{\mathcal{O}(\sqrt{k} \log k)} n^{\mathcal{O}(1)}$.

Algorithm 1 Input: $(D, k)$ where $D$ is a semicomplete digraph on $n$ vertices.

1. Run the algorithm in Proposition 18 and construct a coloring family $\mathcal{F}$.
2. For each $f \in \mathcal{F}$, perform the following steps:
(i). For each $i \in[2\lceil\sqrt{k}\rceil]$, consider $D_{i}$, the subgraph of $D$ induced by $f^{-1}(i)$, and perform the following steps.
(a). Find a Hamiltonian path $P_{i}$ in $D_{i}$. Then, $P_{i}$ is a path from $\alpha_{i}$ to $\beta_{i}$ for some $\alpha_{i}, \beta_{i} \in V\left(D_{i}\right)$.
(b). Let $X_{i}=\left\{x \in V\left(D_{i}\right) \mid \operatorname{can}(x)=R_{D}^{c}\right\}$ and $Y_{i}=\left\{y \in V\left(D_{i}\right) \mid \operatorname{can}(y)=L_{D}^{c}\right\}$. For $1 \leq j \leq\left|X_{i}\right|$, let $x_{j}$ be the $j^{\text {th }}$ vertex of $P_{i}$ that belongs to $X_{i}$ as we traverse $P_{i}$ from $\alpha_{i}$ to $\beta_{i}$. For $1 \leq p \leq\left|Y_{i}\right|$, let $y_{p}$ be the $p$ th vertex of $P_{i}$ that belongs to $Y_{i}$ as we traverse $\operatorname{rev}\left(P_{i}\right)$ from $\beta_{i}$ to $\alpha_{i}$ (see Figure 1).
(c). For each pair $\left(\ell_{i}, q_{i}\right)$, where $0 \leq \ell_{i} \leq \min \left\{\left|X_{i}\right|, 2 k\right\}$ and $0 \leq q_{i} \leq \min \left\{\left|Y_{i}\right|, 2 k\right\}$, construct a partition $\left(L_{\ell_{i}, q_{i}}, R_{\ell_{i}, q_{i}}\right)$ of $V\left(D_{i}\right)$ as follows. For every $j \leq \ell_{i}$, assign $x_{j}$ to $L_{\ell_{i}, q_{i}}$, and for every $p \leq q_{i}$, assign $y_{p}$ to $R_{\ell_{i}, q_{i}}$. For every other vertex $z \in V\left(D_{i}\right)$, assign $z$ to $L_{\ell_{i}, q_{i}}$ if $\operatorname{can}(z)=L_{D}^{c}$, and assign $z$ to $R_{\ell_{i}, q_{i}}$ otherwise.
(ii). For each tuple $t=\left(t_{1}, t_{2}, \ldots, t_{2\lceil\sqrt{k}\rceil}\right), t_{i}=\left(\ell_{i}, q_{i}\right)$ for some $0 \leq \ell_{i} \leq \min \left\{\left|X_{i}\right|, 2 k\right\}$ and $0 \leq q_{i} \leq \min \left\{\left|Y_{i}\right|, 2 k\right\}$ such that $\left(L_{\ell_{i}, q_{i}} R_{\ell_{i}, q_{i}}\right)$ is a one way partition of $V\left(D_{i}\right)$, perform the following step.
(a). Construct a partition $\left(L_{t}^{f}, R_{t}^{f}\right)$ of $V(D)$ as follows: $L_{t}^{f}=\bigcup_{i} L_{\ell_{i}, q_{i}}$ and $R_{t}^{f}=$ $\bigcup_{i} R_{\ell_{i}, q_{i}}$. If ( $L_{t}^{f}, R_{t}^{f}$ ) is a bisection of $D$ of size at most $k$, then return that ( $D, k$ ) is a yes-instance and terminate.
3. Return that $(D, k)$ is a no-instance.

We have thus proved the following theorem.

- Theorem 21. Minimum Directed Bisection on semicomplete digraphs admits a $2^{\mathcal{O}(\sqrt{k} \log k)} n^{\mathcal{O}(1)}$ time algorithm.


## 6 Polynomial Kernel for Minimum Directed Bisection on Semicomplete Digraphs

In this section, we design a polynomial kernel for the Minimum Directed Bisection problem on semicomplete digraphs. Specifically, we prove the following theorem.

- Theorem 22. There is a polynomial time algorithm that, given an instance ( $D, k$ ) of Minimum Directed Bisection where $D$ is a semicomplete digraph, produces an equivalent instance $\left(D^{\prime}, k^{\prime}\right)$ of Minimum Directed Bisection such that $\max \left\{\left|V\left(D^{\prime}\right)\right|, k^{\prime}\right\} \leq k^{\mathcal{O}(1)}$.

Throughout this section, $D$ denotes a semicomplete digraph on $n$ vertices and $k$ a nonnegative integer. Given an instance ( $D, k$ ) of Minimum Directed Bisection, our kernel proceeds as follows. In the first step, we reduce the instance $(D, k)$ to an equivalent instance of ALO-WMB (defined in Section 2), whose size is bounded by $k^{\mathcal{O}(1)}$. As ALO-WMB belongs to the class NP (see Remark 13), and Minimum Directed Bisection is NP-complete (see Lemma 16), we know that ALO-WMB admits a polynomial time reduction to Minimum Directed Bisection. In the second step, we apply this reduction to the $k^{\mathcal{O}(1)}$-sized ALO-WMB instance to obtain an equivalent instance of Minimum Directed Bisection of size $k^{\mathcal{O}(1)}$. And in order to reduce Minimum Directed Bisection to ALO-WMB in the first step, we use an $\left(n, 2 k, 4 k^{2}\right)$-splitter. Using such a splitter, we construct $k^{\mathcal{O}(1)}$ many instances of Weighted Minimum Bisection (WMB) such that each one of these instances has size $k^{\mathcal{O}(1)}$, and at least one of them is equivalent to our original instance $(D, k)$.

Remark 23 (Assumption about $k$ ). In this section, given an instance ( $D, k$ ) of Minimum Directed Bisection, we assume that $\log n \leq k$. Otherwise, if $\log n>k$, then we have $n>2^{k}>2^{\sqrt{k} \log k}$. But this implies that Algorithm 1 runs in time polynomial in $n$. That is, if $\log n>k$, then we can solve Minimum Directed Bisection on semicomplete digraphs in polynomial time.

Terminology. In what follows, we use the following definitions and notations. Consider an instance ( $D, k$ ) of Minimum Directed Bisection. Let $(L, R)$ be a bisection of $D$. Let $S$ be the set of endpoints of the arcs in $A(R, L)$, i.e. $S=V(A(R, L))$. For some positive integer $\ell \geq|S|$, let $f: V(D) \rightarrow[\ell]$ be a function that splits $S$ evenly. For each $i \in[\ell]$ such that $f^{-1}(i) \neq \emptyset$, let $D_{i}, P_{i}, \alpha_{i}, \beta_{i}, X_{i}, Y_{i}, x_{j}$ and $y_{p}$ be as defined in Algorithm 1. Since $f$ splits $S$ evenly, and $\ell \geq|S|$, the function $f$ is injective on $S$. Therefore, no arc of $D_{i}$ belongs to $A(R, L)$. Moreover, note that $V\left(D_{i}\right)$ is the disjoint union of $X_{i}$ and $Y_{i}$.

Fix $i \in[\ell]$. We say that a vertex $z \in V\left(D_{i}\right)$ is marked if $z=x_{j}$ for some $x_{j} \in X_{i}$ with $j \leq 2 k$, or if $z=y_{p}$ for some $y_{p} \in Y_{i}$ with $p \leq 2 k$. Otherwise, we say that $z$ is unmarked. That is, the first $2 k$ of vertices of $P_{i}$ that belong to $X_{i}$, and the last $2 k$ vertices of $P_{i}$ that belong to $Y_{i}$ are marked. All other vertices are unmarked. (Here, first and last are defined with respect to the traversal of $P_{i}$ from $\alpha_{i}$ to $\beta_{i}$.) Therefore, in light of Lemma 11, if ( $L, R$ ) is of size at most $k$, and $(L, R)$ violates the canonical position of a vertex $v \in V\left(D_{i}\right)$, then $v$ is a marked vertex. In other words, every bisection of $D$ of size at most $k$, if such a bisection exists, respects the canonical position of every unmarked vertex. Let $M_{i}$ denote the set of all marked vertices in $V\left(D_{i}\right)$.

Let $n_{i}=\left|V\left(D_{i}\right)\right|$. For $r \in\left[n_{i}\right]$, let $v_{r}$ be the $r^{\text {th }}$ vertex of $P_{i}$ as we traverse $P_{i}$ from $\alpha_{i}$ to $\beta_{i}$. That is, $P_{i}=\left(\alpha_{i}=\right) v_{1} v_{2} \ldots v_{n_{i}}\left(=\beta_{i}\right)$.

- Observation 24. We have $\left|M_{i}\right|=\left|M_{i} \cap X_{i}\right|+\left|M_{i} \cap Y_{i}\right| \leq 2 k+2 k=4 k$. If $v_{r} \in X_{i} \cap M_{i}$, then for every $v_{s} \in X_{i}$ with $s \leq r$, we have $v_{s} \in M_{i}$. Similarly, if $v_{r} \in Y_{i} \cap M_{i}$, then for every $v_{s} \in Y_{i}$ with $s \geq r$, we have $v_{s} \in M_{i}$.

For $r, s \in\left[n_{i}\right], r \leq s$, let $P_{i}^{r, s}$ denote the subpath of $P_{i}$ from vertex $v_{r}$ to vertex $v_{s}$. Also, we say that the subpath $P_{i}^{r, s}$ is monochromatic if for every $r \leq j \leq s$, the vertex $v_{j}$ is unmarked, and $\operatorname{can}\left(v_{j}\right)=\operatorname{can}\left(v_{r}\right)$. And we say that a monochromatic subpath $P_{i}^{r, s}$ is a maximal monochromatic subpath if there is no monochromatic subpath of $P_{i}$ that strictly contains $P_{i}^{r, s}$. That is, a maximal monochromatic subpath is a maximal subpath of $P_{i}$ such that all its vertices are unmarked and have the same canonical positions.

- Lemma $25(\star)$. Assume that $(D, k)$ is a yes-instance and that $(L, R)$ is a bisection of $D$ of size at most $k$. Then for every $i$, the path $P_{i}$ has at most $4 k+2$ maximal monochromatic subpaths.

The above lemma shows that $V\left(D_{i}\right) \backslash M_{i}$ can be partitioned into at most $4 k+2$ maximal monochromatic subpaths. Additionally, $V\left(D_{i}\right)$ contains at most $4 k$ marked vertices. Let $\mathcal{P}_{f, i}$ denote this partition of $V\left(D_{i}\right)$ into $4 k+2+4 k=8 k+2$ parts. That is, every part in $\mathcal{P}_{f, i}$ is either the set of vertices of a maximal monochromatic subpath of $P_{i}$ or a singleton set consisting of a marked vertex. We call $\mathcal{P}_{f, i}$ the monochromatic partition of $V\left(D_{i}\right)$.

- Lemma $26(\star)$. Assume that $(D, k)$ is a yes-instance and that $(L, R)$ is a bisection of $D$ of size at most $k$. Then, for every part $Z \in \mathcal{P}_{f, i}$, either $Z \subseteq L$ or $Z \subseteq R$.

Kernel. Our kernelization algorithm works as follows. Given $(D, k)$, we begin by using Proposition 2 to construct an $\left(n, 2 k, 4 k^{2}\right)$-splitter $\mathcal{F}^{\prime}$ in time $k^{\mathcal{O}(1)} n \log n$. By Proposition 2 and Remark 23, we get that $\left|\mathcal{F}^{\prime}\right|=k^{\mathcal{O}(1)}$. For each function $f \in \mathcal{F}^{\prime}$, we do as follows. For each $i \in\left[4 k^{2}\right]$ such that $f^{-1}(i) \neq \emptyset$, we find a Hamiltonian path $P_{i}$ in $D_{i}$. We say that $f \in \mathcal{F}$ is a good function if for every $i \in\left[4 k^{2}\right]$ such that $f^{-1}(i) \neq \emptyset$, the path $P_{i}$ has at most $4 k+2$ maximal monochromatic subpaths. Let $\mathcal{F} \subseteq \mathcal{F}^{\prime}$ be the collection of good functions in $\mathcal{F}$. We now compute the monochromatic partition $\mathcal{P}_{f, i}$ of $V\left(D_{i}\right)$. Note that $\left|\mathcal{P}_{f, i}\right| \leq 8 k+2$. Let $\mathcal{P}_{f}$ be the partition of $V(D)$ obtained by taking the union of $\mathcal{P}_{i}$ for all $i$, that is, $\mathcal{P}_{f}=\bigcup_{i \in\left[4 k^{2}\right]} \mathcal{P}_{f, i}$. We have $\left|\mathcal{P}_{f}\right| \leq 4 k^{2} \cdot(8 k+2)=k^{\mathcal{O}(1)}$. This completes the first step our kernelizaition algorithm. Observe that this step can be executed in time $k^{\mathcal{O}(1)} n^{\mathcal{O}(1)}$.

Now, construct the $\mathcal{P}_{f}$-weighted contraction of $D$, (with weight function $w_{\mathcal{P}_{f}}$ ), and denote it by $H_{f}$. Note that $\left|V\left(H_{f}\right)\right|=\left|\mathcal{P}_{f}\right|=k^{\mathcal{O}(1)}$. As every vertex $v \in V\left(H_{f}\right)$ corresponds to a part of $\mathcal{P}_{f}$ of size at most $n$, we have $w_{\mathcal{P}_{f}}(v)=|\operatorname{part}(v)| \leq n$ for every vertex $v \in V\left(H_{f}\right)$. Hence, $\left|w_{\mathcal{P}_{f}}(v)\right| \leq \log n \leq k$ for every $v \in V\left(H_{f}\right)$ (by Remark 23). Thus, $H_{f}$ is a vertexweighted semicomplete digraph with $k^{\mathcal{O}(1)}$ vertices and further, the weight of each vertex in $V\left(H_{f}\right)$ can be encoded using $k^{\mathcal{O}(1)}$ bits. This is the second step of our kernel. Observe that this step also runs in time polynomial in $n$.

Now, consider the instance $\left(\left\{\left(H_{f}, w_{\mathcal{P}_{f}}\right) \mid f \in \mathcal{F}\right\}, k\right)$ of ALO-WMB. Note that the size of the ALO-WMB instance $\left(\left\{\left(H_{f}, w_{\mathcal{P}_{f}}\right) \mid f \in \mathcal{F}\right\}, k\right)$ is bounded by $k^{\mathcal{O}(1)}$. The following lemma shows the equivalence of this instance to $(D, k)$.

- Lemma $27(\star)$. The instance $(D, k)$ is a yes-instance of Minimum Directed Bisection if and only if $\left(\left\{\left(H_{f}, w_{\mathcal{P}_{f}}\right) \mid f \in \mathcal{F}\right\}, k\right)$ is a yes-instance of ALO-WMB.

Note that the first two steps of the kernel - up to the construction of the ALO-WMB instance $\left(\left\{\left(H_{f}, w_{\mathcal{P}_{f}}\right) \mid f \in \mathcal{F}\right\}, k\right)$ - runs in polynomial time. Finally, we use the polynomial time reduction in Remark 17 to reduce the instance $\left(\left\{\left(H_{f}, w_{\mathcal{P}_{f}}\right) \mid f \in \mathcal{F}\right\}, k\right)$ of ALO-WMB to an equivalent instance $\left(D^{\prime}, k^{\prime}\right)$ of Minimum Directed Bisection on semicomplete digraphs. As the size of the instance $\left(\left\{\left(H_{f}, w_{\mathcal{P}_{f}}\right) \mid f \in \mathcal{F}\right\}, k\right)$ is bounded by $k^{\mathcal{O}(1)}$, this reduction runs in time polynomial in $k$. We thus conclude that the size of the instance $\left(D^{\prime}, k^{\prime}\right)$ is also bounded by $k^{\mathcal{O}(1)}$. This completes the proof of Theorem 22.

## 7 Conclusion

We studied the Minimum Directed Bisection problem from the parameterized complexity perspective. In particular, we gave an algorithm with running time $2^{\mathcal{O}(\sqrt{k} \log k)} \cdot n^{\mathcal{O}(1)}$ and a polynomial kernel for Minimum Directed Bisection on semicomplete digraphs. Some natural questions that arise from this work are: can the $\log k$ dependence on the exponent in the running time be removed? How far can we reach in improving the size of the kernel? In particular, can one prove a lower bound/existence of a linear/quadratic kernel for MINIMUM Directed Bisection on semi-complete digraphs? We also believe that our technique of employing splitters can be generalized for the design of kernels for many problems, especially the ones that admit algorithms crucially using chromatic coding. At least, for such problems, the use of splitters can "simulate" the effects of chromatic coding that are sufficient for kernelization.
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#### Abstract

The class of synchronous relations, also known as automatic or regular, is one of the most studied subclasses of rational relations. It enjoys many desirable closure properties and is known to be logically characterized: the synchronous relations are exactly those that are defined by a first-order formula on the structure of all finite words, with the prefix, equal-length and last-letter predicates. Here, we study the quantifier alternation hierarchy of this logic. We show that it collapses at level $\Sigma_{3}$ and that all levels below admit decidable characterizations. Our results reveal the connections between this hierarchy and the well-known hierarchy of first-order defined languages of finite words.
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## 1 Introduction

We study classes of relations on finite words, within the class of rational relations. Synchronous relations [8] - also studied as regular relations [3] and automatic relations [5] - form a subclass of rational relations which is well-behaved from many standpoints. Contrary to rational relations, they enjoy crucial effective properties such as closure under intersection and complement. As a consequence, most paradigmatic problems are decidable for synchronous relations, in the same way as they are for regular languages. Further, they admit clean characterizations both in terms of automata and logic, providing yet more evidence of the connections between logic, formal languages and automata. Due to this good behavior, this class finds various applications in verification [6, 1], automatic structures [5], the theory of transducers and database theory [2].

Synchronous relations contain natural relations such as equality, prefix, or equal-length. In fact, any letter-to-letter transduction, alphabetic morphism or length-preserving rational relation lies within synchronous relations [4].

Synchronous relations are those that are accepted by multi-tape finite automata. A $k$-tape automaton over an alphabet $\mathbb{A}$ can be naturally seen as an NFA over the alphabet of
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$k$-tuples $\hat{\mathbb{A}}=(\mathbb{A} \cup\{\perp\})^{k}$ that reads $k$ input words $w_{1}, \ldots, w_{k} \in \mathbb{A}^{*}$ simultaneously, from left to right, the $i$-th transition reading the tuple from $\hat{\mathbb{A}}$ composed of the $i$-th letters of each word $w_{j}$ (or $\perp$ if $i>\left|w_{j}\right|$ ). Synchronous relations can also be described as finite unions of the componentwise concatenation of a length-preserving rational relation with a recognizable relation - two other well-studied classes of relations [4].

On the other hand, relations can be defined by logical formulæ interpreted on words in $\mathbb{A}^{*}$ : a formula $\varphi$ with free variables $z_{1}, \ldots, z_{k}$ defines the $k$-ary relation of all tuples $\left(w_{1}, \ldots, w_{k}\right)$ such that $\varphi$ holds with the interpretation $z_{i} \mapsto w_{i}(1 \leq i \leq k)$. Eilenberg, Elgot and Shepherdson [9] showed that a relation is synchronous if, and only if, it can be defined in this way by a first-order formula using the prefix, equal-length and last letter predicates.

This characterization opens the possibility of exploring classes of synchronous relations specified by fragments of first-order logic. In the present work, we study the quantifier alternation hierarchy in this logic, that is, the classes of relations defined by formulæ with a bounded number of alternations of existential and universal quantifier blocks. This is a natural way of providing small, well-behaved classes (closed under boolean combinations) of synchronous relations. We show that the hierarchy collapses at level $\Sigma_{3}$ and we give clean combinatorial characterizations for its different layers, namely $\Sigma_{1}$, its boolean closure $\mathcal{B} \Sigma_{1}, \Sigma_{2}$ and $\mathcal{B} \Sigma_{2}$. These characterizations reveal strong links with the classical $\Sigma_{1^{-}}$and $\Sigma_{2^{-}}$fragments of the first-order theory on finite words with the order $<$ relation and letter predicates. Interestingly, the notion of subwords, which plays a central role in the characterization of $\Sigma_{1}[<]$ and $\mathcal{B} \Sigma_{1}[<]$, must be replaced here by the more subtle notion of synchronized subwords.

We also show that these characterizations are decidable: given a synchronous relation, one can decide whether it is defined by a formula in $\Sigma_{1}$ (resp. $\mathcal{B} \Sigma, \Sigma_{2}, \mathcal{B} \Sigma_{2}$ ). Our results provide therefore a complete decision procedure for the alternation hierarchy of synchronous relations.

Section 2 introduces technical preliminaries. Our main results are all stated in Section 3, and their proofs are given in the ensuing sections: Section 4 for the collapse of the hierarchy, Section 5 for what concerns the $\Sigma_{1^{-}}$and $\mathcal{B} \Sigma_{1^{-}}$-fragments and Section 6 for the $\Sigma_{2^{-}}$and $\mathcal{B} \Sigma_{2}$-fragments.

## 2 Preliminaries

For any set $A$ and $\bar{a} \in A^{k}$, we denote by $\bar{a}(i)$ its $i$-th component, an element of $A$. If $w \in A^{*}$ is a word, we denote by $|w|$ its length and, for any $1 \leq i \leq j \leq|w|$, by $w[i]$ the letter of $w$ in $i$-th position, and by $w[i . . j]$ the factor $w[i] \cdots w[j]$ of $w$ between positions $i$ and $j$. To simplify notation, we let $w[i . . j]=\varepsilon$ (the empty word) whenever $1 \leq i \leq j \leq|w|$ does not hold. If $u, v$ are words, we let $u \sqcap v$ be the longest common prefix of $u$ and $v$.

We will consider relations of a fixed arity $k \geq 2$, over a fixed alphabet $\mathbb{A}$ with at least two letters. Let $\perp$ be a symbol not in $\mathbb{A}$, and let $\mathbb{A}_{\perp}=\mathbb{A} \cup\{\perp\}$. We will often work with the alphabet $\mathbb{A}_{\perp}^{k}$, the direct product of $k$ copies of $\mathbb{A}_{\perp}$.

## Synchronous relations

Given $w_{1}, \ldots, w_{k} \in \mathbb{A}^{*}$, we define the synchronized word $\bar{w}$ of the tuple $\left(w_{1}, \ldots, w_{k}\right)$, written $\bar{w}=w_{1} \otimes \cdots \otimes w_{k}$, to be the word in $\left(\mathbb{A}_{\perp}^{k}\right)^{*}$ such that:

- $|\bar{w}|=\max \left(\left|w_{1}\right|, \ldots,\left|w_{k}\right|\right)$; and
- for every $i \in\{1, \ldots,|\bar{w}|\}$ and $j \in\{1, \ldots, k\}$, we have $\bar{w}[i](j)=w_{j}[i]$ if $i \leq\left|w_{j}\right|$, and $\bar{w}[i](j)=\perp$ otherwise.

For example, $a b b a \otimes c \otimes d e=(a, c, d)(b, \perp, e)(b, \perp, \perp)(a, \perp, \perp)$. We let $S W_{k}$ be the set of all $k$-synchronized words, that is, $S W_{k}=\left\{w_{1} \otimes \cdots \otimes w_{k}: w_{1}, \ldots, w_{k} \in \mathbb{A}^{*}\right\}$. For $S=\left\{s_{1}, \ldots, s_{n}\right\} \subseteq\{1, \ldots, k\}$ such that $s_{1}<\cdots<s_{n}$, we define the projection $\pi_{S}: S W_{k} \rightarrow$ $\left(\mathbb{A}_{\perp}^{n}\right)^{*}$ as $\pi_{S}\left(w_{1} \otimes \cdots \otimes w_{k}\right)=w_{s_{1}} \otimes \cdots \otimes w_{s_{n}}$. In the case of a singleton $S=\{i\}$, note that $\pi_{S}: S W_{k} \rightarrow \mathbb{A}^{*}$, and we simply write $\pi_{i}$. If $R \subseteq\left(\mathbb{A}^{*}\right)^{k}$ is a $k$-ary relation, the synchronized language of $R$, denoted by $L_{R}$, is the language $\left\{w_{1} \otimes \cdots \otimes w_{k}:\left(w_{1}, \ldots, w_{k}\right) \in R\right\} \subseteq\left(\mathbb{A}_{\perp}^{k}\right)^{*}$. The relation $R$ is said to be synchronous if $L_{R}$ is regular. The set of synchronous relations, of arbitrary arity, is denoted by Sync.

## MSO over finite words

In the classical setting introduced by Büchi (see [21]), languages over an alphabet $\mathbb{A}$ are described by formulæ interpreted over the set of positions of a finite word, using the binary word ordering predicate $<$ and the unary letter predicates $a(a \in \mathbb{A})$ - where $a(i)$ holds if the word carries letter $a$ in position $i$. Büchi's Theorem [7,21] states that a language is regular if and only if it is definable by a closed monadic second order formula in this logic, written $\operatorname{MSO}\left[<,\{a\}_{a \in \mathbb{A}}\right]$, or $\mathbf{M S O}[<]$ if $\mathbb{A}$ is understood. If $\varphi$ is a closed formula in $\mathbf{M S O}[<]$, we let $|\varphi|$ be the language in $\mathbb{A}^{*}$ it defines, and if $\mathcal{F}$ is a set of formulæ, $|\mathcal{F}|$ denotes the class $\{|\varphi|: \varphi \in \mathcal{F}\}$.

First-order formulæ in Büchi's logic define a strict subclass of regular languages, that of star-free languages (see $[19,12,21,22]$ ). The quantifier alternation hierarchy within $\mathbf{F O}[<]$ forms a strict infinite hierarchy, and it has been the object of intense study (see [17, 18] for an overview). In the sequel, we will only use results regarding the $\boldsymbol{\Sigma}_{1}, \mathcal{B} \boldsymbol{\Sigma}_{1}, \boldsymbol{\Sigma}_{2}$ and $\mathcal{B} \boldsymbol{\Sigma}_{2}$ fragments of $\mathbf{F O}[<]$, possibly enriched with the constant predicate max, which stands for the last position in a word (see below in this section and Section 6). Recall that $\mathcal{B}$ designates the boolean closure; that $\boldsymbol{\Sigma}_{1}$ is the set of existential formulæ, of the form $\exists z_{1} \cdots \exists z_{n} \varphi$ with $\varphi$ quantifier-free; and that $\boldsymbol{\Sigma}_{2}$ consists in the formulæ of the form $\exists z_{1} \cdots \exists z_{n} \varphi$ with $\varphi$ in $\mathcal{B} \boldsymbol{\Sigma}_{1}$. The $\boldsymbol{\Pi}_{i}$ fragment consists of the negations of the formulæ in $\boldsymbol{\Sigma}_{i}$ (e.g., $\boldsymbol{\Pi}_{1}$ are all formulæ of the form $\forall z_{1} \cdots \forall z_{n} \varphi$ with $\varphi$ quantifier-free). We will sometimes write $\mathbf{F O}[<]$ ( $\mathbb{A}^{*}$ ) (or fragments thereof) when we want to make explicit the alphabet $\mathbb{A}$ we work with.

## FO over the structure of all finite words

We now turn to the signature introduced by Eilenberg et al. [9] to discuss synchronous relations over $\mathbb{A}^{*}$, namely $\sigma=\left[\preceq\right.$, eq,$\left.\left(\ell_{a}\right)_{a \in \mathbb{A}}\right]$. These predicates are interpreted as follows:

- $\left(w_{1}, w_{2}\right) \models x \preceq y$ if and only if $w_{1}$ is a prefix of $w_{2}$;
- $\left(w_{1}, w_{2}\right) \models \mathrm{eq}(x, y)$ if and only if $w_{1}$ and $w_{2}$ have equal length;
- $w \models \ell_{a}(x)$ if and only if the last letter of $w$ is $a$.

Every formula $\varphi$ with free variables $z_{1}, \ldots, z_{k}$ defines a $k$-ary relation written $\|\varphi\|$, namely:

$$
\|\varphi\|=\left\{\left(w_{1}, \ldots, w_{k}\right) \in\left(\mathbb{A}^{*}\right)^{k}:\left(w_{1}, \ldots, w_{k}\right) \models \varphi\right\}
$$

Let $\mathbf{F O}[\sigma]$ denote the set of first order formulæ with signature $\sigma$, and for any $\mathcal{F} \subseteq \mathbf{F O}[\sigma]$ let $\|\mathcal{F}\|$ denote the set of relations definable by formulæ in $\mathcal{F}$. For convenience, we write $x \prec y$ for $(x \preceq y) \wedge \neg(y \preceq x)$, and $L_{\varphi}$ for $L_{\|\varphi\|}$. For example, $\varphi\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{3} \preceq x_{1}\right) \wedge\left(x_{3} \preceq\right.$ $\left.x_{2}\right) \wedge \forall z\left(x_{3} \prec z \rightarrow \neg\left(z \preceq x_{1} \wedge z \preceq x_{2}\right)\right)$ defines the set $\|\varphi\|$ of all triples $\left(w_{1}, w_{2}, w_{3}\right)$ such that $w_{3}=w_{1} \sqcap w_{2}$.

## Types and type sequences

For a letter $\bar{a}=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{A}_{\perp}^{k}$, the type of $\bar{a}$ is the subset of $\{1, \ldots, k\}^{2}$ type $(\bar{a})=$ $\left\{(i, j): a_{i}=a_{j} \neq \perp\right\}$. The type of a synchronized word $\bar{w}=\bar{a}_{1} \cdots \bar{a}_{n}$ is given by $\operatorname{type}(\bar{w})=\bigcap_{1 \leq i \leq n} \operatorname{type}\left(\bar{a}_{i}\right)$. For example, type $((a, \perp, a, b))=\{(1,3),(3,1),(1,1),(3,3),(4,4)\}$ and $\operatorname{type}((a, \perp, \bar{a}, b)(\perp, \perp, b, b))=\{(3,3),(4,4)\}$.

In particular, if $\bar{w} \in S W_{k}$, the successive values $T_{1} \supsetneq T_{2} \cdots \supsetneq T_{n}$ taken by the types of the prefixes of $\bar{w}$ form the type sequence of $\bar{w}$, written type-seq $(\bar{w})$. In such a sequence, we say that $T_{i}$ is an end type if either $i=n$, or $(j, j) \in T_{i} \backslash T_{i+1}$ for some $j \leq k$ - that is, if $\bar{w}=w_{1} \otimes \cdots \otimes w_{k}, T_{i}$ is an end type in type-seq $(\bar{w})$ if the length of the longest prefix of $\bar{w}$ of type $T_{i}$ is equal to $\left|w_{j}\right|$ for some $j$. If $T$ is a type, we let $\mathbb{A}_{T}$ be the set of $T$ compatible letters, $\mathbb{A}_{T}=\left\{\bar{a} \in \mathbb{A}_{\perp}^{k}: T \subseteq \operatorname{type}(\bar{a}) \subseteq T^{\star}\right\}$, where $T^{\star}=\{(i, j):(i, i),(j, j) \in T\} ;$ and let $\mathbb{A}_{-, T}=\left\{\bar{a} \in \mathbb{A}_{\perp}^{k}: T=\operatorname{type}(\bar{a})\right\}$. If $T^{\prime}$ is a type such that $T \subsetneq T^{\prime}$, we also let $\mathbb{A}_{T^{\prime}, T}=\left\{\bar{a} \in \mathbb{A}_{\perp}^{k}: T=T^{\prime} \cap \operatorname{type}(\bar{a})\right\}$. Hence, if $\bar{w} \bar{a} \in S W_{k}$ and $\bar{w}$ has type $T$ (resp. $T^{\prime}$ ), then type $(\bar{w} \bar{a})=T$ if and only if $\bar{a} \in \mathbb{A}_{T}$ (resp. $T \subsetneq T^{\prime}$ and $\left.\bar{a} \in \mathbb{A}_{T^{\prime}, T}\right)$.

It follows that, if $\bar{T}=\left(T_{1}, \ldots, T_{n}\right)$ is a type sequence and $K(\bar{T})$ is the set of synchronized words $\bar{w}$ such that type-seq $(\bar{w})=\bar{T}$, then

$$
\begin{equation*}
K(\bar{T})=\mathbb{A}_{-, T_{1}} \mathbb{A}_{T_{1}}^{*} \mathbb{A}_{T_{1}, T_{2}} \mathbb{A}_{T_{2}}^{*} \cdots \mathbb{A}_{T_{n-1}, T_{n}} \mathbb{A}_{T_{n}}^{*} \tag{1}
\end{equation*}
$$

Note that this product of languages is deterministic, that is, given $\bar{w}$, we can determine type-seq $(\bar{w})$ and its unique factorization in the product (1) by reading $\bar{w}$ from left to right: the first letter determines $T_{1}$, the next factor is the longest written in $\mathbb{A}_{T_{1}}$, the first letter not in $\mathbb{A}_{T_{1}}$ (together with $T_{1}$ ) determines $T_{2}$, etc.

If $\bar{w}=\bar{w}_{1} \cdots \bar{w}_{n}$ is this factorization, with $\bar{w}_{i} \in \mathbb{A}_{T_{i-1}, T_{i}} \mathbb{A}_{T_{i}}^{*}$ for each $i\left(\mathbb{A}_{T_{-}, T_{i}} \mathbb{A}_{T_{i}}^{*}\right.$ for $i=1$ ), we say that $\bar{w}_{i}$ is the $i$-th type factor of $\bar{w}$, written type-factor ${ }_{i}(\bar{w})$.

## Synchronized subwords

We denote by $\sqsubseteq$ the (scattered) subword relation on $\mathbb{A}^{*}$ (sometimes called subsequence): if $u, v \in \mathbb{A}^{*}$, we have $u \sqsubseteq v$ if there exists a strictly increasing function $p:\{1, \ldots,|u|\} \rightarrow$ $\{1, \ldots,|v|\}$, called the witness function, such that, for all $i \in\{1, \ldots,|u|\}, u[i]=v[p(i)]$.

Given $\bar{w}=w_{1} \otimes \cdots \otimes w_{k}$ and $\bar{w}^{\prime}=w_{1}^{\prime} \otimes \cdots \otimes w_{k}^{\prime}$, we say that $\bar{w}$ is a synchronized subword of $\bar{w}^{\prime}$, denoted by $\bar{w} \sqsubseteq_{\mathrm{s}} \bar{w}^{\prime}$ if and only if $\bar{w} \sqsubseteq \bar{w}^{\prime}$, with a witness function $p$ which is

- type preserving: type $(\bar{w}[1 . . i])=\operatorname{type}\left(\bar{w}^{\prime}[1 . . p(i)]\right)$ for all $1 \leq i \leq|\bar{w}|$; and
- end preserving: $p\left(\left|w_{j}\right|\right)=\left|w_{j}^{\prime}\right|$ for all $j \in\{1, \ldots, k\}$.
- Lemma 1. For $\bar{u}, \bar{u}^{\prime} \in S W_{k}$ with type sequences $\bar{T}$ and $\bar{T}^{\prime}$, we have $\bar{u} \sqsubseteq_{s} \bar{u}^{\prime}$ if and only if $\bar{T}$ is a subsequence of $\bar{T}^{\prime}$ with a witness function $t:\{1, \ldots,|\bar{T}|\} \rightarrow\left\{1, \ldots,\left|\bar{T}^{\prime}\right|\right\}$ such that, for every $i$, the $i$-th type factor of $\bar{u}$ is a subword of the $t(i)$-th type factor of $\bar{u}^{\prime}$, and they further have the same last letter if $\bar{T}_{i}$ is an end type of $\bar{T}$.
Proof. Suppose first that $\bar{u} \sqsubseteq_{\mathrm{s}} \bar{u}^{\prime}$ and let $p:\{1, \ldots,|\bar{u}|\} \rightarrow\left\{1, \ldots,\left|\bar{u}^{\prime}\right|\right\}$ be a witness function. Let $\bar{T}$ and $\bar{T}^{\prime}$ be the type sequences of $\bar{u}$ and $\bar{u}^{\prime}$ and let $\bar{u}=\bar{u}_{1} \cdots \bar{u}_{n}, \bar{u}^{\prime}=\bar{u}_{1}^{\prime} \cdots \bar{u}_{m}^{\prime}$ be the type factorizations of $\bar{u}$ and $\bar{u}^{\prime}$. For each $1 \leq i \leq n$, if $\bar{v}_{i}=\bar{u}_{1} \cdots \bar{u}_{i}$, then $T_{i}=\operatorname{type}\left(\bar{v}_{i}\right)=$ type $\left(\bar{u}^{\prime}\left[1 . . p\left(\left|\bar{v}_{i}\right|\right)\right]\right)$, so $\bar{T}$ is a subsequence of $\bar{T}^{\prime}$. Let $t(i)$ be such that $T_{t(i)}^{\prime}=T_{i}$. Since $p$ is type-preserving, the factor $\bar{u}_{i}$ is a subword of $\bar{u}_{t(i)}^{\prime}$. Both have the same last letter if $T_{i}$ is an end type for $\bar{u}$, since $p$ is end-preserving.

Conversely, suppose that $T_{i}=T_{t(i)}^{\prime}$ and that $\bar{u}_{i} \sqsubseteq \bar{u}_{t(i)}^{\prime}$, with witness function $p_{i}$ (with domain $\left.\left\{1, \ldots,\left|\bar{u}_{i}\right|\right\}\right)$. Let $p$ be the function on $\{1, \ldots,|\bar{u}|\}$ obtained by "concatenating" the $p_{i}: p\left(\left|\bar{u}_{1} \cdots \bar{u}_{i-1}\right|+h\right)=\left|\bar{u}_{1}^{\prime} \cdots \bar{u}_{t(i)-1}^{\prime}\right|+p_{i}(h)$. It is directly verified that $p$ witnesses $\bar{u} \sqsubseteq_{\mathrm{s}} \bar{u}^{\prime}$.

Given a quasi-order $\preceq$ over a domain $X$, the $\preceq$-upward closure of an element $x \in X$ is the set $\uparrow \preceq x=\left\{x^{\prime} \in X: x \preceq x^{\prime}\right\}$. If $S \subseteq X$, we also let $\uparrow \preceq S=\bigcup_{x \in S} \uparrow \preceq x$. Finally, $S$ is $\preceq$-upward closed if $S=\uparrow \preceq S$. Henceforward, we write $\uparrow w$ and $\uparrow S$ as short for $\uparrow \sqsubseteq w$ and $\uparrow \sqsubseteq S$; and we write $\uparrow_{s} \bar{w}$ and $\uparrow_{s} S$ as short for $\uparrow_{\sqsubseteq_{s}} w$ and $\uparrow_{\check{\Sigma}_{s}} S$.

A well-quasi-order (wqo) is a quasi-order $(X, \preceq)$ such that for every infinite sequence $\left(x_{i}\right)_{i \in \mathbb{N}}$ of elements of $X$, there exist $i<j$ such that $x_{i} \preceq x_{j}$. A crucial observation is that, if $\preceq$ is a wqo, then any set has a finite number of $\preceq$-minimal elements.

It is a classical result (Higman's lemma [10], see also [11, chap. 6]) that the subword order on $\mathbb{A}^{*}$ is a wqo. Unsurprisingly, the same holds for the synchronized subword order.

- Proposition 2. For every $k,\left(S W_{k}, \sqsubseteq_{s}\right)$ is a well-quasi-order.

Proof. If $\left(\bar{w}_{n}\right)_{n}$ is an infinite sequence of elements of $S W_{k}$, we can extract an infinite subsequence of elements with the same type sequence $\bar{T}=\left(T_{1}, \ldots, T_{n}\right)$ (since there are only finitely many type sequences). Similarly, we can further extract an infinite subsequence where, for each end type $T_{i}$, all the $i$-th type factors end with the same letter.

On this subsequence, $\sqsubseteq_{s}$ coincides with the intersection of the subword order applied to each of the $n$ type factors. The result follows since the subword order is a wqo and wqo's are closed under intersection.

## Bounded subword and synchronized subword classes

It is well-known [21] that $\left|\boldsymbol{\Sigma}_{1}[<]\right|$ is the set of languages of the form $\uparrow \mathcal{S}$, where $\mathcal{S}$ is a set of words (which can be assumed to be finite by the wqo property). Similarly, $\left|\mathcal{B} \boldsymbol{\Sigma}_{1}[<]\right|$ is the set of finite unions of languages of the form $\uparrow \mathcal{S} \backslash \uparrow \mathcal{S}^{\prime}$, where $\mathcal{S}, \mathcal{S}^{\prime}$ are finite sets of words. For $h \in \mathbb{N}$, let $\sim_{h}$ be the equivalence relation on $\mathbb{A}^{*}$ defined by $w_{1} \sim_{h} w_{2}$ if and only if $w_{1}$ and $w_{2}$ have the same subwords of length at most $h$. Then we also know $[13,21]$ that $\left|\mathcal{B} \boldsymbol{\Sigma}_{1}[<]\right|$ is the set of finite unions of $\sim_{h}$-classes, also known as the set of piecewise testable languages.

We introduce analogous definitions for synchronized subwords. If $h \in \mathbb{N}$, we let $\approx_{h}$ be the equivalence relation on synchronized words defined by $\bar{w}_{1} \approx_{h} \bar{w}_{2}$ if $\bar{w}_{1}$ and $\bar{w}_{2}$ have the same set of synchronized subwords of length less than or equal to $h$. We let $\mathcal{V}_{h}$ be the set of equivalence classes of $\approx_{h}$ and $\overline{\mathcal{V}}_{h}$ be its Boolean closure. Finally, we let $\overline{\mathcal{V}}=\bigcup_{h \in \mathbb{N}} \overline{\mathcal{V}}_{h}$.

## 3 Summary of results

We start with an overview of our main results. Their proofs are discussed in the next sections. Theorem 3 refines the already mentioned 1969 result of Eilenberg et al. [9], which states that the relations definable in $\|\mathbf{F O}[\sigma]\|$ are exactly the synchronous relations.

- Theorem 3. For any alphabet having at least two letters,

$$
\left\|\boldsymbol{\Sigma}_{1}[\sigma]\right\| \subsetneq\left\|\mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]\right\| \subsetneq\left\|\boldsymbol{\Sigma}_{2}[\sigma]\right\| \subsetneq\left\|\mathcal{B} \boldsymbol{\Sigma}_{2}[\sigma]\right\| \subsetneq\left\|\boldsymbol{\Sigma}_{3}[\sigma]\right\|=\|\mathbf{F O}[\sigma]\|=\text { Sync. }
$$

The characterizations of the $\boldsymbol{\Sigma}_{1}[\sigma]$ - and the $\mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]$-fragments are in terms of synchronized subwords, rather than ordinary subwords as in the case of word languages.

- Theorem 4. For any relation $R, R \in\left\|\boldsymbol{\Sigma}_{1}[\sigma]\right\|$ if and only if $L_{R}=\uparrow_{s} L_{R}$.
- Theorem 5. For any relation $R, R \in\left\|\mathcal{B} \Sigma_{1}[\sigma]\right\|$ if and only if $L_{R} \in \overline{\mathcal{V}}$.

We note the following corollary of Theorem 4, which follows from the wqo property of the synchronized subword order (Proposition 2).

- Corollary 6. For every formula $\varphi \in \boldsymbol{\Sigma}_{1}[\sigma]$ with $k$ free variables, there exists a finite set $S \subseteq S W_{k}$ such that $L_{\varphi}=\uparrow_{s} S$.

In contrast, the characterizations of the $\boldsymbol{\Sigma}_{2}[\sigma]$ - and the $\mathcal{B} \boldsymbol{\Sigma}_{2}[\sigma]$-fragments reduce to the corresponding logical fragments for word languages.

- Theorem 7. For any relation $R, R \in\left\|\boldsymbol{\Sigma}_{2}[\sigma]\right\|$ if and only if $L_{R} \in\left|\boldsymbol{\Sigma}_{2}[<]\right|$.
- Corollary 8. For any relation $R, R \in\left\|\mathcal{B} \boldsymbol{\Sigma}_{2}[\sigma]\right\|$ if and only if $L_{R} \in\left|\mathcal{B} \boldsymbol{\Sigma}_{2}[<]\right|$.

These characterizations can then be used to prove the decidability of the membership problems for the different fragments of $\mathbf{F O}[\sigma]$.

- Theorem 9. Given a fragment $\mathcal{F} \in\left\{\boldsymbol{\Sigma}_{1}[\sigma], \mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma], \boldsymbol{\Sigma}_{2}[\sigma], \mathcal{B} \boldsymbol{\Sigma}_{2}[\sigma]\right\}$ and a synchronous relation $R$ (say, an automaton accepting $L_{R}$ ), it is decidable whether $R \in\|\mathcal{F}\|$.
- Remark 10. The decidability of membership in $\left\|\boldsymbol{\Sigma}_{2}[\sigma]\right\|$ and $\left\|\mathcal{B} \boldsymbol{\Sigma}_{2}[\sigma]\right\|$ follows directly from the decidability of $\left|\boldsymbol{\Sigma}_{2}[<]\right|[15]$ and $\left|\mathcal{B} \boldsymbol{\Sigma}_{2}[<]\right|[16]$, see also [17].


## 4 Collapse of the alternation hierarchy

Here we prove Theorem 3. The equality $\|\mathbf{F O}[\sigma]\|=$ Sync was proved in [9]. The collapse at level $\Sigma_{3}$ is established by a folklore argument, in which the runs of a classical (1-tape) automaton are first-order encoded using additional tapes.

Specifically, let $R$ be a $k$-ary synchronous relation and let $\mathcal{A}$ be a DFA accepting the language $L_{R}$, with state set $Q$. We fix 0,1 , two distinct letters of $\mathbb{A}$, which will be used to encode the runs of $\mathcal{A}$. If $\bar{w} \in S W_{k}$ and if $q \in Q$, we let $u_{q}$ be the word of length $|\bar{w}|$ which carries the letter 1 at each position $i$ such that $\mathcal{A}$ is in state $q$ after reading the $i$ first letters of $\bar{w}$, and carries letter 0 everywhere else.

A $\boldsymbol{\Sigma}_{3}[\sigma]$-formula $\varphi$ with free variables $z_{1}, \ldots, z_{k}$ defining $R$ is obtained as follows. A tuple of variables $Y=\left(y_{q}\right)_{q \in Q}$ is quantified existentially, and the rest of the formula, in $\mathcal{B} \boldsymbol{\Sigma}_{2}[\sigma]$, verifies that the words $u_{q}(q \in Q)$ assigned to these variables encode the run of $\mathcal{A}$ as above. More precisely, each of these words must have length $|\bar{w}|$ (verified in $\boldsymbol{\Pi}_{2}[\sigma]$ ) and at every position, exactly one of them carries a 1 (verified in $\boldsymbol{\Pi}_{1}[\sigma]$ ). Moreover, the first letter of each $u_{q}$ must be 1 exactly when $q$ is the state reached from the initial state when reading the tuple of first letters of the words assigned to $z_{1}, \ldots, z_{k}$; the notion of first letter, or rather of length 1 prefix is $\boldsymbol{\Pi}_{2}[\sigma]$-definable. Similarly, the last state must be one of the final states of $\mathcal{A}$, which is readily verified using (without any quantifier) the last letter predicates $\ell_{a}$. Finally, the compatibility of the $u_{q}$ 's with the transitions of the run of $\mathcal{A}$ on $\bar{w}$ can be encoded with a $\boldsymbol{\Pi}_{2}[\sigma]$-formula. Thus Sync is contained in $\left\|\boldsymbol{\Sigma}_{3}[\sigma]\right\|$

We now turn to the proof of the strictness of containments in Theorem 3. We observe that a unary relation on $\mathbb{A}$ is nothing but a language in $\mathbb{A}^{*}$. In that case, the notion of type is trivial, and $w \sqsubseteq_{s} w^{\prime}$ if and only if $w \sqsubseteq w^{\prime}$ and they have the same last letter. In view of Theorems 4 and 5 , it follows that $a^{*}$ is in $\left\|\mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]\right\|$ but not in $\left\|\boldsymbol{\Sigma}_{1}[\sigma]\right\|$. The other containments are strict because they are in the classical framework. This completes the proof of Theorem 3 .

## $5 \quad \Sigma_{1}[\sigma]$ and its boolean closure

We prove Theorems 4 and 5 , and we exhibit a decision procedure for membership in $(\mathcal{B}) \boldsymbol{\Sigma}_{1}[\sigma]$.

### 5.1 Characterization of $\Sigma_{1}[\sigma]$

The proof of Theorem 4 is a consequence of the following three properties:

- if $\varphi$ is a formula of $\boldsymbol{\Sigma}_{1}[\sigma]$, then $L_{\varphi}$ is $\sqsubseteq_{\mathrm{s}}$-upward closed (Lemma 12 below);
- the relation defined by the $\sqsubseteq_{s}$-upward closure of any synchronized word is $\boldsymbol{\Sigma}_{1}[\sigma]$-definable (Lemma 13 below);
- $\sqsubseteq_{\mathrm{s}}$ is a well-quasi-order on $S W_{k}$ (Proposition 2 above).

We first show how these three properties imply Theorem 4.
Proof of Theorem 4. If $R$ is $\boldsymbol{\Sigma}_{1}[\sigma]$-definable, then $L_{R}=\uparrow_{s} L_{R}$ by Lemma 12. Conversely, suppose that $L_{R}=\uparrow_{s} L_{R}$ and let $S$ be a $\sqsubseteq_{\mathrm{s}}$-minimal subset of $L_{R}$, such that $\uparrow_{\mathrm{s}} S=\uparrow_{\mathrm{s}} L_{R}$. Since $\sqsubseteq_{s}$ is a wqo by Proposition $2, S$ is finite, say, $S=\left\{\bar{w}_{1}, \ldots, \bar{w}_{m}\right\}$. By Lemma 13, for every $1 \leq i \leq m$, there exists a formula $\varphi_{i} \in \boldsymbol{\Sigma}_{1}[\sigma]$ such that $L_{\varphi_{i}}=\uparrow_{s} \bar{w}_{i}$. Letting $\varphi=\bigvee_{1 \leq i \leq m} \varphi_{i}$, we see that $L_{\varphi}=\bigcup_{1 \leq i \leq m} \uparrow_{s} \bar{w}_{i}=\uparrow_{s} S=\uparrow_{s} L_{R}=L_{R}$, and hence $R=\|\varphi\| \in\left\|\boldsymbol{\Sigma}_{1}[\sigma]\right\|$.

Before we prove Lemma 12, we establish the following technical lemma.

- Lemma 11. Let $\bar{w}=w_{1} \otimes \cdots \otimes w_{k}$, and $\bar{w}^{\prime}=w_{1}^{\prime} \otimes \cdots \otimes w_{k}^{\prime}$ such that $\bar{w} \sqsubseteq_{s} \bar{w}^{\prime}$. For all $u \in \mathbb{A}^{*}$, there exists $u^{\prime} \in \mathbb{A}^{*}$ such that $\bar{w} \otimes u \sqsubseteq_{s} \bar{w}^{\prime} \otimes u^{\prime}$.

Proof. Let $p:\{1, \ldots,|\bar{w}|\} \rightarrow\left\{1, \ldots,\left|\bar{w}^{\prime}\right|\right\}$ be the witness function for $\bar{w} \sqsubseteq_{\mathrm{s}} \bar{w}^{\prime}$. Let $s_{1}=$ $\max _{i \leq k}\left|u \sqcap w_{i}\right|$ and $\ell \leq k$ be such that $\left|u \sqcap w_{\ell}\right|=s_{1}$. Finally, let $s_{2}=\min (|\bar{w}|,|u|)$, and $u\left[s_{1}+1 . . s_{2}\right]=a_{1} \cdots a_{m}$. That is, $u=\left(u \sqcap w_{\ell}\right)\left(a_{1} \cdots a_{m}\right) u\left[s_{2}+1 . .|u|\right]$, with the understanding that $u\left[s_{2}+1 . .|u|\right]=\varepsilon$ if $|u| \leq|\bar{w}|$.

For $1 \leq i \leq m$, let $n_{i}=p\left(s_{1}+i\right)-p\left(s_{1}\right)-1$, and $n_{m+1}=\left|\bar{w}^{\prime}\right|-p\left(s_{2}\right)$. Let also $z$ be an arbitrary letter of $\mathbb{A}$. We then define

$$
u^{\prime}=w_{\ell}^{\prime}\left[1 . . p\left(s_{1}\right)\right] z^{n_{1}} a_{1} \cdots z^{n_{m}} a_{m} z^{n_{m+1}} u\left[s_{2}+1 . .|u|\right] .
$$

Example. Let $\bar{w}=w_{1} \otimes w_{2}, \bar{w}^{\prime}=w_{1}^{\prime} \otimes w_{2}^{\prime}$ and $u$ be defined as follows.

$$
\begin{aligned}
& w_{1}=a b a b b a \quad w_{1}^{\prime}=a \quad a b b a b b b b a b a \\
& \ell=2 \rightarrow w_{2}=\begin{array}{lll}
a b b & b
\end{array} \quad w_{2}^{\prime}=\begin{array}{llll}
a b b b b & b & a b
\end{array}
\end{aligned}
$$

Now let $p^{\prime}$ be the function defined on $\{1, \ldots, \max (|\bar{w}|,|u|)\}$, which extends $p$ by letting $p^{\prime}(|\bar{w}|+j)=\left|\bar{w}^{\prime}\right|+j$ for $1 \leq j \leq|u|-|\bar{w}|$. We show that $p^{\prime}$ is a witness for $\bar{w} \otimes u \sqsubseteq_{\mathrm{s}} \bar{w}^{\prime} \otimes u^{\prime}$.

By construction, $p^{\prime}$ is increasing and $(\bar{w} \otimes u)[i]=\left(\bar{w}^{\prime} \otimes u^{\prime}\right)\left[p^{\prime}(i)\right]$ for every $i \leq \max (|\bar{w}|,|u|)$ $=|\bar{w} \otimes u|$. We must now show that, for each such $i$, type $((\bar{w} \otimes u)[1 . . i])=\operatorname{type}\left(\left(\bar{w}^{\prime} \otimes u\right)\left[1 . . p^{\prime}(i)\right]\right)$, and that $p^{\prime}(|u|)=\left|u^{\prime}\right|$. For convenience, we write $\bar{w}_{u}$ for $\bar{w} \otimes u$ and $\bar{w}_{u^{\prime}}^{\prime}$ for $\bar{w}^{\prime} \otimes u^{\prime}$.

- If $1 \leq i \leq s_{1}$, then $p^{\prime}(i)=p(i)$, the $u$-component of each letter of $\bar{w}_{u}[1 . . i]$ coincides with its $w_{\ell}$-component, and the $u^{\prime}$-component of each letter of $\bar{w}_{u^{\prime}}^{\prime}[1 . . p(i)]$ coincides with its $w_{\ell}^{\prime}$-component. It follows that type $\left(\bar{w}_{u}[1 . . i]\right)$ is the symmetric transitive closure of type $(\bar{w}[1 . . i]) \cup\{(\ell, k+1)\}$. Similarly, type $\left(\bar{w}_{u^{\prime}}^{\prime}[1 . . p(i)]\right)$ is the symmetric transitive closure of type $\left(\bar{w}^{\prime}[1 . . p(i)]\right) \cup\{(\ell, k+1)\}$. Since type $(\bar{w}[1 . . i])=\operatorname{type}\left(\bar{w}^{\prime}[1 . . p(i)]\right)$, we have $\operatorname{type}\left(\bar{w}_{u}[1 . . i]\right)=\operatorname{type}\left(\bar{w}_{u^{\prime}}^{\prime}\left[1 . . p^{\prime}(i)\right]\right)$. In particular, we have $u[i]=w_{\ell}[i]=w_{\ell}^{\prime}\left[p^{\prime}(i)\right]=$ $u^{\prime}\left[p^{\prime}(i)\right]$. If $i=|u|$, then $s_{1}=i$ and, by definition, $u^{\prime}=w_{\ell}^{\prime}[1 \ldots p(i)]$. It follows that $\left|u^{\prime}\right|=p(i)=p^{\prime}(i)$.
- If $s_{1}<i \leq s_{2}$, again we have $p^{\prime}(i)=p(i)$. Moreover, type $\left(\bar{w}_{u}[1 . . i]\right)=\operatorname{type}(\bar{w}[1 . . i]) \cup\{(k+$ $1, k+1)\}$ since the $u$-component differs from any other component on at least one position less than or equal to $i$. For the same reason, type $\left(\bar{w}_{u^{\prime}}^{\prime}\left[1 . . p^{\prime}(i)\right]\right)=\operatorname{type}\left(\bar{w}^{\prime}[1 . . p(i)]\right) \cup\{(k+$ $1, k+1)\}=\operatorname{type}\left(\bar{w}_{u}[1 . . i]\right)$. Also, by definition of the $n_{j}$, we get $u[i]=u^{\prime}[p(i)]$ and, as above, if $i=|u|$, we find that $p(i)=p\left(\left|u^{\prime}\right|\right)$.
- If $s_{2}<i \leq|u|$, then $p^{\prime}(i)-\left|\bar{w}^{\prime}\right|=i-|\bar{w}|=\left|u\left[s_{2}+1 . . i\right]\right|$. In particular, $p^{\prime}(|u|)=\left|\bar{w}^{\prime}\right|+$ $\left|u\left[s_{2}+1 . . i\right]\right|=\left|u^{\prime}\right|$. Moreover, type $\left(\bar{w}_{u}[1 . . i]\right)=\{(k+1, k+1)\}=\operatorname{type}\left(\bar{w}_{u^{\prime}}^{\prime}\left[1 . . p^{\prime}(i)\right]\right)$.
- Lemma 12. If $\varphi$ is a formula in $\boldsymbol{\Sigma}_{1}[\sigma]$, then $L_{\varphi}$ is $\sqsubseteq_{s}$-upward closed.

Proof. First observe that if the synchronized words $\bar{w}=w_{1} \otimes \cdots \otimes w_{k}$ and $\bar{w}^{\prime}=w_{1}^{\prime} \otimes \cdots \otimes w_{k}^{\prime}$ satisfy $\bar{w} \sqsubseteq_{\mathrm{s}} \bar{w}^{\prime}$, then, for all $i, j \in\{1, \ldots, k\}$, we have:

- $w_{i} \preceq w_{j}$ if and only if $w_{i}^{\prime} \preceq w_{j}^{\prime}$;
- $\left|w_{i}\right|=\left|w_{j}\right|$ if and only if $\left|w_{i}^{\prime}\right|=\left|w_{j}^{\prime}\right| ;$
- if $\left|w_{i}\right|=\left|w_{i}^{\prime}\right|>0$, then $w_{i}$ and $w_{i}^{\prime}$ have the same last letter.

We now proceed by induction on the number of quantified variables of $\varphi$. If $\varphi$ is quantifier-free, these three properties show that $L_{\varphi}$ is $\sqsubseteq_{s}$-upward closed.

If $\varphi$ is not quantifier-free, we have $\varphi\left(y_{1}, \ldots, y_{k}\right)=\exists x \psi\left(y_{1}, \ldots, y_{k}, x\right)$ for some $\psi \in \boldsymbol{\Sigma}_{1}[\sigma]$. Let $\bar{w}, \bar{w}^{\prime} \in S W_{k}$ such that $\bar{w} \sqsubseteq_{s} \bar{w}^{\prime}$ and $\bar{w} \models \varphi$. Then there is $u \in \mathbb{A}^{*}$ such that $\bar{w} \otimes u \models \psi$. By Lemma 11 , there also exists $u^{\prime} \in \mathbb{A}^{*}$ such that $\bar{w} \otimes u \sqsubseteq_{\mathrm{s}} \bar{w}^{\prime} \otimes u^{\prime}$. Since $\|\psi\|$ is $\sqsubseteq_{\mathrm{s}}$-upward closed by induction, $\bar{w}^{\prime} \otimes u^{\prime} \models \psi$, and hence $\bar{w}^{\prime} \models \varphi$. This completes the proof.

- Lemma 13. If $\bar{w}$ is a synchronized word, then the relation defined by $\uparrow_{s} \bar{w}$ is $\boldsymbol{\Sigma}_{1}[\sigma]$-definable.

Proof. Let $\bar{w}=w_{1} \otimes \cdots \otimes w_{k} \in S W_{k}$. We define a formula $\varphi\left(z_{1}, \ldots, z_{k}\right)$ (dependent on $\bar{w}$ ) whose synchronized language is $\uparrow_{s} \bar{w}$, using existential quantification on a set consisting of one variable for each $w_{i}$ and one for each position within $w_{i}$. Formally, let $X=\left\{x_{i, j}: 1 \leq\right.$ $\left.i \leq k, 1 \leq j \leq\left|w_{i}\right|\right\}$. Then $\varphi\left(z_{1}, \ldots, z_{k}\right)=\exists X . \psi\left(z_{1}, \ldots, z_{k}, X\right)$, where $\psi$ is the conjunction of the following formulæ for every $i \in\{1, \ldots, k\}$ :
(1) $z_{i}=x_{i,\left|w_{i}\right|}$;
(2) for every $1 \leq j<\left|w_{i}\right|: x_{i, j} \prec x_{i, j+1}$;
(3) for every $1 \leq j \leq\left|w_{i}\right|: \ell_{w_{i}[j]}\left(x_{i, j}\right)$;
(4) for every $1 \leq i^{\prime} \leq k$ and $j \leq \min \left\{\left|w_{i}\right|,\left|w_{i^{\prime}}\right|\right\}$ : eq $\left(x_{i, j}, x_{i^{\prime}, j}\right)$;
(5) for every $1 \leq i^{\prime} \leq k$ and $j \leq \min \left\{\left|w_{i}\right|,\left|w_{i^{\prime}}\right|\right\}$ such that $w_{i}[1 . . j]=w_{i^{\prime}}[1 . . j]: x_{i, j}=x_{i^{\prime}, j}$.

Let $\bar{w}^{\prime}=w_{1}^{\prime} \otimes \cdots \otimes w_{k}^{\prime}$. First assume that $\bar{w}^{\prime} \in \uparrow_{s} \bar{w}$ : we want to show that $\bar{w}^{\prime} \in L_{\varphi}$. Let $p$ be a witness function for $\bar{w} \sqsubseteq_{\mathrm{s}} \bar{w}^{\prime}$. For each $1 \leq i \leq k$ and $1 \leq j \leq\left|w_{i}\right|$, let the word $w_{i}^{\prime}[1 . . p(j)]$ be assigned to variable $x_{i, j}$. It is readily verified that $\left(w_{1}^{\prime}, \ldots, w_{k}^{\prime}\right)$ satisfies $\varphi\left(z_{1}, \ldots, z_{k}\right)$ and hence $\bar{w} \in\|\varphi\|$.

Conversely, suppose that $\bar{w}^{\prime} \in L_{\varphi}$. There exists an assignment $\alpha$ for the variables in $\varphi$ such that $(\bar{w}, \alpha) \vDash \varphi$. We define a function $p:\{1, \ldots,|\bar{w}|\} \rightarrow\left\{1, \ldots,\left|\bar{w}^{\prime}\right|\right\}$ as follows.

If $1 \leq j \leq|\bar{w}|$, there exists $1 \leq i \leq k$ such that $j \leq\left|w_{i}\right|$, and we let $p(j)=\left|\alpha\left(x_{i, j}\right)\right|$. Condition (4) in the definition of $\varphi$ shows that $p$ is well-defined. Condition (2) shows that it is increasing and Condition (3) shows that $\bar{w}[j]=\bar{w}^{\prime}[p(j)]$, so that $p$ is a witness function for $\bar{w} \sqsubseteq \bar{w}^{\prime}$. Finally, Conditions (5) and (1) show that $p$ is type- and end-preserving, thus establishing that it is a witness for $\bar{w} \sqsubseteq_{s} \bar{w}^{\prime}$.

### 5.2 Characterization of $\mathcal{B} \Sigma_{1}[\sigma]$

The following lemma establishes one of the implications of Theorem 5.

- Lemma 14. For every $\varphi \in \mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma], L_{\varphi} \in \overline{\mathcal{V}}$.

Proof. By a standard transformation, $\varphi$ is logically equivalent to a formula $\bigvee_{i=1}^{n} \psi_{i} \wedge \psi_{i}^{\prime}$ in disjunctive normal form, where $\psi_{i} \in \boldsymbol{\Sigma}_{1}[\sigma]$ and $\psi_{i}^{\prime} \in \boldsymbol{\Pi}_{1}[\sigma]$ for every $i$. By Corollary 6, there exist finite sets $\mathcal{S}_{i}$ and $\mathcal{S}_{i}^{\prime}(1 \leq i \leq n)$ of synchronized words such that $L_{\psi_{i}}=\uparrow_{s} \mathcal{S}_{i}$ and $L_{\neg \psi_{i}^{\prime}}=\uparrow_{\mathrm{s}} \mathcal{S}_{i}^{\prime}$. Let $\mathcal{S}=\bigcup_{i=1}^{n} \mathcal{S}_{i} \cup \mathcal{S}_{i}^{\prime}$ and let $h=\max \{|\bar{u}|: \bar{u} \in \mathcal{S}\}$.

If $\bar{w}, \bar{w}^{\prime}$ are synchronized words such that $\bar{w} \approx_{h} \bar{w}^{\prime}$, then $\bar{w}$ and $\bar{w}^{\prime}$ have the same synchronized subwords of length at most $h$, and hence the same synchronized subwords in each $\mathcal{S}_{i}$ and each $\mathcal{S}_{i}^{\prime}$ (since these sets contain only words of length at most $h$ ). If $\bar{w} \in L_{\varphi}$, then for some $i, \bar{w}$ contains a synchronized subword in $\mathcal{S}_{i}$ and none in $\mathcal{S}_{i}^{\prime}$. The same holds therefore for $\bar{w}^{\prime}$, and $\bar{w}^{\prime} \in L_{\varphi_{i} \wedge \psi_{i}^{\prime}}$. Thus $\bar{w}^{\prime} \in L_{\varphi}$, which completes the proof.

To establish the converse implication, we consider $h \in \mathbb{N}$ and $L \in \overline{\mathcal{V}}_{h}$, such that $L$ is a finite union of $\approx_{h}$-classes $\left[\bar{w}_{1}\right]_{h}, \ldots,\left[\bar{w}_{n}\right]_{h}$, and we show that $L=L_{\varphi}$ for some $\varphi \in \mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]$.

For each $1 \leq i \leq n$, let $\mathcal{S}_{i}$ be the set of synchronized subwords of $\bar{w}_{i}$ of length at most $h$, and $\mathcal{S}_{i}^{\prime}$ be the complement of $\mathcal{S}_{i}$ within the set of synchronized words of length at most $h$. Both are finite and, by Lemma 13, there exist $\boldsymbol{\Sigma}_{1}[\sigma]$-formulæ $\psi_{i}$ and $\psi_{i}^{\prime}$ such that $L_{\psi_{i}}=\uparrow_{\mathrm{s}} \mathcal{S}_{i}$ and $L_{\psi_{i}^{\prime}}=\uparrow_{s} \mathcal{S}_{i}^{\prime}$. Then, for each $1 \leq i \leq n,\left[\bar{w}_{i}\right]_{h}=\uparrow_{s} \mathcal{S}_{i} \backslash \uparrow_{s} \mathcal{S}_{i}^{\prime}=L_{\psi_{i} \wedge \neg \psi_{i}^{\prime}}$ and hence, $L=L_{\varphi}$ with $\varphi=\bigvee_{i} \psi_{i} \wedge \neg \psi_{i}^{\prime}$. This completes the proof of Theorem 5, since $\varphi \in \mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]$.

### 5.3 Deciding membership in $\left\|\Sigma_{1}[\sigma]\right\|$

In view of Theorem 4 and of the properties of regular languages (namely the decidability of equality), membership decidability for $\left\|\boldsymbol{\Sigma}_{1}[\sigma]\right\|$ reduces to proving the following proposition.

- Proposition 15. Given a regular language $L \subseteq S W_{k}$, its upward-closure $\uparrow_{s} L$ is regular and computable.

We begin with some preliminary definitions, which will also be used in the next section. For $\mathcal{S} \subseteq S W_{k}$, let $\uparrow^{\ell} \mathcal{S}=\left\{\bar{w} \in S W_{k}: \exists \bar{u} \in \mathcal{S} \bar{u} \sqsubseteq \bar{w}\right.$ and $\bar{u}, \bar{w}$ have the same last letter $\}$. Let $\mathcal{A}$ be a deterministic automaton accepting $L$, with state set $Q$ and initial state $q_{0}$. For $p, r \in Q$, we let $\mathcal{A}(p, r)$ be the same as $\mathcal{A}$, with $p$ as initial state and $\{r\}$ as final states, and denote by Lang $(\mathcal{A}(p, r))$ the language accepted by $\mathcal{A}(p, r)$.

We say that a state sequence $\bar{q}=\left(q_{1}, \ldots, q_{n}\right) \in Q^{n}$ is $\bar{T}$-compatible in $\mathcal{A}$ if $q_{1}$ is reachable from $q_{0}$ by reading a word in $\mathbb{A}_{-, T_{1}} \mathbb{A}_{T_{1}}^{*}, q_{2}$ is reachable from $q_{1}$ by reading a word in $\mathbb{A}_{T_{1}, T_{2}} \mathbb{A}_{T_{2}}^{*}$, etc. In addition, we require $q_{n}$ to be a final state of $\mathcal{A}$. Observe that, given $\bar{T}$, the set of $\bar{T}$-compatible state sequences is finite and computable.

If $\bar{q}$ is $\bar{T}$-compatible, we let $L(\bar{T}, \bar{q}, i)$ be the intersection of the language accepted by $\mathcal{A}\left(q_{i-1}, q_{i}\right)$ with $\mathbb{A}_{T_{i-1}, T_{i}} \mathbb{A}_{T_{i}}^{*}\left(\mathbb{A}_{-, T_{1}} \mathbb{A}_{T_{1}}^{*}\right.$ if $\left.i=1\right)$. In particular, if $\bar{w} \in S W_{k}$ and type-seq $(\bar{w})=\bar{T}$, then $\bar{w} \in L$ if and only if there exists a $\bar{T}$-compatible sequence $\bar{q}$ such that $\bar{w} \in L(\bar{T}, \bar{q}, 1) \cdots L(\bar{T}, \bar{q}, n)$ (uniquely determined, due to determinism). Note that the $n$ factors of $\bar{w}$ thus determined are its type factors. In particular, $L=\bigcup L(\bar{T}, \bar{q}, 1) \cdots L(\bar{T}, \bar{q}, n)$, where the union runs over all type sequences $\bar{T}$ and all $\bar{T}$-compatible state sequences $\bar{q}$ of $\mathcal{A}$. This is a finite union, all of whose terms are explicitly computable.

Proof of Proposition 15. For $L, \mathcal{A}, \bar{T}, \bar{q}, i$ as above, let $\widehat{L}(\bar{T}, \bar{q}, i)$ be $\widehat{L}(\bar{T}, \bar{q}, i)=\uparrow L(\bar{T}, \bar{q}, i) \cap$ $\mathbb{A}_{T_{i}}^{*}$ if $T_{i}$ is not an end type or $\widehat{L}(\bar{T}, \bar{q}, i)=\uparrow^{\ell} L(\bar{T}, \bar{q}, i) \cap \mathbb{A}_{T_{i}}^{*}$ otherwise. We now show that

$$
\uparrow_{\mathrm{s}} L=\bigcup \widehat{L}(\bar{T}, \bar{q}, 1) \cdots \widehat{L}(\bar{T}, \bar{q}, n)
$$

Note that the closure $\uparrow K$ of a regular language $K$ is regular and computable (by adding self loops to the states of an automaton accepting $K$ ), and the operation $L(\bar{T}, \bar{q}, i) \mapsto \widehat{L}(\bar{T}, \bar{q}, i)$ is therefore computable, implying Proposition 15.

The proof is essentially an application of Lemma 1 . Suppose first that $\bar{w} \in \uparrow_{s} L$, that is, there exists $\bar{u} \in L$ such that $\bar{u} \sqsubseteq_{\mathrm{s}} \bar{w}$. Let $\bar{T}=\operatorname{type-seq}(\bar{u})=\left(T_{1}, \ldots, T_{n}\right)$ and let $\bar{q}$ be the $\bar{T}$-compatible state sequence determined by reading $\bar{u}$ in $\mathcal{A}$. By Lemma $1, \bar{T} \sqsubseteq \operatorname{type-seq}(\bar{w})$, with a witness function $t$ such that, for each $1 \leq i \leq n$, the $i$-th type factor $\bar{u}_{i}$ of $\bar{u}$ is a subword of $\bar{w}_{t(i)}$, the $t(i)$-th type factor of $\bar{w}$ (with an additional last letter condition if $T_{i}$ is an end type). Therefore $\bar{u}_{i}$ is also a subword of $\bar{w}_{t(i-1)+1} \cdots \bar{w}_{t(i)}$, with the same last letter condition in the case of end types. Since $\bar{u}_{i} \in L(\bar{T}, \bar{q}, i)$, this means that $\bar{w}_{t(i-1)+1} \cdots \bar{w}_{t(i)} \in \widehat{L}(\bar{T}, \bar{q}, i)$ and hence $\bar{w} \in \widehat{L}(\bar{T}, \bar{q}, 1) \cdots \widehat{L}(\bar{T}, \bar{q}, n)$.

Conversely, suppose that $\bar{w} \in \widehat{L}(\bar{T}, \bar{q}, 1) \cdots \widehat{L}(\bar{T}, \bar{q}, n)$ for some type sequence $\bar{T}$ and $\bar{T}$ compatible state sequence $\bar{q}$. For each $1 \leq i \leq n$, let $\bar{u}_{i} \in L(\bar{T}, \bar{q}, i)$ be such that $\bar{u}_{i} \sqsubseteq \bar{w}_{i}$, with witness function $p_{i}$ (and such that $p_{i}\left(\left|u_{i}\right|\right)=\left|w_{i}\right|$ if $T_{i}$ is an end type). By construction of the $L(\bar{T}, \bar{q}, i)$ 's, the word $\bar{u}=\bar{u}_{1} \cdots \bar{u}_{n}$ is in $L$, with type factors $\bar{u}_{1}, \ldots, \bar{u}_{n}$. Moreover $\bar{u} \sqsubseteq_{\mathrm{s}} \bar{w}$ for the witness function obtained by "concatenating" the functions $p_{i}$ : $p(i)=p_{1}(i)$ for $i \leq\left|\bar{u}_{1}\right|$, and $p\left(\left|\bar{u}_{1} \cdots \bar{u}_{i-1}\right|+h\right)=\left|\bar{w}_{1} \cdots \bar{w}_{i-1}\right|+p_{i}(h)$ for every $1<i \leq n$ and $1 \leq h \leq\left|\bar{u}_{i}\right|$.

### 5.4 Deciding membership in $\left\|\mathcal{B} \Sigma_{1}[\sigma]\right\|$

As a first step, we note the following.

- Lemma 16. If $\bar{T}$ is a type sequence, then $K(\bar{T})$ is $\mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]$-definable.

Proof. Let $S_{\bar{T}}$ be the set of $\sqsubseteq_{s}$-minimal elements of $K(\bar{T})$, a finite set by Proposition 2. Then $K(\bar{T}) \subseteq \uparrow_{\mathrm{s}} S_{\bar{T}}$. Moreover, if $\bar{u} \in \uparrow_{\mathrm{s}} S_{\bar{T}}$, then $\bar{T} \sqsubseteq$ type-seq $(\bar{u})$ by Lemma 1. It follows that $K(\bar{T})=\uparrow_{\mathrm{s}} S_{\bar{T}} \backslash \bigcup\left\{\uparrow_{\mathrm{s}} S_{\bar{T}^{\prime}}: \bar{T} \sqsubseteq \bar{T}^{\prime}, \bar{T} \neq \bar{T}^{\prime}\right\}$. The statement then follows from Theorem 4.

Since there are finitely many type sequences $\bar{T}$ and each $K(\bar{T})$ is computable, membership of a language $L$ in $\left\|\mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]\right\|$ is equivalent to the membership of each $L \cap K(\bar{T})$ in $\left\|\mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]\right\|$.

We now fix a type sequence $\bar{T}=\left(T_{1}, \ldots, T_{n}\right)$. Our next step is a technical characterization of $\left\|\mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]\right\|$ for languages within $K(\bar{T})$. For each $1 \leq i \leq n$, let $\mathcal{F}_{i}=\mathcal{B} \boldsymbol{\Sigma}_{1}[<, \boldsymbol{\operatorname { m a x }}]\left(\mathbb{A}_{T_{i}}^{*}\right)$ if $T_{i}$ is an end type in $\bar{T}$, and $\mathcal{F}_{i}=\mathcal{B} \boldsymbol{\Sigma}_{1}[<]\left(\mathbb{A}_{T_{i}}^{*}\right)$ otherwise. Let also $\mathcal{G}_{1}=\left\{\mathbb{A}_{-, T_{1}} \mathbb{A}_{T_{1}}^{*} \cap H: H \in\right.$ $\left.\left|\mathcal{F}_{1}\right|\right\}$ and, for $i \geq 2, \mathcal{G}_{i}=\left\{\mathbb{A}_{T_{i-1}, T_{i}} \mathbb{A}_{T_{i}}^{*} \cap H: H \in\left|\mathcal{F}_{i}\right|\right\}$.

- Lemma 17. A regular language $L \subseteq K(\bar{T})$ is in $\left\|\mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]\right\|$ if and only if, for each $\bar{T}$ compatible state sequence $\bar{q}$ and $1 \leq i \leq n, L(\bar{T}, \bar{q}, i) \in \mathcal{G}_{i}$.

Proof. For convenience, we write $L(\bar{q}, i)$ for $L(\bar{T}, \bar{q}, i)$. First assume that every $L(\bar{q}, i) \in$ $\mathcal{G}_{i}$, that is, there exists a $\mathcal{B} \boldsymbol{\Sigma}_{1}[<]$-definable language $H(\bar{q}, i) \subseteq \mathbb{A}_{T_{i}}^{*}$ such that $L(\bar{q}, i)=$ $\mathbb{A}_{T_{i-1}, T_{i}} \mathbb{A}_{T_{i}}^{*} \cap H(\bar{q}, i)$ (or, if $\left.i=1, L(\bar{q}, 1)=\mathbb{A}_{-, T_{1}} \mathbb{A}_{T_{1}}^{*} \cap H(\bar{q}, 1)\right)$. Then $H(\bar{q}, i)$ is the finite union of languages of the form $H(\bar{q}, i, j)=\uparrow S(\bar{q}, i, j) \backslash \uparrow S^{\prime}(\bar{q}, i, j)$ (or $\uparrow^{\ell} S(\bar{q}, i, j) \backslash \uparrow^{\ell} S^{\prime}(\bar{q}, i, j)$ if $T_{i}$ is an end type), for $1 \leq j \leq n_{\bar{q}, i}$, where the $S(\bar{q}, i, j)$ 's and $S^{\prime}(\bar{q}, i, j)$ 's are finite sets. Then $L(\bar{q}, i)$ is the union of the $L(\bar{q}, i, j)=\mathbb{A}_{T_{i-1}, T_{i}} \mathbb{A}_{T_{i}}^{*} \cap H(\bar{q}, i, j)$ (or, if $i=1$, $\left.L(\bar{q}, 1, j)=\mathbb{A}_{-, T_{1}} \mathbb{A}_{T_{1}}^{*} \cap H(\bar{q}, 1, j)\right)$. If $\bar{\jmath}=\left(j_{1}, \ldots, j_{n}\right)$ is such that $1 \leq j_{i} \leq n_{\bar{q}, i}$ for each $1 \leq i \leq n$, let $L(\bar{q}, \bar{\jmath})=L\left(\bar{q}, 1, j_{1}\right) \cdots L\left(\bar{q}, n, j_{n}\right)$. Then $L$ is the (finite) union of the $L(\bar{q}, \bar{\jmath})$. Now let

- $\mathcal{S}(\bar{q}, \bar{\jmath})=\left\{\bar{w} \in K(\bar{T})\right.$ : for all $i \in\{1, \ldots, n\}$, type-factor $\left.(\bar{w}) \in S\left(\bar{q}, i, j_{i}\right)\right\}$ and
- $\mathcal{S}^{\prime}(\bar{q}, \bar{\jmath})=\left\{\bar{w} \in K(\bar{T})\right.$ : for some $i \in\{1, \ldots, n\}$, type-factor $\left.{ }_{i}(\bar{w}) \in S^{\prime}\left(\bar{q}, i, j_{i}\right)\right\}$.

Then, $L(\bar{q}, \bar{\jmath})=K(\bar{T}) \cap\left(\uparrow \mathcal{S}(\bar{q}, \bar{\jmath}) \backslash \uparrow \mathcal{S}^{\prime}(\bar{q}, \bar{\jmath})\right) \in\left\|\mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]\right\|$. It follows that $L \in\left\|\mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]\right\|$.
Conversely, suppose that for some $\bar{q}$ and some $i, L(\bar{q}, i) \notin \mathcal{G}_{i}$. In view of Theorem 5, we want to show that $L$ is not a union of $\approx_{r}$-classes for any $r \geq 1$. Let $r$ be now fixed. We only need to exhibit words $\bar{w} \in L$ and $\bar{w}^{\prime} \notin L$ such that $\bar{w} \approx_{r} \bar{w}^{\prime}$.

Let $\sim_{r}^{i}$ be the relation on $\mathbb{A}_{T_{i}}^{*}$ given by $\bar{u} \sim_{r}^{i} \bar{v}$ if $\bar{u} \sim_{r} \bar{v}$ and, either the first letters of $\bar{u}$ and $\bar{v}$ are both in $\mathbb{A}_{T_{i-1}}$ or neither is. By means of contradiction, suppose $L(\bar{q}, i)$ is the finite union of the $\sim_{r}^{i}$ classes $\left[\bar{u}_{1}\right], \ldots,\left[\bar{u}_{m}\right]$. Then each $\bar{u}_{j} \in \mathbb{A}_{T_{i-1}, T_{i}} \mathbb{A}_{T_{i}}^{*}$ and, by definition of $\sim_{r}^{i},\left[\bar{u}_{j}\right]=\mathbb{A}_{T_{i-1}, T_{i}} \mathbb{A}_{T_{i}}^{*} \cap \llbracket \bar{u}_{j} \rrbracket$, where $\llbracket \bar{u}_{j} \rrbracket$ denotes the $\sim_{r}$-class of $\bar{u}_{j}$. Therefore $L(\bar{q}, i)=\mathbb{A}_{T_{i-1}, T_{i}} \mathbb{A}_{T_{i}}^{*} \cap M$, where $M$ is the union of the $\llbracket \bar{u}_{j} \rrbracket$ 's. Since $M \in\left|\mathcal{B} \boldsymbol{\Sigma}_{1}[<]\left(\mathbb{A}_{T_{i}}\right)\right|$, this shows that $L(\bar{q}, i) \in \mathcal{G}_{i}$, a contradiction. (In the case where $T_{i}$ is an end type, we need to reason with the intersection of $\sim_{r}^{i}$ with the same-last-letter equivalence.)

Now, since $L(\bar{q}, i)$ is not a union of $\sim_{r}^{i}$-classes, there exist words $\bar{u}_{i}, \bar{u}_{i}^{\prime} \in \mathbb{A}_{T_{i-1}, T_{i}} \mathbb{A}_{T_{i}}^{*}$ such that $\bar{u}_{i} \sim_{r} \bar{u}_{i}^{\prime}$ (and if $T_{i}$ is an end type they have the same last letter) and exactly one of them is in $L(\bar{q}, i)$. Say $\bar{u}_{i} \in L(\bar{q}, i)$, such that $\bar{u}_{i} \in \operatorname{Lang}\left(\mathcal{A}\left(q_{i-1}, q_{i}\right)\right)$ and $\bar{u}_{i}^{\prime} \in \operatorname{Lang}\left(\mathcal{A}\left(q_{i-1}, q_{i}^{\prime}\right)\right)$ for some $q_{i} \neq q_{i}^{\prime}$. Assuming wlog that $\mathcal{A}$ is minimal for $L$, there exist a word $\bar{y}$ and states $p, p^{\prime}$ of which exactly one is accepting, such that $\bar{y} \in \operatorname{Lang}\left(\mathcal{A}\left(q_{i}, p\right)\right) \cap \operatorname{Lang}\left(\mathcal{A}\left(q_{i}^{\prime}, p^{\prime}\right)\right)$. Let $\bar{x} \in L(\bar{q}, 1) \cdots L(\bar{q}, i-1), \bar{w}=\bar{x} \bar{u}_{i} \bar{y}$ and $\bar{w}^{\prime}=\bar{x} \bar{u}_{i}^{\prime} \bar{y}$. Then exactly one of $\bar{w}, \bar{w}^{\prime}$ is in $L$. Since $L \subseteq K(\bar{T})$, this implies that $\bar{y} \in \mathbb{A}_{T_{i}}^{*} \mathbb{A}_{T_{i}, T_{i+1}} \mathbb{A}_{T_{i+1}}^{*} \cdots \mathbb{A}_{T_{n-1}, T_{n}} \mathbb{A}_{T_{n}}^{*}\left(\mathbb{A}_{T_{n}}^{*}\right.$ if $\left.i=n\right)$. Consequently, $\bar{w}$ and $\bar{w}^{\prime}$ have the same type sequence $\bar{T}$, with the same type factors except for the $i$-th one. Moreover, type-factor ${ }_{i}(\bar{w})=\bar{u}_{i} \bar{u}^{\prime}$ and type-factor ${ }_{i}\left(\bar{w}^{\prime}\right)=\bar{u}_{i}^{\prime} \bar{u}^{\prime}$, where $\bar{u}^{\prime}$ is the longest $\mathbb{A}_{T_{i}}^{*}$ prefix of $\bar{u}$. Since $\bar{u}_{i} \sim_{r} \bar{u}_{i}^{\prime}, \bar{u}_{i} \bar{u}^{\prime} \sim_{r} \bar{u}_{i}^{\prime} \bar{u}^{\prime}$. Then $\bar{w} \approx_{r} \bar{w}^{\prime}$ is a consequence of Lemma 1.

In view of Lemma 17 and since each $L(\bar{T}, \bar{q}, i)$ is computable (Section 5.3), the decidability of $\left\|\mathcal{B} \boldsymbol{\Sigma}_{1}[\sigma]\right\|$ will be established if we show that membership in each $\mathcal{G}_{i}$ is decidable, which is the object of the following lemma.

- Lemma 18. Let $A$ be an alphabet and $B \subseteq A$. Then, it is decidable whether a regular language is in $\mathcal{W}_{B}=\left\{B A^{*} \cap L: L \in \mathcal{B} \boldsymbol{\Sigma}_{1}[<](A)\right\}$.

Proof. We will prove the following characterization of $\mathcal{W}_{B}$ : a regular language $K \in \mathcal{W}_{B}$ if and only if $K \subseteq B A^{*}$ and for every $b \in B, b^{-1} K=\left\{u \in A^{*}: b u \in K\right\} \in\left|\mathcal{B} \boldsymbol{\Sigma}_{1}[<](A)\right|$. Since $\mathcal{B} \boldsymbol{\Sigma}_{1}[<]$ membership is decidable [20], the result follows directly.

If $K \in \mathcal{W}_{B}$, then $K=B A^{*} \cap L$ for some $L \in\left|\mathcal{B} \boldsymbol{\Sigma}_{1}[<](A)\right|$. Therefore, $K \subseteq B A^{*}$ and, for every $b \in B, b^{-1} K=b^{-1} L \in\left|\mathcal{B} \boldsymbol{\Sigma}_{1}[<]\right|$ (since $\mathcal{B} \boldsymbol{\Sigma}_{1}[<]$ is closed under left quotients).

Conversely, suppose that each $b^{-1} K(b \in B)$ is a $\mathcal{B} \boldsymbol{\Sigma}_{1}[<]$-language. Then there exists $r$ such that each of these languages is a union of $\sim_{r}$-classes. Say that $u \sim_{r+1}^{B} v$ if $u \sim_{r+1} v$ and, either $u, v$ have the same first letter in $B$ or both their first letters are in $A \backslash B$. Suppose there exist words $u, v$ such that $u \sim_{r+1}^{B} v$ and $u \in K$. Then $u \in B A^{*}$ and $v$ has same first letter as $u$, say $b$, so that $u=b u^{\prime}$ and $v=b v^{\prime}$. In particular, $u^{\prime} \sim_{r} v^{\prime}$. Since $u^{\prime} \in b^{-1} K$ and $b^{-1} K$ is a union of $\sim_{r}$-classes, it follows that $v^{\prime} \in b^{-1} K$ and hence $v \in K$. Therefore, $K$ is the union of the $\sim_{r+1}^{B}$-classes of a finite set of words $u_{1}, \ldots, u_{n}$ and if $L$ is the union of the $\sim_{r+1}$-classes of the same words, then $L \in\left|\mathcal{B} \boldsymbol{\Sigma}_{1}[<]\right|$ and $L \cap B A^{*}=K$. That is, $K \in \mathcal{W}_{B}$.

## $6 \quad \Sigma_{2}[\sigma]$ and its boolean closure

For any alphabet $A$, an $A$-monomial is a language of the form $A_{1}^{*} a_{1} A_{2}^{*} a_{2} \cdots A_{n}^{*} a_{n} A_{n+1}^{*}$, where $A_{1}, A_{2}, \ldots, A_{n+1} \subseteq A$ and $a_{1}, a_{2}, \ldots, a_{n} \in A$. An $A$-polynomial is a finite union of $A$-monomials.
Remark 19. It is known [14] that $\Sigma_{2}[<](A)$ sentences define exactly the set of $A$-polynomials. A non-trivial consequence is that the set of $A$-polynomials is closed under intersection.

Not every $\mathbb{A}_{\perp}^{k}$-polynomial respects the structural properties (on the positions of $\perp$ ) of synchronized words. For example $(a, \perp)^{*}(b, b)(a, a)^{*}$ is a polynomial over $\mathbb{A}_{\perp}^{k}$ for $\mathbb{A}=\{a, b\}$ and $k=2$ but it does not define a relation. In order to characterize subsets of $S W_{k}$ which are polynomials, we introduce the notion of $\perp$-consistency.

If $\bar{a}=a_{1} \otimes \cdots \otimes a_{k}$ is a synchronized letter in $\mathbb{A}_{\perp}^{k}$, we denote by $\tau(\bar{a})$ the set $\{i \in$ $\left.\{1, \ldots, k\}: a_{i}=\perp\right\}$. A non-empty subset $\bar{A} \subseteq \mathbb{A}_{\perp}^{k}$ is said to be $\perp$-consistent if all the $\tau(\bar{a})(\bar{a} \in \bar{A})$ take the same value. If that is the case, we let $\tau(\bar{A})=\tau(\bar{a})$ (for any $\bar{a} \in \bar{A})$. Finally we say that a monomial $\bar{A}_{0}^{*} \bar{a}_{1} \bar{A}_{1}^{*} \ldots \bar{a}_{n} \bar{A}_{n}^{*}$ (over $\mathbb{A}_{\perp}^{k}$ ) is $\perp$-consistent if and only if every non-empty $\bar{A}_{i}$ is $\perp$-consistent and the sequence $\tau\left(\bar{A}_{0}\right), \tau\left(\bar{a}_{1}\right), \tau\left(\bar{A}_{1}\right), \ldots, \tau\left(\bar{a}_{n}\right), \tau\left(\bar{A}_{n}\right)$ is $\subseteq$-increasing (where the term $\tau\left(\bar{A}_{i}\right)$ is skipped if $\bar{A}_{i}=\emptyset$ ).

We denote by $\overline{\mathcal{P}}$ the set of all $\perp$-consistent polynomials, that is, of finite unions of $\perp$-consistent monomials. The following statement follows directly from this definition.

- Lemma 20. Let $L=\bar{A}_{0}^{*} \bar{a}_{1} \bar{A}_{1}^{*} \ldots \bar{a}_{n} \bar{A}_{n}^{*}$ be an $\mathbb{A}_{\perp}^{k}$-monomial. Then $L \subseteq S W_{k}$ if and only if $L \in \overline{\mathcal{P}}$. Moreover, if $L$ is $\perp$-consistent and $S \subseteq\{1, \ldots, k\}$, then $\pi_{S}(L)$ is a $\perp$-consistent monomial as well.

We can now proceed with the proof of Theorem 7 . We first show that a $\boldsymbol{\Sigma}_{2}[\sigma]$ definable $k$-ary relation $R$ satisfies $L_{R} \in \overline{\mathcal{P}}$. Indeed, without loss of generality, $R$ is defined by a $\boldsymbol{\Sigma}_{2}[\sigma]$-formula $\varphi$ with free variables $S=\left\{z_{1}, \ldots, z_{k}\right\}$, of the form $\varphi=$ $\exists x_{1} \ldots \exists x_{n} \psi\left(x_{1}, \ldots, x_{n}, z_{1}, \ldots, z_{k}\right)$, with $\psi \in \boldsymbol{\Pi}_{1}[\sigma]$. In particular, $\|\psi\|$ is a $(n+k)$-ary relation and $R=\pi_{S}(\|\psi\|)$. Lemmas 20 and 21 therefore establish that $L_{R} \in \overline{\mathcal{P}}$.

- Lemma 21. If $R \in\left\|\boldsymbol{\Pi}_{1}[\sigma]\right\|$ then $L_{R} \in \overline{\mathcal{P}}$.

Proof. Since $R \in\left\|\boldsymbol{\Pi}_{1}[\sigma]\right\|$, it is the complement of a $\boldsymbol{\Sigma}_{1}[\sigma]$-definable relation. By Corollary 6, we have $L_{R}=S W_{k} \backslash \uparrow_{s} \mathcal{S}$ for some finite set $\mathcal{S}$. Since $\overline{\mathcal{P}}$ is closed under intersection (see Remark 19), we only need to show that $S W_{k} \backslash \uparrow_{\mathrm{s}} \bar{w} \in \overline{\mathcal{P}}$ for a single synchronized word $\bar{w}$.

Let $\bar{T}=\left(T_{1}, \ldots, T_{n}\right)=\operatorname{type-seq}(\bar{w})$. By Lemma 1 , we see that $\bar{u} \in L_{R}$ if and only either (1) $\bar{T} \nsubseteq$ type-seq $(\bar{u})$, or (2) $\bar{T} \sqsubseteq$ type-seq $(\bar{u})$, with witness function $t$ and $\bar{w}_{i} \nsubseteq \bar{u}_{t(i)}$ for some $1 \leq i \leq n$ or, (3) again $\bar{T} \sqsubseteq \operatorname{type-seq}(\bar{u})$ with witness $t$, where $\bar{w}_{i}$ and $\bar{u}_{t(i)}$ do not have the same last letter for some $i$ such that $T_{i}$ is an end-type for $\bar{w}$.

The first condition means that $\bar{u} \in \bigcup K\left(\bar{T}^{\prime}\right)$, where the union runs over type sequences $\bar{T}^{\prime}$ such that $\bar{T} \nsubseteq \bar{T}^{\prime}$. We saw in Section 2 that this union is in $\overline{\mathcal{P}}$. The second condition places $\bar{u}$ in $C_{i}=\mathbb{A}_{-, T_{1}} \mathbb{A}_{T_{1}}^{*} \cdots \mathbb{A}_{T_{i-2}, T_{i-1}} \mathbb{A}_{T_{i-1}}^{*} L_{i} \mathbb{A}_{T_{i}, T_{i+1}} \mathbb{A}_{T_{i+1}}^{*} \cdots \mathbb{A}_{T_{n-1}, T_{n}} \mathbb{A}_{T_{n}}^{*}$, where $L_{i}$ is the set of words in $\mathbb{A}_{T_{i}-1 T_{i}} \mathbb{A}_{T_{i}}^{*}$ that do not have $\bar{w}_{i}$ as a subword. Then $L_{i}$ is $\boldsymbol{\Pi}_{1}[<]-$, and hence $\boldsymbol{\Sigma}_{2}[<]$-definable. As a consequence, $L_{i} \in \overline{\mathcal{P}}$ and, by associativity, $C_{i} \in \overline{\mathcal{P}}$. Finally, the third condition places $\bar{u}$ in $C_{i}^{\prime}=\mathbb{A}_{-, T_{1}} \mathbb{A}_{T_{1}}^{*} \cdots \mathbb{A}_{T_{i-2}, T_{i-1}} \mathbb{A}_{T_{i-1}}^{*} L_{i}^{\prime} \mathbb{A}_{T_{i}, T_{i+1}} \mathbb{A}_{T_{i+1}}^{*} \cdots \mathbb{A}_{T_{n-1}, T_{n}} \mathbb{A}_{T_{n}}^{*}$, where $L_{i}^{\prime}=\left(\mathbb{A}_{T_{i}} \backslash \mathbb{A}_{T_{i-1}}\right) \mathbb{A}_{T_{i}}^{*} \cap \mathbb{A}_{T_{i}}^{*} B_{i}$, with $B_{i}$ the set of letters of $\mathbb{A}_{T_{i}}$ different from the last letter of $\bar{w}_{i}$. Here too, $L_{i}^{\prime} \in \overline{\mathcal{P}}$ and hence $C_{i}^{\prime} \in \overline{\mathcal{P}}$.

The following lemma then concludes the proof of Theorem 7.

- Lemma 22. If $R$ is a relation such that $L_{R}$ is a $\perp$-consistent polynomial, then $R \in\left\|\boldsymbol{\Sigma}_{2}[\sigma]\right\|$.

Proof. By definition of $\overline{\mathcal{P}}$, the proof reduces to the case where $L_{R}$ is a $\perp$-consistent monomial, say $L_{R}=\bar{A}_{0}^{*} \bar{a}_{1} \bar{A}_{1}^{*} \cdots \bar{a}_{n} \bar{A}_{n}^{*}$. We now construct a $\boldsymbol{\Sigma}_{2}[\sigma]$-formula $\varphi$, with set of free variables $Z=\left\{z_{1}, \ldots, z_{k}\right\}$, which defines $R$.

Let $w_{1}, \ldots, w_{k} \in \mathbb{A}^{*}$ be such that $\bar{w}=w_{1} \otimes \cdots \otimes w_{k}=\bar{a}_{1} \cdots \bar{a}_{n}$ (they exist due to $\perp$-consistency). Let $X=\left\{x_{i, j}: 1 \leq i \leq k, 1 \leq j \leq\left|w_{i}\right|\right\}$ and $Y=\left\{y_{1}, \ldots, y_{k}\right\}$ be sets of variables. We first let $\psi_{1}(X, Z)$ be the conjunction of the following formulæ for $1 \leq i \leq k$ :
(1) for every $1 \leq j<\left|w_{i}\right|: x_{i, j} \prec x_{i, j+1} ;(2) x_{i,\left|w_{i}\right|} \preceq z_{i}$; (3) for every $1 \leq j \leq\left|w_{i}\right|: \ell_{w_{i}[j]}\left(x_{i, j}\right)$; (4) for every $1 \leq i^{\prime} \leq k$ and $j \leq \min \left\{\left|w_{i}\right|,\left|w_{i^{\prime}}\right|\right\}$ : eq $\left(x_{i, j}, x_{i^{\prime}, j}\right)$. Notice that $\bar{u} \in S W_{k}$ satisfies $\exists X \psi_{1}(X, Z)$ if and only if $\bar{w}$ is a subword of $\bar{x}$ with witness function given by $p(j)=\left|x_{h, j}\right|$ for any $1 \leq h \leq k$.

The variables in $Y$ are meant to represent the $k$ components of a prefix of $\bar{u}$, which is expressed by $\psi_{2}(X, Y)$, the disjunction over all subsets $H$ of $\{1, \ldots, k\}$ ( $H$ represents the components of $\bar{u}$ which are shorter than that prefix) of the formulæ

$$
\left.\bigwedge_{h \in H}\left(y_{h} \preceq z_{h} \wedge \mathrm{eq}\left(y_{h}, z_{h}\right)\right) \wedge \bigwedge_{h, i \notin H}\left(y_{h} \prec z_{h}\right) \wedge \mathrm{eq}\left(y_{h}, y_{i}\right)\right) \wedge \bigwedge_{h \in H, i \notin H} \exists r\left(r \preceq y_{i} \wedge \mathrm{eq}\left(r, y_{h}\right)\right) .
$$

Next, for $\bar{a} \in \mathbb{A}_{\perp}^{k}$ and $\bar{A} \subseteq \mathbb{A}_{\perp}^{k}$, and recalling that $\tau(\bar{a})=\left\{h: \pi_{h}(\bar{a})=\perp\right\}$, we define $\psi_{\bar{a}}(Y)=\bigwedge_{h \notin \tau(\bar{a})} \ell_{\pi_{h}(\bar{a})}\left(y_{h}\right)$ and $\psi_{\bar{A}}(Y)=\bigvee_{\bar{a} \in \bar{A}} \psi_{\bar{a}}(Y)$. Once $\bar{y}$ is a prefix of $\bar{u}$ and $\bar{w}$ is a subword of $\bar{u}$ with witness function $p$, if for some $1 \leq j \leq n$, we have $|\bar{y}|=p(j)$, then $\bar{y}$ satisfies $\psi_{\bar{a}_{j}}$. We now only need to verify that if $|\bar{y}|$ sits between $p(j)$ and $p(j+1)$ (for some $0 \leq j \leq n$ ), then $\bar{y}$ satisfies $\psi_{\bar{A}_{j}}$. This is done by the formula $\psi_{3}(X, Y)=\bigwedge_{j=0}^{n} \chi_{j}$, where $\chi_{0}(X, Y)=\left(\bigwedge_{h \notin \tau\left(\bar{A}_{0}\right)} y_{h} \prec x_{h, 1}\right) \rightarrow \psi_{\bar{A}_{0}}(Y), \chi_{n}(X, Y)=\left(\bigwedge_{h \notin \tau\left(\bar{A}_{n}\right)} x_{h, n} \prec y_{h}\right) \rightarrow$ $\psi_{\bar{A}_{n}}(Y)$, and for every $0<j<n$,

$$
\chi_{j}(X, Y)=\left(\bigwedge_{h \notin \tau\left(\bar{A}_{j}\right)}\left(x_{h, j} \prec y_{h}\right) \wedge\left(y_{h} \prec x_{h, j+1}\right)\right) \rightarrow \psi_{\bar{A}_{j}}(Y)
$$

Finally, $R$ is defined by the $\boldsymbol{\Sigma}_{2}[\sigma]$ formula $\varphi(Z)=\exists X \psi_{1}(X, Z) \wedge \forall Y\left(\psi_{2}(X, Y) \wedge \psi_{3}(X, Y)\right)$.
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#### Abstract

Term modal logics (TML) are modal logics with unboundedly many modalities, with quantification over modal indices, so that we can have formulas of the form $\exists y \forall x\left(\square_{x} P(x, y) \supset \diamond_{y} P(y, x)\right)$. Like First order modal logic, TML is also "notoriously" undecidable, in the sense that even very simple fragments are undecidable. In this paper, we show the decidability of one interesting fragment, that of two variable TML. This is in contrast to two-variable First order modal logic, which is undecidable.
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## 1 Introduction

Propositional multi-modal logics (ML) are extensively used in many areas of computer science and artifical intelligence ( $[2,9]$ ). ML is built upon propositional logic by adding modal operators $\square_{i}$ and $\diamond_{i}$ for every index $i$ in a fixed finite set $A g$ which is often interpreted as a set of agents (or reasoners). Typically, the satisfiability problem is decidable for most instances of ML.

A natural question arises when we wish the set of modalities to be unbounded. This is motivated by a range of applications such as client-server systems, dynamic networks of processes, games with unboundedly many players, etc. In such systems, the number of agents is not fixed a priori. For some cases, the agent set can vary not only across models, but also from state to state (ex. when new clients enter the system or old clients exit the system).

Term Modal logic (TML) introduced by Fitting, Voronkov and Thalmann [6] addresses this requirement. TML is built upon first order logic, but the variables now range over modalities: so we can index the modality by terms $\left(\square_{x} \alpha\right)$ and these terms can be quantified over. State assertions describe properties of these "agents". Thus we can write formulas of the form: $\forall x\left(\square_{x} P(x) \supset \exists y \square_{y} \diamond_{x} R(x, y)\right)$. In [15] we have advocated PTML, the propositional fragment of TML, as a suitable logical language for reasoning about systems with unboundedly many agents. TML has been studied in dynamic epistemic contexts in [11] and in modelling situations where the identity of agents is not common knowledge among the agents [22].

The following examples illustrate the flavour of properties that can be expressed in TML.
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- For every agent $x$ there is some agent $y$ such that $P(x, y)$ holds at all $x$-successors or there is some $y$-successor where $\neg P(x, y)$ holds. $\forall x \exists y\left(\square_{x} P(x, y) \vee \diamond_{y}(\neg P(x, y))\right)$
- Every agent of type $A$ has a successor where some agent of type $B$ exists. $\forall x\left(A(x) \supset \diamond_{x} \exists y B(y)\right)$.
- There is some agent $x$ such that for all agents $y$ if there are no $y$ successors then in all successors of $x$, there is a $y$ successor.
$\exists x \forall y\left(\square_{y} \perp \supset \square_{x} \diamond_{y} \top\right)$.

Since TML contains first order logic, its satisfiability is clearly undecidable. We are then led to ask: can we build term modal logics over decidable fragments of first order logic? Natural candidates are the monadic fragment, the two-variable fragment and the guarded fragment $[13,1]$.

TML itself can be seen as a fragment of first order modal logic (FOML) [5] which is built upon first order logic by adding modal operators. There is a natural translation of TML into FOML by inductively translating $\square_{x} \alpha$ into $\square(P(x) \supset \alpha)$ and $\diamond_{x} \alpha$ into $\diamond(P(x) \wedge \alpha)$ to get an equi-satisfiable formula, where $P$ is a new unary predicate. Sadly, this does not help much, since FOML is notorious for undecidability. The modal extension of many simple decidable fragments of first order logic become undecidable. For instance, the monadic fragment[12] or the two variable fragment [10] of FOML are undecidable. In fact FOML with two variables and a single unary predicate is already undecidable [18]. Analogously, in [15] we show that the satisfiability problem for TML is undecidable even when the atoms are restricted to propositions. In the presence of equality (even without propositions), this result can be further strengthened to show "Trakhtenbrot" like theorem of mutual recursive inseparability.

On the other hand, as we show in [15], the monodic fragment of PTML (the propositional fragment) is decidable (a formula $\varphi$ is monodic if each of its modal subformulas of the form $\square_{x} \psi$ or $\diamond_{x} \psi$ has a restriction that the free variables of $\psi$ is contained in $\{x\}$ ). Further, via the FOML translation above, we can show that the monodic restriction of TML based on the guarded fragment of first order logic and monadic first order logic are decidable [23].

In a different direction, Wang ([21]) considered a fragment of FOML in which modalities and quantifiers are bound to each other. In particular he considered the fragment with $\exists \square$ and showed it to be decidable in PSPACE. In [17] it is proved that this technique of bundling quantifiers and modalities gives us interesting decidable fragments of FOML, and as a corollary, the bundled fragment of TML is decidable where quantifiers and modalities always occur in bundled form: $\forall x \square_{x} \alpha, \exists x \square_{x} \alpha$ and their duals. However, more general bundled fragments of TML (such as those based on the guarded fragment of first order logic) have been shown to be decidable by Orlandelli and Corsi ([14]), and by Shtakser ([19]). From all these results, it is clear that the one variable fragment of TML is decidable, and that the three variable fragment of PTML is undecidable.

In this paper, we show that the two variable fragment of $\mathrm{TML}\left(\mathrm{TML}^{2}\right)$ is decidable. This is in contrast with FOML, for which the two variable fragment is undecidable [10]. Quoting Wolter and Zakharyaschev from [23], where they discuss the root of undecidability of FOML fragments:

All undecidability proofs of modal predicate logics exploit formulas of the form $\square \psi(x, y)$ in which the necessity operator applies to subformulas of more than one free variable; in fact, such formulas play an essential role in the reduction of undecidable problems to those fragments ...

Note that this is not expressible in TML ${ }^{2}$ where there is no "free" modality; every modality is bound an index ( $x$ or $y$ ). With a third variable $z$, we could indeed encode $\square P(x, y)$ as $\forall z \square_{z} P(x, y)$, but we do not have it. The decidability of the two variable fragment of TML, without constants or equality, hinges crucially on this lack of expressiveness. Thus, TML ${ }^{2}$ provides a decidable fragment of $\mathrm{FOML}^{2}$. From $\mathrm{FO}^{2}$ view point, Gradel and Otto[8] show that most of the natural extensions of $\mathrm{FO}^{2}$ (like transitive closure, lfp) are undecidable except for the counting quantifiers. In this sense, 2-variable TML can be seen as another rare extension of $\mathrm{FO}^{2}$ that still remains decidable. Note that in this paper we consider the two variable fragment of TML without the bundling or guarded or monodic restriction. Also, there is no natural translation of two variable TML to any known decidable fragment of FO such as the two variable fragment of FO with 2 equivalence relations etc (cf [20]).

Thus, the contribution of this paper is technical, mainly in the identification of a decidable fragment of TML. As is standard with two variable logics, we first introduce a normal form which is a combination of Fine's normal form for modal logics ([4]) and the Scott normal form ([7]) for $\mathrm{FO}^{2}$. We then prove a bounded agent property using an argument that can be construed as modal depth induction over the "classical" bounded model construction for $\mathrm{FO}^{2}$.

## 2 TML syntax and semantics

We consider relational vocabulary with no constants or function symbols, and without equality.

- Definition 1 (TML syntax). Given a countable set of variables Var and a countable set of predicate symbols $\mathcal{P}$, the syntax of TML is defined as follows:

$$
\varphi::=P(\bar{x})|\neg \varphi|(\varphi \wedge \varphi)|(\varphi \vee \varphi)| \exists x \varphi|\forall x \varphi| \square_{x} \varphi \mid \diamond_{x} \varphi
$$

where $x \in \operatorname{Var}, \bar{x}$ is a vector of length $n$ over Var and $P \in \mathcal{P}$ of arity $n$.
The free and bound occurrences of variables are defined as in FO with $\operatorname{Fv}\left(\square_{x} \varphi\right)=$ $\operatorname{Fv}(\varphi) \cup\{x\}$. We write $\varphi(\bar{x})$ if all the free variables in $\varphi$ are included in $\bar{x}$. Given a TML formula $\varphi$ and $x, y \in \operatorname{Var}$, if $y \notin \operatorname{Fv}(\varphi)$ then we write $\varphi[y / x]$ for the formula obtained by replacing every occurrence of $x$ by $y$ in $\varphi$. A formula $\varphi$ is called a sentence if $\operatorname{Fv}(\varphi)=\emptyset$. The notion of modal depth of a formula $\varphi$ (denoted by $\operatorname{md}(\varphi))$ is also standard, which is simply the maximum number of nested modalities occurring in $\varphi$. The length of a formula $\varphi$ is denoted by $|\varphi|$ and is simply the number of symbols occurring in $\varphi$.

In the semantics, the number of accessibility relations is not fixed, but specified along with the structure. Thus the Kripke frame for TML is given by $(W, D, R)$ where $W$ is a set of worlds, $D$ is the potential set of agents and $R \subseteq(W \times D \times W)$. The agent dynamics is captured by a function $\left(\delta: W \rightarrow 2^{D}\right.$ below) that specifies, at any world $w$, the set of agents live (or meaningful) at $w$. The condition that whenever $(u, d, v) \in R$, we have that $d \in \delta(u)$ ensures only an agent alive at $u$ can consider $v$ accessible.

A monotonicity condition is imposed on the accessibility relation as well: whenever $(u, d, v) \in R$, we have that $\delta(u) \subseteq \delta(v)$. This is required to handle interpretations of free variables (cf $[3,6,5])$. Hence the models are called "increasing agent" models.

- Definition 2 (TML structure). An increasing agent model for TML is defined as the tuple $M=(W, D, \delta, R, \rho)$ where $W$ is a non-empty countable set of worlds, $D$ is a non-empty countable set of agents, $R \subseteq(W \times D \times W)$ and $\delta: W \rightarrow 2^{D}$. The map $\delta$ assigns to each $w \in W$ a non-empty local domain such that whenever $(w, d, v) \in R$ we have $d \in \delta(w) \subseteq \delta(v)$ and $\rho:(W \times \mathcal{P}) \rightarrow \bigcup_{n \in \omega} 2^{D^{n}}$ is the valuation function where for all $P \in \mathcal{P}$ of arity $n$ we have $\rho(w, P) \subseteq[\delta(w)]^{n}$.

For a given model $M$, we use $W^{M}, D^{M}, \delta^{M}, R^{M}, \rho^{M}$ to refer to the corresponding components. We drop the superscript when $M$ is clear from the context. We often write $D_{w}$ for $\delta(w)$. A constant agent model is one where $D_{w}=D$ for all $w \in W$. To interpret free variables, we need a variable assignment $\sigma: \operatorname{Var} \rightarrow D$. Call $\sigma$ relevant at $w \in W$ if $\sigma(x) \in \delta(w)$ for all $x \in \operatorname{Var}$. The increasing agent condition ensures that if $\sigma$ is relevant at $w$ and $(w, d, v) \in R$ then $\sigma$ is relevant at $v$ as well. In a constant agent model, every assignment $\sigma$ is relevant at all the worlds.

- Definition 3 (TML semantics). Given a TML structure $M=(W, D, \delta, R, \rho)$ and a TML formula $\varphi$, for all $w \in W$ and $\sigma$ relevant at $w$, define $M, w, \sigma \vDash \varphi$ inductively as follows:

$$
\begin{array}{|lll}
\hline M, w, \sigma \vDash P\left(x_{1}, \ldots, x_{n}\right) & \Leftrightarrow & \left(\sigma\left(x_{1}\right), \ldots, \sigma\left(x_{n}\right)\right) \in \rho(w, P) \\
M, w, \sigma \vDash \neg \varphi & \Leftrightarrow & M, w, \sigma \not \vDash \varphi \\
M, w, \sigma \vDash(\varphi \wedge \psi) & \Leftrightarrow & M, w, \sigma \vDash \varphi \text { and } M, w, \sigma \vDash \psi \\
M, w, \sigma \vDash \exists x \varphi & \Leftrightarrow & \text { there is some } d \in \delta(w) \text { such that } M, w, \sigma_{[x \mapsto d]} \vDash \varphi \\
M, w, \sigma \vDash \square_{x} \varphi & \Leftrightarrow & M, v, \sigma \vDash \varphi \text { for all } v \text { s.t. }(w, \sigma(x), v) \in R \\
\hline
\end{array}
$$

where $\sigma_{[x \mapsto d]}$ denotes another assignment that is the same as $\sigma$ except for mapping $x$ to $d$.
The semantics for $\varphi \vee \psi, \forall x \varphi$ and $\diamond_{x} \varphi$ are defined analogously. Note that $M, w, \sigma \vDash \varphi$ is inductively defined only when $\sigma$ is relevant at $w$. We often abuse notation and say "for all $w$ and for all interpretations $\sigma$ ", when we mean "for all $w$ and for all interpretations $\sigma$ relevant at $w "$ (and we will ensure that relevant $\sigma$ are used in proofs). In general, when considering the truth of $\varphi$ in a model, it suffices to consider $\sigma: \operatorname{Fv}(\varphi) \mapsto D$, assignment restricted to the variables occurring free in $\varphi$. When $\operatorname{Fv}(\varphi) \subseteq\left\{x_{1}, \ldots, x_{n}\right\}$ and $\bar{d} \in\left[D_{w}\right]^{n}$ is a vector of length $n$ over $D_{w}$, we write $M, w \vDash \varphi[\bar{d}]$ to denote $M, w, \sigma \vDash \varphi(\bar{x})$ where for all $i \leq n, \sigma\left(x_{i}\right)=d_{i}$. When $\varphi$ is a sentence, we simply write $M, w \models \varphi$. A formula $\varphi$ is valid, if $\varphi$ is true in all models $M$ at all $w$ for all interpretations $\sigma$ (relevant at $w$ ). A formula $\varphi$ is satisfiable if $\neg \varphi$ is not valid.

Now we take up the satisfiability problem which is the central theme of this paper. First we observe that the satisfiability problem is equally hard for constant and increasing agent models for TML.

- Proposition 4. For any TML formula $\varphi$, there is a corresponding formula $\hat{\varphi} \in$ TML such that $\varphi$ is satisfiable in an increasing agent model with agent set $D$ iff $\hat{\varphi}$ is satisfiable in a constant agent model with agent set $D$.

To see why the proposition is true, if $\varphi$ is satisfiable in an increasing agent model, then we can turn the model into constant agent model as follows. We introduce a new unary predicate $E$ and ensure that $E(d)$ is true at $w$ if $d$ is a member of $\delta(w)$ in the given increasing agent model. But now, all quantifications have to be relativized with respect to the new predicate $E$. Thus, the syntactic translation is defined as follows:

- Definition 5. Let $\varphi$ be any TML formula amd let $E$ be a new unary predicate not occurring in $\varphi$. The translation is defined inductively as follows:
- $\operatorname{Tr}_{1}\left(P\left(x_{1}, \ldots, x_{n}\right)\right)=P\left(x_{1}, \ldots, x_{n}\right)$
- $\operatorname{Tr}_{1}(\neg \varphi)=\neg \operatorname{Tr}_{1}(\varphi)$ and $\operatorname{Tr}_{1}(\varphi \wedge \psi)=\operatorname{Tr}_{1}(\varphi) \wedge \operatorname{Tr}_{1}(\psi)$
- $\operatorname{Tr}_{1}\left(\square_{x} \varphi\right)=\square_{x}\left(\operatorname{Tr}_{1}(\varphi)\right)$
- $\operatorname{Tr}_{1}(\exists x \varphi)=\exists x\left(E(x) \wedge \operatorname{Tr}_{1}(\varphi)\right)$

With this translation, we also need to ensure that the predicate $E$ respects monotonicity. Hence we have $\gamma_{\varphi}=\bigwedge_{i+j \leq \operatorname{md}(\varphi)}\left(\forall y \square_{y}\right)^{i}\left(\forall x E(x) \supset\left(\forall y \square_{y}\right)^{j} E(x)\right)$. Now, we can prove that $\varphi$ is satisfiable in an increasing model $M$ with agent set $D$ iff $\operatorname{Tr}_{1}(\varphi) \wedge \gamma_{\varphi}$ is satisfiable in a constant agent model $M^{\prime}$ with agent set $D$. This translation is similar in approach to the one for FOML[23]. The formal proof of Prop. 4 is provided in [16].

The propositional term modal logic (PTML) is a fragment of TML where the atoms are restricted to propositions. Note that the variables still appear as index of modalities. For PTML, the valuation function can be simply written as $\rho: W \mapsto 2^{\mathcal{P}}$ where $\mathcal{P}$ is the set of propositions. Now we prove that the satisfiability problem for PTML is as hard as that for TML.

- Proposition 6. Any TML formula $\varphi$ has a corresponding formula $\hat{\varphi} \in$ PTML, such that $\varphi$ is satisfiable in an increasing (constant) agent model with agent set $D$ iff $\hat{\varphi}$ is satisfiable in an increasing (constant) agent model with agent set $D$.

The reduction is based on the translation of an arbitrary atomic predicate $P\left(x_{1}, \ldots, x_{n}\right)$ to $\diamond_{x_{1}} \ldots \diamond_{x_{n}} p$ where $p$ is a new proposition which represents the predicate $P$. However, this cannot be used always ${ }^{1}$. Thus, we use a new proposition $q$, to distinguish the "real worlds" from the ones that are added because of the translation. But now, the modal formulas have to be relativized with respect to the proposition $q$. The formal translation is given as follows:

- Definition 7. Let $\varphi$ be any TML formula where $P_{1}, \ldots, P_{k}$ are the predicates that occur in $\varphi$. Let $\left\{p_{1}, \ldots, p_{n}\right\} \cup\{q\}$ be a new set of propositions not occurring in $\varphi$. The translation with respect to $q$ is defined inductively as follows:
- $\operatorname{Tr}_{2}\left(P_{i}\left(x_{1}, \ldots, x_{n}\right) ; q\right)=\diamond_{x_{1}}\left(\neg q \wedge \nabla_{x_{2}}\left(\ldots \neg q \wedge \diamond_{x_{n}}\left(\neg q \wedge p_{i}\right) \ldots\right)\right)$
- $\operatorname{Tr}_{2}(\neg \varphi ; q)=\neg \operatorname{Tr}_{2}(\varphi ; q)$ and $\operatorname{Tr}_{2}(\varphi \wedge \psi ; q)=\operatorname{Tr}_{2}(\varphi ; q) \wedge \operatorname{Tr}_{2}(\psi ; q)$
- $\operatorname{Tr}_{2}\left(\square_{x} \varphi ; q\right)=\square_{x}\left(q \supset \operatorname{Tr}_{2}(\varphi ; q)\right)$
- $\operatorname{Tr}_{2}(\exists x \varphi ; q)=\exists x \operatorname{Tr}_{2}(\varphi ; q)$

Using this translation, we can prove that $\varphi$ is satisfiable iff $q \wedge \operatorname{Tr}_{2}(\varphi ; q)$ is satisfiable, over the same $D$. The proof details of Prop 6 are given in [16].

## 3 Two variable fragment

Note that all the examples discussed in the introduction section use only 2 variables. Thus, TML can express interesting properties even when restricted to two variables. We now consider the satisfiability problem of $\mathrm{TML}^{2}$. The translation in Def. 7 preserves the number of variables. Therefore it suffices to consider the satisfiability problem for the two variable fragment of PTML.

Let PTML ${ }^{2}$ denote the two variable fragment of PTML. We first consider a normal form for the logic. In [4], Fine introduces a normal form for propositional modal logics which is a disjunctive normal form (DNF) with every clause of the form $\left(\bigwedge_{i}\left(s_{i}\right) \wedge \square \alpha \wedge \bigwedge_{j} \diamond \beta_{j}\right)$ where $s_{i}$ are literals and $\alpha, \beta_{j}$ are again in the normal form. For $\mathrm{FO}^{2}$, we have Scott normal form [7] where every $\mathrm{FO}^{2}$ sentence has an equi-satisfiable formula of the form $\forall x \forall y \varphi \wedge \bigwedge_{i} \forall x \exists y \psi_{i}$ where $\varphi$ and $\psi_{i}$ are all quantifier free. For $\mathrm{PTML}^{2}$, we introduce a combination of these two

[^32]normal forms, which we call the Fine Scott Normal form given by a DNF, where every clause is of the form:
$$
\bigwedge_{i \leq a} s_{i} \wedge \bigwedge_{z \in\{x, y\}}\left(\square_{z} \alpha \wedge \bigwedge_{j \leq m_{z}} \diamond_{z} \beta_{j}\right) \wedge \bigwedge_{z \in\{x, y\}}\left(\forall z \gamma \wedge \bigwedge_{k \leq n_{z}} \exists z \delta_{k}\right) \wedge \forall x \forall y \varphi \wedge \bigwedge_{l \leq b} \forall x \exists y \psi_{l}
$$
where $a, m_{x}, m_{y}, n_{x}, n_{y}, b \geq 0$ and $s_{i}$ denotes literals. Further, $\alpha, \beta_{j}$ are recursively in the normal form and $\gamma, \delta_{k}, \varphi, \psi_{l}$ do not have quantifiers at the outermost level and all modal subformulas occurring in these formulas are (recursively) in the normal form. The normal form is formally defined in the next subsection.

Note that the first two conjuncts mimic the modal normal form and the last two conjuncts mimic the $\mathrm{FO}^{2}$ normal form. The additional conjuncts handle the intermediate step where only one of the variable is quantified and the other is free.

We now formally define the normal form and prove that every PTML ${ }^{2}$ formula has a corresponding equi-satisfiable formula in the normal form. After this we prove the bounded agent property for formulas in the normal form using an inductive $\mathrm{FO}^{2}$ type model construction.

### 3.1 Normal form

We use $\{x, y\} \subseteq$ Var as the two variables of $\mathrm{PTML}^{2}$. We use $z$ to refer to either $x$ or $y$ and refer to variables $z_{1}, z_{2}$ to indicate the variables $x, y$ in either order. We use $\Delta_{z}$ to denote any modal operator $\Delta \in\{\square, \diamond\}$ and $z \in\{x, y\}$. A literal is either a proposition or its negation. Also, we assume that the formulas are given in negation normal form(NNF) where the negations are pushed in to the literals.

- Definition 8 (FSNF normal form). We define the following terms to introduce the Fine Scott normal form (FSNF) for PTML ${ }^{2}$ :
- A formula $\varphi$ is a module if $\varphi$ is a literal or $\varphi$ is of the form $\Delta_{z} \alpha$.
- For any formula $\varphi$, the outer most components of $\varphi$ given by $\mathrm{C}(\varphi)$ is defined inductively where for any $\varphi$ which is a module, $\mathrm{C}(\varphi)=\{\varphi\}$ and $\mathrm{C}(Q z \varphi)=\{Q z \varphi\}$ where $z \in\{x, y\}$ and $Q \in\{\forall, \exists\}$. Finally $\mathrm{C}(\varphi \odot \psi)=\mathrm{C}(\varphi) \cup \mathrm{C}(\psi)$ where $\odot \in\{\wedge, \vee\}$.
- A formula $\varphi$ is quantifier-safe if every $\psi \in \mathrm{C}(\varphi)$ is a module.
- We define Fine Scott normal form(FSNF) normal form (DNF and conjunctions) inductively as follows:
- Any conjunction of literals is an FSNF conjunction.
- $\varphi$ is said to be in FSNF DNF if $\varphi$ is a disjunction where every clause is an FSNF conjunction.
- Suppose $\varphi$ is quantifier-safe and for every $\Delta_{z} \psi \in \mathrm{C}(\varphi)$ if $\psi$ is in FSNF DNF normal form then we call $\varphi$ a quantifier-safe normal formula.
- Let $a, b, m_{x}, m_{y}, n_{x}, n_{y} \geq 0$.

Suppose $s_{1}, \ldots, s_{a}$ are literals, $\alpha^{x}, \alpha^{y}, \beta_{1}^{x}, \ldots, \beta_{m_{x}}^{x}, \beta_{1}^{y}, \ldots, \beta_{m_{y}}^{y}$ are formulas in
FSNF DNF and $\gamma^{x}, \gamma^{y}, \delta_{1}^{x}, \ldots, \delta_{n_{x}}^{x}, \delta_{1}^{y}, \ldots, \delta_{n_{y}}^{y}, \varphi, \psi_{1}, \ldots, \psi_{b}$ are quantifier-safe normal formulas then:

$$
\bigwedge_{i \leq a} s_{i} \wedge \bigwedge_{z \in\{x, y\}}\left(\square_{z} \alpha^{z} \wedge \bigwedge_{j \leq m_{z}} \diamond_{z} \beta_{j}^{z}\right) \wedge \bigwedge_{z_{1} \in\{x, y\}}\left(\forall z_{2} \gamma^{z_{1}} \wedge \bigwedge_{k \leq n_{z}} \exists z_{2} \delta_{k}^{z_{1}}\right) \wedge \forall x \forall y \varphi \wedge \bigwedge_{l \leq b} \forall x \exists y \psi_{l}
$$

is an FSNF conjunction.

Quantifier-safe formulas are those in which no quantifiers occur outside the scope of modalities. Note that the superscripts in $\alpha^{x}, \alpha^{y}$ etc only indicate which variable the formula is associated with, so that it simplifies the notation. For instance, $\alpha^{x}$ does not say anything about the free variables in $\alpha^{x}$. In fact there is no restriction on free variables in any of these formulas.

Further, note that by setting the appropriate indices to 0 , we can have FSNF conjunctions where one or more of the components corresponding to $s_{i}, \beta^{x}, \beta^{y}, \delta^{x}, \delta^{y}, \psi_{l}$ are absent. We also consider the conjunctions where one or more of the components corresponding to $\square_{x} \alpha^{x}, \square_{y} \alpha^{y}, \varphi$ are also absent. As we will see in the next lemma, for any sentence $\varphi \in \mathrm{PTML}^{2}$, we can obtain an equi-satisfiable sentence, which at the outer most level, is a DNF where every clause is of the form $\bigwedge_{i \leq a} s_{i} \wedge \forall x \forall y \varphi \wedge \bigwedge_{l \leq b} \forall x \exists y \psi_{l}$.

- Lemma 9. For every formula $\varphi \in \mathrm{PTML}^{2}$ there is a corresponding formula $\psi$ in FSNF DNF such that $\varphi$ and $\psi$ are equi-satisfiable.

Proof (Sketch). To get the formula in the normal form, we introduce some new unary predicates in the intermediate steps and finally get rid of them using the translation in Def. 7. The proof essentially follows that of reducing an $\mathrm{FO}^{2}$ formula into its equi-satisfiable Scott normal form.

For the given formula $\varphi$, first observe that we can get an equivalent DNF over $\mathrm{C}(\varphi)$ using propositional validities. If $\varphi$ is modal free, then we can simply ignore the quantifiers, since valuations of propositions do not depend on the quantifiers and the agent set is always non-empty. Thus we get a propositional DNF by erasing the quantifiers and this is in the required form.

If $\varphi$ contains modal formulas, then we need to reduce every clause of the DNF to an FSNF conjunction. We first translate the formulas at the outer most level to the required form. This is the classical Scott-normal form construction which can be obtained by introducing new unary predicates appropriately to get rid of the nested quantifiers at the outer most level. Then, using the translation in Def 7, we get an equi-satisfiable PTML formula after replacing the newly introduced unary predicates by corresponding propositional translations. Further, replace conjuncts of the form $\square_{z} \alpha$ and $\square_{z} \beta$ by $\square_{z}(\alpha \wedge \beta)$ for $z \in\{x, y\}$ to obtain the resulting formula which has at most one subformula of the from $\square_{x} \alpha^{x}$ and $\square_{y} \alpha^{y}$.

Note that after this translation, the resulting formula is in the required form at the outermost level. We now only need to repeat the entire process for every sub-formula inside the scope of modalities. The lemma is formally proved in [16].

Since we repeatedly convert the formula into DNF (inside the scope of every modality), if we start with a formula of length $n$, the final translated formula has length $2^{O\left(n^{2}\right)}$. However, observe that the number of modules in the translated formula is linear in the size of the given formula $\varphi$. Furthermore, the given formula is satisfiable in a model $M$ iff the translation is satisfiable in $M$ with appropriate modification of the $\rho$ (valuation function).

### 3.2 Bounded agent property

Now we prove that any formula $\theta \in \mathrm{PTML}^{2}$ in FSNF DNF is satisfiable iff $\theta$ is satisfiable in a model $M$ where the size of $D$ is bounded. Note that for any PTML formula $\theta$, if $M, w, \sigma \models \theta$ then $M^{T}, w, \sigma \models \theta$ where $M^{T}$ is the standard tree unravelling of $M$ with $w$ as root [15]. Further, $M^{T}$ can be restricted to be of height at most $\operatorname{md}(\theta)$. Hence, we restrict our attention to tree models of finite depth.

First we define the notion of types for agents at every world. In classical $\mathrm{FO}^{2}$ the 2-types are defined on atomic predicates. In PTML ${ }^{2}$ we need to define the types with respect to modules. In any given tree model $M$ rooted at $r$, for any $w \in W$ and $c, d \in D_{w}$ the 2-type of $(c, d)$ at $w$ is simply the set of all modules that are true at $w$ where the two variables are assigned $c, d$ in either order. The 1-type of $c$ at $w$ includes the set of all modules that are true at $w$ when both $x, y$ are assigned $c$. Further, for every non-root node $w$, suppose ( $w^{\prime} \xrightarrow{a} w$ ) then the 1-type of any $c \in D_{w}$ should capture how $c$ behaves with respect to $a$ and the 1-type $(w, c)$ should also include the information of how $c$ acts with respect to $d$, for every $d \in D_{w}$. Thus the 1-type of $c$ at $w$ is given by a 3 -tuple where the first component is the set of all modules that are true when both $x, y$ are assigned $c$, the second component captures how $c$ behaves with respect to the incoming edge of $w$ and the third component is a set of subsets of formulas such that for each $d \in D_{w}$ there is a corresponding subset of formulas capturing the 2 -type of $c, d$. To ensure that the type definition also carries the information of the height of the world $w$, if $w$ is at height $h$ then we restrict 1-type and 2-type at $w$ to modules of modal depth at most $\operatorname{md}(\varphi)-h$.

For any formula $\varphi$, let $\operatorname{SF}(\varphi)$ be the set of all subformulas of $\varphi$ closed under negation. We always assume ${ }^{2}$ that $T \in \operatorname{SF}(\varphi)$. Let $\operatorname{SF}^{h}(\varphi) \subseteq \operatorname{SF}(\varphi)$ be the set of all subformulas of modal depth at most $\operatorname{md}(\varphi)-h$. Thus we have $\operatorname{SF}(\varphi)=\operatorname{SF}^{0}(\varphi) \supseteq \operatorname{SF}^{1}(\varphi) \supseteq \ldots \supseteq \operatorname{SF}^{m d}(\varphi)(\varphi)$.

- Definition 10 (PTML type). For any PTML $^{2}$ formula $\varphi$ and for any tree model $M$ rooted at $r$ with height at most $m d(\varphi)$, for all $w \in W$ at height $h$ :
- For all $c, d \in \delta(w)$, define 2-type $(w, c, d)=\left(\Gamma_{x y} ; \Gamma_{y x}\right)$ where
$\Gamma_{x y}=\left\{\psi(x, y) \in S F^{h}(\varphi) \mid M, w \models \psi(c, d)\right\}$ and
$\Gamma_{y x}=\left\{\psi(x, y) \in S F^{h}(\varphi) \mid M, w \models \psi(d, c)\right\}$.
- If $w$ is a non root node, (say $\left.w^{\prime} \xrightarrow{a} w\right)$ then for all $c \in \delta(w)$ define 1-type $(w, c)=$ $\left(\Lambda_{1} ; \Lambda_{2} ; \Lambda_{3}\right)$ where $\Lambda_{1}=2-\operatorname{type}(w, c, c)$ and $\Lambda_{2}=2-\operatorname{type}(w, c, a)$ and $\Lambda_{3}=\{2-\operatorname{type}(w, c, d) \mid$ $d \in \delta(w)\}$.
- For the root node $r$, for all $c \in \delta(r)$ define 1-type $(w, c)=\left(\Lambda_{1} ;\{\top\} ; \Lambda_{3}\right)$ where $\Lambda_{1}=2-\operatorname{type}(w, c, c)$ and $\Lambda_{3}=\{2-\operatorname{type}(w, c, d) \mid d \in \delta(w)\}$.
The second component of 1-type $(r, c)$ is added to maintain uniformity. For all $w \in W$ define 1-type $(w)=\left\{1\right.$-type $\left.(w, c) \mid c \in D_{w}\right\}$ and 2-type $(w)=\left\{2\right.$-type $\left.(w, c, d) \mid c, d \in D_{w}\right\}$. We use $\Lambda, \Pi$ to represent elements of 1-type $(w)$ and $\Lambda_{1}, \Pi_{2}$ etc for the respective components.

If a formula $\theta$ is satisfiable in a tree model, the strategy is to inductively come up with bounded agent models for every subtree of the given tree (based on types), starting from leaves to the root. While doing this, when we add new type based agents to a world at height $h$, to maintain monotonicity, we need to propagate the newly added agents throughout its descendants. For this, we define the notion of extending any tree model by addition of some new set of agents.

Suppose in a tree model $M$, world $w$ has local agent set $D_{w}$ and we want to extend $D_{w}$ to $D_{w} \cup C$, then first we have $\Omega: C \mapsto D_{w}$ which assigns every new agent to some already existing agent. The intended meaning is that the newly added agent $c \in C$ at $w$ mimics the "type" of $\Omega(c)$. If $w$ is a leaf node, we can simply extend $\delta(w)$ to $D_{w} \cup C$. If $w$ is at some arbitrary height, along with adding the new agents to the live agent set to $w$, we also need to create successors for every $c \in C$, one for each successor subtree of $\Omega(c)$ and inductively add $C$ to all the successor subtrees.

[^33]- Definition 11 (Model extension). Suppose $M$ is a tree model rooted at $r$ with finite agent set $D$ and for every $w \in W$ let $M^{w}$ be the subtree rooted at $w$. Let $C$ be some finite set such that $C \cap D=\emptyset$ and for any $w \in W$ let $\Omega: C \mapsto D_{w}$ be a function mapping $C$ to agent set live at $w$. Define the operation of "adding $C$ to $M^{w}$ guided by $\Omega$ " by induction on the height of $w$ to obtain a new subtree rooted at $w$ (denoted by $M_{(C, \Omega)}^{w}$ and the components denoted by $\delta^{\prime}, \rho^{\prime}$ etc).
- If $w$ is a leaf, then $M_{(C, \Omega)}^{w}$ is a tree with a single node $w$ with new $\delta^{\prime}(w)=\delta(w) \cup C$ and $\rho^{\prime}(w)=\rho(w)$.
- If $w$ is at height $h$ then the new tree $M_{(C, \Omega)}^{w}$ is obtained from $M^{w}$ rooted at $w$ with new $\delta^{\prime}(w)=\delta(w) \cup C$ and $\rho^{\prime}(w)=\rho(w)$ and replacing all the subtrees $M^{u}$ rooted at every successor $u$ of $w$ by $M_{(C, \Omega)}^{u}$. Furthermore, for every $c \in C$ and every $(w, \Omega(c), u) \in R$ create a new copy of $M_{(C, \Omega)}^{u}$ and rename its root as $u^{c}$ and add an edge $\left(w, c, u^{c}\right)$ to $R^{\prime}$.

Since we do not have equality in the language, this transformation will still continue to satisfy the same formulas.

- Lemma 12. Let $M$ be any tree model of finite depth rooted at $r$ with finite agent set $D$ and let $w \in W$. Let $M_{(C, \Omega)}^{w}$ (rooted at $w$ ) be an appropriate model extension of $M^{w}$ (rooted at $w)$. For any interpretation $\sigma: \operatorname{Var} \mapsto\left(C \cup D_{w}\right)$ let $\hat{\sigma}: \operatorname{Var} \mapsto D_{w}$ where $\hat{\sigma}(x)=\Omega(\sigma(x))$ if $\sigma(x) \in C$ and $\hat{\sigma}(x)=\sigma(x)$ if $\sigma(x) \in D_{w}$. Then for all $u \in W$ which is a descendant of $w$ in $M$ and for all $\sigma: \operatorname{Var} \mapsto\left(C \cup D_{w}\right)$ and for all PTML formula $\varphi$, we have $M_{(C, \Omega)}^{w}, u, \sigma \models \varphi$ iff $M, u, \hat{\sigma} \models \varphi$.

To see why the lemma holds, first note that both models agree on literals since the valuation function remains the same. Further, since every new agent mimics some old agent, all the modal and the universal formulas continue to hold. Witnesses for $\exists$ formulas can still be picked from the old agent set $\left(D_{u}\right)$. The lemma is formally proved in [16].

For any formula in the normal form, we use the same notations as in Def. 8. For a given formula $\theta \in \mathrm{PTML}^{2}$ in FSNF DNF form, let $\boldsymbol{\delta}_{\theta}^{x}=\left\{\exists y \delta^{x} \in \operatorname{SF}(\theta)\right\}$. Similarly we have $\boldsymbol{\delta}_{\theta}^{y}=\left\{\exists x \delta^{y} \in \operatorname{SF}(\theta)\right\}$ and $\boldsymbol{\psi}_{\theta}=\{\forall x \exists y \psi \in \operatorname{SF}(\varphi)\}$.

For any tree model $M$, let $\# \notin D$. For every $w \in W$ and for all $\exists y \delta \in \boldsymbol{\delta}_{\theta}^{x}$ let the function $g_{\delta}^{w}: D_{w} \mapsto D_{w} \cup\{\#\}$ be a mapping such that $M, w \models \delta\left(c, g_{\delta}^{w}(c)\right)$ and $g_{\delta}^{w}(c)=\#$ only if there is no $d \in D_{w}$ such that $M, w \models \delta(c, d)$. Similarly for all $\exists x \delta \in \boldsymbol{\delta}_{\theta}^{y}$ let $h_{\delta}^{w}: D_{w} \mapsto D_{w} \cup\{\#\}$ such that $M, w \models \delta\left(h_{\delta}^{w}(c), h\right)$ and $h_{\delta}^{w}(c)=\#$ only if there is no $d \in D_{w}$ such that $M, w \models \delta(d, c)$. Again for all $\forall x \exists y \psi \in \boldsymbol{\psi}_{\theta}$ let $f_{\psi}^{w}: D_{w} \mapsto D_{w} \cup\{\#\}$ such that $M, w \models \psi\left(c, f_{\psi}^{w}(c)\right)$ and $f_{\psi}^{w}(c)=\#$ only if there is no $d \in D_{w}$ such that $M, w \models \psi(c, d)$.

The functions $g, h, f$ provide the witnesses at a world for every agent (if it exists) for the existential formulas respectively.

Theorem 13. Let $\theta \in \mathrm{PTML}^{2}$ be in an FSNF DNF sentence. Then $\theta$ is satisfiable iff $\theta$ is satisfiable in a model with bounded number of agents.

Proof. It suffices to prove $(\Rightarrow)$. Let $M$ be a tree model of height at most $\operatorname{md}(\theta)$ rooted at $r$ such that $M, r \models \theta$.

Let $E_{\theta}=\boldsymbol{\delta}_{\theta}^{x} \cup \boldsymbol{\delta}_{\theta}^{y} \cup \boldsymbol{\psi}_{\theta}$ and hence $\left|\mathrm{E}_{\theta}\right| \leq|\theta|$ (say $q$ ). Let $\mathrm{E}_{\theta}=\left\{\chi_{1}, \ldots \chi_{q}\right\}$ be some enumeration. For every $w \in W$ and $a \in \delta(w)$ let $\operatorname{Wit}(a)=\left\{b_{1} \ldots b_{q}\right\}$ be the witnesses for $a$ where $b_{i}=g_{\delta}^{w}(c)$ if $\chi_{i}$ is of the form $\exists y \delta \in \delta_{\theta}^{x}$ (similarly $b_{i}=h_{\delta}^{w}(c)$ or $b_{i}=f_{\psi}^{w}(c)$ corresponding to $\chi_{i}$ of the from $\exists x \delta^{y}$ and $\forall x \exists y \psi$ respectively). If $b_{i}=\#$ then set $b_{i}=b$ for some arbitrary but fixed $b \in \delta(w)$.

For all $w \in W$ and $\Lambda \in 1-\operatorname{type}(w)$ fix some $a_{\Lambda}^{w} \in \delta(w)$ such that $1-\operatorname{type}\left(w, a_{\Lambda}^{w}\right)=\Lambda$. Furthermore, if $c$ is the incoming edge of $w$ and 1-type $(w, c)=\Lambda$ then let $a_{\Lambda}^{w}=c$. Let $A^{w}=\left\{a_{\Lambda}^{w} \mid \Lambda \in 1\right.$-type $\left.(w)\right\}$.

Now we define the bounded agent model. For every $w \in W$ let $M^{w}$ be the subtree model rooted at $w \in W$. For every such $M^{w}$, we define a corresponding type based model with respect to $\theta$ (denoted by $T_{\theta}^{w}$ with components denoted by $\delta_{\theta}^{w}, \rho_{\theta}^{w}$ etc) inductively as follows: - If $w$ is a leaf then $T_{\theta}^{w}$ is a tree with a single node $w$ with
$\delta_{\theta}^{w}(w)=1-\operatorname{type}(w) \times[1 \ldots q] \times\{0,1,2\}$ and $\rho_{\theta}^{w}(w)=\rho(w)$.

- If $w$ is at height $h, T_{\theta}^{w}$ is a tree rooted at $w$ with $\delta_{\theta}^{w}(w)=1$-type $(w) \times[1 \ldots q] \times\{0,1,2\}$ and $\rho_{\theta}^{w}(w)=\rho(w)$.
Before defining the successors of $w$ in $T_{\theta}^{w}$ note that for every $(w, a, u) \in R$ we have $T_{\theta}^{u}$ which is the inductively constructed type based model rooted at $u$. Also, inductively we have $\delta_{\theta}^{u}(u)=1$-type $(u) \times[1 \ldots q] \times\{0,1,2\}$.

Now for every $a_{\Lambda}^{w} \in A^{w}$ let $\left\{b_{1} \ldots b_{q}\right\}$ be the corresponding witnesses as described above. For every successor $\left(w, a_{\Lambda}^{w}, u\right) \in R$ and for every $1 \leq e \leq q$ and $f \in\{0,1,2\}$, create a new copy of $T_{\theta}^{u}$ (call it $N^{(\Lambda, e, f)}$ ) and name its root as $u^{(\Lambda, e, f)}$. Now add $\delta_{\theta}^{w}(w)$ to $N^{(\Lambda, e, f)}$ at $u^{(\Lambda, e, f)}$ guided by $\Omega$ where $\Omega$ is defined as follows:

- For all $\Pi \in 1$-type $(w)$ we have $a_{\Pi}^{w} \in A^{w}$. Define $\Omega((\Pi, e, f))=\left(1-\operatorname{type}\left(u, a_{\Pi}^{w}\right), e, f\right)$.
- for all $k \leq q$ if 1 -type $\left(u, b_{k}\right)=\Pi$ then $\Omega\left(\left(\Pi, k, f^{\prime}\right)\right)=\left(1-\operatorname{type}\left(u, b_{k}\right), e, f\right)$ where $f^{\prime}=f+1 \bmod 3$.
- Let $f^{\prime}=f-1 \bmod 3$. For all $\Pi \in 1$-type $(w)$ let the witness set of $a_{\Pi}^{w}$ be $\left\{d_{1} \ldots d_{q}\right\}$. For all $l \leq q$ if 1-type $\left(w, d_{l}\right)=\Lambda$ then by $\Lambda_{3}$ component, there is some $a \in \delta(w)$ such that 2 -type $\left(w, d_{l}, a_{\Pi}^{w}\right)=2$-type $\left(w, a_{\Lambda}^{w}, a\right)$. Define $\Omega\left(\left(\Pi, l, f^{\prime}\right)\right)=(1$-type $(u, a), e, f)$.
= For all $\left(\Pi, e^{\prime}, f^{\prime}\right) \in \delta_{\theta}^{w}(w)$ if $\Omega\left(\Pi, e^{\prime}, f^{\prime}\right)$ is not yet defined, then set $\Omega\left(\Pi, e^{\prime}, f^{\prime}\right)=(1-$ $\left.\operatorname{type}\left(u, a_{\Pi}^{w}\right), e, f\right)$.
Add an edge $\left(w,(\Lambda, e, f), u^{(\Lambda, e, f)}\right)$ to $R_{\theta}^{w}$.
Note that $\Omega$ is well defined since the first three steps are defined for the indices $f,(f+1$ $\bmod 3)$ and $(f-1 \bmod 3)$ respectively, which are always distinct. Also note that $T_{\theta}^{r}$ is a model that satisfies bounded agent property. Thus, it is sufficient to prove that $T_{\theta}^{r}, r \models \theta$.

Claim. For every $w \in W$ at height $h$ and for all $\lambda \in \operatorname{SF}^{h}(\theta)$ the following holds:

1. Suppose $\lambda$ is a sentence and $M, w \models \lambda$ then $T_{\theta}^{w}, w \models \lambda$.
2. If $\operatorname{Fv}(\lambda) \subseteq\{x, y\}$ and for all $\Lambda, \Pi \in 1$-type $(w)$ if $M, w,\left[x \mapsto a_{\Lambda}^{w}, y \mapsto a_{\Pi}^{w}\right] \vDash \lambda$ then for all $1 \leq e \leq q$ and $f \in\{0,1,2\}$ we have $T_{\theta}^{w}, w,[x \mapsto(\Lambda, e, f), y \mapsto(\Pi, e, f)] \models \lambda$.

Note that the theorem follows from claim (1), since $\theta$ is sentence and $M, r \models \theta$.
The proof of the claim is by reverse induction on $h$. In the base case $h=\operatorname{md}(\theta)$ which implies $\lambda$ is modal free and hence is a DNF over literals. Thus, both the claims follow since $\rho(w)=\rho_{\theta}^{w}(w)$.

For the induction step, let $w$ be at height $h$. Now we induct on the structure of $\lambda$. Again if $\lambda$ is a literal then both the claims follow since $\rho(w)=\rho_{\theta}^{w}(w)$. The case of $\wedge$ and $\vee$ are standard.

For the case $\square_{x} \lambda$, we only need to prove claim(2). Now suppose $M, w,\left[x \mapsto a_{\Lambda}^{w}, y \mapsto\right.$ $\left.a_{\Pi}^{w}\right] \models \square_{x} \lambda$. Pick arbitrary $e$ and $f$. We need to prove that $T_{\theta}^{w}, w,[x \mapsto(\Lambda, e, f), y \mapsto$ $(\Pi, e, f)] \models \square_{x} \lambda$. Pick any $\left(w,(\Lambda, e, f), u^{(\Lambda, e, f)}\right) \in R_{\theta}^{w}$, then by construction we have $\left(w, a_{\Lambda}^{w}, u\right) \in R$ and since $M, w,\left[x \mapsto a_{\Lambda}^{w}, y \mapsto a_{\Pi}^{w}\right] \models \square_{x} \lambda$, we have $M, u,\left[x \mapsto a_{\Lambda}^{w}, y \mapsto\right.$ $\left.a_{\Pi}^{w}\right] \models \lambda$. Let $a_{\Pi^{\prime}}^{u} \in A^{u}$ such that $1-\operatorname{type}\left(u, a_{\Pi^{\prime}}^{u}\right)=1-\operatorname{type}\left(u, a_{\Pi}^{w}\right)$ and since $a_{\Lambda}^{w}$ is the incoming
edge of $u$, by $\Pi_{2}$ component, we have $2-\operatorname{type}\left(u, a_{\Pi}^{w}, a_{\Lambda}^{w}\right)=2$-type $\left(u, a_{\Pi^{\prime}}^{u}, a_{\Lambda}^{w}\right)$ and also $a_{\Lambda}^{w} \in$ $A^{u}$. Hence $M, u,\left[x \mapsto a_{\Lambda}^{w}, y \mapsto a_{\Pi^{\prime}}^{u}\right] \models \lambda$ and by induction hypothesis $T_{\theta}^{u}, u,[x \mapsto(1-$ $\left.\left.\operatorname{type}\left(u, a_{\Lambda}^{w}\right), e, f\right), y \mapsto\left(1-\operatorname{type}\left(u, a_{\Pi^{\prime}}^{u}\right), e, f\right)\right] \models \lambda$. Now by construction, at $u^{(\Lambda, e, f)}$ we have $\Omega(\Lambda, e, f)=\left(1-\operatorname{type}\left(w, a_{\Lambda}^{w}\right), e, f\right)$ and $\Omega(\Pi, e, f)=\left(1-\operatorname{type}\left(u, a_{\Pi^{\prime}}^{u}\right), e, f\right)$. Thus, by Lemma 12, $T_{\theta}^{w}, u^{(\Lambda, e, f)},[x \mapsto(\Lambda, e, f), y \mapsto(\Pi, e, f)] \models \lambda$. Hence, we have $T_{\theta}^{w}, w,[x \mapsto(\Lambda, e, f), y \mapsto$ $(\Pi, e, f)] \models \square_{x} \lambda$. The case for $\square_{y} \lambda$ is analogous.

For the case $\diamond_{y} \lambda$, again only claim(2) applies. Suppose $M, w,\left[x \mapsto a_{\Lambda}^{w}, y \mapsto a_{\Pi}^{w}\right] \models \diamond_{y} \lambda$. Now pick $e$ and $f$ appropriately. We need to prove that $T_{\theta}^{w}, w,[x \mapsto(\Gamma, e, f), y \mapsto(\Pi, e, f)] \models$ $\diamond_{y} \lambda$. By supposition, there is some $w \xrightarrow{a_{\Pi}^{w}} u$ such that $M, u,\left[x \mapsto a_{\Lambda}^{w}, y \mapsto a_{\Pi}^{w}\right] \models \lambda$. Using the argument similar to the previous case, we can prove that $T_{\theta}^{w}, u^{(\Lambda, e, f)},[x \mapsto(\Lambda, e, f), y \mapsto$ $(\Pi, e, f)] \models \lambda$ and hence $T_{\theta}^{w}, w,[x \mapsto(\Gamma, e, f), y \mapsto(\Pi, e, f)] \models \diamond_{y} \lambda$. The case of $\diamond_{x} \lambda$ is symmetric.

For the case $\exists y \lambda$ (where $x$ is free at the outer most level), for claim (2) first note that since $\theta$ is in the normal form, $\lambda$ is quantifier-safe. Also note that $\exists y \lambda=\chi_{i}$ for some $\chi_{i} \in E_{\theta}$. Now, suppose $M, w,\left[x \mapsto a_{\Lambda}^{w}\right] \models \exists y \lambda$ then we need to prove that $T_{\theta}^{w}, w,[x \mapsto(\Lambda, e, f)] \models \exists y \lambda$. Let the $i^{t h}$ witness of $a_{\Lambda}^{w}$ be $b_{i}$ and hence $M, w,\left[x \mapsto a_{\Lambda}^{w}, y \mapsto b_{i}\right] \models \lambda$. Let 1-type $\left(w, b_{i}\right)=\Pi^{\prime}$, we claim that $T_{\theta}^{w}, w,\left[x \mapsto(\Lambda, e, f), y \mapsto\left(\Pi^{\prime}, i, f^{\prime}\right)\right] \models \lambda$ where $f^{\prime}=f+1 \bmod 3$. Suppose not, then $\wedge$ and $\vee$ can be broken down and we get some module such that $M, w,[x \mapsto$ $\left.a_{\Lambda}^{w}, y \mapsto b_{i}\right] \models \Delta_{z} \lambda^{\prime}$ and $T_{\theta}^{w}, w,\left[x \mapsto(\Lambda, e, f), y \mapsto\left(\Pi^{\prime}, i, f^{\prime}\right)\right] \not \vDash \Delta_{z} \lambda^{\prime}$ where $\Delta \in\{\square, \diamond\}$ and $z \in\{x, y\}$. Assume $\Delta=\square$ and $z=x$ (other cases are analogous). This implies $T_{\theta}^{w}, w,\left[x \mapsto(\Lambda, e, f), y \mapsto\left(\Pi^{\prime}, i, f^{\prime}\right)\right] \models \diamond_{x} \neg \lambda^{\prime}$ and hence there is some $w \xrightarrow{(\Lambda, e, f)} u^{(\Lambda, e, f)}$ such that $\left.T_{\theta}^{w}, u^{(\Lambda, e, f)},\left[x \mapsto(\Lambda, e, f), y \mapsto\left(\Pi^{\prime}, i, f^{\prime}\right)\right] \models \neg \lambda^{\prime} *^{*}\right)$. By construction, there is a corresponding $w \xrightarrow{a_{\Lambda}^{w}} u$ in $M$. Now since $M, w,\left[x \mapsto a_{\Lambda}^{w}, y \mapsto b_{i}\right] \models \square_{x} \lambda^{\prime}$, we have $M, u,[x \mapsto$ $\left.a_{\Lambda}^{w}, y \mapsto b_{i}\right] \models \lambda^{\prime}$. Let $b_{i}^{\prime} \in A^{u}$ such that 1-type $\left(u, b_{i}\right)=1$-type $\left(u, b_{i}^{\prime}\right)$. Since $a_{\Lambda}^{w}$ is the incoming edge to $u$ by $\Pi_{2}^{\prime}$ component, we have 2 -type $\left(u, b_{i}, a_{\Lambda}^{w}\right)=2$-type $\left(u, b_{i}^{\prime}, a_{\Lambda}^{w}\right)$ and $a_{\Lambda}^{w} \in A^{u}$. Thus, $M, u,\left[x \mapsto a_{\Lambda}^{w}, y \mapsto b_{i}^{\prime}\right] \models \lambda^{\prime}$ and by induction hypothesis, $T_{\theta}^{u}, u,[x \mapsto(\Lambda, e, f), y \mapsto$ (1$\left.\left.\operatorname{type}\left(u, b_{i}^{\prime}\right), e, f\right)\right] \models \lambda^{\prime}$. Again by construction, at $u$ we have $\Omega((\Lambda, e, f))=(\Lambda, e, f)$ and $\Omega\left(\left(\Pi^{\prime}, i, f^{\prime}\right)\right)=\left(1\right.$-type $\left.\left(u, b_{i}^{\prime}\right), e, f\right)$ and hence by Lemma $12, T_{\theta}^{w}, u^{(\Lambda, e, f)},[x \mapsto(\Lambda, e, f), y \mapsto$ $\left.\left(\Pi^{\prime}, i, f^{\prime}\right)\right] \models \lambda^{\prime}$ which is a contradiction to $\left(^{*}\right)$. The case of $\exists y \lambda$ is analogous.

For the case of $\forall x \lambda$ (where $y$ is free at the outer most level), suppose $M, w,\left[y \mapsto a_{\Pi}^{w}\right] \models$ $\forall x \lambda$. We need to prove that $T_{\theta}^{w}, w,[y \mapsto(\Pi, e, f)] \models \forall x \lambda$. Pick any $\left(\Lambda^{\prime}, e^{\prime}, f^{\prime}\right) \in \delta_{\theta}^{w}(w)$, now we claim $T_{\theta}^{w}, w,\left[x \mapsto\left(\Lambda^{\prime}, e^{\prime}, f^{\prime}\right), y \mapsto(\Pi, e, f)\right] \models \lambda$ (otherwise, like in the previous case, since $\lambda$ is quantifier-safe, we can reach a module where they differ and obtain a contradiction). The case $\forall y \lambda$ is analogous.

Finally we come to sentences which are relevant for claim (1). Note that in the normal form, at the outermost level, a sentence will have only literals or formulas of the form $\forall x \exists y \psi_{l}$ or $\forall x \forall y \varphi$.

For the case $M, w \models \forall x \exists y \psi_{l}$, let $\forall x \exists y \psi_{l}$ be $i^{t h}$ formula in $E_{\theta}$. We need to prove $T_{\theta}^{w}, w \models \forall x \exists y \psi_{l}$. Pick any $(\Lambda, e, f) \in \delta_{\theta}^{w}(w)$ and we have $a_{\Lambda}^{w} \in A^{w}$. Let the $i^{t h}$ witness for $a_{\Lambda}^{w}$ be $b_{i}$. Thus we have $M, w,\left[x \mapsto a_{\Gamma}, y \mapsto b_{i}\right] \models \psi_{l}$. Let 1-type $\left(w, b_{i}\right)=\Pi^{\prime}$. Again we claim that $T_{\theta}^{w}, w,\left[x \mapsto(\Gamma, e, f), y \mapsto\left[\Pi^{\prime}, e, f^{\prime}\right)\right] \models \psi_{l}$ where $f^{\prime}=f+1 \bmod 3$. Suppose not, again $\wedge$ and $\vee$ can be broken down and we get some module such that $M, w,[x \mapsto$ $\left.a_{\Lambda}^{w}, y \mapsto b_{i}\right] \models \Delta_{z} \lambda^{\prime}$ and $T_{\theta}^{w}, w,\left[x \mapsto(\Lambda, e, f), y \mapsto\left(\Pi^{\prime}, i, f^{\prime}\right)\right] \not \vDash \Delta_{z} \lambda^{\prime}$ where $\Delta \in\{\square, \diamond\}$ and $z \in\{x, y\}$. Assume $\Delta=\diamond$ and $z=y$ (other cases are analogous). This implies $T_{\theta}^{w}, w,[x \mapsto$
$\left.(\Lambda, e, f), y \mapsto\left(\Pi^{\prime}, i, f^{\prime}\right)\right] \models \square_{y} \neg \lambda^{\prime}(*)$. Now let $a_{\Pi^{\prime}}^{w} \in A^{w}$ such that 1-type $\left(w, a_{\Pi^{\prime}}^{w}\right)=1$ $\operatorname{type}\left(w, b_{i}\right)=\Pi^{\prime}$. Thus by $\Pi_{3}^{\prime}$ component, there is some $d \in \delta_{\theta}^{w}$ such that 2 -type $\left(w, a_{\Pi^{\prime}}^{w}, d\right)=2$ $\operatorname{type}\left(w, b_{i}, a_{\Lambda}^{w}\right)$ and hence $M, w,\left[x \mapsto d, y \mapsto a_{\Pi^{\prime}}^{w}\right] \models \diamond_{y} \lambda^{\prime}$. Hence there is some $w \xrightarrow{a_{\Pi^{\prime}}^{w}} u$ such that $M, u,\left[x \mapsto d, y \mapsto a_{\Pi^{\prime}}^{w}\right] \models \lambda^{\prime}$. Now let 1-type $(u, d)=1$-type $\left(u, d^{\prime}\right)$ such that $d^{\prime} \in A^{u}$ and since $a_{\Pi^{\prime}}^{w}$ is the incoming edge, we have $M, u,\left[x \mapsto d^{\prime}, y \mapsto a_{\Pi^{\prime}}^{w}\right] \models \lambda^{\prime}$ and by induction hypothesis, $T_{\theta}^{u}, u,\left[x \mapsto\left(1-\operatorname{type}\left(u, d^{\prime}\right), i, f^{\prime}\right), y \mapsto\left(1-\operatorname{type}\left(u, a_{\Pi^{\prime}}^{w}\right), i, f^{\prime}\right)\right] \models \lambda^{\prime}$ and while constructing $u^{\left(\Pi^{\prime}, i, f^{\prime}\right)}$ (case 3 applies for $a_{\Lambda}^{w}$ since its $i^{\text {th }}$ witness has same 1-type as $\left.a_{\Pi^{\prime}}^{w}\right)$ we have $\Omega\left(\left(\Lambda, e, f^{\prime}-1\right)\right)=\left(1-\operatorname{type}\left(u, d^{\prime}\right), i, f^{\prime}\right)$. Thus by Lemma $12\left(\right.$ since $\left.f^{\prime}-1=f\right)$, $T_{\theta}^{w}, u^{\left(\Pi^{\prime}, i, f^{\prime}\right)},\left[x \mapsto(\Lambda, e, f), y \mapsto\left(\Pi^{\prime}, i, f^{\prime}\right)\right] \models \lambda^{\prime}$ which contradicts $\left(^{*}\right)$.

Finally, for the case $\forall x \forall y \varphi$ suppose $M, w \models \forall x \forall y \varphi$, then for any $(\Gamma, e, f),\left(\Delta, e^{\prime}, f^{\prime}\right) \in$ $\delta_{\theta}^{w}(w)$ we claim that $T_{\theta}^{w}, w,\left[x \mapsto(\Gamma, e, f), y \mapsto\left(\Delta, e^{\prime}, f^{\prime}\right)\right] \models \varphi$ (else again, go to the smallest module and prove contradiction).

Note that in the type based model, at any world $w$ we have $\left|\delta_{\theta}^{w}\right|=2^{2^{O(|I F(\theta)|)}}$. Now if we start with a PTML ${ }^{2}$ formula $\varphi$, then though its corresponding equi-satisfiable formula $\theta$ is exponentially larger, the number of distinct subformulas in $\theta$ is still linear in the size of $\varphi$.

- Corollary 14. TML ${ }^{2}$ satisfiability is in 2-EXPSPACE.

Proof. Any TML ${ }^{2}$ formula $\alpha$ is satisfiable iff (by Prop.6) its corresponding PTML ${ }^{2}$ translation $\varphi$ is satisfiable iff (by Theorem 13) the corresponding normal form $\theta$ of $\varphi$ is satisfiable over agent set $D$ of size $2^{2^{O(|\varphi|)}}$ iff (by Prop. 4) $\hat{\theta} \in \mathrm{PTML}^{2}$ is satisfiable in a constant domain model over $D$.

Thus we can expand the quantifiers of $\hat{\theta}$ by corresponding $\bigwedge$ and $\bigvee$ for $\forall$ and $\exists$ respectively and we get a propositional multi-modal formula. This satisfiability is in PSPACE. But in terms of the size of the formulas, $|\hat{\theta}|=2^{2^{|\alpha|^{2}}}$. Thus we have a 2-EXPSPACE algorithm.

### 3.3 Example

We illustrate the construction of type based models with an example. Consider the $\mathrm{PTML}^{2}$ sentence $\theta:=\forall x \square_{x} \square_{x} \perp \wedge \forall x \exists y\left(\square_{x}\left(\diamond_{y}(\neg p) \wedge \exists y \diamond_{y} p\right)\right)$ which is in FSNF DNF. Let $M$ be the model described in Fig. 1 where

- $W=\{r\} \cup\left\{u^{i}, v^{i}, w^{i} \mid i \in \mathcal{N}\right\}$
- $D=\mathcal{N}$
- $\delta(r)=\{2 i \mid i \in \mathcal{N}\}$ (all even numbers) and $\delta\left(w^{i}\right)=\delta\left(u^{i}\right)=\delta\left(v^{i}\right)=\mathcal{N}$
- $R=\left\{\left(r, 2 i, w^{i}\right),\left(w^{i}, 2 i+1, u^{i}\right),\left(w^{i}, 2 i+2, v^{i}\right) \mid i \in \mathcal{N}\right\}$
- $\rho(r)=\rho\left(w^{i}\right)=\rho\left(v^{i}\right)=\emptyset$ and $\rho\left(u^{i}\right)=p$ for all $i \in \mathcal{N}$.

- Figure 1 Given model such that $M, r \vDash \theta$.


Figure 2 Corresponding bounded agent model with $M^{\prime}, r \models \theta . a_{i}^{j}, b_{i}^{j}, c_{i}^{j}$ corresponds to agents with $1 \leq j \leq 2$ and $i \in\{0,1,2\}$. The edge $a_{i}^{j}, b_{i}^{j}, c_{i}^{j}$ indicate one successor for every $1 \leq j \leq 2$ and $i \in\{0,1,2\}$.

Clearly, $M, r \models \theta$. Let $f^{r}: D_{r} \mapsto D_{r}$ be defined by $f^{r}(2 i)=2 i+2$ and at all $w^{i}$, $g^{i}(j)=2 i+1$ for all $i \in \mathcal{N}$ be the two (relevant) witness functions. The one and two types at every world are described as follows:

At leaf nodes $u^{i}$ and $v^{i}$ there is only one distinct one type and two types. At $w^{i}$, note that $r \xrightarrow{2 i} w_{i}$ is the incoming edge and only $2 i+1$ and $2 i+2$ have outgoing edges. Thus, there are 3 distinct 1-type members at $w^{i}$, each for $(2 i+1),(2 i+2)$ and [the rest]. Let $b, c, d$ be the respective types. Finally at the root again we have only a single distinct type (call it $a)$.

Since there are 2 existential formulas, the root of the type based model has $(1 \times 2 \times 3)=6$ agents let it be $\left\{a_{f}^{e} \mid 1 \leq e \leq 2,0 \leq f \leq 2\right\}$ and 0 be the representative. At $w^{0}$ we have $(3 \times 2 \times 3)=18$ agents. Let the representatives be $1,2,0$ for $b, c, d$ respectively. Note that we cannot pick any other representative for [the rest] other than 0 since 0 is the incoming edge to $w^{0}$. Let the bounded agent set be $\left\{b_{f}^{e}, c_{f}^{e}, d_{f}^{e} \mid 1 \leq e \leq 2,0 \leq f \leq 2\right\}$. The corresponding bounded model $M^{\prime}$ is described in Figure 2. It can be verified that $M^{\prime}, r \models \theta$.

## 4 Discussion

We have proved that the two variable fragment of PTML ${ }^{2}$ (and hence $\mathrm{TML}^{2}$ ) is decidable. The upper bound shown is in 2-EXPSPACE. A NEXPTIME lower bound follows since $\mathrm{FO}^{2}$ satisfiability can be reduced to PTML ${ }^{2}$ satisfiability. We believe that by careful management of the normal form, space can be reused and the upper bound can in fact be brought down by one exponent. That would still leave a significant gap between lower and upper bounds to be addressed in future work.

We can also prove that addition of constants makes PTML ${ }^{2}$ undecidable. In fact, with the addition of a single constant $\mathbf{c}$ we can use $\square_{\mathbf{c}}$ to simulate the "free" $\square$ of FOML ${ }^{2}$, thus yielding undecidability. When it comes to equality, the situation is more tricky: note that we can no longer use model extension (Def. 11 and Lemma 12) since equality might restrict the number of agents at every world.

The most important issue is expressiveness. What kind of accessibility relations or model classes can be characterized by 2 -variable TML? This is unclear, but there are sufficiently intriguing examples and applications making the issue an interesting challenge.
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#### Abstract

One of the most important open problems in finite model theory is the question whether there is a logic characterising efficient computation. While this question usually concerns Ptime, it can also be applied to other complexity classes, and in particular to Logspace which can be seen as a formalisation of efficient computation for big data. One of the strongest candidates for a logic capturing Ptime is Choiceless Polynomial Time (CPT). It is based on the idea of choiceless algorithms, a general model of symmetric computation over abstract structures (rather than their encodings by finite strings). However, there is currently neither a comparably strong candidate for a logic for Logspace, nor a logic transferring the idea of choiceless computation to Logspace.

We propose here a notion of Choiceless Logarithmic Space which overcomes some of the obstacles posed by Logspace as a less robust complexity class. The resulting logic is contained in both Logspace and CPT, and is strictly more expressive than all logics for Logspace that have been known so far. Further, we address the question whether this logic can define all LogSPAcE-queries, and prove that this is not the case.


2012 ACM Subject Classification Theory of computation $\rightarrow$ Finite Model Theory
Keywords and phrases Finite Model Theory, Logics for Logspace, Choiceless Computation
Digital Object Identifier 10.4230/LIPIcs.MFCS.2019.31

## 1 Introduction

The probably most fundamental problem of finite model theory concerns the question whether there exist logics that precisely characterise the efficiently computable queries on finite structures. Usually this problem is called the quest for a logic for polynomial time [15], a problem originally posed by Chandra and Harel [5] and later made more precise by Gurevich [19]. But Ptime is just one, although certainly the most common, complexity class to capture the intuitive notion of efficient computability. Another important such class is LOGSPACE, which formalises efficient computation over large data sets with significantly smaller working memory, and may thus be viewed as a notion of efficient computability for big data. When Chandra and Harel [5] enquired about a logical characterization of the Ptime-queries, they already asked about Logspace as well, and since then, a number of logics have been proposed that capture relevant parts of LOGSPace. We briefly compare the state of the art on the quests for logics for Ptime and Logspace, respectively.

Logics for polynomial time. For Ptime, the logic of reference is fixed-point logic with counting (FPC), which has first been proposed informally by Immerman [20] and then made precise in [11]. It extends first-order logic by fixed-point operators and counting terms and actually comes rather close to being a logic for polynomial time. It is strong enough to express many of the algorithmic techniques leading to polynomial-time procedures and it captures PTIME on many interesting classes of structures, including planar graphs, structures of bounded tree width, and actually all classes of graphs with an excluded minor [16]. For
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a recent survey on FPC, see [6]. Nevertheless there are important problems that separate Ptime from FPC. The first of these, which still is an interesting benchmark problem for logics in Ptime, has been the CFI-query due to [4]. Other examples are efficiently solvable variants of the graph isomorphism problem or problems from linear algebra such as solving linear equation systems over finite fields or rings [2]. To handle such examples, several more powerful logics than FPC have been proposed, including for instance rank logic [7, 12].

However, the most promising candidate for a logic for Ptime is Choiceless Polynomial Time (CPT), introduced by Blass, Gurevich, and Shelah [3]. There are several different presentations of CPT (see e.g. [9, 10, 22, 25]). The original intention was to explore a model for efficient computations on finite structures which preserve symmetries at every step in the computation. This prohibits the explicit introduction of an ordering or, equivalently, arbitrary choices between indistinguishable elements of the input structure or of the current state. Such choices appear in many algorithms of fundamental importance, including depth-first search, Gaussian elimination, and many more. CPT is based on a computation model that avoids symmetry breaking choices, but allows essentially everything else, including parallelism and "fancy data structures", as long as all operations can be carried out in polynomial time. It works, given a finite structure, on its extension by all hereditarily finite sets over its universe, which may be seen as a powerful higher-order data structure. Choiceless Polynomial Time is the restriction of this model to polynomial-time resources. It is known that CPT is strictly more powerful than fixed-point logic with counting. In particular, CPT can express several variants of the CFI-queries that are not expressible in FPC and, more generally, CPT captures polynomial time over interesting classes of structures over which FPC fails to do so $[1,8,23]$. Nevertheless it is still open whether CPT captures Ptime on arbitrary finite structures. We refer to $[9,22,26]$ for more information on CPT.

Logics for logarithmic space. The state of the art concerning logics for Logspace is less advanced than for Ptime. On ordered structures, Logspace can be captured by DTC, the extension of first-order logic by deterministic transitive closures [21]. A more elegant variant is the symmetric transitive closure logic STC, whose evaluation in Logspace however depends on the highly non-trivial algorithm by Reingold [24] for undirected graph reachability. But even with an added counting operation, STC does not capture Logspace on arbitrary structures, and again this can be proved by the CFI-query. Some of the shortcomings of transitive closure logics are elegantly countered by the logic LREC (short for L-recursion), especially in its stronger variant, called $\mathrm{LREC}_{=}$in the literature [17, 18]. The core of LREC is an elaborate recursion operator, augmented by a mechanism defining symmetric transitive closures to obtain closure under interpretations. However, although LREC captures LOGSPACE on a larger class of structures than transitive closure logics, it is still contained in FPC and thus does not capture LOGSPACE on arbitrary finite structures.

There has, up to now, not really emerged a convincing logspace-analogue of Choiceless Polynomial Time, and also no other really serious candidate for a logic for Logspace. So some natural questions arise: "What is Choiceless Logspace? What expressive power does it have, and could it actually capture all of LOGSPACE?" Addressing these questions, we propose a notion of Choiceless Logspace. We prove that this provides a logic that is indeed contained in both CPT and Logspace. Moreover, it is strictly more powerful than all LOgSPACE-logics known so far, including (the strong variant of) LREC. However, it turns out that even this logic fails to capture all LogSpace queries, which leads to the more general question of what would be a suitable notion of efficient choiceless computation for big data.

Sets of logarithmic size. Towards such a definition, we first note that the obvious, but naïve attempt fails. Since CPT permits polynomially many computation steps using only sets whose transitive closures contain polynomially many objects, the naïve approach would simply discard the time bound and allow sets with a transitive closure of logarithmically many objects. But this would make it possible to define sets containing logarithmically many atoms, which admits no straightforward evaluation in LOGSPACE: to represent such a set, one would store every atom as a number with logarithmically many bits, so one would actually have to represent logarithmically many numbers of logarithmic size. Unless Logspace $=\mathrm{NC}^{2}$, this should not be possible.

The central question is thus what it means that a set is of logarithmic size. Even though choiceless computation is invariant under encodings, already the size of an atom depends on its encoding. On an ordered encoding of a structure, every atom can be referenced by a binary string with logarithmically many bits. On the basis of this straightforward encoding, a logspace algorithm could only store constantly many atoms at a time, so a set of logarithmic size would be a set whose transitive closure is bounded by a constant. In fact, many standard logspace algorithms operate with a bounded number of storage locations, each of which can store an object with logarithmically many bits, typically an element of the input structure or a number that is polynomially bounded by the size of the input structure. A previous approach to defining choiceless logarithmic space [13, 27] has operated on exactly these "bounded sets". It corresponds to a logic, denoted here BDTC, that provides an operator for deterministic transitive closures over bounded sets. In its original version, BDTC lacks the ability to count, but besides that it has more fundamental deficiencies. Indeed, the assumption that a set of logarithmic size can only contain constantly many atoms does not take into account that there are alternative ways to represent atoms, and logspace algorithms that operate in a more sophisticated manner, using an unbounded number of storage locations such as the algorithm for tree isomorphism or Reingold's algorithm for undirected graph reachability. It is, for instance, possible to store the unique root of a tree in constant space by just storing its defining property. In a structure with a unary predicate $P$, every atom in $P$ can be represented as "the $k$ th element of $P$ ", so the size of the atom representation is logarithmic in $|P|$ instead of the size of the whole structure. The size of an atom with respect to LOGSPACE-algorithms can hence vary depending on its representation.

Towards Choiceless Logspace. This observation leads to the main idea behind CLogspace, the logic we shall introduce: When evaluating formulae with logarithmic bounds, we do not assume a fixed size for every atom. Therefore, the sizes of atoms are part of the semantics and, consequently, the logic is evaluated over size-annotated hereditarily finite sets.

Atoms can be represented using logical formulae. We introduce terms "Atoms. $\varphi$ " in our logic to make sure that, whenever a set of atoms is defined, that definition is guarded by a formula. The size of the atoms in that set will then be defined assuming that every atom is represented as "the $i$ th entry of the $k$ th tuple satisfying $\varphi$ ". So the size of every hereditarily finite object will depend on the terms of the form Atoms. $\varphi$ generating the atoms in its transitive closure. However, this way of defining atoms does not allow unbounded recursion. We therefore add (a modified version of) the recursion operator from LREC to our logic. But, just like in CPT, iterated creation of sets is necessary to obtain a formalism that is stronger than common logics. Consequently, our logic also incorporates CPT-style iteration with some modifications mimicking the behaviour of LOGSPACE-algorithms.

In a nutshell, Choiceless LogSpace in our sense means iteration and recursion over hereditarily finite sets of logarithmic size, where the size of each atom is derived from its representation through a formula.

## 2 Choiceless Logarithmic Space and Choiceless Polynomial Time

In this section we present the precise definition of CLogspace. Readers familiar with Choiceless Polynomial Time will recall that it is evaluated with the data structure of all hereditarily finite objects over the given input structure.

The elements of the universe $A$ of an input structure $\mathbf{A}$ are assumed to be atoms, i. e. not sets, and an object is an atom or a set. A set $a$ is transitive if $\in$ is a transitive relation on $a$, which means that all elements of $a$ are either subsets of $a$ or atoms. The transitive closure $\operatorname{tc}(a)$ of an object $a$ is the smallest transitive set $b$ with $a \in b$. An object $a$ is hereditarily finite if $\operatorname{tc}(a)$ is finite. Given a set $A$ of atoms, $\operatorname{HF}(A)$ is the collection of hereditarily finite objects over $A$, i. e. the set of all objects $x$ such that $x \in A$ or $x$ is a hereditarily finite set such that all atoms in $\operatorname{tc}(x)$ are elements of $A$.

Choiceless Logspace is evaluated over size-annotated hereditarily finite sets where a size annotation is a function assigning (in a consistent way) a size to every element of the transitive closure of the given set. The definition of sizes guarantees that a set of logarithmic size can be represented in LOGSPACE in a straightforward way.

- Definition 1. Let $\mathbf{A}$ be a $\sigma$-structure and $a \in \operatorname{HF}(A)$. A function $s: \operatorname{tc}(a) \rightarrow \mathbb{N}$ is a size annotation of $a$ if, for each set $b \in \operatorname{tc}(a), s(b)=1+\sum_{c \in b} s(c)$. The set of size-annotated hereditarily finite objects is $\operatorname{SHF}(A):=\left\{\left(a, s_{a}\right): a \in \operatorname{HF}(A)\right.$ and $s_{a}$ is a size annotation of $\left.a\right\}$. For size annotations $\left(a, s_{a}\right),\left(b, s_{b}\right)$, we say that $\left(b, s_{b}\right) \in\left(a, s_{a}\right)$ if $b \in a$ and $s_{b}=s_{a} \upharpoonright \operatorname{tc}(b)$.

Note that a size annotation is completely determined by the values it assigns to the atoms. In particular, for a pure set $a \in \operatorname{HF}(A)$, with $\operatorname{tc}(a) \cap A=\emptyset$, there is a unique size annotation, which we denote by $\operatorname{ann}_{a}$. Further, the size annotation yields an upper bound for the size of the transitive closure. As atoms may have size 0 , conclude that $|\operatorname{tc}(a) \backslash A| \leq s(a)$ for any size annotation $s$ of $a$.

We now formulate a high-level definition of the logic CLogspace, and then proceed to make precise, and explain, its ingredients step by step.

- Definition 2 (Choiceless Logarithmic Space). The logic CLogspace is defined by rules for ordinary terms and formulae, iteration terms and recursion formulae as follows. If $t$ is a term and $\varphi$ is a formula according to these rules, and $f$ is a function $f: n \mapsto c \log n$ for $c \in \mathbb{N}$, then $(t, f)$ is a CLogspace-term, and $(\varphi, f)$ is a CLogspace-formula .

The function $f$ only plays a role in defining the semantics of iteration terms. Otherwise the semantics is just given by the semantics of $t$ and $\varphi$, respectively.

We first explain ordinary terms and formulae which provide the basic operations for constructing sets.

- Definition 3 (Syntax). Ordinary terms and formulae over a vocabulary $\sigma$ are defined inductively as follows:
- $\emptyset$ is a term, and every variable $x$ is a term,
- if $\varphi \in \mathrm{FO}[\sigma]$ with at least one free variable, then Atoms. $\varphi$ is a term,
- if $t_{1}, t_{2}$ are terms, then $\operatorname{Union}\left(t_{1}\right)$, $\operatorname{Unique}\left(t_{1}\right)$, $\operatorname{Pair}\left(t_{1}, t_{2}\right)$, and $\operatorname{Card}\left(t_{1}\right)$ are terms,
- for $R \in \sigma$ and terms $t_{1}, \ldots, t_{k}$, the expressions $t_{1}=t_{2}, t_{1} \in t_{2}$, and $R t_{1} \ldots t_{k}$ are formulae,
- Boolean combinations of formulae are formulae,
- if $p$ and $q$ are terms and $\varphi$ is a formula, then $\{p: x \in q: \varphi\}$ is a (comprehension) term.

The free variables free $(t)$ of a term or formula $t$ are defined as usual, where, in the term $t:=\{p: x \in q: \varphi\}, x$ occurs free in $p$ and $\varphi$ and bound in $t$. We therefore write $\{p(x): x \in q: \varphi(x)\}$.

Counting. The terms $\operatorname{Card}(t)$ define cardinalities of sets. Since the cardinality of sets of polynomial size can be computed in Logspace, von Neumann ordinals, which represent cardinalities in Choiceless Polynomial Time, are in general too large for our purposes. Therefore cardinalities will be denoted by a set encoding of their binary representation. For this purpose, we assume the short form $\langle a, b\rangle=\{a,\{a, b\}\}$ of Kuratowski pairs. This will make sure that every word of length two is represented by a set with two elements and can thus be distinguished from bitset(0) and bitset(1).

- Definition 4. We define the function bitset: $\{0,1\}^{+} \rightarrow \mathrm{HF}(\emptyset)$ by setting $\operatorname{bitset}(0):=\emptyset$, $\operatorname{bitset}(1):=\{\emptyset\}$, and $\operatorname{bitset}(b w)=\langle\operatorname{bitset}(b)$, $\operatorname{bitset}(w)\rangle$ for $b \in\{0,1\}$ and $w \in\{0,1\}^{+}$.

If $n \in \mathbb{N}$, let $\operatorname{bitset}(n)$ denote $\operatorname{bitset}(\operatorname{bin}(n))$, where $\operatorname{bin}(n)$ is the binary representation of $n$, with $2^{0}$ as the right-most bit and without leading zeroes.

It follows from the definition that the function bitset is injective. This representation of numbers keeps their size logarithmic with respect to their unique size annotation. More precisely, a simple induction on $|w|$ shows:

- Lemma 5. Let $s: \operatorname{tc}(\operatorname{bitset}(w)) \rightarrow \mathbb{N}$ be a size annotation for $w \in\{0,1\}^{+}$. Then $s(\operatorname{bitset}(w)) \leq 6|w|$.

Semantics of ordinary terms and formulae. Evaluation over size-annotated objects means that the value of every term is equipped with a size annotation. Hence, also the values of free variables have to incorporate size annotations. Recall that a size annotation defines a size for every element of the transitive closure of an object, which is uniquely determined by the sizes associated with the atoms. Unless the size of an atom is given externally through a free variable, its size originates from the term defining it. The only way to define atoms directly will be with terms of the form Atoms.$\varphi$.

We assume every atom to be represented as "the $i$ th entry of the $k$ th tuple satisfying $\varphi "$ Both $\varphi$ and $i$ are of constant size, since $\varphi$ is a part of the term. So we can assume that, up to an additive constant, such an atom can be written as a number with $\log k$ bits where $k$ is bounded by the number of tuples satisfying $\varphi$. This number is the size we assign to every atom defined that way. If an atom occurs in the values of multiple subterms, it may have multiple sizes that contribute to the value of the term. In that case, the minimal size is picked, which is formalised as follows:

- Definition 6. Let $S \subseteq \operatorname{SHF}(A)$ be a set of size-annotated hereditarily finite sets. We denote by $S_{\mathrm{SHF}}$ the pair $\left(s, \mathrm{ann}_{s}\right)$ where $s=\left\{s^{\prime}:\left(s^{\prime}, \mathrm{ann}_{s^{\prime}}\right) \in S\right\}$ and $\mathrm{ann}_{s}$ is the unique size annotation of $s$ with $\operatorname{ann}_{s}(a)=\min \left\{\operatorname{ann}_{s^{\prime}}(a):\left(s^{\prime}, \operatorname{ann}_{s^{\prime}}\right) \in S\right\}$ for every atom $a \in \operatorname{tc}(s)$.
- Definition 7 (Semantics of ordinary terms). Let $\mathbf{A}$ be a $\sigma$-structure and let $\beta: X \rightarrow \operatorname{SHF}(A)$ be a variable assignment. For $\alpha \in \operatorname{SHF}(A)$, we write $\beta[x \mapsto \alpha]: X \cup\{x\} \rightarrow \operatorname{SHF}(A)$ to denote the function that behaves like $\beta$ on $X \backslash\{x\}$ and maps $x$ to $\alpha$. For an ordinary $\sigma$-term $t$ (with free $(t) \subseteq X$ ), we define the value $t^{\mathbf{A}, \beta}=\left(\llbracket t \rrbracket^{\mathbf{A}, \beta}, \operatorname{ann}_{t}^{\mathbf{A}, \beta}\right) \in \operatorname{SHF}(A)$ as follows:
- $\emptyset^{\mathbf{A}, \beta}=(\emptyset, \emptyset \mapsto 1)$, and $x^{\mathbf{A}, \beta}=\beta(x)$ for any variable $x$.
- For $t=$ Atoms.$\varphi$ with $\varphi \in \operatorname{FO}[\sigma]$, let $\llbracket t \rrbracket^{\mathbf{A}, \beta}=\{a: \mathbf{A} \models \varphi(a)\}$ if $\mid$ free $(\varphi) \mid=1$, and $\llbracket t \rrbracket^{\mathbf{A}, \beta}=\left\{\left\{\left\langle\operatorname{bitset}(1), a_{1}\right\rangle, \ldots,\left\langle\operatorname{bitset}(k), a_{k}\right\rangle\right\}: \mathbf{A} \models \varphi\left(a_{1}, \ldots, a_{k}\right)\right\}$ otherwise. In both cases $\mathrm{ann}_{t}^{\mathbf{A}, \beta}$ is generated by mapping every occurring atom a to $\log \left|\llbracket t \rrbracket^{\mathbf{A}, \beta}\right|$.
- If $t=\operatorname{Pair}\left(t_{1}, t_{2}\right)$, then $t^{\mathbf{A}, \beta}=\left\{t_{1}^{\mathbf{A}, \beta}, t_{2} \mathbf{A}, \beta\right\}_{\text {SHF }}$.
- If $t=\operatorname{Unique}\left(t^{\prime}\right)$, then $t^{\mathbf{A}, \beta}=\left(a, \operatorname{ann}_{t^{\prime}}^{\mathbf{A}, \beta} \upharpoonright \operatorname{tc}(a)\right)$ if $\llbracket t^{\prime} \rrbracket^{\mathbf{A}, \beta}=\{a\}$ and $t^{\mathbf{A}, \beta}=(\emptyset, \emptyset \mapsto 1)$ otherwise.
- If $t=\operatorname{Union}\left(t^{\prime}\right)$, then $\llbracket t \rrbracket^{\mathbf{A}, \beta}=\bigcup_{b \in \llbracket t^{\prime} \rrbracket^{\mathbf{A}, \beta}} b$ and $\operatorname{ann}_{t}^{\mathbf{A}, \beta}=\operatorname{ann}_{t^{\prime}}^{\mathbf{A}, \beta} \upharpoonright \llbracket t \rrbracket^{\mathbf{A}, \beta}$.
- If $t=\operatorname{Card}\left(t^{\prime}\right)$, then $\llbracket t \rrbracket^{\mathbf{A}, \beta}=\operatorname{bitset}\left(\left|\llbracket t^{\prime} \rrbracket^{\mathbf{A}, \beta}\right|\right)$, and $\operatorname{ann}_{t}^{\mathbf{A}, \beta}=\operatorname{ann}_{\llbracket t \rrbracket^{\mathbf{A}, \beta}}$.
- If $t=\{p: x \in q: \varphi\}$, then $t^{\mathbf{A}, \beta}=\left\{p^{\mathbf{A}, \beta[x \mapsto a]}: a \in q^{\mathbf{A}, \beta}: \mathbf{A}, \beta[x \mapsto a] \models \varphi\right\}_{\text {SHF }}$.

For a $\sigma$-formula $\varphi$, the truth value of $\mathbf{A}, \beta \models \varphi$ is defined in the obvious way.
We denote the size $\operatorname{ann}_{t}^{\mathbf{A}, \beta}\left(\llbracket t \rrbracket^{\mathbf{A}, \beta}\right)$ assigned to the value of a term $t$ by $\|t\|^{\mathbf{A}, \beta}$. Further, we write true ${ }^{k}$ to denote a tautology with $k$ free variables, true for true ${ }^{1}$ and Atoms instead of Atoms.true. Then Atoms.true ${ }^{k}$ defines the set of all $k$-tuples over the input structure.

Iteration terms. Ordinary terms and formulae cannot define arbitrarily nested sets. This is achieved by constructing sets using fixed-point iteration.

- Definition 8 (Syntax of iteration terms). If $u$ and $x$ are variables and $t$ is a term, then $\left[t_{u}\right]^{*}(x)$ is an iteration term with free variables $\{x\} \cup$ free $(t) \backslash\{u\}$.

The fixed-point iteration starts with the object given by the free variable $x$, and the variable $u$ is usually a free variable of $t$, whose value is the previous stage of the iteration. To ensure LOGSPACE-computability, the fixed point is computed only if the logarithmic bound given as part of the term is satisfied by all intermediate stages. The value of an iteration term is not the fixed point itself, but the set of all stages up to that point.

- Definition 9 (Semantics of iteration terms). The $i$-fold iteration of a term $s$ with free variable $u$ is defined by induction as $s^{0}=s[u / x]$ and $s^{i+1}=s\left[u / s^{i}\right]$, where $s[u / t]$ results from replacing every occurrence of $u$ in $s$ by the term $t$.

Now let $t=\left[s_{u}\right]^{*}(x)$ be an iteration term, let $\mathbf{A}$ be a structure and $\beta:$ free $(t) \rightarrow \operatorname{SHF}(A)$ a variable assignment. Then

$$
\llbracket t \rrbracket^{\mathbf{A}, \beta}= \begin{cases}\left\{\left(s^{i}\right)^{\mathbf{A}, \beta}: i \leq \ell\right\}_{\mathrm{SHF}}, & \text { for the least } \ell \text { with } s^{\ell}=s^{\ell+1} \\ & \text { and }\left\|s^{i}\right\|^{\mathbf{A}, \beta} \leq f(|A|) \text { for all } i \leq \ell \\ (\emptyset, \emptyset \mapsto 1), & \text { if such an } \ell \text { exists, } \\ \text { otherwise. }\end{cases}
$$

The differences between this definition and iteration in CPT are explained by two important properties of LOgSPACE-algorithms: Firstly, a Logspace-algorithm can be sequentially executed for different input values, e.g. in a forall-loop. Iteration terms allow to do this in parallel for different values of the free variable $x$ using suitable comprehension terms. Secondly, defining the value of the iteration term as the aggregation of all intermediate stages allows to generate outputs of polynomial size, which can be the input for other iteration terms.

Recursion formulae. With recursion formulae, we basically add to our logic the Irec-operator from $[17,18]$. This operator permits a restricted kind of recursion over a graph interpretable in the input structure. Since our logic operates on hereditarily finite sets, we modify the interpretation such that the domain of the interpreted structure can be any definable set. Recursion formulae contain a term $t_{\delta}$ that restricts the domain to finitely many objects and defines their size annotations. Further, the vertices of the graph are labelled by sets of natural numbers, which we represent as bitsets instead of elements of a distinct number sort.

- Definition 10 (Syntax of recursion formulae). If $t_{\delta}$ and $t_{C}$ are terms and $\varphi_{E}$ and $\varphi_{=}$are formulae, then $\left[\mid \mathrm{rec}_{u, v} t_{\delta}, \varphi_{=}, \varphi_{E}, t_{C}\right](x, y)$ is a recursion formula.

For the definition of the semantics, fix a $\sigma$-structure $\mathbf{A}$, a variable assignment $\beta$, and a recursion formula $\varphi=\left[\operatorname{lrec}_{u, v} t_{\delta}, \varphi_{=}, \varphi_{E}, t_{C}\right](x, y)$. We first describe how $t_{\delta}, \varphi_{=}, \varphi_{E}$ and $t_{C}$ define a labelled graph $G=(V, E, C)$ interpreted in the input structure. The formulae $\varphi_{=}$ and $\varphi_{E}$ will be evaluated for pairs of elements from $\llbracket t_{\delta} \rrbracket^{\mathbf{A}, \beta}$. For that purpose, we define the extension $\beta_{a, b}:=\beta\left[u \mapsto\left(a, \operatorname{ann}_{t_{\delta}}^{\mathbf{A}, \beta} \upharpoonright \operatorname{tc}(a)\right), v \mapsto\left(b, \operatorname{ann}_{t_{\delta}}^{\mathbf{A}, \beta} \upharpoonright \operatorname{tc}(b)\right)\right]$ of $\beta$ for $a, b \in \llbracket t_{\delta} \rrbracket^{\mathbf{A}, \beta}$.

The vertex set $V$ consists of the equivalence classes of the reflexive, symmetric, transitive closure of the relation $\left\{(a, b) \in \llbracket t_{\delta} \rrbracket^{\mathbf{A}, \beta} \times \llbracket t_{\delta} \rrbracket^{\mathbf{A}, \beta}: \mathbf{A}, \beta_{a, b} \models \varphi_{=}\right\}$. Let $[a]$ denote the equivalence class of $a$. The edge set of $G$ is $E:=\left\{([a],[b]): \mathbf{A}, \beta_{a, b} \models \varphi_{E}\right\}$. Further, the label of $[a] \in V$ is the set $C([a])=\left\{c\right.$ : there exists $a^{\prime} \in[a]$ with $\left.\operatorname{bitset}(c) \in \llbracket t_{C} \rrbracket^{\mathbf{A}, \beta_{a^{\prime}}}\right\}$, where $\beta_{a^{\prime}}=\beta\left[u \mapsto\left(a^{\prime}, \operatorname{ann}_{t_{\delta}}^{\mathbf{A}, \beta} \upharpoonright \operatorname{tc}\left(a^{\prime}\right)\right)\right]$.

The truth value of the recursion formula depends on a recursive property $X$ of vertices of a DAG unfolding of $G$. This unfolding is obtained by augmenting every vertex $[a] \in V$ with a resource $\ell \in \mathbb{N}$ restricting the space necessary to process paths through the DAG (for a detailed explanation, see $[17,18])$. Then $([a], \ell) \in X \subseteq V \times \mathbb{N}$ if, and only if,

$$
\ell>0 \text { and } \operatorname{bitset}\left(\left\lvert\,\left\{[b] \in[a] E: \left.\left([b],\left\lfloor\left.\frac{\ell-1}{|E[b]|} \right\rvert\,\right) \in X\right\} \right\rvert\,\right) \in C([a])\right.,\right.
$$

If the values of the free variables $x, y$ define a pair in $V \times \mathbb{N}$ (i.e. a vertex of the DAG ), then the membership of that pair in $X$ determines the truth value of the recursion formula:

- Definition 11 (Semantics of recursion formulae). Let $\varphi, \mathbf{A}, \beta$ and $X$ as above. Then $\mathbf{A}, \beta \models \varphi$, where $\beta(x)=\left(a, \operatorname{ann}_{t_{\delta}}^{\mathbf{A}, \beta} \upharpoonright \operatorname{tc}(a)\right)$ and $\beta(y)=\left(\operatorname{bitset}(\ell), \operatorname{ann}_{\operatorname{bitset}(\ell)}\right)$ for $\ell \in \mathbb{N}$, if, and only if, $([a], \ell) \in X$.

This completes the definition of CLogspace. We illustrate it with two short examples.

- Example 12 (Size annotations). To see that the size annotation of a term can map the atoms to different values, consider the term Union(Pair(Atoms.true, Atoms .Px)). The value of that term in a structure $\mathbf{A}$ is its whole domain. But the size annotation maps every element of $P^{\mathbf{A}}$ to $\log \left|P^{\mathbf{A}}\right|$, and the other atoms to $\log |A|$.

To demonstrate the use of iteration terms, we construct a formula $\varphi_{\mathrm{dtc}}(x, y)$ defining that there is a deterministic path from $x$ to $y$.

- Example 13 (Deterministic paths). The core of the formula is an iteration term $\left[t_{u}\right]^{*}(x)$ progressing along the deterministic path starting from $x$ :

$$
t(u)=\text { Unique }(\{z: z \in \text { Atoms .true }: E u z\}) .
$$

Note that the free variable $x$ determines the value of the first stage. So, by definition of Unique, the $i$ th stage of $\left[t_{u}\right]^{*}(x)$ is the $i$ th element on the deterministic path starting at $x$. Every stage is added to the value of the term, so the desired formula is $\varphi_{\mathrm{dtc}}(x, y)=y \in\left[t_{u}\right]^{*}(x)$. Since every atom is initially defined with the term Atoms.true, it is mapped to $\log |A|$ by the size annotation for the structure $\mathbf{A}$. Thus $n \mapsto \log n$ is a suitable bound for the formula.

Choiceless Polynomial Time. The newly introduced features that distinguish Choiceless Logspace from Choiceless Polynomial Time are size annotations, the addition of recursion formulae and the semantics of iteration terms. Further, CPT-formulae clearly possess polynomial instead of logarithmic bounds.

Consequently, the definition of CPT-formulae can be recovered from our definition of CLogspace by the following modifications: The terms of the form "Atoms. $\varphi$ " are replaced
by an atomic term "Atoms", defining the full set of atoms from the input structure. The rule for recursion formulae is omitted. In terms $(t, f)$ and formulae $(\varphi, f)$, the function $f$ is a polynomial.

In the definition of the semantics, the size annotations are eliminated completely. The polynomial bound for iteration terms is applied to the cardinality of the transitive closure of the current stage. For the computation to remain within polynomial time, the number of stages is also bounded by the polynomial. The value of an iteration term is the stage inducing the fixed-point instead of the accumulation of all intermediate stages. For more detailed definitions of Choiceless Polynomial Time, we refer to, for instance, [25, 9].

## 3 Inclusion in Logspace and CPT

We next prove the two essential properties of our logic that justify it to be called Choiceless Logspace: Firstly, every formula in our logic can be evaluated in logarithmic space. Secondly, it is choiceless in the sense that every formula can be translated to Choiceless Polynomial Time, the prototypical model of choiceless computation.

- Theorem 14. Every query definable in CLogspace is Logspace-computable.

The explicit logarithmic bound in CLogspace-sentences is intended to enable evaluation in Logspace. It ensures that every value occurring during an iterated computation has a sufficiently small size annotation. The size annotations induced by the semantics of terms and formulae are defined with a certain encoding of hereditarily finite sets in mind. We first define this encoding, which is the core of our evaluation algorithm.

Recall that elements of the input structure are always defined by means of terms Atoms. $\varphi$. Since the algorithm will take as input string encodings of structures, we now operate on ordered structures. Hence one can represent an atom as "the $i$ th entry of the $k$ th tuple satisfying $\varphi$ " using the linear order on the input structure. We denote the set of $k$-tuples from a structure A satisfying an FO-formula $\varphi$ with $k$ free variables by $\varphi^{\mathbf{A}}$.

- Definition 15 (Representations). Let $\Phi \subseteq \mathrm{FO}[\sigma]$ for some vocabulary $\sigma$. The alphabet $\Sigma_{\Phi}$ consists of $0,1, "(", ") ", "\{", "\} ", ", "$ and an alphabet symbol for each $\varphi \in \Phi$, which we also denote by $\varphi$. A Ф-representation is a word in the alphabet $\Sigma_{\Phi}$ that is either a set representation or an atom representation:
- An atom representation is a word $(\varphi, i, m)$, where $\varphi \in \Phi$ with $k \geq 1$ free variables, and $i$ and $m$ are binary encodings of natural numbers $\leq k$ and $\leq\left|\varphi^{\mathbf{A}}\right|$, respectively. If $\left|\varphi^{\mathbf{A}}\right|=0$, then $m$ is the empty string.
- If $r_{1}, \ldots, r_{k}$ are representations, then the word $\left\{r_{1}, \ldots, r_{k}\right\}$ is a set representation.

Let $\mathbf{A}$ be the expansion of a $\sigma$-structure $\mathbf{A}^{\prime}$ by a linear order $<^{\mathbf{A}}$. The value $r^{\mathbf{A}}$ of a representation $r$ is defined as

- $(\varphi, i, m)^{\mathbf{A}}=a_{i}$ where $\left(a_{1}, \ldots, a_{k}\right)$ is the $m$-th tuple (w.r.t. the lexicographical order extending $<)$ in $\varphi^{\mathbf{A}}$.
- $\left\{r_{1}, \ldots, r_{k}\right\}^{\mathbf{A}}=\left\{r_{1}^{\mathbf{A}}, \ldots, r_{k}^{\mathbf{A}}\right\}$.

A representation $r$ is A-minimal if

1. for every atom $a$ in $\operatorname{tc}\left(r^{\mathbf{A}}\right)$, there is a unique atom representation of a that occurs as a substring of $r$,
2. if $r=\left\{r_{1}, \ldots, r_{k}\right\}$, then $r_{1}, \ldots, r_{k}$ are minimal representations and the values $r_{i}^{\mathbf{A}}$ are pairwise distinct.

For an A-minimal representation $r$, we define the size annotation $\operatorname{ann}_{r}^{\mathbf{A}}$ by induction on the representation $r$ :
$=\operatorname{ann}_{(\varphi, i, m)}^{\mathbf{A}}:(\varphi, i, m)^{\mathbf{A}} \mapsto \log \left|\varphi^{\mathbf{A}}\right|$,

- $\operatorname{ann}_{\left\{r_{1} \ldots r_{k}\right\}}^{\mathbf{A}}$ is the size annotation of $\left\{\left(r_{1}^{\mathbf{A}}, \operatorname{ann}_{r_{1}}^{\mathbf{A}}\right), \ldots,\left(r_{k}^{\mathbf{A}}, \operatorname{ann}_{r_{k}}^{\mathbf{A}}\right)\right\}_{\text {SHF }}$.

We say that $r$ is a representation of $\left(r^{\mathbf{A}}, \operatorname{ann}_{r}^{\mathbf{A}}\right) \in \operatorname{SHF}(A)$.
We omit the structure A and speak about minimal representations if A can be inferred from the context. Note that there are representations that are not minimal, since the same set may be listed twice or an atom may occur encoded by different atom representations throughout the transitive closure of the value. Thus minimal representations ensure that the size annotation is well-defined. Note further that the size annotation does not agree with the word length of the representation. It does, however, provide an upper bound on the word length up to constant factors. Since the size annotation does not depend on the specific numbers $i$ and $m$, this upper bound is independent of the linear order. Moreover, the size annotation of any given minimal representation is LOGSPACE-computable.

Towards the evaluation algorithm, we show how to check whether two representations have the same value and, using the former as a subroutine, how to compute minimal representations.

- Lemma 16. There is an algorithm that, given a $\sigma \cup\{<\}$-structure $\mathbf{A}$ (where $<^{\mathbf{A}}$ is obtained from the string representation of $\mathbf{A}$ ) and $\mathbf{A}$-minimal representations $r_{1}, r_{2}$, decides in logarithmic space whether $r_{1}^{\mathbf{A}}=r_{2}^{\mathbf{A}}$.

Proof. We reduce equality of representations to isomorphism of coloured trees, where the colours are numbers $1, \ldots,|A|$. An atom representation is encoded by a single node coloured by its value, and a set representation is encoded by a tree where the subtrees below the root encode the elements of the set representation. Note that, since the representations are minimal, every node has at most one child of any isomorphism type, so equality of the representations indeed implies isomorphism of the corresponding trees.

Lemma 17. There is an algorithm that, given $a \sigma \cup\{<\}$-structure $\mathbf{A}$ (where $<^{\mathbf{A}}$ is obtained from the encoding of $\mathbf{A}$ ) and $\mathbf{A}$-minimal representations $r_{1}, \ldots, r_{k}$, computes in logarithmic space a minimal representation $r$ of the size-annotated set $\left\{\left(r_{1}^{\mathbf{A}}, \operatorname{ann}_{r_{1}}^{\mathbf{A}}\right), \ldots,\left(r_{k}^{\mathbf{A}}, \operatorname{ann}_{r_{k}}^{\mathbf{A}}\right)\right\}_{\mathrm{SHF}}$.

Proof. We sequentially execute two Logspace-algorithms. The first one copies those representations to the output tape whose value did not occur before (using the algorithm from the previous lemma). The second algorithm replaces every atom representation by the shortest representation of its value occurring in the original string.

With these subroutines, the evaluation of terms and formulae becomes rather straightforward. To simplify the statement of the following lemma, we do not distinguish between terms and formulae, but assume formulae to be terms with values $\emptyset$ and $\{\emptyset\}$.

- Lemma 18. For every term $t$ with free variables $x_{1}, \ldots, x_{k}$ and every function $f: n \mapsto$ $c \log n$, there is a LOGSPACE algorithm that, given a $\sigma$-structure $\mathbf{A}$ and representations $r_{1}, \ldots, r_{k}$ of $\alpha_{1}, \ldots, \alpha_{k} \in \operatorname{SHF}(A)$, computes a representation of $(t, f)^{\mathbf{A}, \beta: x_{i} \mapsto \alpha_{i}}$.

Proof. We proceed by induction on the construction of terms. Evaluation of atomic terms $\emptyset$ and $x$ is trivial. For terms of the form Atoms. $\varphi$, it suffices to compute the number $n$ of tuples satisfying the FO-formulae $\varphi$ and enumerate all tuples with entries $(\varphi, i, m)$ for $0 \leq m \leq n$.

In the induction step, most cases follow directly from the induction hypothesis, using the fact that Logspace is closed under sequential execution and thus the output of previous computations can be processed further regardless of its size. For Pair, Union and comprehension, the results of the subcomputations can be converted to a minimal representation with the algorithm from Lemma 17. Formulae $t_{1}=t_{2}$ and $t_{1} \in t_{2}$ can be evaluated using the algorithm from Lemma 16. For recursion formulae, the lemma follows from inclusion of LREC in Logspace.

Let $\left[t_{u}\right]^{*}$ be an iteration term with free variable $x_{j}$. In its $i$ th iteration, the algorithm computes a representation of $\left(t^{i}\right)^{\mathbf{A}, \beta}$ from $\left(t^{i-1}\right)^{\mathbf{A}, \beta}$ (which is possible by induction hypothesis) and checks whether it satisfies the size bound. This is again possible using sequential execution. The new stage is compared to the previous one. Whenever a new value has been produced, it is additionally written to the output tape. A postprocessing step converts the result to a minimal representation and replaces it by the empty set if the bound has been exceeded at some point.

The bound on the size of each stage induces a logarithmic bound on the word length of the representations that are written to the work tape. In particular, this implies that the number of possible representations occurring as stages is polynomial. This ensures termination, since a counter can track the number of values that have been produced.

We have established that CLogspace is a fragment of Logspace. To verify that this fragment is choiceless, we embed it in CPT.

- Theorem 19. CLogspace $\leq$ CPT.

The straightforward way to prove the theorem is to inductively translate CLogspaceformulae to CPT. But the translation of formulae with free variables bears two technical difficulties: Firstly, CLogspace is evaluated over size-annotated hereditarily finite set. Secondly, standard definitions of CPT do not allow free variables in iteration terms.

We can, however, assume a non-standard variant of CPT where iteration terms may have free variables. This does not increase its expressive power because iteration terms can be simulated for all possible values of the free variables at once without exceeding the polynomial bound.

We address the first difficulty by the key concept of the translation to CPT: Expressing size annotations as hereditarily finite sets.

- Definition 20. Let A be a $\sigma$-structure, and let $(a, s) \in \operatorname{SHF}(A)$. The set representation $\operatorname{set}((a, s)) \in \operatorname{HF}(A)$ is the set $\langle a,\{\langle b,[s(b)]\rangle: b \in \operatorname{tc}(a) \cap A\}\rangle$, where $[s(b)]$ is the ordinal corresponding to $s(b)$. We say that $\{\langle b, s(b)\rangle: b \in \operatorname{tc}(a) \cap A\}$ represents the size annotation $s$.

Proof of Theorem 19. Set representations of size annotations induce a translation between variable assignments, and thus a meaningful definition of translation between formulae with free variables. It remains to show that every CLogspace-formula can be (inductively) translated to CPT in that sense.

Most cases follow directly from the induction hypothesis, using CPT-terms that define combinations of size annotations. Size annotations are combined by using the minimal known size for every atom, which is definable in CPT.

In case a size annotation is not derived from the subterms, it originates from a term of the form "Atoms. $\varphi$ ". So the corresponding CPT-term has to define the size annotation that assigns the value $\log \left|\varphi^{\mathbf{A}}\right|$ to every atom from the structure $\mathbf{A}$ occurring in the value of the term. This is possible since logarithms are CPT-definable.

Further, CPT can check the logarithmic bound of iteration terms using the size annotation at each stage. Finally, recursion formulae can be translated to CPT because LREC $\leq$ FPC $\leq$ CPT. This concludes the proof of Theorem 19.

## 4 The expressive power of CLogspace

To substantiate the idea that the rich syntax of CLogspace leads to greater expressive power, we compare it to known logics below LOGSPACE. As classical benchmarks, we consider the logics DTC and STC, which augment FO by deterministic and symmetric transitive closure operators. For precise definitions, we refer to [14, Sect. 3.5.2]. These logics are known [17] to be included in LREC, which is the strongest logic inside LogSpace known so far. Hence our main theorem of this kind is:

- Theorem 21. CLogspace $\gtrless$ LREC.

LREC is a logic with counting terms, so it features a linearly ordered number sort and terms defining the cardinality of definable sets of tuples. Its core is the recursion operator, a modified version of which appears in our logic. We describe the Irec-operator in terms of the differences to our version, and refer to [17] for the full definition. Recall that the recursion operator interprets a graph in the input structure. In the original version, the elements of that graph are $k$-tuples from the input structure instead of hereditarily finite sets. Consequently, the domain term $t_{\delta}$ does not occur, and the subformulae can have multiple free variables. Further, the labels of the graph are defined as tuples over the number sort instead of bitsets. Both for counting of tuples and defining the labels of the graph, LREC uses a LOGSPACE-computable encoding of numbers polynomial in the size of the input structure by fixed-size tuples over the number sort. To verify that the LOgSPACE-computable arithmetic operations used in LREC are CLogspace-definable, we show:

- Proposition 22. Let $R \subseteq\left\{0, \ldots,|A|^{k}\right\}^{\ell}$ be any LOGSPACE-computable relation. Then there is a CLogspace-term defining $\left\{\left\langle\operatorname{bitset}\left(n_{1}\right), \ldots, \operatorname{bitset}\left(n_{\ell}\right)\right\rangle:\left(n_{1}, \ldots, n_{\ell}\right) \in R\right\}$.

Proof. By implementing basic bit operations in CLogspace, the successor of any natural number is definable in the bitset encoding. This makes it possible to define a linear order on all bitsets up to any definable number. The elements of the linear order are bitsets of logarithmic size, so DTC-formulae can be simulated on that order analogously to Example 13. As DTC captures Logspace on ordered structures, the proposition follows.

The different encodings of numbers also pose a difficulty when translating formulae with free variables, since these variables can be domain or number variables. Defining a translation between variable assignments, inclusion of LREC in CLogspace can be made precise on the level of formulae with free variables. The translation to CLogspace is then rather straightforward. In particular, the only necessary iteration terms are those defining the operations on the number sort, so there exists an appropriate logarithmic bound.

So LREC is included in CLogspace. The inclusion is strict because of a property that CLogspace shares with CPT but not with traditional logics such as FPC and LREC: It benefits from padding of the input structure, i.e. it can define all Logspace-properties of sufficiently small, definable substructures.

- Definition 23. $A \sigma \cup\{U\}$-structure $\mathbf{A}$ is a padded $\sigma$-structure if $U \notin \sigma$ is a unary predicate. The underlying structure of $\mathbf{A}$ is the $\sigma$-reduct of $U^{\mathbf{A}}$.
- Theorem 24. Let $\mathcal{C}$ be the class of padded structures such that $2^{u!\left(u^{2}(6 \log u+2)+1\right)} \leq n$ for every structure in $\mathcal{C}$ of size $n$ with underlying structure of size $u$. For every Logspacecomputable property $\mathcal{P}$, there is a CLogspace-sentence $(\varphi, f)$ such that any structure in $\mathcal{C}$ satisfies $(\varphi, f)$ if, and only if, the underlying structure satisfies $\mathcal{P}$.

Proof. We define the set of all linear orders on the underlying structure. Then, since DTC $\leq$ LREC $\leq$ CLogspace and DTC captures Logspace on ordered structures, every LOGSPACE-computable property can be defined on the resulting ordered structures.

Initially, all linear orders on two elements are created, defining pairs of atoms with the term Atoms. $(U x \wedge U y \wedge x \neq y)$. Then an iteration term extends every linear order by every atom that does not occur yet, defined by Atoms $U y$. It remains to show that there is a logarithmic bound for the iteration term. Its value in the $i$ th stage is the set of all orders of the form $\{\langle a, b\rangle: a, b \in V: a<b\}$ for subsets $V \subseteq U$ of size $i+2$. All atoms are defined by the terms Atoms.$U x$ and Atoms. $(U x \wedge U y \wedge x \neq y)$, so every atom is annotated with a size $\leq 2 \log |U|$. Then the pair $\langle a, b\rangle=\{a,\{a, b\}\}$ is mapped to $6 \log |U|+2$. Every linear order contains $<|V|^{2} \leq|U|^{2}$ many pairs of that form, and there are $|V|$ ! $\leq|U|$ ! many linear orders in the $i$ th iteration. So $\left\|t^{i}\right\|{ }^{\mathbf{A}, \beta} \leq\left(|U|^{2} \cdot(6 \log |U|+2)+1\right) \cdot|U|$ ! +1. By assumption, this is logarithmic in the size of the full input structure.

Since the CFI-query is in Logspace, it is CLogspace-definable on padded structures. But LREC is included in FPC [18], so it cannot define this query even in the presence of padding. Thus Theorem 24 implies that CLogspace is strictly more expressive than LREC. It follows that also DTC and STC, and their extensions with counting, are strictly included in CLogspace. The same holds for all models of choiceless computation with a constant bound on the number of objects in the transitive closure of a set.

Even though our results demonstrate that CLogspace is stronger than all previously studied logics for Logspace, we can show that it does not capture all of Logspace. To establish this result we use a technique for proving inexpressibility results for fragments of CPT that is based on supports of hereditarily finite objects (see e.g. [3, 8, 26]).

- Definition 25. Let $\operatorname{Aut}(\mathbf{A})$ be the automorphism group of a finite structure A. For $a \in \operatorname{HF}(A)$, let $\operatorname{Stab}(a)$ be the stabiliser of a with respect to $\operatorname{Aut}(\mathbf{A})$, and let $\operatorname{Stab}^{\bullet}(a)$ be its point-wise stabiliser. An object $s \in \operatorname{HF}(A)$ is a support of a if $\operatorname{Stab}^{\bullet}(s) \subseteq \operatorname{Stab}(a)$.

Every CPT-formula can be translated to an FPC-formula over a substructure of $\operatorname{HF}(\mathbf{A})$ containing the sets activated by the formula. For general CPT-formulae, this can be an arbitrary substructure of $\operatorname{HF}(\mathbf{A})$, depending on both the CPT-formula and the input structure. But for some fragments of CPT, the substructure can be over-approximated by those hereditarily finite objects that have a sufficiently small support. In particular, CLogspace-formulae can be translated to FPC-formulae that are evaluated over hereditarily finite sets with a support of logarithmic size.

- Lemma 26. For a structure $\mathbf{A}$ and $f: \mathbb{N} \rightarrow \mathbb{N}$, let $\operatorname{HF}_{f}(\mathbf{A})$ be the substructure of $\mathrm{HF}(\mathbf{A})$ containing exactly those sets that have a support of size $f(n)$, where $n$ is the size of the domain of A. For every CLogspace-formula $(\varphi, f)$, there is an FPC-formula $\psi$ such that, for every structure $\mathbf{A}, \mathbf{A} \models(\varphi, f)$ if, and only if, $\operatorname{HF}_{f}(\mathbf{A}) \models \psi$.

Proof. Since the stages of all iteration terms are of size at most $f(n)$ with respect to their size annotations, they are elements of $\mathrm{HF}_{f}(\mathbf{A})$. Analogously to the translation of CPT-terms to interpretations in an extension of FO in [10], every ordinary term or formula in CLogspace
can be translated to an LREC-interpretation. Iteration terms can be translated to FPCinterpretations that create new objects representing the value of the iteration term, i.e. the aggregation of all stages. The element relation between that new element and the stages can then be defined by a fixed-point formula, maintaining the size annotations as a separate relation.

By the same arguments as used in the proof of Theorem 40 in [8], this implies that the Cai-Fürer-Immerman query cannot be defined in CLogspace. As a consequence we get

Theorem 27. CLogspace is a strict fragment of Logspace.

## 5 Discussion

We have introduced Choiceless Logarithmic Space formalising the notion of symmetric, choiceless computations using only logarithmic workspace. Through the notion of sizeannotated hereditarily finite sets, our logic takes into account that sizes of objects in Logspace are sensitive to their encoding. The logic is a fragment of both Choiceless Polynomial Time and Logspace, and it captures Logspace on certain classes of structures with padding. This demonstrates the similarity to CPT, and, more importantly, makes it stronger than all previously known logics in LOGSPACE, in particular LREC.

However, we have seen that CLogspace does not capture Logspace because it can only define sets with a support of logarithmic size, which, as shown in [8], makes it impossible to define the Cai-Fürer-Immerman query. It remains open whether the concepts used in CLogspace can be used to obtain a stronger logic that could capture all queries in LogSpace.

Of course, our definition can be tuned in several ways, addressing issues such as closure under interpretations, or trying to avoid the use of two different kinds of recursion operators (iteration terms and recursion formulae). Even for the current definition of CLogspace, it is open whether the Irec-operator can be eliminated without losing expressive power. It can, however, be shown that iteration terms are necessary (see [26]). However, contrary to polynomial time, logspace complexity is a much less robust notion, and the conflicting goals of providing sufficient power for choiceless computation and remaining inside LOGSPACE necessarily seem to result in a rather involved construction of CLogspace. It seems difficult to overcome, with further tunings of the definition, the barrier that the definable sets in CLogspace have a (far too) small support. In the light of the research carried out here, we therefore consider it improbable that some variant of choiceless computation can capture precisely all (symmetry-invariant) LOGSPACE-queries.

We may take a step back, and reconsider our general objectives. One of the reasons why we are looking for a logic that captures logspace complexity on arbitrary finite structures is that Logspace, other than being a well-studied complexity class for standard computation models on ordered objects, is a reasonable formalisation of efficient computation for big data. But there are also other, less restrictive, complexity classes that can serve a similar purpose, for instance on the basis of polylogarithmic space bounds. Such variants may be more robust and make it possible to assume a standard encoding of atoms with small space and might grant more freedom in defining tree-like recursion using only iteration terms. Rather than trying to tune the definition of CLogspace to find stronger notions of choiceless computation inside Logspace, we may thus also go beyond the logspace bound and ask more generally: "What is efficient choiceless computation for big data?".
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#### Abstract

The problem of $d$-Path Vertex Cover, $d$-PVC lies in determining a subset $F$ of vertices of a given graph $G=(V, E)$ such that $G \backslash F$ does not contain a path on $d$ vertices. The paths we aim to cover need not to be induced. It is known that the $d$-PVC problem is NP-complete for any $d \geq 2$. When parameterized by the size of the solution $k, 5-\mathrm{PVC}$ has direct trivial algorithm with $\mathcal{O}\left(5^{k} n^{\mathcal{O}(1)}\right)$ running time and, since $d$-PVC is a special case of $d$-Hitting SEt, an algorithm running in $\mathcal{O}\left(4.0755^{k} n^{\mathcal{O}(1)}\right)$ time is known. In this paper we present an iterative compression algorithm that solves the 5 -PVC problem in $\mathcal{O}\left(4^{k} n^{\mathcal{O}(1)}\right)$ time.
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## 1 Introduction

The problem of $d$-Path Vertex Cover, $d$-PVC lies in determining a subset $F$ of vertices of a given graph $G=(V, E)$ such that $G \backslash F$ does not contain a path on $d$ vertices (even not a noninduced one). The problem was first introduced by Brešar et al. [1], but its NP-completeness for any $d \geq 2$ follows already from the meta-theorem of Lewis and Yannakakis [11]. The 2-PVC problem corresponds to the well known Vertex Cover problem and the 3-PVC problem is also known as Maximum Dissociation Set. The $d$-PVC problem is motivated by the field of designing secure wireless communication protocols [12] or in route planning and speeding up shortest path queries [9].

Since the problem is NP-hard, any algorithm solving the problem exactly is expected to have exponential running time. If one measures the running time solely in terms of the input size, then several efficient (faster than trivial enumeration) exact algorithms are known for 2-PVC and 3-PVC. In particular, 2-PVC (VERTEX COVER) can be solved in $\mathcal{O}\left(1.1996^{n}\right)$ time and polynomial space due to Xiao and Nagamochi [20] and 3-PVC can be solved in $\mathcal{O}\left(1.4656^{n}\right)$ time and polynomial space due to Xiao and Kou [18].

In this paper we aim on the parameterized analysis of the problem, that is, to confine the exponential part of the running time to a specific parameter of the input, presumably much
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smaller than the input size. Algorithms achieving running time $f(k) n^{O(1)}$ are called parameterized, fixed-parameter tractable, or FPT. See Cygan et al. [3] for a broader introduction to parameterized algorithms.

When parameterized by the size of the solution $k$, the $d$-PVC problem is directly solvable by a trivial FPT algorithm that runs in $\mathcal{O}^{*}\left(d^{k}\right)$ time. ${ }^{1}$ However, since $d$-PVC is a special case of $d$-Hitting Set, it was shown by Fomin et al. [6] that for any $d \geq 4$ we have an algorithm solving $d$-PVC in $\mathcal{O}^{*}\left((d-0.9245)^{k}\right)$. In order to find more efficient solutions, the problem has been extensively studied in a setting where $d$ is a small constant. For the 2-PVC (Vertex Cover) problem, the algorithm of Chen, Kanj, and Xia [2] has the currently best known running time of $\mathcal{O}^{*}\left(1.2738^{k}\right)$. For $3-\mathrm{PVC}, \mathrm{Tu}[16]$ used iterative compression to achieve a running time $\mathcal{O}^{*}\left(2^{k}\right)$. This was later improved by Katrenič [10] to $\mathcal{O}^{*}\left(1.8127^{k}\right)$, by Xiao and Kou [19] to $\mathcal{O}^{*}\left(1.7485^{k}\right)$ by using a branch-and-reduce approach and it was further improved by Tsur [15] to $\mathcal{O}^{*}\left(1.713^{k}\right)$. For the 4 -PVC problem, Tu and Jin [17] again used iterative compression and achieved a running time $\mathcal{O}^{*}\left(3^{k}\right)$ and Tsur [14] claims to have an algorithm with running time $\mathcal{O}^{*}\left(2.619^{k}\right)$.

We present an algorithm that solves the 5 -PVC problem parameterized by the size of the solution $k$ in $\mathcal{O}^{*}\left(4^{k}\right)$ time by employing the iterative compression technique. Using the result of Fomin et al. [7] this also yields $\mathcal{O}\left(1.7501^{n}\right)$ time algorithm improving upon previously known $\mathcal{O}\left(1.7547^{n}\right)$ time algorithm.

Organization of this paper. We introduce the notation and define the 5 -PVC problem in section 2. Our disjoint compression routine for iterative compression is exposed in section 3. We conclude this paper with a few open questions. Due to space constraints most proofs were deferred to the full version of this paper. However, to showcase our technique of proving the correctness of our algorithm, we included the proofs of correctness for Rules (R10) and (R13.1), and proofs of Lemmata 18 and 21.

## 2 Preliminaries

We use the $\mathcal{O}^{*}$ notation as described by Fomin and Kratsch [8], which is a modification of the big- $\mathcal{O}$ notation suppressing all polynomially bounded factors. We use the notation of parameterized complexity as described by Cygan et al. [3]. We use standard graph notation and consider simple and undirected graphs unless otherwise stated. Vertices of graph $G$ are denoted by $V(G)$, edges by $E(G)$. By $G[X]$ we denote the subgraph of $G$ induced by vertices of $X \subseteq V(G)$. By $N(v)$ we denote the set of neighbors of $v \in V(G)$ in $G$. Analogically, $N(X)=\bigcup_{x \in X} N(x)$ denotes the set of neighbors of vertices in $X \subseteq V(G)$. The degree of vertex $v$ is denoted by $\operatorname{deg}(v)=|N(v)|$. For simplicity, we write $G \backslash v$ for $v \in V(G)$ and $G \backslash X$ for $X \subseteq V(G)$ as shorthands for $G[V(G) \backslash\{v\}]$ and $G[V(G) \backslash X]$, respectively.

A $k$-path, denoted as an ordered $k$-tuple $P_{k}=\left(p_{1}, p_{2}, \ldots, p_{k}\right)$, is a path on $k$ vertices $\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}$. A path $P_{k}$ starts at vertex $x$ when $p_{1}=x$. A $k$-cycle is a cycle on $k$ vertices. A triangle is a 3 -cycle. A $P_{5}$-free graph is a graph that does not contain a $P_{5}$ as a subgraph (the $P_{5}$ need not to be induced). The 5-Path Vertex Cover problem is formally defined as follows:

| 5-Path Vertex Cover, 5 -PVC |
| :--- |
| Input: |
| Output: |
| A graph $G=(V, E)$, an integer $k \in Z_{0}^{+}$. |
| A set $F \subseteq V$, such that $\|F\| \leq k$ and $G \backslash F$ is a $P_{5}$-free graph. |

[^34]- Definition 1. A star is a graph $S$ with vertices $V(S)=\{s\} \cup\left\{l_{1}, \ldots, l_{k}\right\}, k \geq 3$ and edges $E(S)=\left\{\left\{s, l_{i}\right\} \mid i \in\{1, \ldots, k\}\right\}$. Vertex $s$ is called a center, vertices $L=\left\{l_{1}, \ldots, l_{k}\right\}$ are called leaves.
- Definition 2. A star with a triangle is a graph $S^{\triangle}$ with vertices $V\left(S^{\triangle}\right)=\left\{s, t_{1}, t_{2}\right\} \cup$ $\left\{l_{1}, \ldots, l_{k}\right\}, k \geq 1$ and edges $E\left(S^{\triangle}\right)=\left\{\left\{s, t_{1}\right\},\left\{s, t_{2}\right\},\left\{t_{1}, t_{2}\right\}\right\} \cup\left\{\left\{s, l_{i}\right\} \mid i \in\{1, \ldots, k\}\right\}$. Vertex $s$ is called a center, vertices $T=\left\{t_{1}, t_{2}\right\}$ are called triangle vertices and vertices $L=\left\{l_{1}, \ldots, l_{k}\right\}$ are called leaves.
- Definition 3. $A$ di-star is a graph $D$ with vertices $V(D)=\left\{s, s^{\prime}\right\} \cup\left\{l_{1}, \ldots, l_{k}\right\} \cup$ $\left\{l_{1}^{\prime}, \ldots, l_{m}^{\prime}\right\}, k \geq 1, m \geq 1$ and edges $E(D)=\left\{\left\{s, s^{\prime}\right\}\right\} \cup\left\{\left\{s, l_{i}\right\} \mid i \in\{1, \ldots, k\}\right\} \cup$ $\left\{\left\{s^{\prime}, l_{j}^{\prime}\right\} \mid j \in\{1, \ldots, m\}\right\}$. Vertices $s, s^{\prime}$ are called centers, vertices $L=\left\{l_{1}, \ldots, l_{k}\right\}$ and $L^{\prime}=\left\{l_{1}^{\prime}, \ldots, l_{m}^{\prime}\right\}$ are called leaves.
- Lemma 4. If a connected graph is $P_{5}$-free and has more than 5 vertices, then it is a star, a star with a triangle, or a di-star.


## 3 5-PVC with $P_{5}$-free bipartition

We employ the generic iterative compression framework as described by Cygan et al. [3, pages $80-81]$. We skip the generic steps and only present the disjoint compression routine (see the full version of the paper for a brief discussion of the whole iterative compression algorithm). That is, we assume that we are given a solution to the problem and search for another solution which is strictly smaller than and disjoint from the given one. Moreover, if the graph induced by the given solution contains a $P_{5}$, then we can directly answer no. Hence our routine disJoint_R restricts itself to a problem called 5-PVC with $P_{5}$-FREE Bipartition and we need it to run in $\mathcal{O}^{*}\left(3^{k}\right)$ time.

A $P_{5}$-free bipartition of graph $G=(V, E)$ is a pair $\left(V_{1}, V_{2}\right)$ such that $V=V_{1} \cup V_{2}$, $V_{1} \cap V_{2}=\emptyset$ and $G\left[V_{1}\right], G\left[V_{2}\right]$ are $P_{5}$-free. The 5 -PVC with $P_{5}$-free Bipartition problem is formally defined as follows:

| 5-PVC with $P_{5}$-Free Bipartition, 5 -PVCwB |  |
| :--- | :--- |
| Input: | A graph $G=(V, E)$ with $P_{5}$-free bipartition $\left(V_{1}, V_{2}\right)$, an integer $k \in Z_{0}^{+}$. |
| Output: | A set $F \subseteq V_{2}$, such that $\|F\| \leq k$ and $G \backslash F$ is a $P_{5}$-free graph. |

Throughout this paper the vertices from $V_{1}$ will be also referred to as "red" vertices and vertices from $V_{2}$ will be also refereed to as "blue" vertices.

### 3.1 Algorithm

Our algorithm is a recursive procedure DisJoint__R $\left(G, V_{1}, V_{2}, F, k\right)$, where $G$ is the input graph, $V_{1}, V_{2}$ are the partitions of the $P_{5}$-free bipartition of $G, F$ is the solution being constructed, and $k$ is the maximum number of vertices we can still add to $F$. The procedure repeatedly tries to apply a series of rules with a condition that a rule ( $R I$ ) can be applied only if all rules that come before ( $R I$ ) cannot be applied. It is paramount that in every call of DISJOINT_R at least one rule can be applied. The main work is done in rules of two types: reduction rules and branching rules. To make it easier for the reader we also use rules called context rules, which only describe the configuration we are currently in and serve as some sort of a parent rules for their subrules.

A reduction rule is used to simplify a problem instance, i.e. remove some vertices or edges from $G$ and possibly add some vertices to a solution, or to halt the algorithm. A branching rule splits the problem instance into at least two subinstances. The branching is based on subsets of vertices that we try to add to a solution and by adding them to the solution we also remove them from $G$.

The notation we use to denote the individual branches of a branching rule is as follows: $\left.\left\langle X_{1}\right| X_{2}|\ldots| X_{l}\right\rangle$. Such a rule has $l$ branches and $X_{1}, X_{2}, \ldots, X_{l}$ are subsets of $V_{2}$ which we try to add to the solution. This rule is translated into the following $l$ calls of the procedure:

$$
\text { DISJOINT_R }\left(G \backslash X_{i}, V_{1}, V_{2} \backslash X_{i}, F \cup X_{i}, k-\left|X_{i}\right|\right) \text { for } i \in\{1, \ldots, l\}
$$

A rule is applicable if the conditions of the rule are satisfied and none of the previous rules is applicable. If a context rule is not applicable, it means that none of its subrules is applicable.

A reduction rule is correct if it satisfies that the problem instance has a solution if and only if the simplified problem instance has a solution. A branching rule is correct if it satisfies that the problem instance has a solution if and only if at least one of the branches of the rule will return a solution.

When we say we delete a vertex, we mean that we remove it from $G$ and also add it to the solution $F$. When we say we remove a vertex, we mean that we remove it from $G$ and do not add it to the solution $F$.

For the rest of this paper assume that the parameters of the current call of DISJOINT_R are $G, V_{1}, V_{2}, F, k$.

### 3.2 Preprocessing

- Reduction rule (R0). This rule stops the recursion of DISJOINT_R. It has three stopping conditions:

1. If $k<0$, return no solution;
2. else if $G$ is $P_{5}$-free, return $F$;
3. else if $k=0$, return no solution.

- Reduction rule (R1). Let $v \in V(G)$ be a vertex such that there is no $P_{5}$ in $G$ that uses $v$. Then remove $v$ from $G$.
- Branching rule (R2). Let $P$ be a $P_{5}$ in $G$ with $X=V(P) \cap V_{2}$ such that $|X| \leq 3$. Then branch on $\left\langle x_{1}\right| x_{2}|\ldots\rangle, x_{i} \in X$, i.e. branch on the blue vertices of $P$.
- Lemma 5. Assume that Rules (R0) - (R2) are not applicable. Then for each vertex $v \in V(G)$ there exists a $P_{5}$ in $G$ that uses $v$; every $P_{5}$ in $G$ uses exactly one red vertex; and there are only isolated vertices in $G\left[V_{1}\right]$.


### 3.3 Dealing with isolated vertices in $G\left[V_{2}\right]$

- Lemma 6. Assume that Rules (R0) - (R2) are not applicable. Let v be an isolated vertex in $G\left[V_{2}\right]$ and let $F$ be a solution to $5-\mathrm{PVCwB}$ which uses vertex $v$. Then there exists a solution $F^{\prime}$ that does not use vertex $v$ and $\left|F^{\prime}\right| \leq|F|$.
- Branching rule (R3). Let $v$ be an isolated vertex in $G\left[V_{2}\right]$ and let $P=(v, w, x, y, z)$ be a $P_{5}$ where $w$ is a red vertex. Then branch on $\langle x| y|z\rangle$.
- Lemma 7. Assume that Rules (R0) - (R3) are not applicable. Then there are no isolated vertices in $G\left[V_{2}\right]$.


### 3.4 Dealing with isolated edges in $G\left[V_{2}\right]$

- Lemma 8. Assume that Rules (R0) - (R3) are not applicable. Let $v$ be a blue vertex to which at least two red vertices are connected and let $C_{v}$ be a connected component of $G\left[V_{2}\right]$ which contains $v$. Then for each red vertex $w$ connected to $v$ we have that $N(w) \subseteq V\left(C_{v}\right)$.
- Lemma 9. Assume that Rules (R0) - (R3) are not applicable. Let $e=\{u, v\}$ be a blue edge to which at least two red vertices are connected in a way that to both $u$ and $v$ there is at least one red vertex connected. Let $C_{e}$ be a connected component of $G\left[V_{2}\right]$ which contains $e$. Then for each red vertex $w$ connected to $e$ we have that $N(w) \subseteq V\left(C_{e}\right)$.
- Lemma 10. Let $X$ be a subset of $V_{2}$ such that $N(X) \cap V_{1}=\emptyset$ and $\left|N(X) \cap V_{2}\right|=1$. If there exists a solution $F$ such that $F \cap X \neq \emptyset$, then there exists a solution $F^{\prime}$ such that $F^{\prime} \cap X=\emptyset$ and $\left|F^{\prime}\right| \leq|F|$.
- Definition 11. We say that two nodes $x, y$ are twins if $N(x) \backslash\{y\}=N(y) \backslash\{x\}$.
- Lemma 12. Let $x, y$ be blue vertices that are twins. Let $F$ be a solution and $x \in F$. Then at least one of the following holds:
(1) $y \in F$,
(2) $F^{\prime}=(F \backslash\{x\}) \cup\{y\}$ is a solution.
- Branching rule (R4). Let $e=\{u, v\}$ be an isolated edge in $G\left[V_{2}\right]$. We know from Lemmata 8 and 9 that there is only one red vertex $w$ connected to $e$, because if there were at least two red vertices connected to $e$, then there would be no $P_{5}$ that uses vertices from $e$. Let there be a red vertex $w$ connected to at least one vertex in $e$. If $w$ is connected only to one vertex in $e$, let that vertex be $v$. Assume that $x$ is some vertex to which $w$ connects outside $e$ and let $y$ be a neighbor of $x$ in $G\left[V_{2}\right]$. Then branch on $\langle v| x|y\rangle$.
- Lemma 13. Assume that Rules (R0) - (R4) are not applicable. Then there are no isolated edges in $G\left[V_{2}\right]$.


### 3.5 Dealing with isolated $P_{3}$ paths in $G\left[V_{2}\right]$

- Context rule (R5). Let $P$ be a $P_{3}=(t, u, v)$ that forms a connected component in $G\left[V_{2}\right]$. From Lemmata 5, 8 and 9 we know that there is only one red vertex $w$ connected to $P$. We further know that $w$ must be connected to some component of $G\left[V_{2}\right]$ other than $P$, otherwise no $P_{5}$ could be formed. Assume that $x$ is some vertex to which $w$ connects outside $P$ and let $y$ be a neighbor of $x$ in $G\left[V_{2}\right]$. This rule is split into four subrules (R5.1), (R5.2), (R5.3) and (R5.4) based on how $w$ is connected to $P$.
- Branching rule (R5.1). Vertex $w$ is connected only to $v$ in $P$. Then branch on $\langle v \mid x\rangle$.
- Branching rule (R5.2). Vertex $w$ is connected only to $u, v$ in $P$. Then branch on $\langle u| v|x\rangle$.
- Branching rule (R5.3). Vertex $w$ is connected only to $u$ in $P$. Then branch on $\langle u| x|y\rangle$.
- Branching rule (R5.4). Vertex $w$ is connected to $t, v$ in $P$ and $w$ can be also connected to $u$ in $P$. Then branch on $\langle u| v|x\rangle$.
- Lemma 14. Assume that Rules (R0) - (R5) are not applicable. Then there are no isolated $P_{3}$ paths in $G\left[V_{2}\right]$.


### 3.6 Dealing with isolated triangles in $G\left[V_{2}\right]$

- Context rule (R6). Let $T$ be a $K_{3}=\{t, u, v\}$ that forms a connected component in $G\left[V_{2}\right]$. From Lemmata 5 and 8 we know that there is only one red vertex $w$ connected to $T$. We further know that $w$ must be connected to some component of $G\left[V_{2}\right]$ other than $T$, otherwise no $P_{5}$ could be formed. Assume that $x$ is some vertex to which $w$ connects outside $T$ and let $y$ be a neighbor of $x$ in $G\left[V_{2}\right]$. This rule is split into three subrules (R6.1), (R6.2) and (R6.3) based on how $w$ is connected to $T$.
- Branching rule (R6.1). Vertex $w$ is connected only to one vertex in $T$, let that vertex be $v$. Then branch on $\langle v \mid x\rangle$.
- Branching rule (R6.2). Vertex $w$ is connected to exactly two vertices in $T$, let those vertices be $u, v$. Then branch on $\langle t| v|x\rangle$.
- Branching rule (R6.3). Vertex $w$ is connected to all vertices in $T$. Then branch on $\langle v \mid x\rangle$.
- Lemma 15. Assume that Rules (R0) - (R6) are not applicable. Then there are no isolated triangles in $G\left[V_{2}\right]$.


### 3.7 Dealing with 4-cycles in $G\left[V_{2}\right]$

- Lemma 16. Let $C$ be a connected component of $G\left[V_{2}\right]$ and $X=V(C) \cap N\left(V_{1}\right)$. Let $F$ be a solution that deletes at least $|X|$ vertices in $C$. Then $F^{\prime}=(F \backslash V(C)) \cup X$ is also a solution and $\left|F^{\prime}\right| \leq|F|$.
- Context rule (R7). Let $Q$ be a connected component in $G\left[V_{2}\right]$ such that $Q$ is a subgraph of $K_{4}$ and a 4 -cycle is a subgraph of $Q$, label the vertices of the 4 -cycle $\left(v_{1}, v_{2}, v_{3}, v_{4}\right)$. We will call pairs of vertices $\left\{v_{1}, v_{3}\right\}$ and $\left\{v_{2}, v_{4}\right\}$ diagonal, all other pairs will be called non-diagonal. Edges corresponding to diagonal (non-diagonal) pairs are called diagonal (non-diagonal) edges, respectively. This rule is split into two subrules (R7.1), (R7.2) based on the number of red vertices connected to $Q$.
- Reduction rule (R7.1). Assume that there are at least two red vertices connected to $Q$. Then delete any vertex $v_{i}$ in $Q$ and add it to the solution $F$.
- Context rule (R7.2). Assume that there is only one red vertex $w$ connected to $Q$ and $X=V(Q) \cap N(w)$. This rule is split into five subrules (R7.2a), (R7.2b), (R7.2c), (R7.2d) and (R7.2e) based on how $w$ is connected to $Q$ and whether $w$ is connected to other components.
- Reduction rule (R7.2a). Vertex $w$ is connected only to one vertex in $Q$, let it be $v_{1}$. Then delete $v_{1}$ and add it to the solution $F$.
- Branching rule (R7.2b). Set $X$ contains at least one diagonal pair, let that pair be $\left\{v_{1}, v_{3}\right\}$. Then branch on $\left\langle v_{1}\right| v_{2}\left|v_{4}\right\rangle$.
- Branching rule (R7.2c). Set $X$ contains exactly one non-diagonal pair, let that pair be $\left\{v_{1}, v_{2}\right\}$, and case (a) either both diagonal edges are in $Q$, or case (b) none of them is. Then branch on $\left\langle v_{1}\right| v_{3}\left|v_{4}\right\rangle$
- Reduction rule (R7.2d). Set $X$ contains exactly one non-diagonal pair, let that pair be $\left\{v_{1}, v_{2}\right\}$ and exactly one diagonal edge is in $Q$, let that edge be $\left\{v_{1}, v_{3}\right\}$. Furthermore, $w$ is connected only to $Q$, i.e. $N(w) \subseteq V(Q)$. Then delete any vertex $v_{i}$ in $Q$ and add it to the solution $F$.
- Branching rule (R7.2e). Set $X$ contains exactly one non-diagonal pair, let that pair be $\left\{v_{1}, v_{2}\right\}$ and exactly one diagonal edge is in $Q$, let that edge be $\left\{v_{1}, v_{3}\right\}$. Furthermore, $w$ is connected to at least one more component of $G\left[V_{2}\right]$ other than $Q$, label the vertex to which $w$ connects outside $Q$ as $x$ and let $y$ be a neighbor of $x$ in $G\left[V_{2}\right]$. Then branch on $\left\langle\left\{v_{1}, v_{2}\right\}\right| x|y\rangle$.
- Lemma 17. Assume that Rules (R0) - (R7) are not applicable. Then there is no component of $G\left[V_{2}\right]$ that contains a 4-cycle as a subgraph.


### 3.8 Dealing with stars in $G\left[V_{2}\right]$

In this subsection we consider a connected component of $G\left[V_{2}\right]$ which is isomorphic to a star. Through this subsection we denote it by $S$ and label its vertices as in Definition 1. We remark that, as none of the Rules (R0) - (R7) is applicable, there is exactly one red vertex connected to $S$.

Context rule (R8). Let $S$ be a star in $G\left[V_{2}\right]$ and let $w$ be a red vertex connected to $S$. This rule is divided into three subrules (R8.1), (R8.2) and (R8.3) based on how $w$ is connected to $S$.

- Branching rule (R8.1). A red vertex $w$ is connected to at least two leaves of $S$, let those two leaves be $l_{1}, l_{2}$. Then branch on $\left\langle l_{1}\right| s\left|L \backslash\left\{l_{1}, l_{2}\right\}\right\rangle$.
- Branching rule (R8.2). A red vertex $w$ is connected only to $s$ in $S$ and $w$ is connected to some other vertex $x$ in $G\left[V_{2}\right]$ outside $S$ and $y$ is a neighbor of $x$ in $G\left[V_{2}\right]$. Then branch on $\langle s| x|y\rangle$.
- Branching rule (R8.3). A red vertex $w$ is connected to $l_{1}$ in $S, w$ can be connected also to $s$ in $S$, and $w$ is connected to some other vertex $x$ in $G\left[V_{2}\right]$ outside $S$. Then branch on $\langle s| l_{1}|x\rangle$.
- Lemma 18. Assume that Rules (R0) - (R8) are not applicable. Then there are no stars in $G\left[V_{2}\right]$.

Proof. For contradiction assume that Rules (R0) - (R8) are not applicable and there is a star $S$ in $G\left[V_{2}\right]$.

If there is no $P_{5}$ that uses vertices from $S$, then Rule (R1) is applicable on $S$. Suppose there are at least two red vertices connected to $S$. If the red vertices are not connected to a single vertex or a single edge in $S$, then Rule (R2) is applicable, since there is a $P_{5}$ that uses at least two red vertices. So suppose the red vertices are connected to a single vertex or a single edge in $S$. Then from Lemmata 8 and 9 we know that those red vertices are not connected to any other vertices outside $S$. Consequently, there cannot be a $P_{5}$ that uses vertices from $S$ and again Rule (R1) is applicable on $S$.

So suppose that there is a $P_{5}$ that uses vertices from $S$ and there is only one red vertex $w$ connected to $S$. If $w$ is connected to two leaves, then Rule (R8.1) is applicable. So suppose that $w$ is not connected to two leaves. There are three not mutually isomorphic possibilities how $w$ can be connected to $S$ : $\left\{l_{1}\right\},\{s\}$, and $\left\{l_{1}, s\right\}$. In those cases we apply Rules (R8.3), (R8.2), and (R8.3), respectively.

### 3.9 Dealing with stars with a triangle in $G\left[V_{2}\right]$

In this subsection we consider a connected component of $G\left[V_{2}\right]$ which is isomorphic to a star with a triangle. Through this subsection we denote it by $S^{\triangle}$ and label its vertices as in Definition 2.

- Context rule (R9). Let $S^{\triangle}$ be a star with a triangle in $G\left[V_{2}\right]$ and let $w$ be a red vertex connected to $S^{\triangle}$. This rule is divided into four subrules (R9.1), (R9.2), (R9.3) and (R9.4) based on how $w$ is connected to $S^{\triangle}$.
- Branching rule (R9.1). There is a red vertex $w$ such that $\left\{t_{1}, t_{2}\right\} \subseteq N(w)$. Then branch on $\left\langle t_{1}\right| s|L\rangle$.
- Branching rule (R9.2). There is a red vertex $w$ such that $\left|\left\{t_{1}, t_{2}\right\} \cap N(w)\right|=1$, assume that $w$ is connected to $t_{1}$. Then branch on $\left\langle t_{1}\right| s|L\rangle$.
- Lemma 19. Assume that Rules (R0) - (R9.1) are not applicable and the assumptions of Rule (R9.2) are satisfied. If $F$ is a solution that contains $t_{2}$, then at least one of the following holds:
(1) $t_{1} \in F$,
(2) $F^{\prime}=\left(F \backslash\left\{t_{2}\right\}\right) \cup\left\{t_{1}\right\}$ is a solution.
- Branching rule (R9.3). There is a red vertex $w$ connected to a leaf of $S^{\triangle}$, let that leaf be $l_{1}$. Then branch on $\left\langle l_{1} \mid s\right\rangle$.
- Branching rule (R9.4). A red vertex $w$ is connected only to $s$ in $S^{\triangle}$. Then $w$ must be also connected to some component of $G\left[V_{2}\right]$ other than $S^{\triangle}$, otherwise no $P_{5}$ would occur in the component containing $S^{\triangle}$. Label the vertex to which $w$ connects outside $S^{\triangle}$ as $x$. Then branch on $\langle s \mid x\rangle$.
- Lemma 20. Assume that Rules (R0) - (R9) are not applicable. Then there are no stars with a triangle in $G\left[V_{2}\right]$.


### 3.10 Dealing with di-stars in $\boldsymbol{G}\left[\boldsymbol{V}_{\mathbf{2}}\right]$

In this subsection we consider a connected component of $G\left[V_{2}\right]$ which is isomorphic to a di-star. Through this subsection we denote it by $D$ and label its vertices as in Definition 3.

- Branching rule (R10). Let $D$ be a di-star in $G\left[V_{2}\right]$ and let there be a red vertex $w$ connected to at least two leaves on the same side of the di-star, i.e. $|N(w) \cap L| \geq 2$ or $\left|N(w) \cap L^{\prime}\right| \geq 2$. Assume that those leaves are from $L$ and $l_{1}, l_{2}$ are among them. Observe that there is no other red vertex connected to $l_{1}, l_{2}$. Then branch on $\left\langle l_{1}\right| s\left|s^{\prime}\right\rangle$.

Proof of correctness. We have to delete something in $\left\{l_{1}, l_{2}, s, s^{\prime}\right\}$ and since $l_{1}, l_{2}$ are twins, from Lemma 12 we know that we have to try only one of them, thus branching on $\left\langle l_{1}\right| s\left|s^{\prime}\right\rangle$ is correct.

- Context rule (R11). Let $D$ be a di-star in $G\left[V_{2}\right]$ and let $w$ be the only red vertex connected to $D$ such that $\left\{s, s^{\prime}\right\} \subseteq N(w)$. This rule is split into three subrules (R11.1), (R11.2), and (R11.3) based on the degrees of $s$ and $s^{\prime}$.
- Context rule (R11.1). Assume that both $s, s^{\prime}$ have degree two in $G\left[V_{2}\right]$, i.e. the di-star $D$ is actually a $P_{4}$. This rule is split into four subrules (R11.1a), (R11.1b), (R11.1c), and (R11.1d) based on how $w$ is connected to $D$ and whether $w$ is connected to other components.
- Branching rule (R11.1a). Vertex $w$ is connected only to $s, s^{\prime}$ in $D$. Then branch on $\left\langle s \mid s^{\prime}\right\rangle$.
- Branching rule (R11.1b). Vertex $w$ is connected to $s, s^{\prime}$ and to one leaf in $D$, let that leaf be $l_{1}$. Then branch on $\left\langle l_{1}\right| s\left|s^{\prime}\right\rangle$.
- Branching rule (R11.1c). Vertex $w$ is connected to $l_{1}, l_{1}^{\prime}, s, s^{\prime}$ in $D$ and to at least one other component of $G\left[V_{2}\right]$, label the vertex $w$ connects to outside $D$ as $x$ and the neighbor of $x$ in $G\left[V_{2}\right]$ as $y$. Then branch on $\langle x| y\left|\left\{l_{1}, s^{\prime}\right\}\right|\left\{s, l_{1}^{\prime}\right\}\left|\left\{s, s^{\prime}\right\}\right\rangle$.
- Reduction rule (R11.1d). Vertex $w$ is connected only to $l_{1}, l_{1}^{\prime}, s, s^{\prime}$ in $D$ and to no other component of $G\left[V_{2}\right]$. Then delete any vertex $v$ in $D$ and add it to the solution $F$.
- Context rule (R11.2). Assume that exactly one of $s, s^{\prime}$ has degree at least 3 in $G\left[V_{2}\right]$, let it be $s$. This rule is split into four subrules (R11.2a), (R11.2b), (R11.2c), and (R11.2d) based on how $w$ is connected to $D$.
- Branching rule (R11.2a). Vertex $w$ is connected only to $s, s^{\prime}$ in $D$. Then branch on $\left\langle s \mid s^{\prime}\right\rangle$.
- Branching rule (R11.2b). Vertex $w$ is connected to $s, s^{\prime}$ and exactly one leaf from $L$ in $D$, let that leaf be $l_{1}$. Then branch on $\left\langle l_{1}\right| s\left|s^{\prime}\right\rangle$.
- Branching rule (R11.2c). Vertex $w$ is connected to $s, s^{\prime}, l_{1}^{\prime}$ in $D$. Then branch on $\left\langle l_{1}^{\prime}\right| s\left|s^{\prime}\right\rangle$.
- Branching rule (R11.2d). Vertex $w$ is connected to $s, s^{\prime}, l_{1}^{\prime}$ and exactly one leaf from $L$ in $D$, let that leaf be $l_{1}$. Then branch on $\left\langle l_{1}\right| s\left|s^{\prime}\right\rangle$.
- Branching rule (R11.3). Assume that both $s, s^{\prime}$ in $D$ have degree at least 3 in $G\left[V_{2}\right]$. Then branch on $\left.\langle L| s\left|s^{\prime}\right| L^{\prime}\right\rangle$.
- Context rule (R12). Let $D$ be a di-star in $G\left[V_{2}\right]$ and let $w$ be the only red vertex connected to $D$ such that $w$ is connected to $D$ by exactly two edges. We know that $w$ is connected to a subset of $\left\{l_{1}, s, s^{\prime}, l_{1}^{\prime}\right\}$, but not to both $s$ and $s^{\prime}$. This rule is split into three subrules (R12.1), (R12.2), and (R12.3) based on how $w$ is connected to $D$.
- Branching rule (R12.1). Vertex $w$ is connected to a center and its leaf in $D$, let them be $s$ and $l_{1}$. Then branch on $\left\langle l_{1} \mid s\right\rangle$.
- Branching rule (R12.2). Vertex $w$ is connected to a center and to a leaf of the other center in $D$, let them be $s^{\prime}$ and $l_{1}$. Then branch on $\left\langle l_{1}\right| s\left|s^{\prime}\right\rangle$.
- Context rule (R12.3). Vertex $w$ is connected to two opposite leaves in $D$, let them be $l_{1}$ and $l_{1}^{\prime}$. This rule is split into four subrules (R12.3a), (R12.3b), (R12.3c), and (R12.3d) based on the degrees of $s$ and $s^{\prime}$ and whether $w$ is connected to other components.
- Branching rule (R12.3a). Both $s, s^{\prime}$ in $D$ have degree 2 in $G\left[V_{2}\right]$ and $w$ is connected to a component of $G\left[V_{2}\right]$ other than $D$, let $x$ be the vertex $w$ connects to outside $D$ and let $y$ be a neighbor of $x$ in $G\left[V_{2}\right]$. Then branch on $\langle x| y\left|\left\{l_{1}, l_{1}^{\prime}\right\}\right\rangle$.
- Reduction rule (R12.3b). Both $s, s^{\prime}$ in $D$ have degree 2 in $G\left[V_{2}\right]$ and $w$ is not connected to a component of $G\left[V_{2}\right]$ other than $D$. Then delete any vertex $v$ in $D$ and add it to the solution $F$.
- Branching rule (R12.3c). Exactly one of $s, s^{\prime}$ in $D$ has degree at least 3 in $G\left[V_{2}\right]$, let it be $s$. Then branch on $\left\langle l_{1}\right| s\left|l_{1}^{\prime}\right\rangle$.

Branching rule (R12.3d). Both $s, s^{\prime}$ in $D$ have degree at least 3 in $G\left[V_{2}\right]$. Then branch on $\langle s| s^{\prime}\left|\left\{l_{1}, l_{1}^{\prime}\right\}\right\rangle$.

- Context rule (R13). Let $D$ be a di-star in $G\left[V_{2}\right]$ and let $w$ be the only red vertex connected to $D$ such that $w$ is connected to $D$ by exactly three edges. We know that $w$ is connected to a subset of $\left\{l_{1}, s, s^{\prime}, l_{1}^{\prime}\right\}$, but not to both $s$ and $s^{\prime}$. Assume that $w$ is connected to $l_{1}, s, l_{1}^{\prime}$. This rule is split into four subrules (R13.1), (R13.2), (R13.3) and (R13.4) based on the degrees of $s$ and $s^{\prime}$ and whether $w$ is connected to other components.
- Branching rule (R13.1). Both $s, s^{\prime}$ in $D$ have degree 2 in $G\left[V_{2}\right]$ and $w$ is connected to at least one other component of $G\left[V_{2}\right]$, label the vertex $w$ connects to outside $D$ as $x$ and the neighbor of $x$ in $G\left[V_{2}\right]$ as $y$. Then branch on $\left.\langle x| y\left|\left\{l_{1}, s^{\prime}\right\}\right|\left\{s, l_{1}^{\prime}\right\}\right\rangle$.

Proof of correctness. If none of the vertices $x, y$ is deleted, then we have to delete at least two and, by Lemma 16, at most three vertices in $D$. Suppose we wanted to delete exactly two vertices. Out of six possible pairs, only $\left\{l_{1}, s^{\prime}\right\},\left\{s, s^{\prime}\right\},\left\{s, l_{1}^{\prime}\right\}$ lead to a solution. We do not have to try $\left\{s, s^{\prime}\right\}$, since if we delete $s$, then Lemma 10 becomes applicable and we may delete $l_{1}^{\prime}$ instead of $s^{\prime}$. Finally, if we wanted to delete three vertices, then by Lemma 16 those vertices would be $\left\{l_{1}, s, l_{1}^{\prime}\right\}$, but this is already covered by branching on $\left\{s, l_{1}^{\prime}\right\}$. Thus branching on $\left.\langle x| y\left|\left\{l_{1}, s^{\prime}\right\}\right|\left\{s, l_{1}^{\prime}\right\}\right\rangle$ is correct.

- Reduction rule (R13.2). Both $s, s^{\prime}$ in $D$ have degree 2 in $G\left[V_{2}\right]$ and $w$ is not connected to other component of $G\left[V_{2}\right]$. Then delete any vertex $v$ in $D$ and add it to the solution $F$.
- Branching rule (R13.3). Vertex $s$ in $D$ has degree at least 3 in $G\left[V_{2}\right]$. Then branch on $\left\langle l_{1}\right| s\left|l_{1}^{\prime}\right\rangle$.
- Branching rule (R13.4). Vertex $s^{\prime}$ in $D$ has degree at least 3 in $G\left[V_{2}\right]$. Then branch on $\left\langle l_{1}\right| s^{\prime}\left|l_{1}^{\prime}\right\rangle$.
- Context rule (R14). There is exactly one red vertex $w$ connected to $D$ by one edge. This rule is split into two subrules (R14.1) and (R14.2) based on how $w$ is connected to $D$.

Reduction rule (R14.1). Vertex $w$ is connected to a leaf in $D$, let it be $l_{1}$. Then delete $l_{1}$ and add it to the solution $F$.

- Branching rule (R14.2). Vertex $w$ is connected to a center in $D$, let it be $s$, and $w$ is connected to at least one component of $G\left[V_{2}\right]$ other than $D$, label the vertex $w$ connects to outside $D$ as $x$. Then branch on $\langle s \mid x\rangle$.
- Reduction rule (R15). There are at least two red vertices connected to $D$ by exactly one edge and they are connected to a single vertex. From Lemma 8 we know, that the red vertices are not connected to a component of $G\left[V_{2}\right]$ other than $D$ and hence the single vertex must be a leaf, let it be $l_{1}$, otherwise no $P_{5}$ would be formed and Rule (R1) would be applicable. Then delete $l_{1}$ and add it to the solution $F$.
- Branching rule (R16). There are at least two red vertices connected to $D$ by exactly one edge and they are connected to two opposite leaves, let those leaves be $l_{1}, l_{1}^{\prime}$. Assume that there is at least one red vertex connected to each one of them. Further assume that the red vertices connected to $l_{1}$ are not connected to a component of $G\left[V_{2}\right]$ other than $D$. Then branch on $\left\langle s^{\prime} \mid l_{1}^{\prime}\right\rangle$.
- Branching rule (R17). Let there be a di-star $D$ and the two red vertices $w, w^{\prime}$ connected to $D$ are connected to leaves $l_{1}, l_{1}^{\prime}$, respectively, and at least one of the centers has degree at least three, let it be $s$. Then branch on $\langle s| s^{\prime}\left|l_{1}^{\prime}\right\rangle$.
- Branching rule (R18). Let there be a di-star $D$ and the two red vertices $w, w^{\prime}$ connected to $D$ are connected to leaves $l_{1}, l_{1}^{\prime}$, respectively, and both centers have degree exactly two. Then branch on $\left\langle l_{1} \mid l_{1}^{\prime}\right\rangle$.
- Lemma 21. Assume that Rules (R0) - (R9) are not applicable. Then at least one of Rules (R10) - (R18) is applicable.
Proof. From Lemma 4 together with Lemmata 7, 13, 14, 15, 17, 18 and 20 we are now in the situation in which all components of $G\left[V_{2}\right]$ are di-stars and there must be a di-star $D$ in $G\left[V_{2}\right]$ such that there is a $P_{5}$ that uses the vertices of $D$ which implies there is at least one red vertex connected to $D$. For contradiction assume that Rules (R10) - (R18) are not applicable, i.e. no rules are applicable.

Let $w$ be some red vertex connected to $D$. If $|N(w) \cap L| \geq 2$ or $\left|N(w) \cap L^{\prime}\right| \geq 2$, then Rule (R10) is applicable. If there there is a red vertex $w$ connected to $l_{i}$ and a red vertex $w^{\prime}$ connected to $l_{j}, j \neq i$, then Rule (R2) applies. Similarly with vertices connected to $l_{i}^{\prime}$ and $l_{j}^{\prime}$. So for the rest of this proof assume that each red vertex can be connected only to vertices $l_{1}, s, s^{\prime}$, or $l_{1}^{\prime}$.

Firstly, assume that there is only one red vertex $w$ connected to $D$. In Table 1 we list all possibilities (omitting several isomorphic cases) based on how $w$ is connected to $D$, on the degrees of $s$ and $s^{\prime}$, and whether $w$ is connected only to $D(N(w) \subseteq V(D))$ or $w$ is also connected outside $D(N(w) \nsubseteq V(D))$.

Observe that if there were at least two red vertices connected to $D$ and $w$ was connected to $D$ by at least two edges, then Rule (R2) would be applicable with the only exception in case where $w$ is connected to $\left\{l_{1}, s\right\}$ or $\left\{s^{\prime}, l_{1}^{\prime}\right\}$ and the other red vertices to $s$ or $s^{\prime}$, respectively. But this exception is resolved by Rule (R1) since vertices connected only to $s$ or $s^{\prime}$ in this configuration are not used by any $P_{5}$. With this in mind, if there are at least two red vertices connected to $D$, then they are connected to $D$ by only one edge.

Secondly, assume that there are at least two red vertices connected to $D$ by exactly one edge. Let $X \subseteq V(D)$ be the vertices to which the red vertices are connected in $D$. Again, if $|X \cap L| \geq 2$ or $\left|X \cap L^{\prime}\right| \geq 2$, then Rule (R2) applies. So suppose that $X \subseteq\left\{l_{1}, s, s^{\prime}, l_{1}^{\prime}\right\}$. If $\left\{l_{1}, s^{\prime}\right\} \subseteq X$ or $\left\{s, l_{1}^{\prime}\right\} \subseteq X$ (which covers also cases where $|X| \geq 3$ ), then again Rule (R2) is applicable. If the vertices are connected to a single edge, then at least one of the vertices of such edge is a center, the vertices connected to it are not used by any $P_{5}$, and Rule (R1) applies. We conclude that the red vertices may be connected only to a single vertex or to two opposite leaves in $D$.

Thirdly, assume that the red vertices are connected to a single vertex. If that vertex is a leaf, then Rule (R15) is applicable, otherwise Rule (R1) is applicable.

Fourthly, assume that the red vertices are connected to two opposite leaves, let them be $l_{1}$ and $l_{1}^{\prime}$, and let $W$ be the set of red vertices connected to $l_{1}$ and $W^{\prime}$ be the set of red vertices connected to $l_{1}^{\prime}$. If the vertices in $W$ or in $W^{\prime}$ (or both) are not connected to any component other than $D$, then Rule (R16) is applicable. This is the case whenever $|W| \geq 2$ or $\left|W^{\prime}\right| \geq 2$ by Lemma 8 .

Observe that now we are in situation in which there are exactly two red vertices $w$ and $w^{\prime}$ connected to $D$ by exactly one edge and these vertices are connected to $l_{1}$ and $l_{1}^{\prime}$, assume that $w$ is connected to $l_{1}$ and $w^{\prime}$ is connected to $l_{1}^{\prime}$. Furthermore, vertices $w$ and $w^{\prime}$ are connected to at least one other di-star in $G\left[V_{2}\right]$. If at least one of $L, L^{\prime}$ has size at least two, then Rule (R17) is applicable, otherwise all di-stars in $G\left[V_{2}\right]$ are actually a $P_{4}$ paths and Rule (R18) is applicable.

Finally, there is no di-star remaining in $G\left[V_{2}\right]$ which together with Lemmata 4, $7,13,14$, $15,17,18$ and 20 implies that $G\left[V_{2}\right]=\emptyset$ and since $V_{1}, V_{2}$ is a $P_{5}$-free bipartition, there is no $P_{5}$ path remaining in $G$ and Rule (R0) is applicable.

Table 1 Possible configurations of single red vertex $w$ and $D$ in Lemma 21.

|  | $N(w) \nsubseteq V(D)$ |  |  | $N(w) \subseteq V(D)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \|L\|=1 \\ & \left\|L^{\prime}\right\|=1 \end{aligned}$ | $\begin{aligned} & \|L\|>1 \\ & \left\|L^{\prime}\right\|=1 \end{aligned}$ | $\begin{aligned} & \|L\|>1, \\ & \left\|L^{\prime}\right\|>1 \end{aligned}$ | $\begin{aligned} & \|L\|=1 \\ & \left\|L^{\prime}\right\|=1 \end{aligned}$ | $\begin{aligned} & \|L\|>1 \\ & \left\|L^{\prime}\right\|=1 \end{aligned}$ | $\begin{aligned} & \|L\|>1 \\ & \left\|L^{\prime}\right\|>1 \end{aligned}$ |
| $\left\{l_{1}\right\}$ | (R14.1) | (R14.1) | (R14.1) | (R14.1) | (R14.1) | (R14.1) |
| $\{s\}$ | (R14.2) | (R14.2) | (R14.2) | (R1) | (R1) | (R1) |
| $\left\{s^{\prime}\right\}$ | (R14.2) | (R14.2) | (R14.2) | (R1) | (R1) | (R1) |
| $\left\{l_{1}^{\prime}\right\}$ | (R14.1) | (R14.1) | (R14.1) | (R14.1) | (R14.1) | (R14.1) |
| $\left\{l_{1}, s\right\}$ | (R12.1) | (R12.1) | (R12.1) | (R12.1) | (R12.1) | (R12.1) |
| $\left\{l_{1}, s^{\prime}\right\}$ | (R12.2) | (R12.2) | (R12.2) | (R12.2) | (R12.2) | (R12.2) |
| $\left\{l_{1}, l_{1}^{\prime}\right\}$ | (R12.3a) | (R12.3c) | (R12.3d) | (R12.3b) | (R12.3c) | (R12.3d) |
| $\left\{s, s^{\prime}\right\}$ | (R11.1a) | (R11.2a) | (R11.3) | (R11.1a) | (R11.2a) | (R11.3) |
| $\left\{s, l_{1}^{\prime}\right\}$ | (R12.2) | (R12.2) | (R12.2) | (R12.2) | (R12.2) | (R12.2) |
| $\left\{s^{\prime}, l_{1}^{\prime}\right\}$ | (R12.1) | (R12.1) | (R12.1) | (R12.1) | (R12.1) | (R12.1) |
| $\left\{l_{1}, s, s^{\prime}\right\}$ | (R11.1b) | (R11.2b) | (R11.3) | (R11.1b) | (R11.2b) | (R11.3) |
| $\left\{l_{1}, s, l_{1}^{\prime}\right\}$ | (R13.1) | (R13.3) | (R13.3) | (R13.2) | (R13.3) | (R13.3) |
| $\left\{l_{1}, s^{\prime}, l_{1}^{\prime}\right\}$ | (R13.1) | (R13.4) | (R13.3) | (R13.2) | (R13.4) | (R13.3) |
| $\left\{s, s^{\prime}, l_{1}^{\prime}\right\}$ | (R11.1b) | (R11.2c) | (R11.3) | (R11.1b) | (R11.2c) | (R11.3) |
| $\left\{l_{1}, s, s^{\prime}, l_{1}^{\prime}\right\}$ | (R11.1c) | (R11.2d) | (R11.3) | (R11.1d) | (R11.2d) | (R11.3) |

### 3.11 Final remarks

From Lemma 21 we know that there is always at least one rule applicable. It remains to analyze the running time of the disjoint compression routine DISJOINT_R.

- Theorem 22. The DISJOINT_R procedure solves the 5-PVCwB problem in $\mathcal{O}^{*}\left(3^{k}\right)$ time.

By standard arguments (see Cygan et al. [3, pages 80-81]) we get the following corollary.

- Corollary 23. The iterative compression algorithm solves the 5-PVC problem and runs in $\mathcal{O}^{*}\left(4^{k}\right)$ time.


## 4 Conclusion

We conclude this paper with a few open questions.
Firstly, we see the trend of solving 3-PVC, 4-PVC and now 5 -PVC with the iterative compression technique, so it is natural to ask whether this approach can be further used for $6-\mathrm{PVC}$ or even to $d$-PVC in general. However, given the complexity (number of rules) of the algorithm presented in this paper, it seems more reasonable to first try to find a simpler algorithm for 5 -PVC.

Secondly, motivated by the work of Orenstein et al. [13], we ask whether known algorithms for 3-PVC, 4-PVC, 5-PVC can be generalized to work with directed graphs.

Finally, due to Fafianie and Kratsch [5] we know that $d$-PVC problem has a kernel with $\mathcal{O}\left(k^{d}\right)$ vertices and edges. Dell and van Melkebeek [4] showed that there is no $\mathcal{O}\left(k^{d-\epsilon}\right)$ kernel for any $\epsilon>0$ for general $d$-Hitting Set unless coNP is in NP/poly, which would imply a collapse of the polynomial-time hierarchy. However, for 3-PVC problem, Xiao and Kou [19] presented a kernel with $5 k$ vertices. To our knowledge, it is not known whether there exists a linear kernel for 4-PVC or any $d$-PVC with $d \geq 5$.
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#### Abstract

A prototypical graph problem is centered around a graph-theoretic property for a set of vertices and a solution to it is a set of vertices for which the desired property holds. The task is to decide whether, in the given graph, there exists a solution of a certain quality, where we use size as a quality measure. In this work, we are changing the measure to the fair measure (cf. Lin and Sahni [27]). The fair measure of a set of vertices $S$ is (at most) $k$ if the number of neighbors in the set $S$ of any vertex (in the input graph) does not exceed $k$. One possible way to study graph problems is by defining the property in a certain logic. For a given objective, an evaluation problem is to find a set (of vertices) that simultaneously minimizes the assumed measure and satisfies an appropriate formula. More formally, we study the MSO Fair Vertex Evaluation, where the graph-theoretic property is described by an MSO formula.

In the presented paper we show that there is an FPT algorithm for the MSO Fair Vertex Evaluation problem for formulas with one free variable parameterized by the twin cover number of the input graph and the size of the formula. One may define an extended variant of MSO FAIR Vertex Evaluation for formulas with $\ell$ free variables; here we measure a maximum number of neighbors in each of the $\ell$ sets. However, such variant is W[1]-hard for parameter $\ell$ even on graphs with twin cover one.

Furthermore, we study the Fair Vertex Cover (Fair VC) problem. Fair VC is among the simplest problems with respect to the demanded property (i.e., the rest forms an edgeless graph). On the negative side, Fair VC is $\mathrm{W}[1]$-hard when parameterized by both treedepth and feedback vertex set of the input graph. On the positive side, we provide an FPT algorithm for the parameter modular width.
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## 1 Introduction

A prototypical graph problem is centered around a fixed property for a set of vertices. A solution is any set of vertices for which the given property holds. In a similar manner, one can define the solution as a set of vertices such that the given property holds when we remove this set of vertices from the input graph. This leads to the introduction of deletion problems a standard reformulation of some classical problems in combinatorial optimization introduced by Yannakakis [37]. Formally, for a graph property $\pi$ we formulate a vertex deletion problem. That is, given a graph $G=(V, E)$, find a smallest possible set of vertices $W$ such that $G \backslash W$ satisfies the property $\pi$. Many classical problems can be formulated in this way such as Minimum Vertex Cover ( $\pi$ describes an edgeless graph) or Minimum Feedback Vertex SET ( $\pi$ is valid for forests).

Clearly, the complexity of a graph problem is governed by the associated property $\pi$. We can either study one particular problem or a broader class of problems with related graph-theoretic properties. One such relation comes from logic, for example, two properties are related if it is possible to express both by a first order (FO) formula. Then, it is possible to design a model checking algorithm that for any property $\pi$ expressible in the fixed logic decides whether the input graph with the vertices from $W$ removed satisfies $\pi$ or not.

Undoubtedly, Courcelle's Theorem [4] for graph properties expressible in the monadic second-order logic (MSO) on graphs of bounded treewidth plays a prime role among model checking algorithms. In particular, Courcelle's Theorem provides for an MSO sentence $\varphi$ an algorithm that given an $n$-vertex graph $G$ with treewidth $k$ decides whether $\varphi$ holds in $G$ in time $f(k,|\varphi|) n$, where $f$ is some computable function and $|\varphi|$ is the quantifier depth of $\varphi$. In terms of parameterized complexity, such an algorithm is called fixed-parameter tractable (the problem belongs to the class FPT for the combined parameter $k+|\varphi|$ ). We refer the reader to monographs [7, 8] for background on parameterized complexity theory and algorithm design. There are many more FPT model-checking algorithms, e.g., an algorithm for (existential counting) modal logic model checking on graphs of bounded treewidth [33], MSO model checking on graphs of bounded neighborhood diversity [24], or MSO model checking on graphs of bounded shrubdepth [14] (generalizing the previous result). First order logic (FO) model checking received recently quite some attention as well and algorithms for graphs with bounded degree [34], nowhere dense graphs [16], and some dense graph classes [11] were given.

Fair Objective. Fair deletion problems, introduced by Lin and Sahni [27], are such modifications of deletion problems where instead of minimizing the size of the deleted set we change the objective. The Fair Vertex Deletion problem is defined as follows. For a given graph $G=(V, E)$ and a property $\pi$, the task is to find a set $W \subseteq V$ which minimizes the maximum number of neighbors in the set $W$ over all vertices, such that the property $\pi$ holds in $G \backslash W$. Intuitively, the solution should not be concentrated in a neighborhood of any vertex. In order to classify (fair) vertex deletion problems we study the associated decision version, that is, we are interested in finding a set $W$ of size at most $k$, for a given number $k$. Note that this can introduce only polynomial slowdown, as the value of our objective is bounded by 0 from below and by the number of vertices of the input graph from above (provided a solution exists). Since we are about to use a formula with a free variable $X$ to express the desired property $\pi$, we naturally use $X$ to represent the set of deleted vertices in the formula. The fair cost of a set $W \subseteq V$ is defined as $\max _{v \in V}|N(v) \cap W|$. We refer to the function that assigns each set $W \subseteq V$ its fair cost as to the fair objective function. Here, we give a formal definition of the computational problem when the property $\pi$ is defined in some logic L .

```
Fair L Vertex Deletion
Input: An undirected graph G}=(V,E)\mathrm{ , an }\textrm{L}\mathrm{ sentence }\varphi\mathrm{ , and a positive integer }k\mathrm{ .
Question: Is there a set W\subseteqV of fair cost at most k such that G\W\models\varphi?
```

Let $\varphi(X)$ be a formula with one free variable and let $G=(V, E)$ be a graph. For a set $W \subseteq V$ by $\varphi(W)$ we mean that we substitute $W$ for $X$ in $\varphi$. The definition below can be naturally generalized to contain $\ell$ free variables. We would like to point out one crucial difference between deletion and evaluation problems, namely that in evaluation problems we have access to the variable that represents the solution. This enables evaluation problems to impose some conditions on the solution, e.g., we can ensure that the graph induced by the solution has diameter at most 2 or is triangle-free.

Fair L Vertex Evaluation ${ }^{1}$
Input: $\quad$ An undirected graph $G=(V, E)$, an L formula $\varphi(X)$ with one free variable, and a positive integer $k$.
Question: Is there a set $W \subseteq V$ of fair cost at most $k$ such that $G \models \varphi(W)$ ?
Minimizing the fair cost arises naturally for edge problems in many situations as well, e.g., in defective coloring [6], which has been substantialy studied from the practical network communication point of view [17, 19]. A graph $G=(V, E)$ is $(k, d)$-colorable if every vertex can be assigned a color from the set $[k]$ in such a way that every vertex has at most $d$ neighbors of the same color. This problem can be reformulated in terms of fair deletion; we aim to find a set of edges $F$ such that graph $G^{\prime}=(V, F)$ has maximum degree $d$ and $G \backslash F$ can be partitioned into $k$ independent sets.

Related Results. There are several possible research directions once a model checking algorithm is known. One possibility is to broaden the result either by enlarging the class of graphs it works for or by extending the expressive power of the concerned logic, e.g., by introducing a new predicate [23]. Another obvious possibility is to find the exact complexity of the general model checking problem by providing better algorithms (e.g., for subclasses [24]) and/or lower-bounds for the problem [9, 25]. Finally, one may instead of deciding a sentence turn attention to finding a set satisfying a formula with a free variable that is optimal with respect to some objective function $[1,5,15]$. In this work, we take the last presented approach - extending a previous work on MSO model checking for the fair objective function.

When extending a model checking result to incorporate an objective function or a predicate, we face two substantial difficulties. On the one hand, we are trying to introduce as strong extension as possible, while on the other, we try not to worsen the running time too much. Of course, these two are in a clash. One evident possibility is to sacrifice the running time and obtain an XP algorithm, that is, an algorithm running in time $f(k)|G|^{g(k)}$. For example there is an XP algorithm for the Fair $\mathrm{MSO}_{2}$ Vertex Evaluation problems parameterized by treewidth (and the size of the formula) by Kolman et al. [21] running in time $f(|\varphi|, \operatorname{tw}(G))|G|^{g(\operatorname{tw}(G))}$. An orthogonal extension is due to Szeider [35] for the so-called local cardinality constraints (MSO-LCC) who gave an XP algorithm parameterized by treewidth. If we decide to keep the FPT running time, such a result is not possible for treedepth (consequently for treewidth), as we give $\mathrm{W}[1]$-hardness result for a very basic

[^35]Fair $\mathrm{L}_{\emptyset}$ Vertex Deletion problem ${ }^{2}$ in this paper. A weaker form of this hardness was already known for FO logic [29]. Ganian and Obdržálek [15] study CardMSO and provide an FPT algorithm parameterized by neighborhood diversity. Recently, Masařík and Toufar [29] examined fair objective and provide an FPT algorithm for the Fair $\mathrm{MSO}_{1}$ Vertex Evaluation problem parameterized by neighborhood diversity. See also [20] for a discussion of various extensions of the MSO.

We want to turn a particular attention to the Fair Vertex Cover (Fair VC) problem which, besides its natural connection with Vertex Cover, has some further interesting properties. For example, we can think about classical vertex cover as having several crossroads (vertices) and roads (edges) that we need to monitor. However, people could get uneasy if they will see too many policemen from one single crossroad. In contrast, if the vertex cover has low fair cost, it covers all roads while keeping a low number of policemen in the neighborhood of every single crossroad.

### 1.1 Our Results

We give a metatheorem for graphs having bounded twin cover. Twin cover (introduced by Ganian [12]; see also [13]) is one possible generalization of the vertex cover number. Here, we measure the number of vertices needed to cover all edges that are not twin-edges; an edge $\{u, v\}$ is a twin-edge if $N(u) \backslash\{v\}=N(v) \backslash\{u\}$. Ganian introduced twin cover in the hope that it should be possible to extend algorithms designed for parameterization by the vertex cover number to a broader class of graphs.

- Theorem 1. The Fair $\mathrm{MSO}_{1}$ Vertex Evaluation problem parameterized by the twin cover number and the quantifier depth of the formula admits an FPT algorithm.

We want to point out here that in order to obtain this result we have to reprove the original result of Ganian [12] for $\mathrm{MSO}_{1}$ model checking on graphs of bounded twin cover. For this, we extend arguments given by Lampis [24] in the design of an FPT algorithm for $\mathrm{MSO}_{1}$ model checking on graphs of bounded neighborhood diversity. We do this to obtain better insight into the structure of the graph (a kernel) on which model checking is performed (its size is bounded by a function of the parameter). This, in turn, allows us to find a solution minimizing the fair cost and satisfying the $\mathrm{MSO}_{1}$ formula. The result by Ganian in version [12] is based on the fact that graphs of bounded twin cover have bounded shrubdepth and so $\mathrm{MSO}_{1}$ model checking algorithm on shrubdepth ( $[14,10]$ ) can be used.

When proving hardness results it is convenient to show the hardness result for a concrete problem that is expressible by an $\mathrm{MSO}_{1}$ formula, yet as simple as possible. Therefore, we introduce a key problem for Fair Vertex Deletion - the FAIR VC problem.

```
Fair Vertex Cover (Fair VC)
Input: An undirected graph G}=(V,E)\mathrm{ , and a positive integer }k\mathrm{ .
Question: Is there a set W\subseteqV of fair cost at most k such that G\W is an edgeless graph?
```

The Fair VC problem can be expressed in any logic that can express an edgeless graph (we denote such logic $L_{\emptyset}$ ) which is way weaker than FO. Therefore, we propose a systematic study of the FAIR VC problem which, up to our knowledge, have not been considered before.

- Theorem 2. The Fair VC problem parameterized by treedepth $\operatorname{td}(G)$ and feedback vertex set $\mathrm{fvs}(G)$ combined is $\mathrm{W}[1]$-hard.

[^36]Table 1 The table summarize some related (with a citation) and all the presented (with a reference) results on the studied parameters. Green cells denote FPT results, and red cells represent hardness results. Logic $L$ in metatheorems is specified by a logic used in the respective theorem. Symbol $*$ denotes implied results from previous research and symbol $\checkmark$ denotes new implied results. A question mark (?) indicates that the complexity is unknown.

|  | vc | fvs + td | tc | nd | cvd | mw |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FAIR VC | * | T2 | $\checkmark$ | * | ? | T3 |
| FV L Del | $\mathrm{MSO}_{2}$ * | $L_{\emptyset}$ | $\mathrm{MSO}_{1} \checkmark$ | $\mathrm{MSO}_{1}$ * | ? | ? |
| FV L Eval | $\mathrm{MSO}_{2}$ [29] | $L_{\emptyset} \downarrow$ | $\mathrm{MSO}_{1} \mathrm{~T} 1$ | $\mathrm{MSO}_{1} *$ | ? | ? |
| $\ell$-FV L Eval | $\mathrm{MSO}_{1}$ * | $L_{\emptyset} \downarrow$ | $\mathrm{MSO}_{1} \mathrm{~T} 5$ | $\mathrm{MSO}_{1}$ [20] | MSO ${ }_{1}$, | MSO ${ }_{1}$, |

Note that this immediately yields $\mathrm{W}[1]$-hardness and $f(w) n^{o(\sqrt{w})}$ lower bound for FAIR $\mathrm{L}_{\emptyset}$ Vertex Evaluation. Previously, an $f(w) n^{o\left(w^{1 / 3}\right)}$ lower bound was given for FO logic by Masařík and Toufar [29]. Thus our result is stronger in both directions, i.e., the lower bound is stronger, and the logic is less powerful. On the other hand, we show that Fair VC can be solved efficiently in dense graph models.

- Theorem 3. The FAIR VC problem parameterized by modular width $\operatorname{mw}(G)$ admits an FPT algorithm with running time $2^{\operatorname{mw}(G)} \cdot \operatorname{mw}(G) \cdot n^{3}$, where $n$ is the number of vertices in $G$.

We point out that the FAIR VC problem is (rather trivially) AND-compositional and thus it does not admit a polynomial kernel for parameterization by modular width.

- Lemma 4. The FAIR VC problem parameterized by the modular width of the input graph does not admit a polynomial kernel, unless NP $\subseteq$ coNP/poly.

Moreover, an analog to Theorem 3 cannot hold for parameterization by shrubdepth of the input graph. This is a consequence of Theorem 2 and the fact that if a class of graphs has bounded treedepth, then it has bounded shrubdepth (cf. [14, Proposition 3.4]).

Another limitation in a rush for extensions of Theorem 1 is given when aiming for more free variables. More formally, the problem $\ell$-Fair L Vertex Evaluation has formula $\varphi\left(X_{1}, \ldots, X_{\ell}\right)$ with $\ell$ free variables as an input and $W_{1}, \ldots, W_{\ell}$ are the corresponding sets in $G$ of fair cost at most $k$. The fair cost of $W_{1}, \ldots, W_{\ell}$ is defined as $\max _{v \in V} \max _{i \in[\ell]}\left|N(v) \cap W_{i}\right|$. It is very surprising that such a generalization is not possible for parameterization by twin cover, since the same extension is possible for parameterization by neighborhood diversity [20]. In fact, they prove something even stronger, i.e., an FPT algorithm parameterized by neighborhood diversity in the context of $\mathrm{MSO}_{\text {lin }}^{\perp}$ is given in [20]. In $\mathrm{MSO}_{\text {lin }}^{\perp}$ one can specify both lower- and upper-bound for each vertex and each free variable (i.e., a feasibility interval is given for every vertex).

- Theorem $5\left(\star^{3}\right)$. The $\ell$-Fair FO Vertex Evaluation problem is $\mathrm{W}[1]$-hard for parameter $\ell$ even on graphs with twin cover of size one.

The reduction is done from the Unary $\ell$-Bin Packing problem; the lower-bound and W[1]-hardness of Unary $\ell$-Bin Packing was given by Jansen et al. [18].

For an overview of the results, please refer to Table 1 and to Figure 1 for the hierarchy of classes.

[^37]

Figure 1 Hierarchy of graph parameters with depicted complexity of the FAIR L VERTEX Evaluation problem. An arrow indicates that a graph parameter upper-bounds the other. Thus, hardness results are implied in the direction of arrows, and FPT algorithms are implied in the reverse direction. Green colors indicate FPT results for $\mathrm{MSO}_{2}$, orange are FPT for $\mathrm{MSO}_{1}$, blue are open, and red are hardness results. We denote treewidth by tw, shrubdepth by sd, and clique width by $c w$. We refer to book [7] for definitions. Other parameters and their respective abbreviations are defined in Subsection 1.2.

### 1.2 Preliminaries

For a positive integer $n$ we denote $[n]$ the set $\{1, \ldots, n\}$. We deal with simple undirected graphs, for further standard notation we refer to monographs: graph theory [30] and parameterized complexity [7]. For a vertex $v$ by $N(v)$ we denote the neighborhood of $v$ and by $N[v]$ we denote the closed neighborhood of vertex $v$, i.e., $N(v) \cup\{v\}$.

A parameter closely related to twin cover is cluster vertex deletion $(\operatorname{cvd}(G))$, that is, the smallest number of vertices one has to delete from a graph in order to get a collection of (disjoint) cliques. Treedepth of a graph $G(\operatorname{td}(G))$ is the minimum height of a rooted forest whose transitive closure contains the graph $G[31]$. Feedback vertex set $(\operatorname{fvs}(G))$ is the minimum number of vertices of a graph $G$ whose removal leaves the graph without cycles. Neighborhood diversity $(\operatorname{nd}(G))$ is the smallest integer $r$ such that the the vertex set of $G$ can be partitioned into $r$ sets $V_{1}, \ldots, V_{r}$ in such a way that the graph $G\left[V_{i}\right]$ is either a clique or an edgeless graph for all $i \in[r]$ and the bipartite graph $G\left[V_{i}, V_{j}\right]$ is either a complete bipartite graph or an edgeless graph for all distinct $i, j \in[r]$. Modular width of a graph $G(\operatorname{mw}(G))$, is the smallest positive integer $r$ such that $G$ can be obtained from an algebraic expression of width at most $r$, defined as follows. The width of an expression $A$ is the maximum number of operands used by any occurrence of the substitution operation in $A$, where $A$ is an algebraic expression that uses the following operations:

1. Create an isolated vertex.
2. The substitution operation with respect to a template graph $T$ with vertex set $[r]$ and graphs $G_{1}, \ldots, G_{r}$ created by algebraic expression. The substitution operation, denoted by $T\left(G_{1}, \ldots, G_{r}\right)$, results in the graph on vertex set $V=V_{1} \cup \cdots \cup V_{r}$ and edge set $E=E_{1} \cup \cdots \cup E_{r} \cup \bigcup_{\{i, j\} \in E(T)}\left\{\{u, v\}: u \in V_{i}, v \in V_{j}\right\}$, where $G_{i}=\left(V_{i}, E_{i}\right)$ for all $i \in[r]$.

An algebraic expression of width $\operatorname{mw}(G)$ can be computed in linear time [36].
We stick with standard definitions and notation in logic. For a comprehensive summary, please consult a book by Libkin [26].

## 2 Metatheorems for Fair Evaluation

We show an FPT algorithm as it is stated in Theorem 1. We give a more detailed statement that implies the promised result straigthforwardly.

We split the proof into two parts. First, we show an algorithm for $\mathrm{MSO}_{1}$ model checking parameterized by twin cover of the graph (Proposition 8). In the second part, we prove that we can even compute the optimal fair cost (Proposition 12) and so derive the promised result.

Overview of the Algorithm. For the model checking algorithm, we closely follow the approach of Lampis [24]. The idea is that if there is a large set of vertices with the same closed neighborhood, then some of them are irrelevant, i.e., we can delete them without affecting the truthfulness of the given formula $\varphi$. For graphs of bounded neighborhood diversity using this rule alone can reduce the number of vertices below a bound that depends on $\operatorname{nd}(G)$ and $|\varphi|$ only, thus providing an FPT model checking algorithm. For the graphs of bounded twin cover, this approach can be used to reduce the size of all (twin) cliques, yet their number can still be large. We take the approach one step further and describe the deletion of irrelevant cliques in a similar manner; these rules together yield a model checking algorithm for graphs of bounded twin cover.

The reduction rules also lead to a notion of shape of a set $W \subseteq V$. The motivation behind shapes is to partition all subsets of $V$ such that if two sets $W, W^{\prime}$ have the same shape, then $G \models \varphi(W)$ if and only if $G \models \varphi\left(W^{\prime}\right)$. This allows us to consider only one set of each shape for the purposes of model checking. Since the number of all distinct shapes is bounded by some function of parameters, we can essentially brute force through all possible shapes.

A final ingredient is an algorithm that for a given shape outputs a subset of vertices with this shape that minimizes the fair cost. This algorithm uses ILP techniques, in particular minimizing quasiconvex function subject to linear constraints.

Notation. In what follows $G=(V, E)$ is a graph and $K$ is its twin cover of size $k$. An $\mathrm{MSO}_{1}$ formula $\varphi$ contains $q_{S}$ set quantifiers and $q_{v}$ element (vertex) quantifiers. Given a twin cover $K$ and $A \subseteq K$, we say that $A$ is the cover set of a set $S \subseteq V \backslash K$ if every $v \in S$ has $N(v) \cap K=A$. Note that, by the definition of twin cover, for all $u, v \in V \backslash K$ with $\{u, v\} \in E$ we have that $A$ is a cover set for $u$ if and only if $A$ is a cover set for $v$. We say that two cliques have the same type if they have the same size and the same cover set. Clearly, if the cover set is fixed, two cliques agree on type if and only if their sizes are the same. We define a labeled graph, that is, a graph and a collection of labels on the vertices. We say that two cliques have the same labeled type if all of them have the same size, the same cover set and the same labels on vertices.

### 2.1 Model checking

- Proposition 6 ([24, Lemma 5 and Theorem 4]). Let $\phi$ be an $\mathrm{MSO}_{1}$ formula and let $G$ be a labeled graph. If there is a set $S$ of more than $2^{q_{S}} q_{v}$ vertices having the same closed neighborhood and the same labels, then for any $v \in S$ we have $G \models \varphi$ if and only if $G \backslash v \models \varphi$.

In particular, if $G$ is a graph with just one label, then for any clique $C$ where each vertex has exactly the same closed neighborhood in $G$ the following holds. Either there is a vertex $v \in C$ such that $G \models \phi$ if and only if $G \backslash v \models \phi$ or the size of $C$ is bounded by $2^{q_{S}+1} q_{v}$.

Proposition 6 bounds the size of a maximum clique in $G \backslash K$ because we can apply it repeatedly for each clique that is bigger than the threshold $2^{q_{S}+1} q_{v}$. Now, we need to bound the number of cliques of each type. For this, we establish the following technical lemma.

- Lemma 7 ( $\boldsymbol{\star}$ ). Let $G$ be a labeled graph with twin cover $K$. Let $\varphi$ be an $\mathrm{MSO}_{1}$ formula with $q_{v}$ element quantifiers and $q_{S}$ set quantifiers. Suppose the size of a maximum clique in $G \backslash K$ is bounded by $r$. If there are strictly more than

$$
\alpha\left(q_{S}, q_{v}\right)=2^{r q_{S}}\left(q_{v}+1\right)
$$

cliques of the same labeled type $\mathcal{T}$, then there exists a clique $C$ of the labeled type $\mathcal{T}$ such that $G \models \varphi$ if and only if $G \backslash C \models \varphi$.

From this, we can derive a model checking algorithm.

- Proposition 8 ( $\star$ Model checking on graphs of bounded twin cover). Let $G$ be a graph with twin cover $K$ of size $k$ and the size of the maximum clique in $G \backslash K$ bounded by $2^{q_{S}} q_{v}$ and $\varphi$ is an $\mathrm{MSO}_{1}$ sentence then either there exists a clique $C \in G \backslash K$ such that $G \models \phi$ if and only if $G \backslash C \models \varphi$ or the size of $G$ is bounded by

$$
k+\left(q_{v}+1\right) q_{v}^{2} 2^{k+2 q_{S}+2^{q_{S}} q_{S} q_{v}}=2^{\mathcal{O}\left(k+2^{q_{S}} q_{S} q_{v}\right)} .
$$

### 2.2 Finding a Fair Solution

In the upcoming proof we follow the ideas of Masařík and Toufar [29]. They define, for a given formula $\varphi(X)$, a so-called shape of a set $W \subseteq V$ in $G$. The idea behind a shape is that in order to do the model checking we have deleted some vertices from $G$ that cannot change the outcome of $\varphi(X)$, however, we have to derive a solution of minimal cost in the whole graph $G$. Thus the shape characterizes a set under which $\varphi(X)$ holds and we have to be able to find a set $W \subseteq V(G)$ for which $\varphi(W)$ holds and $W$ minimizes the fair cost among sets having this shape.

Shape. Let $G=(V, E)$ be a graph, $\varphi(X)$ an MSO formula, $K \subseteq V$ a twin cover of $G, A \subseteq K$, and let $r=2^{q_{S}+2} q_{v}$ and $\alpha=2^{r\left(q_{S}+1\right)}\left(q_{v}+1\right)$. Let $\mathcal{C}$ be the collection of all cliques in $G$ such that $A$ is their cover set. We define an $A$-shape. An $A$-shape of size $r$ is a two dimensional table $S_{A}$ of dimension $(r+2) \times(r+2)$ indexed by $\{0,1, \ldots, r+1\} \times\{0,1, \ldots, r+1\}$. Each entry $S_{A}(i, j) \in\{0, \ldots, \alpha+1\}$. The interpretation of $S_{A}(i, j)$ is the minimum of $\alpha+1$ and of the number of cliques $C$ with $N(C)=A$ such that

$$
\min (\alpha+1,|C \cap W|)=i \text { and } \min (\alpha+1,|C \backslash W|)=j
$$

Finally, the shape of $X$ in $G$ is a collection of $A$-shapes for all $A \subseteq K$.
A solution for $\mathcal{C}$ with cover set $A$ can be formally described by a function sol: $\mathcal{C} \rightarrow \mathbb{N} \times \mathbb{N}$. The solution sol is valid if for every $C \in \mathcal{C}$ with $\operatorname{sol}(C)=(i, j)$ either $i+j=|C|$ or $|C| \geq r$, $i=r+1$ (or equivalently $j=r+1$ ), and $i+j<|C|$. For an illustration of a valid assignment please refer to Figure 2. We say that a valid solution sol is compatible with the shape $S_{A}$ if $S(i, j)=\left|\operatorname{sol}^{-1}(i, j)\right|$, whenever $S(i, j) \leq \alpha$ and $\left|\operatorname{sol}^{-1}(i, j)\right| \geq \alpha+1$ if $S(i, j)=\alpha+1$. The $A$-shape $S_{A}$ is said to be valid if there exists a valid solution for $S_{A}$. Note that such a solution does not exist if the shape specifies too many (or too few) cliques of certain sizes. The shape $S$ is valid if all its $A$-shapes are valid.

The following lemma is a key observation about shapes.

- Lemma 9. Let $\varphi$ be an $\mathrm{MSO}_{1}$ formula with one free variable, $G$ a graph and $W, W^{\prime}$ two subsets of vertices having the same shape. Then $G \models \varphi(W)$ if and only if $G \models \varphi\left(W^{\prime}\right)$.


Figure 2 Example of a $7 \times 7 A$-shape. All cliques of size 3 will be assigned to yellow (light gray) fields, while cliques of size 8 will be assigned to orange (darker gray) fields.
number of vertices outside $W$


Figure 3 An example of uncertainty in computation of objective function. The value in the last row depends on the size of the clique we are assigning to those cells. The value in the cell is how much we pay for any compatible clique assigned to this cell.

Proof. The proof follows using Proposition 6 and Lemma 7. Indeed, if we take the graph $G$ with one label corresponding to set $W$ and apply the reduction rules given by Proposition 6 and Lemma 7 and repeat the same process with $W^{\prime}$, we obtain two isomorphic labeled graphs.

Lemma 9 allows us to say that a formula with one free variable holds under a shape since it is irrelevant which subset of vertices of this particular shape is assigned to the free variable. Also note that deciding whether the formula holds under the shape can be done in FPT time by simply picking arbitrary assignment of the given shape and running a model checking algorithm.

Lemma 11 computes a solution of minimal cost for an $A$-shape. We do this by reducing the task to integer linear programming (ILP) while using non-linear objective. A fuction $f: \mathbb{R}^{p} \rightarrow \mathbb{R}$ is separable convex if there exist convex functions $f_{i}: \mathbb{R} \rightarrow \mathbb{R}$ for $i \in[p]$ such that $f\left(x_{1}, \ldots, x_{p}\right)=\sum_{i=1}^{p} f_{i}\left(x_{i}\right)$.

- Theorem 10 ([32] - simplified). Integer linear programming with objective minimization of a separable convex function in dimension $p$ is FPT with respect to $p$ and space exponential in $L$ the length of encoding of the ILP instance.
- Lemma 11. Let $G=(V, E)$ be a graph, $K$ be a twin cover of $G$, and $\emptyset \neq A \subseteq K$. There is an algorithm that given an $A$-shape $S_{A}$ of size $r$ computes a valid solution for $S_{A}$ of minimal cost in time $f(|K|, r) \cdot|G|^{O(1)}$ or reports that $S_{A}$ is not valid.

Proof. Let $\mathcal{C}$ be the collection of all cliques such that $A$ is their cover set. We split the task of finding a minimal solution to $S_{A}$ into two independent parts depending on the size of cliques assigned in the phase.

The first phase is for cliques in $\mathcal{C}$ with sizes at most $r$. Observe that these can be assigned deterministically in a greedy way. This is because no cell of $S_{A}$ is shared by two sizes and we can see that if there are more cells with value $\alpha$ on the corresponding diagonal we can always prefer the top one as this minimizes the cost (see Figure 3). However, this is not possible for larger cliques as they may in general share some cells of $S_{A}$ and thus we defer them to the second phase.

Now observe that the most important vertices for computing the cost are the vertices constituting the set $A$. To see this just note that all other vertices see only $A$ and their neighborhood (a clique) which is at least as large as for the vertices in $A$. It follows that we should only care about the number of selected vertices such that $A$ is their cover set. Thus if the size of all cliques in $\mathcal{C}$ is bounded in terms of $k$ we are done. Alas, this is not the case.

We split the set $\mathcal{C}$ into sets $\mathcal{C}_{1}, \ldots, \mathcal{C}_{2 r}$, and $\mathcal{C}_{\max }$. A clique $C \in \mathcal{C}$ belongs to $\mathcal{C}_{|C|}$ if $1 \leq|C| \leq 2 r$ and belongs to $\mathcal{C}_{\text {max }}$ otherwise. Note that cliques from $\mathcal{C}_{\text {max }}$ may be assigned only to cells having at least one index $r+1$. As mentioned we are about to design an ILP with a non-linear objective function. This ILP has variables $x_{i, j}^{q}$ that express the number of cliques from the set $\mathcal{C}_{q}$ assigned to the cell $(i, j)$ of $S_{A}$ (that is, $1 \leq i, j \leq r+1$ and $q \in Q=\{1, \ldots, 2 r\} \cup\{\max \}$ ). The obvious conditions are the following (the $\unrhd$ symbol translates to $=$ if $S(i, j) \leq \alpha$ while it translates to $\geq$ if $S(i, j)=\alpha+1)$.

$$
\begin{array}{rlr}
\sum_{q \in Q} x_{i, j}^{q} \unrhd S_{A}(i, j) & 0 \leq i, j \leq r+1 \\
\sum_{0 \leq i, j \leq r+1} x_{i, j}^{q} & =\left|\mathcal{C}_{q}\right| & \forall q \in Q \\
x_{i, j}^{q} \geq 0 & 0 \leq i, j \leq r+1, \forall q \in Q
\end{array}
$$

We are about to minimize the following objective

$$
\sum_{0 \leq i \leq r+1 ; 0 \leq j \leq r} \sum_{1 \leq q \leq 2 r}(q-j) x_{i, j}^{q}+\sum_{0 \leq i \leq r+1} \sum_{\forall q} i \cdot x_{i, r+1}^{q}+g\left(x_{r+1,0}^{\max }, \ldots, x_{r+1, r}^{\max }\right),
$$

where $g: \mathbb{N}^{r} \rightarrow \mathbb{N}$ is a function that has access to sizes of all cliques in $\mathcal{C}_{\text {max }}$ and computes the minimum possible assignment. We claim that the function $g$ is a separable convex function in variables $x_{r+1,0}^{\max }, \ldots, x_{r+1, r}^{\max }$. The first summand of the objective function describes the cliques of size at most $2 r$. Their price corresponds to the number of vertices in the clique $q$ minus the number of vertices that are not selected $j$. The second summand corresponds to the last row, where the cheapest price is always the number of selected vertices $i$. The last summand, discussed in the following paragraph, describes the assignment to the last row. The result then follows from Theorem 10 as the number of integral variables is $O\left(r^{3}\right)$.

Observe that the value of $g\left(x_{r+1,0}^{\max }, \ldots, x_{r+1, r}^{\max }\right)$ is equal to sum of sizes of cliques "assigned to the last row" minus $\sum_{j=0}^{r} j \cdot x_{r+1, j}^{\max }$. Now, $g\left(x_{r+1,0}^{\max }, \ldots, x_{r+1, r}^{\max }\right)=g^{\prime}\left(\sum_{j=0}^{r} x_{r+1, j}^{\max }\right)-$ $\sum_{j=0}^{r} j \cdot x_{r+1, j}^{\max }$. Since all cliques in $\mathcal{C}_{\text {max }}$ are eligible candidates to be assigned to the last row and since it is always cheaper to assign there those of the smallest size among them, we can define $g^{\prime}$ based only on the number of cliques that are assigned to the last row. This finishes the proof since $g^{\prime}$ is a convex function. We defer the details on polynomial space to the full version of the paper.

Now we are ready to prove the main result of this section. It essentially follows by the exhaustive search among all possible shapes $S$ such that $\varphi$ is true under $S$ and application of Lemma 11.

- Proposition 12. Let $G=(V, E)$ be a graph with twin cover $K$ of size $k$. For an $\mathrm{MSO}_{1}$ formula $\varphi(X)$ with one free variable that represents the set to be deleted it is possible to find a set $W \subseteq V$ such that
- $\varphi(W)$ holds in $G$ and
- the cost of $W$ is minimized among all subset of $V$ satisfying $\varphi(X)$
in time $f(k,|\varphi|)|V|^{O(1)}$ for some computable function $f$.


Figure 4 An overview of the reduction in the proof of Theorem 2. The gray vertices are enforced to be a part the fair vertex cover. If a vertex fair objective was lowered, then the resulting threshold is beneath the vertex (the group of vertices).

Proof sketch. We proceed as follows. For every possible selection of $K \cap W$ we generate all possible shapes and check whether $\varphi(X)$ evaluates to true under shape $S$ and if so, we compute $W$ for $S$ having the minimal fair-cost.

## 3 The Fair VC problem

### 3.1 Hardness for Treedepth and Feedback Vertex Set

We observe substantial connection between Fair VC and Target Set Selection (TSS). It is worth mentioning that Vertex Cover can be formulated in the language of TSS by setting the threshold to $\operatorname{deg}(v)$ for every vertex $v$. As a result, our reduction given here is, in certain sense, dual to the one given by Chopin et al. [3] for the TSS problem. However, we will show that the structure of the solution for FAIR VC is, in fact, the complement of the structure of the solution for TSS given therein. The archetypal W[1]-hard problem is the $\ell$-Multicolored Clique problem [7]:

```
\ell-Multicolored Clique Parameter: \ell
Input: An \ell-partite graph G=( V
    every c}\in[\ell]\mathrm{ and they are pairwise disjoint.
Question: Is there a clique of the size \ell in G?
```

Proof sketch of Theorem 2. Refer to figure 4. Observe that we can enforce a vertex $v$ to be a part of the fair vertex cover by attaching $k+1$ degree 1 vertices to $v$. Notice further that we may adjust (lower) the global budget $k$ for individual vertex $v$ by attaching vertices to $v$ and then attaching $k$ new leaves to the newly added vertices.

There are three types of gadgets in our reduction, namely the vertex selection gadget, the edge selection gadget, and the incidence check gadget. We start by enumerating the vertices in each color class by numbers from $[n]$ and edges by numbers in $[m]$. Now, we construct a graph $H$ in which we are going to look for a vertex cover of small fair cost. Throughout the proof $a, b$ are distinct numbers from $[\ell]$.

A selection gadget consists of $z$ choice vertices (representing either the color class $V_{a}$ with $z=n$ or $E_{\{a, b\}}$ in which case $z=m$ ), a special vertex called guard, and a group of $n^{2}$ enumeration vertices. The guard vertex is connected to all choice vertices, it is enforced to be a part of the fair vertex cover, and its budget is lowered so that at most $z-1$ choice vertices can be in any fair vertex cover. The $i$-th choice vertex is connected to $n$ private enumeration vertices. We further divide these vertices into two parts - the lower part consists of $q$ vertices and the upper part consists of $n-q$ vertices, where $q$ refers to the vertex number. That is, $q=i$ in case of a vertex choice gadget and for an edge choice gadget, we let $q=v_{i}$, where $v_{i}$ is the number of the vertex incident to $i$-th edge in the corresponding colorclass.

The $a b$-incidence check gadget consist of two vertices $c_{a b}^{1}$ and $c_{a b}^{2}$. Both $c_{a b}^{1}$ and $c_{a b}^{2}$ are enforced to be a part of the solution and with a lowered budget in a way that at most $n$ vertices in the neighborhood of each of them can be part of any fair vertex cover. The vertex $c_{a b}^{1}$ is connected to every lower part vertex in the selection gadget for $V_{a}$ and to every upper $a$-part vertex in the selection gadget for $E_{\{a, b\}}$. For $c_{a b}^{2}$ we exchange the role of upper- and lower- parts.
$\triangleright$ Claim 13. Suppose $(G, \ell)$ is a yes-instance then there is a vertex cover in $H$ with fair cost at most $k=\max (m-1,2 n)$.

Let $K \subseteq V_{1} \times \cdots \times V_{\ell}$ be a clique in $G$. We now construct a vertex cover $C_{K}$ of $H$ having $\left|N(w) \cap C_{K}\right| \leq k$ for all $w \in W$. The set $C_{K}$ contains the following:

1. all enforced vertices (including all guard and check vertices),
2. if $v \in V_{a} \cap K$ is the $i$-th vertex of $V_{a}$, then all selection vertices of $V_{a}$ but the vertex $i$ are in $C_{K}$ and lower and upper enumeration vertices of $i$ are in $C_{K}$, and
3. if $v \in V_{a} \cap K$ and $u \in V_{b} \cap K$ are adjacent through $q$-th edge of $E_{\{a, b\}}$, then all selection vertices of $E_{\{a, b\}}$ but the vertex $q$ are in $C_{K}$ and $q$ 's enumeration vertices are in $C_{K}$.
The proof of the reverse direction is deferred to the full version due to space limitations.
It remains to discuss the ETH based lower-bound. This follows immediately from our reduction and the result of Chen et al. [2] who proved that there is no $f(k) n^{o(\ell)}$ algorithm for $\ell$-Multicolored Clique unless ETH fails. Since we have $\operatorname{td}(G)+\operatorname{fvs}(G)=O\left(\ell^{2}\right)$ in our reduction, the lower-bound follows.

### 3.2 FPT algorithm for Modular Width

Since an algebraic expression $A$ of width $\operatorname{mw}(G)$ can be computed in linear time [36], we can assume that we have $A$ on the input. We construct the rooted ordered tree $\mathcal{T}$ corresponding to $A$. Each node $t \in \mathcal{T}$ is assigned a graph $G^{t} \subseteq G$, that is, the graph constructed by the subexpression of $A$ rooted at $t$. Suppose we are performing substitution operation at node $t$ with respect to template graph $T$ and graphs $G_{1}, \ldots, G_{r}$. Denote the resulting graph $G^{t}$ and denote by $n_{i}$ the size of $V\left(G_{i}\right)$.

Proof sketch of Theorem 3. The computation will be carried out recursively from the bottom of the tree $\mathcal{T}$. We first describe the structure of all vertex covers $C$ in $G^{t}$. Observe that if $i j \in E(T)$, then at least one of $V\left(G_{i}\right), V\left(G_{j}\right)$ must be a subset of $C$. Thus, the set $C_{T}:=\left\{i: V\left(G_{i}\right) \subseteq C\right\}$ is a vertex cover of the template graph $T$. We call the $C_{T}$ the type of the vertex cover $C$. Furthermore, every set $C \cap V\left(G_{i}\right)$ must be a vertex cover of $G_{i}$. Since there are at most $2^{r}$ vertex covers of $T$, we try all of these. Furthermore, every set $C \cap V\left(G_{i}\right)$ must be a vertex cover of $G_{i}$.

We now describe the fair cost of the cover $C$ in terms of fair costs and sizes of the sets $C \cap V\left(G_{i}\right)$. Let $c_{i}=\left|C \cap V\left(G_{i}\right)\right|$ and let $f_{i}$ denote the fair cost of $C \cap V\left(G_{i}\right)$ in $G_{i}$. The
fair cost of $C$ in $W \subseteq V(G)$ is defined as $\max _{v \in W}|C \cap N(v)|$. For $i \in[r]$ the fair cost of $C$ in $V\left(G_{i}\right)$ can be expressed as $f_{i}+\sum_{j: i j \in E(T)} c_{j}$. If we know the type $C_{T}$ of the cover $C$, this expression can be simplified based on whether $i$ lies in $C_{T}$ or not. If $i \in C_{T}$, then $f_{i}$ is $\Delta\left(G_{i}\right)$ (the maximal degree of $\left.G_{i}\right)$. If, on the other hand, $i \notin C_{T}$, then all its neighbors $j$ are in $C_{T}$ and in this case $c_{j}=n_{j}$. Combining these observations together we get

$$
\text { fair cost of } C \text { in } G_{i}= \begin{cases}\Delta\left(G_{i}\right)+\sum_{j \notin C_{T}: i j \in E(T)} c_{j}+\sum_{j \in C_{T}: i j \in E(T)} n_{j} & i \in C_{T}, \\ f_{i}+\sum_{j: i j \in E(T)} n_{j} & i \notin C_{T} .\end{cases}
$$

From this we can design a dynamic program that computes the solution.

## 4 Conclusions

Fair Edge L Deletion problems. One can define edge deletion problems in a similar way as vertex deletion problems.

$$
\begin{aligned}
& \text { Fair } L \text { edge deletion } \\
& \text { Input: } \\
& \text { An undirected graph } G=(V, E) \text {, an } \mathrm{L} \text { sentence } \varphi \text {, and a positive integer } k \text {. } \\
& \text { Question: } \\
& \\
& \\
& \\
& \text { Is there a set } F \subseteq E \text { such that } G \backslash F \models \varphi \text { and for every vertex } v \text { of } G \text {, it holds } \\
&
\end{aligned}
$$

Recall, in dense graph classes one cannot obtain an $\mathrm{MSO}_{2}$ model checking algorithm running in FPT-time [25]. This is the reason why evaluation problems do not make sense in this context. In sparse graph classes, this problem was studied in [29] where W[1]-hardness was obtained for Fair FO Edge Deletion on graphs of bounded treedepth and FPT algorithm was derived for Fair $\mathrm{MSO}_{2}$ Edge Evaluation on graphs of bounded vertex cover.

The crucial open problem is to resolve the parameterized complexity of the Fair FO Edge Deletion problems for parameterization by neighborhood diversity and twin cover. To motivate the study we prove the following hardness result for parameterization by the cluster vertex deletion number. Recall that for any graph its cluster vertex deletion number is upper-bounded by the size of its twin cover.

- Theorem 14 ( $\star$ ). The Fair FO Edge Deletion problem is $\mathrm{W}[1]$-hard when parameterized by the cluster vertex deletion number of the input graph.

Generalization of parameters. Another open problem is to resolve the parameterized complexity of the Fair MSO ${ }_{1}$ Vertex Evaluation problems with respect to graph parameters generalizing neighborhood diversity or twin cover (e.g., modular width or cluster vertex deletion number respectively).

MSO with Local Linear Constraints. Previously, an FPT algorithm for evaluation of a fair objective was given for parameter neighborhood diversity [29]. That algorithm was extended [20] to a so-called local linear constraints again for a formula $\varphi(\cdot)$ with one free variable that is defined as follows. Every vertex $v \in V(G)$ is accompanied with two positive integers $\ell(v), u(v)$, the lower and the upper bound, and the task is to find a set $X$ that not only $G \models \varphi(X)$ but for each $v \in V(G)$ it holds that $\ell(v) \leq|N(v) \cap X| \leq u(v)$. Note that this is a generalization as fair objective of value $t$ can be tested in this framework by setting $\ell(v)=0$ and $u(v)=t$ for every $v \in V(G)$. Is this extension possible for parameterization by the twin cover number?

Towards new fair problems. As we proposed the examination of FAIR VC already, we would like to turn an attention to exploring fair versions of other classical and well-studied Vertex Deletion problems. In contrast, certain Fair Edge Deletion problems have got some attention before, namely Fair Feedback Edge Set [27] or Fair Edge Odd Cycle Transversal [22]. Besides Fair VC we propose a study of Fair Dominating Set and Fair Feedback Vertex Set. In particular, it would be really interesting to know whether fair variants of Vertex Cover and Dominating Set admit a similar behavior as in the classical setting.

Furthemore, We would like to ask whether there is an NP-hard Fair Vertex Deletion problem that admits an FPT algorithm for parameterization by treedepth (and feedback vertex set) of the input graph.
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#### Abstract

A b-coloring of a graph $G$ is a proper coloring of its vertices such that each color class contains a vertex that has at least one neighbor in all the other color classes. The $b$-Coloring problem asks whether a graph $G$ has a $b$-coloring with $k$ colors. The $b$-chromatic number of a graph $G$, denoted by $\chi_{b}(G)$, is the maximum number $k$ such that $G$ admits a $b$-coloring with $k$ colors. We consider the complexity of the $b$-Coloring problem, whenever the value of $k$ is close to one of two upper bounds on $\chi_{b}(G)$ : The maximum degree $\Delta(G)$ plus one, and the $m$-degree, denoted by $m(G)$, which is defined as the maximum number $i$ such that $G$ has $i$ vertices of degree at least $i-1$. We obtain a dichotomy result for all fixed $k \in \mathbb{N}$ when $k$ is close to one of the two above mentioned upper bounds. Concretely, we show that if $k \in\{\Delta(G)+1-p, m(G)-p\}$, the problem is polynomial-time solvable whenever $p \in\{0,1\}$ and, even when $k=3$, it is NP-complete whenever $p \geq 2$. We furthermore consider parameterizations of the $b$-Coloring problem that involve the maximum degree $\Delta(G)$ of the input graph $G$ and give two FPT-algorithms. First, we show that deciding whether a graph $G$ has a $b$-coloring with $m(G)$ colors is FPT parameterized by $\Delta(G)$. Second, we show that $b$-Coloring is FPT parameterized by $\Delta(G)+\ell_{k}(G)$, where $\ell_{k}(G)$ denotes the number of vertices of degree at least $k$.
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## 1 Introduction

Given a set of colors, a proper coloring of a graph is an assignment of a color to each of its vertices in such a way that no pair of adjacent vertices receive the same color. In the deeply studied Graph Coloring problem, we are given a graph and the question is to determine the smallest set of colors with which we can properly color the input graph. This problem is among Karp's famous list of 21 NP-complete problems [14] and since it often arises in practice, heuristics to solve it are deployed in a wide range of applications. A very natural such heuristic is the following. We greedily find a proper coloring of the graph, and then try to suppress any of its colors in the following way: say we want to suppress color $c$. If there is a vertex $v$ that has received color $c$, and there is another color $c^{\prime} \neq c$ that does not appear in the neighborhood of $v$, then we can safely recolor the vertex $v$ with color $c^{\prime}$ without
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making the coloring improper. We terminate this process once we cannot suppress any color anymore.

To predict the worst-case behavior of the above heuristic, Irving and Manlove defined the notions of a b-coloring and the b-chromatic number of a graph [12]. A b-coloring of a graph $G$ is a proper coloring such that in every color class there is a vertex that has a neighbor in all of the remaining color classes, and the $b$-chromatic number of $G$, denoted by $\chi_{b}(G)$, is the maximum integer $k$ such that $G$ admits a $b$-coloring with $k$ colors. We observe that in a $b$-coloring with $k$ colors, there is no color that can be suppressed to obtain a proper coloring with $k-1$ colors, hence $\chi_{b}(G)$ describes the worst-case behavior of the previously described heuristic on the graph $G$. We consider the following two computational problems associated with $b$-colorings of graphs.

| b-COLORING |  |
| :--- | :--- |
| Input: | Graph $G$, integer $k$ |
| Question: | Does $G$ admit a $b$-coloring with $k$ colors? |


| $b$-Chromatic Number |  |
| :--- | :--- |
| Input: | Graph $G$, integer $k$ |
| Question: | Is $\chi_{b}(G) \geq k ?$ |

We would like to point out an important distinction from the "standard" notion of proper colorings of graphs: If a graph $G$ has a $b$-coloring with $k$ colors, then this implies that $\chi_{b}(G) \geq k$. However, if $\chi_{b}(G) \geq k$ then we can in general not conclude that $G$ has a $b$-coloring with $k$ colors. A graph for which the latter implication holds as well is called $b$-continuous. This notion is mostly of structural interest, since the problem of determining if a graph is $b$-continous is NP-complete even if an optimal proper coloring and a $b$-coloring with $\chi_{b}(G)$ colors are given [2].

Besides observing that $\chi_{b}(G) \leq \Delta(G)+1$ where $\Delta(G)$ denotes the maximum degree of $G$, Irving and Manlove [12] defined the $m$-degree of $G$ as the largest integer $i$ such that $G$ has $i$ vertices of degree at least $i-1$. It follows that $\chi_{b}(G) \leq m(G)$. Since the definition of the $b$-chromatic number originated in the analysis of the worst-case behavior of graph coloring heuristics, graphs whose $b$-chromatic numbers take on critical values, i.e. values that are close to these upper bounds, are of special interest. In particular, identifying them can be helpful in structural investigations concerning the performance of graph coloring heuristics.

In terms of computational complexity, Irving and Manlove showed that both $b$-Coloring and $b$-Chromatic Number are NP-complete [12] and Sampaio observed that $b$-Coloring is NP-complete even for every fixed integer $k \geq 3$ [17]. Panolan et al. [16] gave an exact exponential algorithm for $b$-Chromatic Number running in time $\mathcal{O}\left(3^{n} n^{4} \log n\right)$ and an algorithm that solves $b$-Coloring in time $\left.\mathcal{O}\binom{n}{k} 2^{n-k} n^{4} \log n\right)$. From the perspective of parameterized complexity [6, 8], it has been shown that $b$-Chromatic Number is $\mathrm{W}[1]$-hard parameterized by $k[16]$ and that the dual problem of deciding whether $\chi_{b}(G) \geq n-k$, where $n$ denotes the number of vertices in $G$, is FPT parameterized by $k$ [11].

Since the above mentioned upper bounds $\Delta(G)+1$ and $m(G)$ on the $b$-chromatic number are trivial to compute, it is natural to ask whether there exist efficient algorithms that decide whether $\chi_{b}(G)=\Delta(G)+1$ or $\chi_{b}(G)=m(G)$. It turns out both these problems are NP-complete as well $[10,12,15]$. However, it is known that the problem of deciding whether a graph $G$ admits a $b$-coloring with $k=\Delta(G)+1$ colors is FPT parameterized by $k[16,17]$.

The Dichotomy Result. One of the main contributions of this paper is a complexity dichotomy of the $b$-Coloring problem for fixed $k$, whenever $k$ is close to either $\Delta(G)+1$ or $m(G)$. In particular, for fixed $k \in\{\Delta(G)+1-p, m(G)-p\}$, we show that the problem is polynomial-time solvable when $p \in\{0,1\}$ and, even in the case $k=3$, NP-complete for all fixed $p \geq 2$. More specifically, we give XP time algorithms for the cases $k=m(G), k=\Delta(G)$, and $k=m(G)-1$ which together with the FPT algorithm for the case $k=\Delta(G)+1[16,17]$ and the aforementioned NP-hardness result for $k=3$ complete the picture. We now formally state this result.

- Theorem 1. Let $G$ be a graph, $p \in \mathbb{N}$ and $k \in\{\Delta(G)+1-p, m(G)-p\}$. The problem of deciding whether $G$ has a b-coloring with $k$ colors is
(i) NP-complete if $k$ is part of the input and $p \in\{0,1\}$,
(ii) NP-complete if $k=3$ and $p \geq 2$, and
(iii) polynomial-time solvable for any fixed positive $k$ and $p \in\{0,1\}$.

Maximum Degree Parameterizations. The positive results in our dichotomy theorem provide XP-algorithms to decide whether a graph has a $b$-coloring with a number of colors that either precisely meets or is one below one of two upper bounds on the $b$-chromatic number, with the parameter being the number of colors in each of the cases. Towards more "flexible" tractability results, we consider parameterized versions of $b$-Coloring that involve the maximum degree $\Delta(G)$ of the input graph $G$, but ask for the existence of $b$-colorings with a number of colors that in general is different from $\Delta(G)+1$ or $\Delta(G)$.

- Theorem 2. Let $G$ be a graph. The problem of deciding whether $G$ has a b-coloring with $m(G)$ colors is FPT parameterized by $\Delta(G)$.

One of the crucially used facts in the algorithm of the previous theorem is that if we ask whether a graph $G$ has a $b$-coloring with $k=m(G)$ colors, then the number of vertices of degree at least $k$ is at most $k$. We generalize this setting and parameterize $b$-Coloring by the maximum degree plus the number of vertices of degree at least $k$.

- Theorem 3. Let $G$ be a graph. The problem of deciding whether $G$ has a b-coloring with $k$ colors is FPT parameterized by $\Delta(G)+\ell_{k}(G)$, where $\ell_{k}(G)$ denotes the number of vertices of degree at least $k$ in $G$.

We now argue that parameterizing by only one of the two invariants used in Theorem 3 is not sufficient to obtain efficient parameterized algorithms. From the result of Kratochvíl et al. [15], stating that $b$-ColORING is NP-complete for $k=\Delta(G)+1$, it follows that $b$-ColORING is NP-complete when $\Delta(G)$ is unbounded and $\ell_{k}(G)=0$. On the other hand, Theorem 1(ii) implies that $b$-Coloring is already NP-complete when $k=3$ and $\Delta(G)=4$. Together, this rules out the possibility of FPT- and even of XP-algorithms for parameterizations by one of the two parameters alone, unless $\mathrm{P}=\mathrm{NP}$.

Parameterizations of graph coloring problems by the number of high degree vertices have previously been considered for vertex coloring [1] and edge coloring [9]. Throughout the text, proofs of statements marked with "\&" are deferred to the full version [13].

## 2 Preliminaries

We use the following notation: For $k \in \mathbb{N},[k]:=\{1, \ldots, k\}$. For a function $f: X \rightarrow Y$ and $X^{\prime} \subseteq X$, we denote by $\left.f\right|_{X^{\prime}}$ the restriction of $f$ to $X^{\prime}$ and by $f\left(X^{\prime}\right)$ the set $\left\{f(x) \mid x \in X^{\prime}\right\}$. For a set $X$ and an integer $n$, we denote by $\binom{X}{n}$ the set of all size- $n$ subsets of $X$.

Graphs. Throughout the paper a graph $G$ with vertex set $V(G)$ and edge set $E(G) \subseteq\binom{V(G)}{2}$ is finite and simple. We often denote an edge $\{u, v\} \in E(G)$ by the shorthand $u v$. For graphs $G$ and $H$ we denote by $H \subseteq G$ that $H$ is a subgraph of $G$, i.e. $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. We often use the notation $n:=|V(G)|$. For a vertex $v \in V(G)$, we denote by $N_{G}(v)$ the open neighborhood of $v$ in $G$, i.e. $N_{G}(v)=\{w \in V(G) \mid v w \in E(G)\}$, and by $N_{G}[v]$ the closed neighborhood of $v$ in $G$, i.e. $N_{G}[v]:=\{v\} \cup N_{G}(v)$. For a set of vertices $X \subseteq V(G)$, we let $N_{G}(X):=\bigcup_{v \in X} N_{G}(v) \backslash X$ and $N_{G}[X]:=X \cup N_{G}(X)$. When $G$ is clear from the context, we abbreviate " $N_{G}$ " to " $N$ ". The degree of a vertex $v \in V(G)$ is the size of its open neighborhood, and we denote it ${\operatorname{by~} \operatorname{deg}_{G}(v):=\left|N_{G}(v)\right| \text { or simply by } \operatorname{deg}(v) \text { if } G ; ~}_{\text {a }}$ is clear from the context. For an integer $k$, we denote by $\ell_{k}(G)$ the number of vertices of degree at least $k$ in $G$.

For a vertex set $X \subseteq V(G)$, we denote by $G[X]$ the subgraph induced by $X$, i.e. $G[X]:=$ $\left(X, E(G) \cap\binom{X}{2}\right)$. We furthermore let $G-X:=G[V(G) \backslash X]$ be the subgraph of $G$ obtained from removing the vertices in $X$ and for a single vertex $x \in V(G)$, we use the shorthand " $G-x$ " for " $G-\{x\}$ ".

A graph $G$ is said to be connected if for any 2-partition $(X, Y)$ of $V(G)$, there is an edge $x y \in E(G)$ such that $x \in X$ and $y \in Y$, and disconnected otherwise. A connected component of a graph $G$ is a maximal connected subgraph of $G$. A path is a connected graph of maximum degree two, having precisely two vertices of degree one, called its endpoints. The length of a path is its number of edges. Given a graph $G$ and two vertices $u$ and $v$, the distance between $u$ and $v$, denoted by $\operatorname{dist}_{G}(u, v)$ (or simply $\operatorname{dist}(u, v)$ if $G$ is clear from the context), is the length of the shortest path in $G$ that has $u$ and $v$ as endpoints.

A graph $G$ is a complete graph if every pair of vertices of $G$ is adjacent. A set $C \subseteq V(G)$ is a clique if $G[C]$ is a complete graph. A set $S \subseteq V(G)$ is an independent set if $G[S]$ has no edges. A graph $G$ is a bipartite graph if its vertex set can be partitioned into two independent sets. A bipartite graph with bipartition $(A, B)$ is a complete bipartite graph if all pairs consisting of one vertex from $A$ and one vertex from $B$ are adjacent, and with $a=|A|$ and $b=|B|$, we denote it by $K_{a, b}$. A star is the graph $K_{1, b}$, with $b \geq 2$, and we call center the unique vertex of degree $b$ and leaves the vertices of degree one.

Colorings. Given a graph $G$, a map $\gamma: V(G) \rightarrow[k]$ is called a coloring of $G$ with $k$ colors. If for every pair of adjacent vertices, $u v \in E(G)$, we have that $\gamma(u) \neq \gamma(v)$, then the coloring $\gamma$ is called proper. For $i \in[k]$, we call the set of vertices $u \in V(G)$ such that $\gamma(u)=i$ the color class $i$. If for all $i \in[k]$, there exists a vertex $x_{i} \in V(G)$ such that
(i) $\gamma\left(x_{i}\right)=i$, and
(ii) for each $j \in[k] \backslash\{i\}$, there is a neighbor $y \in N_{G}\left(x_{i}\right)$ of $x_{i}$ such that $\gamma(y)=j$,
then $\gamma$ is called a b-coloring of $G$. For $i \in[k]$, we call a vertex $x_{i}$ satisfying the above two conditions a $b$-vertex for color $i$.

Parameterized Complexity. Let $\Sigma$ be an alphabet. A parameterized problem is a set $\Pi \subseteq \Sigma^{*} \times \mathbb{N}$. A parameterized problem $\Pi$ is said to be fixed-parameter tractable, or contained in the complexity class FPT, if there exists an algorithm that for each $(x, k) \in \Sigma^{*} \times \mathbb{N}$ decides whether $(x, k) \in \Pi$ in time $f(k) \cdot|x|^{c}$ for some computable function $f$ and fixed integer $c \in \mathbb{N}$. A parameterized problem $\Pi$ is said to be contained in the complexity class XP if there is an algorithm that for all $(x, k) \in \Sigma^{*} \times \mathbb{N}$ decides whether $(x, k) \in \Pi$ in time $f(k) \cdot n^{g(k)}$ for some computable functions $f$ and $g$.

A kernelization algorithm for a parameterized problem $\Pi \subseteq \Sigma^{*} \times \mathbb{N}$ is a polynomial-time algorithm that takes as input an instance $(x, k) \in \Sigma^{*} \times \mathbb{N}$ and either correctly decides whether
$(x, k) \in \Pi$ or outputs an instance $\left(x^{\prime}, k^{\prime}\right) \in \Sigma^{*} \times \mathbb{N}$ with $\left|x^{\prime}\right|+k^{\prime} \leq f(k)$ for some computable function $f$ for which $(x, k) \in \Pi$ if and only if $\left(x^{\prime}, k^{\prime}\right) \in \Pi$. We say that $\Pi$ admits a kernel if there is a kernelization algorithm for $\Pi$.

## 3 Hardness Results

In this section we prove the hardness results of our complexity dichotomy. First, we show that $b$-Chromatic Number and $b$-Coloring are NP-complete for $k=m(G)-1=\Delta(G)$, based on a reduction for the case $k=m(G)$ due to Havet et al. [10].

- Theorem 4 (\&). b-Chromatic Number and b-Coloring are NP-complete, even when $k=m(G)-1=\Delta(G)$.

The previous theorem, together with the result that $b$-Coloring is NP-complete when $k=$ $\Delta(G)+1[15]$ and when $k=m(G)[10]$, proves Theorem $1(\mathrm{i})$. We now turn to the proof of Theorem 1(ii), that is, we show that $b$-Coloring remains NP-complete for $k=3$ if $k=\Delta(G)+1-p$ or $k=m(G)-p$ for any $p \geq 2$, based on a reduction due to Sampaio [17]. Note that the following proposition indeed proves Theorem 1(ii) as for fixed $p \geq 2$, we have that $3 \in\{\Delta(G)+1-p, m(G)-p\}$ if and only if $\Delta(G)=p+2$ or $m(G)=p+3$.

- Proposition 5 (\&). For every fixed integer $p \geq 2$, the problem of deciding whether a graph $G$ has a b-coloring with 3 colors is NP-complete when $\Delta(G)=p+2$ or $m(G)=p+3$.

Since $b$-Chromatic Number and $b$-Coloring are known to be NP-complete when $k=\Delta(G)+1$ [15], we make the following observation which is of relevance to us since in Section 5.2, we show that $b$-Coloring is FPT parameterized by $\Delta(G)+\ell_{k}(G)$.

- Observation 6. $b$-Chromatic Number and $b$-Coloring are NP-complete on graphs with $\ell_{k}(G)=0$, where $k$ is the integer associated with the respective problem.


## 4 Dichotomy Algorithms

In this section we give the algorithms in our dichotomy result, proving Theorem 1(iii). We show that for fixed $k \in \mathbb{N}$, the problem of deciding whether a graph $G$ admits a $b$-coloring with $k$ colors is polynomial-time solvable when $k=m(G)$ (Sect. 4.2), when $k=\Delta(G)$ (Sect. 4.3), and when $k=m(G)-1$ (Sect. 4.4), by providing XP-algorithms for each case.

A natural way of solving the $b$-Coloring problem is to first try to identify a set of $k$ $b$-vertices, color them bijectively with colors from $[k]$, and for each vertex in the set a set of $k-1$ neighbors that can be colored in such a way that the vertex becomes a $b$-vertex for its color. Then try to extend the resulting coloring to the remainder of the graph. We enumerate all such sets and colorings, and show that the extension problem is solvable in polynomial time in each of the above cases.

The strategy of identifying the set of $b$-vertices and subsets of their neighbors that make them $b$-vertices was (for instance) also used to give polynomial-time algorithms to compute the b-chromatic number of trees [12] and graphs with large girth [4]. We capture it by defining the notion of a $b$-precoloring in the next subsection.

## $4.1 \quad b$-Precolorings

All algorithms in this section are based on guessing a proper coloring of several vertices in the graph, for which we now introduce the necessary terminology and establish some preliminary results.

- Definition 7 (Precoloring). Let $G$ be a graph and $k \in \mathbb{N}$. A precoloring with $k$ colors of a graph $G$ is an assignment of colors to a subset of its vertices, i.e. for $X \subseteq V(G)$, it is a map $\gamma_{X}: X \rightarrow[k]$. We call $\gamma_{X}$ proper, if it is a proper coloring of $G[X]$. We say that a coloring $\gamma: V(G) \rightarrow[k]$ extends $\gamma_{X}$, if $\left.\gamma\right|_{X}=\gamma_{X}$.

We use the following notation. For two precolorings $\gamma_{X}$ and $\gamma_{Y}$ with $X \cap Y=\emptyset$, we denote by $\gamma_{X} \cup \gamma_{Y}$ the precoloring that colors the vertices in $X$ according to $\gamma_{X}$ and the vertices in $Y$ according to $Y$, i.e. the precoloring $\gamma_{X \cup Y}:=\gamma_{X} \cup \gamma_{Y}$ defined as follows: for all $v \in X \cup Y$, if $v \in X$, then $\gamma_{X \cup Y}(v)=\gamma_{X}$, and if $v \in Y$ then $\gamma_{X \cup Y}(v)=\gamma_{Y}(v)$.

Next, we define a special type of precoloring with the property that any proper coloring that extends it is a $b$-coloring of the graph.

- Definition 8 (b-Precoloring). Let $G$ be a graph, $k \in \mathbb{N}, X \subseteq V(G)$ and $\gamma_{X}$ a precoloring. We call $\gamma_{X}$ a b-precoloring with $k$ colors if $\gamma_{X}$ is a b-coloring of $G[X]$. A b-precoloring $\gamma_{X}$ is called minimal if for any $Y \subset X,\left.\gamma_{X}\right|_{Y}$ is not a b-precoloring.

It is immediate that any $b$-coloring can be obtained by extending a minimal $b$-precoloring, a fact that we capture in the following observation.

- Observation 9. Let $G$ be a graph, $k \in \mathbb{N}$, and $\gamma$ a b-coloring of $G$ with $k$ colors. Then, there is a set $X \subseteq V(G)$ such that $\left.\gamma\right|_{X}$ is a minimal b-precoloring.

The next observation captures the structure of minimal $b$-precolorings with $k$ colors. Roughly speaking, each such precoloring only colors a set of $k b$-vertices and for each $b$-vertex a set of $k-1$ of its neighbors that make that vertex the $b$-vertex of its color. We will use this property in the enumeration algorithm in this section to guarantee that we indeed enumerate all minimal $b$-precolorings with a given number of colors.

- Observation 10. Let $\gamma_{X}$ be a minimal b-precoloring with $k$ colors. Then, $X=B \cup Z$, where
(i) $B=\left\{x_{1}, \ldots, x_{k}\right\}$ and for $i \in[k], \gamma_{X}\left(x_{i}\right)=i$, and
(ii) $Z=\bigcup_{i \in[k]} Z_{i}$, where $Z_{i} \in\binom{N\left(x_{i}\right)}{k-1}$ and $\gamma_{X}\left(Z_{i}\right)=[k] \backslash\{i\}$.

We are now ready to give the enumeration algorithm for minimal $b$-precolorings.

- Lemma 11 (\&). Let $G$ be a graph on $n$ vertices and $k \in \mathbb{N}$. The number of minimal $b$-precolorings with $k$ colors of $G$ is at most

$$
\begin{equation*}
\beta(k):=n^{k} \cdot \Delta^{k(k-1)} \cdot(k-1)!^{k}, \tag{1}
\end{equation*}
$$

where $\Delta:=\Delta(G)$ and they can be enumerated in time $\beta(k) \cdot k^{\mathcal{O}(1)}$.

### 4.2 Algorithm for $k=m(G)$

Our first application of Lemma 11 is to solve the $b$-Coloring problem in the case when $k=m(G)$ in time XP parameterized by $k$. It turns out that in this case, we are dealing with a Yes-instance as soon as we found a $b$-precoloring in the input graph that also colors all high-degree vertices (see Claim 12.1).

- Theorem 12. Let $G$ be a graph. There is an algorithm that decides whether $G$ has a $b$-coloring with $k=m(G)$ colors in time $n^{k^{2}} \cdot 2^{\mathcal{O}\left(k^{2} \log k\right)}$.

Proof. Let $D \subseteq V(G)$ denote the set of vertices in $G$ that have degree at least $k$. Note that by the definition of $m(G)$, we have that $|D| \leq k$.

- Claim 12.1 (母). G has a b-coloring with $k$ colors if and only if $G$ has a b-precoloring $\gamma_{X}$ such that $D \subseteq X$ and there exists $S \subseteq D$ such that $\left.\gamma_{X}\right|_{(X \backslash S)}$ is a minimal b-precoloring.

The algorithm enumerates all minimal $b$-precolorings with $k$ colors and for each such precoloring, it enumerates all colorings of the vertices $D$. If combining one such pair of precolorings gives a $b$-precoloring, it returns a greedy extension of it; otherwise it reports that there is no $b$-coloring with $k$ colors, see Algorithm 1.

Algorithm 1 Algorithm for $b$-Coloring with $k=m(G)$.

```
Input : A graph \(G\)
Output: A \(b\)-coloring with \(m(G)\) colors if it exists, No otherwise.
foreach minimal b-precoloring \(\gamma_{X}: X \rightarrow[k]\) do
        foreach precoloring \(\gamma_{D \backslash X}:(D \backslash X) \rightarrow[k]\) do
        if \(\gamma_{X \cup D}:=\gamma_{X} \cup \gamma_{D \backslash X}\) is proper then return a greedy extension of \(\gamma_{X \cup D}\);
    return No;
```

The correctness of the algorithm follows from the fact that it enumerates all precolorings that can satisfy Claim 12.1. We discuss its runtime. By Lemma 11, we can enumerate all minimal $b$-precolorings with $k$ colors in time $\beta(k) \cdot k^{\mathcal{O}(1)}$. For each such minimal $b$-precoloring, we also enumerate all colorings of $D$. Since $|D| \leq k$, this gives an additional factor of $k^{k}$ to the runtime which (with $\Delta \leq n$ ) then amounts to $\beta(k) \cdot k^{k} \cdot k^{\mathcal{O}(1)} \leq n^{k^{2}} \cdot 2^{\mathcal{O}\left(k^{2} \log k\right)}$.

### 4.3 Algorithm for $k=\Delta(G)$

Next, we turn to the case when $k=\Delta(G)$. Here the strategy is to again enumerate all minimal $b$-precolorings, and then for each such precoloring we check whether it can be extended to the remainder of the graph. Formally, we use an algorithm for the following problem as a subroutine.

```
Precoloring Extension (PrExt)
Input: A graph G, an integer k, and a precoloring }\mp@subsup{\gamma}{X}{}:X->[k] of a set X\subseteqV(G
Question: Does G have a proper coloring with }k\mathrm{ colors extending }\mp@subsup{\gamma}{X}{}\mathrm{ ?
```

Naturally, Precoloring Extension is a hard problem, since it includes Graph ColOring as the special case when $X=\emptyset$. However, when $\Delta(G) \leq k-1$, then the problem is trivially solvable: we simply check if the precoloring at the input is proper and if so, we compute an extension of it greedily. Since each vertex has degree at most $k-1$, there is always at least one color available. The case when $k=\Delta(G)$ has also been shown to be solvable in polynomial time.

Theorem 13 (Thm. 3 in [5], see also [7]). There is an algorithm that solves Precoloring Extension in polynomial time whenever $\Delta(G) \leq k$.

- Theorem 14. There is an algorithm that decides whether a graph $G$ has a b-coloring with $\Delta(G)$ colors in time $n^{k+\mathcal{O}(1)} \cdot 2^{\mathcal{O}\left(k^{2} \log k\right)}$.

Proof (sketch). For each minimal $b$-precoloring $\gamma_{X}$, we apply the algorithm for PrExt of Theorem 13. If it finds a proper coloring extending $\gamma_{X}$, we return it, and if there is no successful run of the algorithm for PrExt, we return No. The details are given in the full version [13].

### 4.4 Algorithm for $k=m(G)-1$

Before we proceed to describe the algorithm for $b$-Coloring when $k=m(G)-1$, we show that the algorithm of Theorem 13 can be used for a slightly more general case of Precoloring Extension, namely the case when all high-degree vertices in the input instance are precolored.

- Lemma 15 (\&). There is an algorithm that solves an instance ( $G, k, \gamma_{X}$ ) of Precoloring EXtension in polynomial time whenever $\max _{v \in V(G) \backslash X} \operatorname{deg}(v) \leq k$.
- Theorem 16. There is an algorithm that decides whether a graph $G$ has a b-coloring with $k=m(G)-1$ colors in time $n^{k^{2}+\mathcal{O}(1)} \cdot 2^{k^{2} \log k}$.

Proof (sketch). Let $D$ denote the set of vertices of degree at least $k+1$ in $G$. By the definition of $m(G)$, we have that $|D| \leq k+1$. We first enumerate all minimal $b$-precolorings of $G$, and for each such precoloring, we enumerate all precolorings of $D$. Since given a $b$-precoloring $\gamma_{X}$ with $D \subseteq X$, we have that every vertex in $V(G) \backslash X$ has degree at most $k$, we can apply the algorithm of Lemma 15 to verify whether there is a proper coloring of $G$ that extends $\gamma_{X}$. If so, we output that extension. If no such precoloring can be found, then we conclude that we are dealing with a No-instance. We give the details of the algorithm and its correctness proof in the full version [13].

It remains to argue the runtime. We enumerate $\beta(k)$ (see (1)) minimal $b$-precolorings in time $\beta(k) \cdot k^{\mathcal{O}(1)}$ using Lemma 11. For each such precoloring, we enumerate all precolorings of $D \backslash X$. Since $|D| \leq k+1$, there are at most $k^{k+1}$ such colorings. Finally, we run the algorithm for PrExt due to Lemma 15 which takes time $n^{\mathcal{O}(1)}$. The total runtime becomes $\beta(k) \cdot k^{\mathcal{O}(1)} \cdot k^{k+1} \cdot n^{\mathcal{O}(1)} \leq n^{k^{2}+\mathcal{O}(1)} \cdot 2^{k^{2} \log k}$.

## 5 Maximum Degree Parameterizations

In this section we consider parameterizations of $b$-Coloring that involve the maximum degree $\Delta(G)$ of the input graph $G$. In Section 5.1 we show that we can solve $b$-Coloring when $k=m(G)$ in time FPT parameterized by $\Delta(G)$ and in Section 5.2 we show that $b$-Coloring is FPT parameterized by $\Delta(G)+\ell_{k}(G)$.

Both algorithms presented in this section make use of the following reduction rule, which has already been applied in $[16,17]$ to obtain the FPT algorithm for the problem of deciding whether a graph $G$ has a $b$-coloring with $k=\Delta(G)+1$ colors, parameterized by $k$.

- Reduction Rule 17 ([16, 17]). Let $(G, k)$ be an instance of b-Coloring. If there is a vertex $v \in V(G)$ such that every vertex in $N[v]$ has degree at most $k-2$, then reduce $(G, k)$ to $(G-v, k)$.


### 5.1 FPT Algorithm for $k=m(G)$ parameterized by $\Delta(G)$

Sampaio [17] and Panolan et al. [16] independently showed that parameterized by $\Delta(G)$, it can be decided in FPT time whether a graph $G$ has a $b$-coloring with $\Delta(G)+1$ colors. In this section we show that in the same parameterization, it can be decided in FPT time whether a graph has a $b$-coloring with $m(G)$ colors.

- Theorem (Thm. 2, restated). There is an algorithm that given a graph $G$ on $n$ vertices decides whether $G$ has a b-coloring with $k=m(G)$ colors in time $2^{\mathcal{O}\left(k^{4} \cdot \Delta\right)}+n^{\mathcal{O}(1)}<$ $2^{\mathcal{O}\left(\Delta^{5}\right)}+n^{\mathcal{O}(1)}$, where $\Delta:=\Delta(G)$.

Proof. We apply Reduction Rule 17 exhaustively to $G$ and consider the following 3-partition $(D, T, R)$ of $V(G)$, where $D$ contains the vertices of degree at least $k, T$ the vertices of degree precisely $k-1$ and $R$ the remaining vertices, i.e. $R:=V(G) \backslash(D \cup T)$. Since we applied Reduction Rule 17 exhaustively, we make

- Observation 2.1. Every vertex in $R$ has at least one neighbor in $D \cup T$.

We pick an inclusion-wise maximal set $B \subseteq D \cup T$ such that for each pair of distinct vertices $b_{1}, b_{2} \in B$, we have that $\operatorname{dist}\left(b_{1}, b_{2}\right) \geq 4$.
Case $1(|\boldsymbol{B} \cap \boldsymbol{T}|<\boldsymbol{k}) .{ }^{1}$ We show that for any vertex in $u \in V(G) \backslash B$, there is a vertex $v \in B$ such that $\operatorname{dist}(u, v) \leq 4$. Suppose $u \in D \cup T$. Since we did not include $u$ in $B$, it immediately follows that there is some $v \in B$ such that $\operatorname{dist}(u, v)<4$. Now suppose $u \in R$. By Observation 2.1, $u$ has a neighbor $w$ in $D \cup T$ and by the previous argument, there is a vertex $v \in B$ such that $\operatorname{dist}(w, v)<4$. We conclude that $\operatorname{dist}(u, v) \leq 4$. Using this observation, we now show that in this case, the number of vertices in $G$ is polynomial in $k$ and $\Delta$.

- Claim 2.2. If $|B \cap T|<k$, then $|V(G)| \leq \mathcal{O}\left(k^{4} \cdot \Delta\right)$.

Proof. Note that $\left(B \cup D, S_{1}, \ldots, S_{4}\right)$ constitutes a partition of $V(G)$, where $S_{i}$ is the set of vertices of $V(G) \backslash(B \cup D)$ that are at distance exactly $i$ from $B$. Since $|B \cap T|<k$ and $|D| \leq k$, we have that $|B \cup D|<2 k$, and therefore $\left|S_{1}\right|<2 k \cdot \Delta$. By the definition of $m(G)$, all the vertices in $S_{1} \cup \ldots \cup S_{4}$ have degree at most $k-1$. This implies that $\left|S_{i}\right|<(k-1)^{i-1} \cdot 2 k \cdot \Delta$. We conclude that the number of vertices in $G$ is at most $2 k+2 k \cdot \Delta \cdot \sum_{i=1}^{4}(k-1)^{i-1}=\mathcal{O}\left(k^{4} \cdot \Delta\right)$.

By Claim 2.2, we can solve the instance in Case 1 in time $2^{\mathcal{O}\left(k^{4} \cdot \Delta\right)}$ using the algorithm of Panolan et al. [16].
Case $2(|\boldsymbol{B} \cap \boldsymbol{T}| \geq \boldsymbol{k})$. Let $B^{\prime} \subseteq B \cap T$ with $\left|B^{\prime}\right|=k$ and denote this set by $B^{\prime}=$ $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$. We show that we can construct a $b$-coloring $\gamma: V(G) \rightarrow[k]$ of $G$ such that for $i \in[k], x_{i}$ is the $b$-vertex of color $i$. For $i \in[k]$, we let $\gamma\left(x_{i}\right):=i$. Next, we color the vertices in $D$. Recall that $|D| \leq k$, so we can color the vertices in $D$ injectively with colors from $[k]$, ensuring that this will not create a conflict on any edge in $G[D]$. Furthermore, consider $i, j \in[k]$ with $i \neq j$. Since $\operatorname{dist}\left(x_{i}, x_{j}\right) \geq 4$, we have that $N\left(x_{i}\right) \cap N\left(x_{j}\right)=\emptyset$. In particular, there is no vertex in $D$ that has two or more neighbors in $B^{\prime}$. To summarize, we can conclude that we can let $\gamma$ color the vertices of $D$ in such a way that:
(i) $\gamma$ is injective on $D$, and
(ii) $\gamma$ is a proper coloring of $G\left[B^{\prime} \cup D\right]$.

These two items imply that for each $x_{i}(i \in[k])$, its neighbors $N\left(x_{i}\right) \cap D$ receive distinct colors which are also different from $i$. Let $\ell:=\left|N\left(x_{i}\right) \cap D\right|$. It follows that we can let $\gamma$ color the remaning $(k-1)-\ell$ neighbors of $x_{i}$ in an arbitrary bijective manner with the $(k-1)-\ell$ colors that do not yet appear in the neighborhood of $x_{i}$.

After this process, $x_{i}$ is a $b$-vertex for color $i$. We proceed in this way for all $i \in[k]$. Since for $i, j \in[k]$ with $i \neq j$ we have that $\operatorname{dist}\left(x_{i}, x_{j}\right) \geq 4$, it follows that there are no edges between $N\left[x_{i}\right]$ and $N\left[x_{j}\right]$ in $G$. Hence, we did not introduce any coloring conflict in the previous step. Now, all vertices in $G$ that have not yet received a color by $\gamma$ have degree at most $k-1$, so we can extend $\gamma$ to a proper coloring of $G$ in a greedy fashion.

We summarize the whole procedure in Algorithm 2. We now analyze its runtime. Clearly,

[^38]Algorithm 2 An algorithm that either constructs a $b$-coloring of a graph $G$ with $m(G)$ colors, or reports that there is none, and runs in FPT time parameterized by $\Delta(G)$.

```
Input : A graph \(G\) with \(k=m(G) / /\) More generally, graph \(G\) with
                    \(\ell_{k}(G) \leq k\)
    Output: A \(b\)-coloring with \(k\) colors of \(G\) if it exists, and No otherwise.
    Apply Reduction Rule 17 exhaustively;
    Let \((D, T, R)\) be a partition of \(V(G)\) such that for all \(x \in D, \operatorname{deg}_{G}(x) \geq k\), for all
        \(x \in T, \operatorname{deg}_{G}(x)=k-1\), and \(R=V(G) \backslash(D \cup T)\);
    Let \(B \subseteq D \cup T\) be a maximal set such that for distinct \(b_{1}, b_{2} \in B, \operatorname{dist}\left(b_{1}, b_{2}\right) \geq 4\);
    if \(|B \cap T|<k\) then // Case 1
        Solve the instance in time \(2^{\mathcal{O}\left(k^{4} \cdot \Delta\right)}\) using the \(b\)-Coloring algorithm [16];
        if the algorithm of [16] returned a b-coloring \(\gamma\) then return \(\gamma\);
        else return No;
    else // Case 2, i.e. \(|B \cap T| \geq k\)
        Pick a size- \(k\) subset of \(B \cap T\), say \(B^{\prime}:=\left\{x_{1}, \ldots, x_{k}\right\}\);
        Initialize a \(k\)-coloring \(\gamma: V(G) \rightarrow[k]\);
        For \(i \in[k]\), let \(\gamma\left(x_{i}\right):=i\);
        Let \(\gamma\) color the vertices of \(D\) injectively such that \(\gamma\) remains proper on \(G\left[B^{\prime} \cup D\right]\);
        For \(i \in[k]\), let \(\gamma\) color \(N\left(x_{i}\right) \cap D\) such that \(x_{i}\) is the \(b\)-vertex of color \(i\);
        Extend the coloring \(\gamma\) greedily to the remainder of \(G\);
        return \(\gamma\);
```

exhaustively applying Reduction Rule 17 can be done in time $n^{\mathcal{O}(1)}$. As mentioned above, Case 1 can be solved in time $2^{\mathcal{O}\left(k^{4} \cdot \Delta\right) \text {. In Case } 2 \text {, the coloring of } G\left[B^{\prime} \cup D\right] \text { can be found in }}$ time $\mathcal{O}\left(k^{2}\right)$, and extending the coloring to the remainder of $G$ can be done in time $n^{\mathcal{O}(1)}$. The claimed bound follows.

- Remark 18 (\&). Algorithm 2 solves the problem of deciding whether $G$ admits a $b$-coloring with $k$ colors in time $2^{\mathcal{O}\left(k^{4} \cdot \Delta\right)}+n^{\mathcal{O}(1)}$ whenever $\ell_{k}(G) \leq k$.

Furthermore, in the proof of Theorem 2, we provide a polynomial kernel for the problem: In Case 1, we have a kernelized instance on $\mathcal{O}\left(k^{4} \cdot \Delta\right)$ vertices (see Claim 2.2) and in Case 2, we always have a YES-instance.

- Corollary 19. The problem of deciding whether a graph $G$ has a b-coloring with $k=m(G)$ colors admits a kernel on $\mathcal{O}\left(k^{4} \cdot \Delta\right)=\mathcal{O}\left(\Delta^{5}\right)$ vertices.


### 5.2 FPT Algorithm Parameterized by $\Delta(G)+\ell_{k}(G)$

The next parameterization of $b$-Coloring involving the maximum degree that we consider is by $\Delta(G)+\ell_{k}(G)$. We show that in this case, the problem is FPT. By Observation 6 we know that $b$-Coloring is NP-complete on graphs with $\ell_{k}(G)=0$, and by Theorem 1 , it is NP-complete even when $k=3$ and $\Delta(G)=4$. Hence, there is no FPT- nor XP-algorithm for a parameterization using only one of the two above mentioned parameters unless $\mathrm{P}=\mathrm{NP}$. Note that the algorithm we provide in this section can be used to solve the case of $k=m(G)$ for which we gave a separate algorithm in Section 5.1, see Algorithm 2. However, Algorithm 2 is much simpler than the algorithm presented in this section, and simply applying the following algorithm for the case $k=m(G)$ results in a runtime of $2^{\mathcal{O}\left(k^{k+3} \cdot \Delta\right)}+n^{\mathcal{O}(1)}$ which is far worse than the runtime of $2^{\mathcal{O}\left(k^{4} \cdot \Delta\right)}+n^{\mathcal{O}(1)}$ of Theorem 2.

- Theorem (Thm. 3, restated). There is an algorithm that given a graph $G$ on $n$ vertices decides whether $G$ has a b-coloring with $k$ colors in time $2^{\mathcal{O}\left(\ell \cdot \Delta \cdot \min \{\ell, \Delta\}^{\ell+2}\right)}+n^{\mathcal{O}(1)}$, where $\Delta:=\Delta(G)$ and $\ell:=\ell_{k}(G)$.

Proof. The overall strategy of the algorithm is similar to Algorithm 2. We can make the following assumptions. First, if $\ell \leq k$, then we can apply Algorithm 2 directly to solve the instance at hand, see Remark 18. Hence we can assume that $k<\ell$. Furthermore, $k \leq \Delta+1$, otherwise we are dealing with a trivial No-instance; we have that $k \leq \min \{\ell-1, \Delta+1\}$. Furthermore, we can assume that $k>2$, otherwise the problem is trivially solvable in time polynomial in $n$.

We consider a partition $(D, T, R)$ of $V(G)$, where the vertices in $D$ have degree at least $k$, the vertices in $T$ have degree $k-1$ and the vertices in $R$ have degree less than $k-1$. We assume that Reduction Rule 17 has been applied exhaustively, so Observation 2.1 holds, i.e. every vertex in $R$ has at least one neighbor in $D \cup T$.

Now, we pick an inclusion-wise maximal set $B \subseteq D \cup T$ such that for each pair of distinct vertices $b_{1}, b_{2} \in B$, $\operatorname{dist}_{G}\left(b_{1}, b_{2}\right) \geq \ell+3$.
Case $1(|\boldsymbol{B} \cap \boldsymbol{T}|<\boldsymbol{k})$. By the same argument given in Case 1 of the proof of Theorem 2, we have that any vertex in $T \cup R$ is at distance at most $\ell+3$ from a vertex in $B$. We now give a bound on the number of vertices in $G$ in terms of $\ell$ and $\Delta$.

- Claim 3.1 (\&). If $|B \cap T|<k$, then $|V(G)|=\mathcal{O}\left(\ell \cdot \Delta \cdot \min \{\ell, \Delta\}^{\ell+2}\right)$.

By the previous claim, we can solve the instance in time $2^{\mathcal{O}\left(\ell \cdot \Delta \cdot \min \{\ell, \Delta\}^{\ell+2}\right)}$ in this case, using the exact exponential time algorithm for $b$-Coloring due to Panolan et al. [16].
Case $2(|\boldsymbol{B} \cap \boldsymbol{T}| \geq \boldsymbol{k})$. Let $B^{\prime} \subseteq B \cap T$ be of size $k$ and denote it by $B^{\prime}:=\left\{x_{1}, \ldots, x_{k}\right\}$. The strategy in this case is as follows: We compute a proper coloring of $G[D]$, and then modify it so that can be extended to a $b$-coloring of $G$. In this process we will be able to guarantee for each $i \in[k]$, that either $x_{i}$ can be the $b$-vertex for color $i$, or we will have found another vertex in $D$ that can serve as the $b$-vertex of color $i$. The difficulty here arises from the following situation: Suppose that in the coloring we computed for $G[D]$, a vertex $x_{i}$ has two neighbors in $D$ that received the same color. Then, $x_{i}$ cannot be the $b$-vertex of color $i$ in any extension of that coloring, since $\operatorname{deg}\left(x_{i}\right)=k-1$, and $k-1$ colors need to appear the neighborhood of $x_{i}$ for it to be a $b$-vertex. However, recoloring a vertex in $N\left(x_{i}\right) \cap D$ might create a conflict in the coloring of $G[D]$. These potential conflicts can only appear in the connected component of $G\left[D \cup B^{\prime}\right]$ that contains $x_{i}$. We now show that each component of $G\left[D \cup B^{\prime}\right]$ can contain at most one such vertex, by our choice of the set $B$.

- Claim 3.2 (\&). Let $C$ be a connected component of $G\left[D \cup B^{\prime}\right]$. Then, $C$ contains at most one vertex from $B^{\prime}$.

Throughout the following, for $i \in[k]$, we denote by $C_{i}$ the connected component of $G\left[D \cup B^{\prime}\right]$ that contains $x_{i}$, and by $\ell_{i}$ the number of vertices of $C_{i}$, i.e. $\ell_{i}:=\left|V\left(C_{i}\right)\right|$. By Claim 3.2, $C_{i} \neq C_{j}$, for all $i, j \in[k], i \neq j$. We now show that each neighbor of $x_{i}$ has no neighbor in $D \cap N\left[B^{\prime}\right]$ outside of $V\left(C_{i}\right) \cup N\left[x_{i}\right]$.

- Claim 3.3 (\&). Let $i \in[k]$, and $y \in N\left(x_{i}\right) \backslash D$. Then, $N_{G}[y] \cap\left(D \cup N\left[B^{\prime}\right]\right) \subseteq V\left(C_{i}\right) \cup N\left[x_{i}\right]$.

Let $\mathcal{C}_{\emptyset}$ be the set of connected components of $G\left[D \cup B^{\prime}\right]$ that do not contain any vertex from $B^{\prime}$. We observe that any proper coloring of $G\left[D \cup B^{\prime}\right]$ can be obtained from independently coloring the vertices in $C_{1}, \ldots, C_{k}$, and $\mathcal{C}_{\emptyset}$. If for some $i \in[k], C_{i}$ is a trivial ${ }^{2}$ component,

[^39]

Figure 1 Illustration of the structure of a graph $G$ in the proof of Theorem 3 where $k=4$. Here, $B^{\prime}=\left\{x_{1}, \ldots, x_{4}\right\}$ and $C_{1}, \ldots, C_{4}$ are the components of $G\left[D \cup B^{\prime}\right]$ containing $x_{1}, \ldots, x_{4}$, respectively. Note that all vertices in $T$ are of degree 3, all vertices in $R$ of degree at most 2 and all vertices in $R$ have a neighbor in $D \cup T$.
then $N\left(x_{i}\right) \cap D=\emptyset$. Hence, we can assign $x_{i}$ any color without creating any conflict with the remaining vertices in $G\left[D \cup B^{\prime}\right]$. On top of that, Claim 3.3 ensures that assigning a color to a neighbor of any $x_{i}$ (that is not contained in $D$ ) cannot create a coloring conflict with any vertex in $D \cup N\left[B^{\prime}\right]$ that is not contained in $V\left(C_{i}\right) \cup N\left[x_{i}\right]$. We illustrate the structure of $G$ in Figure 1.

- Claim 3.4 (\&). Let $i \in[k]$ and let $\gamma: V\left(C_{i}\right) \rightarrow[k]$ be a proper coloring of $C_{i}$. Then, one can find in time $\mathcal{O}\left(k^{2} \cdot \ell_{i}^{2}\right)$ a set $Y_{i} \subseteq N_{G}\left(x_{i}\right) \backslash D$ and a proper coloring $\delta: V\left(C_{i}\right) \cup Y_{i} \rightarrow[k]$ of $G\left[V\left(C_{i}\right) \cup Y_{i}\right]$ that has a b-vertex for color $i$.

We now wrap up the treatment of this case. We compute a proper $k$-coloring $\gamma$ of $G\left[D \cup B^{\prime}\right]$ using standard methods [3]. We derive from $\gamma$ another $k$-coloring $\delta$ of some induced subgraph of $G\left[D \cup N_{G}\left[B^{\prime}\right]\right]$ containing $D \cup B^{\prime}$. For each $i \in[k]$, we do the following. With input $\left.\gamma\right|_{V\left(C_{i}\right)}$ we compute a proper $k$-coloring $\delta_{i}$ of $G\left[V\left(C_{i}\right) \cup Y_{i}\right]$ using Claim 3.4, where $Y_{i}$ is the set returned by its algorithm, and we let $\left.\delta\right|_{V\left(C_{i}\right) \cup Y_{i}}:=\delta_{i}$. Finally, we let $\left.\delta\right|_{V\left(\mathcal{C}_{\emptyset}\right)}:=\left.\gamma\right|_{V\left(\mathcal{C}_{\emptyset}\right)}$. As for $i \neq j, C_{i}$ and $C_{j}$ are distinct connected components of $G\left[D \cup B^{\prime}\right]$ and by Claim 3.3, this construction is well-defined and there is no color conflict between any pair of vertices $z_{i}, z_{j}$ where $z_{i} \in V\left(C_{i}\right) \cup Y_{i}$ and $z_{j} \in V\left(C_{j}\right) \cup Y_{j}$ for $i \neq j$. Since for each $i \in[k]$ we applied Claim 3.4, $\delta$ is a $b$-precoloring of $G$. All vertices in $G$ that have not received a color so far (recall that $\delta$ colors all vertices in $D$ ) have degree at most $k-1$, so we can extend the coloring $\delta$ greedily to the remainder of $G$ and eventually obtain a $b$-coloring of $G$. The runtime of $2^{\mathcal{O}\left(\ell \cdot \Delta \cdot \min \{\ell, \Delta\}^{\ell+2}\right)}+n^{\mathcal{O}(1)}$ is argued for in the full version [13].

Similar to above, we obtained a kernel for the problem. While this result does not provide a polynomial kernel for the parameterization $\Delta+\ell$, it does give a polynomial kernel if we consider the problem for fixed values of $\ell$ and parameter $\Delta$.

- Corollary 20. The problem of deciding whether a graph $G$ admits a b-coloring with $k$ colors admits a kernel on $\mathcal{O}\left(\ell \cdot \Delta \cdot \min \{\ell, \Delta\}^{\ell+2}\right)$ vertices, where $\Delta:=\Delta(G)$ and $\ell:=\ell_{k}(G)$.


## 6 Conclusion

We have presented a complexity dichotomy for $b$-ColOring with respect to two upper bounds on the $b$-chromatic number, in the following sense: We have shown that given a graph $G$ and for fixed $k \in\{\Delta(G)+1-p, m(G)-p\}$, it can be decided in polynomial time whether $G$ has a $b$-coloring with $k$ colors whenever $p \in\{0,1\}$ and the problem remains NP-complete whenever $p \geq 2$, already for $k=3$.

The most immediate question left open in this work is the parameterized complexity of the $b$-Coloring problem when $k \in\{m(G), \Delta(G), m(G)-1\}$. In all of these cases, we have provided XP-algorithms, and it would be interesting to see whether these problems are FPT or W[1]-hard. We showed that $b$-Coloring is FPT parameterized by $\Delta(G)+\ell_{k}(G)$, where $\ell_{k}(G)$ denotes the number of vertices of degree at least $k$ in $G$, and this is optimal in the sense that there is no FPT nor XP algorithm for the problem parameterized by only one of the two invariants. It would be interesting to see if one could devise an FPT-algorithm for the parameterization that replaces the maximum degree by the number of colors.
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#### Abstract

An input to a conflict-free variant of a classical problem $\Gamma$, called Conflict-Free $\Gamma$, consists of an instance $I$ of $\Gamma$ coupled with a graph $H$, called the conflict graph. A solution to Conflict-Free $\Gamma$ in $(I, H)$ is a solution to $I$ in $\Gamma$, which is also an independent set in $H$. In this paper, we study conflict-free variants of Maximum Matching and Shortest Path, which we call Conflict-Free Matching (CF-Matching) and Conflict-Free Shortest Path (CF-SP), respectively. We show that both CF-Matching and CF-SP are W[1]-hard, when parameterized by the solution size. Moreover, W[1]-hardness for CF-Matching holds even when the input graph where we want to find a matching is itself a matching, and W[1]-hardness for CF-SP holds for conflict graph being a unit-interval graph. Next, we study these problems with restriction on the conflict graphs. We give FPT algorithms for CF-Matching when the conflict graph is chordal. Also, we give FPT algorithms for both CF-Matching and CF-SP, when the conflict graph is $d$-degenerate. Finally, we design FPT algorithms for variants of CF-MATChing and CF-SP, where the conflicting conditions are given by a (representable) matroid.
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## 1 Introduction

In the recent years, conflict-free variant of classical combinatorial optimization problems have gained attention from the viewpoint of algorithmic complexity. A typical input to a conflict-free variant of a classical problem $\Gamma$, which we call Conflict-Free $\Gamma$, consists of an instance $I$ of $\Gamma$ coupled with a graph $H$, called the conflict graph. A solution to Conflict-Free $\Gamma$ in $(I, H)$ is a solution to $I$ in $\Gamma$, which is also an independent set in $H$. Notice that conflict-free version of the problem introduces the constraint of "impossible pairs" in the solution that we seek for. Such a constraint of "impossible pairs" in a solution arises, for example, in the context of program testing and validation [16, 23]. Gabow et al. [16] studied the conflict-free version of paths in a graph, which they showed to be NP-complete.

Conflict-free variants of several classical problems such as, Bin Packing [10, 18, 20], Knapsack [35, 32], Minimum Spanning Tree [5, 6], Maximum Matching [6], Maximum Flow [33, 34], Shortest Path [6] and Set Cover [11] have been studied in the literature from the viewpoint of algorithmic complexity, approximation algorithms, and heuristics. It is interesting to note that most of these problems are NP-hard even when their classical counterparts are polynomial time solvable. Recently, Jain et al. [19] and Agrawal et al. [2, 1] initiated the study of conflict-free problems in the realm of parameterized complexity. In particular, they studied Conflict-Free $\mathcal{F}$-Deletion problems for various families $\mathcal{F}$, of graphs such as the family of forests, independent sets, bipartite graphs, interval graphs, etc.

Maximum Matching and Shortest Path are among the classical graph problems which are of very high theoretical and practical interest. The Maximum Matching problem takes as input a graph $G$, and the objective is to compute a maximum sized subset $Y \subseteq E(G)$ such that no two edges in $Y$ have a common vertex. Maximum Matching is known to be solvable in polynomial time [12, 28]. The Shortest Path problem takes as input a graph $G$ and vertices $s$ and $t$, and the objective is to compute a path between $s$ and $t$ in $G$ with the minimum number of vertices. The Shortest Path problem, together with its variants such as all-pair shortest path, single-source shortest path, weighted shortest path, etc. are known to be solvable in polynomial time [7, 3].

Darmann et al. [6] (among other problems) studied the conflict-free variants of MAXIMUM Matching and Shortest Path. They showed that the conflict-free variant of Maximum Matching is NP-hard even when the conflict graph is a disjoint union of edges (matching). Moreover, for the conflict-free variant of Shortest Path, they showed that the problem is APX-hard, even when the conflict graph belongs to the family of 2-ladders.

In this paper, we study the conflict-free versions of matching and shortest path from the viewpoint of parameterized complexity. A parameterized problem $\Pi$ is a subset of $\Sigma^{*} \times \mathbb{N}$, where $\Sigma$ is a fixed, finite alphabet. An instance of a parameterized problem is a pair $(I, k)$, where $I$ is a classical problem instance and $k$ is an integer, which is called the parameter. One of the central notions in parameterized complexity is fixed-parameter tractability, where given an instance $(I, k)$ of a parameterized problem $\Pi$, the goal is to design an algorithm that runs in time $f(k) n^{\mathcal{O}(1)}$, where, $n=|I|$ and $f(\cdot)$ is some computable function, whose value depends only on $k$. An algorithm with running time as described above, is called an FPT algorithm. A parameterized problem that admits an FPT algorithm is said to be in FPT. Not every parameterized problem admits an FPT algorithm, under reasonable complexity-theoretic assumptions. Similar to the notion of NP-hardness and NP-hard reductions in classical Complexity Theory, there are notions of $\mathrm{W}[\mathrm{t}]$-hardness, where $t \in \mathbb{N}$ and parameterized reductions in parameterized complexity. A parameterized problem which is $\mathrm{W}[\mathrm{t}]$-hard, for some $t \in \mathbb{N}$ is believed not to admit an FPT algorithm. For more details on parameterized complexity we refer to the books of Downey and Fellows [9], Flum and Grohe [13], Niedermeier [30], and Cygan et al. [4].

Our Results. We study conflict-free (parameterized) variants of Maximum Matching and Shortest Path, which we call Conflict Free Maximum Matching (CF-MM, for short) and Conflict Free Shortest Path (CF-SP, for short), respectively. These problems are formally defined below.

Conflict Free Maximum Matching (CF-MM)
Parameter: $k$
Input: A graph $G=(V, E)$, a conflict graph $H=\left(E, E^{\prime}\right)$, and an integer $k$.
Question: Is there a matching $M$ of size at least $k$ in $G$, such that $M$ is an independent set in $H$ ?

Conflict Free Shortest Path (CF-SP)
Parameter: $k$
Input: A graph $G=(V, E)$, a conflict graph $H=\left(E, E^{\prime}\right)$, two special vertices $s$ and $t$, and an integer $k$.
Question: Is there an st-path $P$ of length at most $k$ in $G$, such that $E(P)$ is an independent set in $H$ ?

We show that both CF-MM and CF-SP are W[1]-hard, when parameterized by the solution size. The $\mathrm{W}[1]$-hardness for CF-MM is obtained by giving an appropriate reduction from Independent Set, which is known to be W[1]-hard, when parameterized by the solution size $[4,8]$. In fact, our $\mathrm{W}[1]$-hardness result for CF-MM holds even when the graph where we want to compute a matching is itself a matching. We show the $\mathrm{W}[1]$-hardness of CF-SP by giving an appropriate reduction from a multicolored variant of the problem Unit 2-Track Independent Set (which we prove to be W[1]-hard). We note that Unit 2-Track Independent Set is known to be W[1]-hard, which is used to establish W[1]-hardness of its multicolored variant. We note that our W[1]-hardness result of CF-SP holds even when the conflict graph is a unit interval graph.

Having shown the W[1]-hardness results, we then restrict our attention to having conflict graphs belonging to some families of graphs, where the Independent Set problem is either polynomial time solvable or solvable in FPT time. Two of the very well-known graph families that we consider are the family of chordal graphs and the family of $d$-degenerate graphs. For the CF-MM problem, we give an FPT algorithm, when the conflict graph belongs to the family of chordal graphs. Our algorithm is based on a dynamic programming over a "structured" tree decomposition of the conflict graph (which is chordal) together with "efficient" computation of representative families at each step of our dynamic programming routine. Notice that we cannot obtain an FPT algorithm for the CF-SP problem when the conflict graph is a chordal graph. This holds because unit-interval graphs are chordal, and the problem CF-SP is W[1]-hard, even when the conflict graph is a unit-interval graph.

For conflict graphs being $d$-degenerate, we obtain FPT algorithms for both CF-MM and CF-SP. These algorithms are based on the computation of an independence covering family, a notion which was recently introduced by Lokshtanov et al. [25]. We note that even for nowhere dense graphs, such an independence covering family can be computed efficiently [25]. Since our algorithms are based on computation of independence covering families, hence, our results hold even when the conflict graph is a nowhere dense graph.

Finally, we study a variant of CF-MM and CF-SP, where instead of conflicting conditions being imposed by independent sets in a conflict graph, they are imposed by independence constraints in a (representable) matroid. We give FPT algorithms for the above variant of both CF-MM and CF-SP.

Due to space limitations, many proofs have been omitted from the extended abstract.

## 2 Preliminaries

Sets and graph notations. For $n \in \mathbb{N}$, by $[n]$ and $[0, n]$, we denote the sets $\{1,2, \cdots, n\}$ and $\{0,1,2, \cdots, n\}$, respectively. For a set $U$ and $p \in \mathbb{N}$, a $p$-family (over $U$ ) is a family of subsets of $U$ of size $p$. We let $\omega$ denote the exponent in the running time of algorithm for matrix multiplication, the current best known bound for it is $\omega<2.373$ [36]. Consider a graph $G$. For $X \subseteq V(G), G[X]$ denotes the subgraph of $G$ with vertex set $X$ and edge set $\{u v \in E(G) \mid u, v \in X\}$. For $Y \subseteq E(G), G[Y]$ denotes the subgraph of $G$ with vertex set $\cup_{u v \in Y}\{u, v\}$ and edge set $Y$.

We define a structured tree decomposition that will be used in our algorithm.

- Definition 1 ([4, 22]). Let $(T, X)$ be a tree decomposition of a graph $H$ with $r$ as the root node. That is, $T$ is a tree rooted at $r$ and $X=\left\{X_{t} \mid t \in V(T)\right\}$. Then, $(T, X)$ is a nice tree decomposition if for each each leaf $\ell$ in $T$ and the root $r$, we have that $X_{\ell}=X_{r}=\emptyset$, and each non-leaf node $t \in V(T)$ is of one of the following types: Introduce node: $t$ has exactly one child, say $t^{\prime}$, and $X_{t}=X_{t^{\prime}} \cup\{v\}$, where $v \notin X_{t^{\prime}}$. We say that $v$ is introduced at $t$; Forget node: $t$ has exactly one child, say $t^{\prime}$, and $X_{t}=X_{t^{\prime}} \backslash\{v\}$, where $v \in X_{t^{\prime}}$. We say that $v$ is forgotten at $t$; Join node: $t$ has exactly two children, say $t_{1}$ and $t_{2}$, and $X_{t}=X_{t_{1}}=X_{t_{2}}$.

A tree decomposition $(T, X)$ of a graph $H$, where for each $t \in V(T)$, the graph $H\left[X_{t}\right]$ is a clique, is called a clique-tree. The result below follows from existence of clique-tree for chordal graphs [17] and an algorithm for computation of a nice tree decomposition [4, 22].

- Proposition 2. Given an $n$ vertex chordal graph $H$, in polynomial time we can construct a nice tree decomposition which is also a clique-tree (nice clique-tree), ( $T, X$ ) of $H$ with $\mathcal{O}\left(n^{2}\right)$ nodes.

Matroids and representative sets. In the following we state some definitions related to matroids used in the paper. We refer the reader to [31] for more details. We also state the definition of representative families and state some results related to them.

- Definition 3 ([4, 31]). A matroid $\mathcal{M}=(U, \mathcal{I})$ is a partition matroid if the ground set $U$ is partitioned into sets $U_{1}, U_{2}, \cdots, U_{k}$, and for each $i \in[k]$, there is an integer $a_{i}$ associated with $U_{i}$. A set $S \subseteq U$ is an independent in $\mathcal{M}$ if and only if for each $i \in[k],\left|S \cap U_{i}\right| \leq a_{i}$.
- Proposition 4 ([15, 31, 26]). A representation of a partition matroid over $\mathbb{Q}$ (the field of rationals) can be computed in polynomial time.
- Definition 5. Let $\mathcal{M}_{1}=\left(U_{1}, \mathcal{I}_{1}\right), \mathcal{M}_{2}=\left(U_{2}, \mathcal{I}_{2}\right) \cdots, \mathcal{M}_{t}=\left(U_{t}, \mathcal{I}_{t}\right)$ be $t$ matroids with $U_{i} \cap U_{j}=\emptyset$, for all $1 \leq i \neq j \leq t$. The direct sum $\mathcal{M}_{1} \oplus \cdots \oplus \mathcal{M}_{t}$, of $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots, \mathcal{M}_{t}$ is the matroid with ground set $U=\cup_{i \in[t]} U_{i}$ and $X \subseteq U$ is independent in $\mathcal{M}$ if and only if for each $i \in[t], X \cap U_{i} \in \mathcal{I}_{i}$.
- Proposition 6 ( $[27,31]$ ). Given matrices $A_{1}, A_{2}, \cdots, A_{t}$ (over $\mathbb{F}$ ) representing matroids $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots, \mathcal{M}_{t}$, respectively, we can compute a representation of their direct sum, $\mathcal{M}_{1} \oplus$ $\cdots \oplus \mathcal{M}_{t}$, in polynomial time.

Next, we state the definition of representative families.

- Definition 7. Let $\mathcal{M}=(U, \mathcal{I})$ be a matroid, and $\mathcal{A}$ be a $p$-family of $U$. We say that $\mathcal{A}^{\prime} \subseteq \mathcal{A}$ is a $q$-representative for $\mathcal{A}$ if for every set $Y \subseteq U$ of size $q$, if there is a set $X \in \mathcal{A}$, such that $X \cap Y=\emptyset$ and $X \cup Y \in \mathcal{I}$, then there is a set $X^{\prime} \in \mathcal{A}^{\prime}$ such that $X^{\prime} \cap Y=\emptyset$ and $X^{\prime} \cup Y \in \mathcal{I}$. If $\mathcal{A}^{\prime} \subseteq \mathcal{A}$ is a $q$-representative for $\mathcal{A}$ then we denote it by $\mathcal{A}^{\prime} \subseteq_{\text {rep }}^{q} \mathcal{A}$.
- Theorem $8([4,14])$. Given a matrix $M$ (over field $\mathbb{F}$ ) representing a matroid $\mathcal{M}=(U, \mathcal{I})$ of rank $k$, a p-family $\mathcal{A}$ of independent sets in $\mathcal{M}$, and an integer $q$ such that $p+q=k$, there is an algorithm which computes a q-representative family $\mathcal{A}^{\prime} \subseteq_{\text {rep }}^{q} \mathcal{A}$ of size at most $\binom{p+q}{p}$ using at most $\mathcal{O}\left(|\mathcal{A}|\left(\binom{p+q}{p} p^{\omega}+\binom{p+q}{p}^{\omega-1}\right)\right)$ operations over $\mathbb{F}$.

Let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be two families of sets over $U$ and $\mathcal{M}=(U, \mathcal{I})$ be a matroid. We define their convolution as: $\mathcal{A}_{1} \star \mathcal{A}_{2}=\left\{A_{1} \cup A_{2} \mid A_{1} \in \mathcal{A}_{1}, A_{2} \in \mathcal{A}_{2}, A_{1} \cap A_{2}=\emptyset\right.$ and $\left.A_{1} \cup A_{2} \in \mathcal{I}\right\}$.

Universal sets and their computation. An $(n, k)$-universal set is a family $\mathcal{F}$ of subsets of [ $n$ ] such that for any set $S \subseteq[n]$ of size $k$, the family $\{A \cap S \mid A \in \mathcal{F}\}$ contains all $2^{k}$ subsets of $S$.

Proposition 9 ([4, 29]). For any $n, k \geq 1$, we can compute an ( $n, k$ )-universal set of size $2^{k} k^{\mathcal{O}(\log k)} \log n$ in time $2^{k} k^{\mathcal{O}(\log k)} n \log n$.

## 3 W[1]-hardness Results

In this section, we show that Conflict Free Maximum Matching and Conflict Free Shortest Path are W[1]-hard, when parameterized by the solution size.

W[1]-hardness of CF-MM. We show that CF-MM is W[1]-hard, when parameterized by the solution size, even when the graph where we want to find a matching, is itself a matching (disjoint union of edges). To prove our result, we give an appropriate reduction from Independent Set to CF-MM. It is known that Independent Set is W[1]-hard, when parameterized by the size of an independent set $[4,8]$. Given an instance $\left(G^{\star}, k\right)$ of Independent Set, we construct an equivalent instance ( $G, H, k$ ) of CF-MM as follows. We first describe the construction of $G$. For each $v \in V\left(G^{\star}\right)$, we add an edge $v v^{\prime}$ to $G$. Notice that $G$ is a matching. This completes the description of $G$. Next, we move to the construction of $H$. We have $V(H)=\left\{e_{v}=v v^{\prime} \mid v \in V\left(G^{\star}\right)\right\}$. Moreover, for $e_{u}, e_{v} \in V(H)$, we add the edge $e_{u} e_{v}$ to $E(H)$ if and only if $u v \in E\left(G^{\star}\right)$. We note that $H$ is exactly the same as $G^{\star}$, with vertices being renamed. This completes the description of the reduction. We obtain the following theorem from the equivalence of instances ( $G^{\star}, k$ ) of Inderendent SET and ( $G, H, k$ ) of CF-MM.

- Theorem 10. CF-MM is W[1]-hard, when parameterized by the solution size

W[1]-hardness of CF-SP. We show that CF-SP is W[1]-hard, when parameterized by the solution size, even when the conflict graph is a proper interval graph. We refer to this restricted variant of the problem as Unit Interval CF-SP. To prove our result, we give an appropriate reduction from a multicolored variant of the problem Unit 2-TrACK Independent Set, which we call Unit 2-Track Multicolored IS. In the following, we define the problem Unit 2-Track Multicolored IS.

Unit 2-Track Multicolored IS (Unit 2-Track Mis)
Parameter: $k$
Input: Two unit-interval graphs $G_{1}=\left(V, E_{1}\right)$ and $G_{2}=\left(V, E_{2}\right)$, and a partition $V_{1}, V_{2}, \cdots, V_{k}$ of $V$.
Question: Is there a set $S \subseteq V$, such that $S$ is an independent set in both $G_{1}$ and $G_{2}$, and for each $i \in[k]$, we have $\left|S \cap V_{i}\right|=1$ ?

It is known that Unit 2-Track IS is W[1]-hard, when parameterized by the solution size [21]. We can show that the problem Unit 2-Track MIS is W[1]-hard, when parameterized by the number of sets in the partition by giving an appropriate (Turing) reduction from Unit 2-Track IS. We give a reduction from Unit 2-Track MIS to Unit Interval CF-SP, and hence obtaining the desired result.

We now give a parameterized reduction from Unit 2-Track MIS to Unit Interval CF-SP. Let $\left(G_{1}, G_{2}, V_{1}, \cdots, V_{k}\right)$ be an instance of Unit 2-Track MIS. We construct an instance ( $G^{\prime}, H, s, t, k^{\prime}$ ) of Unit Interval CF-SP as follows. For each $v \in V\left(G_{1}\right)$, we add a path on 3 vertices namely, $\left(v_{1}, v_{2}, v_{3}\right)$ in $G^{\prime}$. For notational convenience, for $v \in V\left(G_{1}\right)$, by $e_{12}(v)$ and $e_{23}(v)$ we denote the edges $v_{1} v_{2}$ and $v_{2} v_{3}$, respectively. Consider $i \in[k-1]$. For $u \in V_{i}$ and $v \in V_{i+1}$, we add the edge $z_{u v}=u_{3} v_{1}$ to $E\left(G^{\prime}\right)$. Moreover, by $Z_{i}$, we denote the set $\left\{z_{u v} \mid u \in V_{i}, v \in V_{i+1}\right\}$. We add two new vertices $s$ and $t$ to $V\left(G^{\prime}\right)$, and add all the edges in $Z_{0}=\left\{s v_{1} \mid v \in V_{1}\right\}$ and $Z_{k}=\left\{v_{3} t \mid v \in V_{k}\right\}$ to $E\left(G^{\prime}\right)$. Next, we move to the construction of $H$. Note that $H$ must be a unit-interval graph on the vertex set $E\left(G^{\prime}\right)=\left(\cup_{i \in[0, k]} Z_{i}\right) \cup\left(\cup_{v \in V\left(G_{1}\right)}\left\{e_{12}(v), e_{23}(v)\right\}\right)$. In $H$, each vertex in $\cup_{i \in[0, k]} Z_{i}$ is an isolated vertex. Let $E_{12}=\left\{e_{12}(v) \mid v \in V\left(G_{1}\right)\right\}$ and $E_{23}=\left\{e_{23}(v) \mid v \in V\left(G_{1}\right)\right\}$. For $e_{12}(u), e_{12}(v) \in E_{12}$, we add the edge $e_{12}(u) e_{12}(v)$ to $E(H)$ if and only if $u v \in E\left(G_{1}\right)$. Similarly, for $e_{23}(u), e_{23}(v) \in E_{23}$, we add the edge $e_{23}(u) e_{23}(v)$ to $E(H)$ if and only if $u v \in E\left(G_{2}\right)$. Observe that $H\left[E_{12}\right]$ is isomorphic to $G_{1}$, with bijection $\phi_{1}: V\left(G_{1}\right) \rightarrow E_{12}$ with $\phi_{1}(v)=e_{12}(v)$. Similarly, $H\left[E_{23}\right]$ is isomorphic to $G_{2}$ with bijection $\phi_{2}: V\left(G_{2}\right) \rightarrow E_{23}$ with $\phi_{2}(v)=e_{23}(v)$. By construction, $H$ is a disjoint union of unit-interval graphs, and hence is a unit-interval graph. Finally, we set $k^{\prime}=3 k+1$. This completes the description of the reduction. We obtain the following theorem from the equivalence of instances $\left(G_{1}, G_{2}, V_{1}, \cdots, V_{k}\right)$ of Unit 2-Track MIS and ( $G^{\prime}, H, s, t, k^{\prime}$ ) of Unit Interval CF-SP.

- Theorem 11. Unit Interval CF-SP is W[1]-hard, when parameterized by the solution size.


## 4 FPT Algorithm for CF-MM with Chordal Conflict

In this section, we show that CF-MM is FPT, when the conflict graph is a chordal graph. We call this restricted version of CF-MM as Chordal Conflict Matching. Towards designing an algorithm for Chordal Conflict Matching, we first give an FPT algorithm for a restricted version of Chordal Conflict Matching, where the graph where we want to compute a matching is a bipartite graph. We call this variant of Chordal Conflict Matching as Chordal Conflict Bipartite Matching (CCBM). We then employ the algorithm for CCBM to design an FPT algorithm for Chordal Conflict Matching.

### 4.1 FPT algorithm for CCBM

We design an FPT algorithm for the problem CCBM, where the conflict graph is chordal and the graph where we want to compute a matching is a bipartite graph. The problem CCBM is formally defined below.

Chordal Conflict Bipartite Matching (CCBM)
Parameter: $k$
Input: A bipartite graph $G=(V, E)$ with vertex bipartition $L, R$, a conflict graph $H=\left(E, E^{\prime}\right)$, and an integer $k$.
Question: Is there a matching $M \subseteq E$ of size $k$ in $G$, such that $M$ is an independent set in $H$ ?

The FPT algorithm for CCBM is based on a dynamic programming routine over tree decomposition of the conflict graph $H$ and representative sets on the graph $G$. Let ( $G, L, R, H, k$ ) be an instance of CF-MM, where $G$ is a bipartite graph on $n$ vertices, with vertex bipartition $L, R$, and $H$ is a chordal graph with $V(H)=E(G)$.

In the following, we construct three matroids $\mathcal{M}_{L}=\left(E, \mathcal{I}_{L}\right), \mathcal{M}_{R}=\left(E^{c}, \mathcal{I}_{R}\right)$, and $\mathcal{M}=\left(E \cup E^{c}, \mathcal{I}\right)$. Matroids $\mathcal{M}_{L}$ and $\mathcal{M}_{R}$ are partition matroids and the matroid $\mathcal{M}$ is the direct sum of $\mathcal{M}_{L}$ and $\mathcal{M}_{R}$. The ground set of $\mathcal{M}_{L}$ is $E=E(G)$. The set $E^{c}$ contains a copy of edges in $E$, i.e., $E^{c}=\left\{e^{c} \mid e \in E\right\}$. We create two (disjoint) sets $E$ and $E^{c}$, because $\mathcal{M}$ is the direct sum of $\mathcal{M}_{L}$ and $\mathcal{M}_{R}$, and we want their ground sets to be disjoint. Next, we describe the partition $\mathcal{E}$ of $E$ into $|L|$ sets and $|L|$ integers, one for each set in the partition, for the partition matroid $\mathcal{M}_{L}$. For $u \in L$, let $E_{u}=\{u v \mid u v \in E\}$. Notice that for $u, v \in L$, where $u \neq v$, we have $E_{u} \cap E_{v}=\emptyset$. Moreover, $\cup_{u \in E} E_{u}=E$. We let $\mathcal{E}=\left\{E_{u} \mid u \in L\right\}$, and for each $u \in L$, we set $a_{u}=1$. Similarly, we define the partition $\mathcal{E}^{c}$ of $E^{c}$ with respect to set $R$. That is, we let $\mathcal{E}^{c}=\left\{E_{u}^{c}=\left\{(u v)^{c} \mid u v \in E(G)\right\} \mid u \in R\right\}$. Furthermore, for $u \in R$, we let $a_{u^{c}}=1$. We define the following notation, which will be used later. For $Z \subseteq E$, we let $Z^{c}=\left\{e^{c} \mid e \in Z\right\} \subseteq E^{c}$.

To capture the independence property on the conflict graph, we rely on the fact that a chordal graph admits a nice clique-tree (Proposition 2). This allows us to do dynamic programming over a nice clique-tree. At each step of our dynamic programming routine, using representative sets, we ensure that we store a family of sets which are enough to recover (some) independent set in $\mathcal{M}$, if a solution exists.

We now move to the formal description of the algorithm. The algorithm starts by computing a nice clique-tree $(T, X)$ of $H$ in polynomial time, using Proposition 2. Let $r \in V(T)$ be the root of the (rooted) tree $T$. For $X_{t} \in X$, we let $\mathcal{X}_{t}=\{\emptyset\} \cup\left\{\{v\} \mid v \in X_{t}\right\}$.For a node $t \in V(T)$, by $\operatorname{desc}(t)$ we denote the set descendant of $t$ in $T$ (including $t$ ). For $t \in V(T)$, $H_{t}$ is the graph $H\left[V_{t}\right]$, where $V_{t}=\cup_{d \in \operatorname{desc}(t)} X_{d}$.

In the following, we state some notations, which will be used in the algorithm. For each $t \in V(T), Y \in \mathcal{X}_{t}$, and an integer $p \in[0, k]$ we define a family $\mathcal{P}_{t, Y}^{p}$ as: $\mathcal{P}_{t, Y}^{p}=\left\{Z \cup Z^{c} \mid\right.$ $Z \subseteq V\left(H_{t}\right)(\subseteq E),|Z|=p, Z \cap X_{t}=Y, Z \cup Z_{c} \in \mathcal{I}$ and $H_{t}[Z]$ is edgeless $\}$. For a family $\mathcal{F}$ of subsets of $E \cup E^{c}, \mathcal{F}$ is called a paired-family if for each $F \in \mathcal{F}$, there is $Z \subseteq E$, such that $F=Z \cup Z^{c}$. Next, we state the entries in our dynamic programming routine.

- Definition 12. For each $t \in V(T), Y \in \mathcal{X}_{t}$ and $p \in[0, k]$, we have an entry $c[t, Y, p]$, which stores a paired-family $\mathcal{F}(t, Y, p)$ of subsets of $E \cup E^{c}$ of size $2 p$, such that for each $F=Z \cup Z^{c} \in \mathcal{F}$, the following conditions are satisfied: $|Z|=p ; Z \cap X_{t}=Y ; Z$ is a matching in $G$, i.e., $Z$ and $Z^{c}$ are independent sets in $\mathcal{M}_{L}$ and $\mathcal{M}_{R}$, respectively; $Z$ is an independent set in $H_{t}$. Moreover, $\mathcal{F} \neq \emptyset$ if and only if $\mathcal{P}_{t, Y}^{p} \neq \emptyset$.

Consider $t \in V(T), Y \in \mathcal{X}_{t}$ and $p \in[0, k]$. Observe that $\mathcal{P}_{t, Y}^{p}$ is a valid candidate for $c[t, Y, p]$, which also implies that $(G, H, k)$ is a yes instance of CCBM if and only if $c[r, \emptyset, k] \neq \emptyset$. However, we cannot set $c[t, Y, p]=\mathcal{P}_{t, Y}^{p}$ as the size of $\mathcal{P}_{t, Y}^{p}$ could be exponential in $n$, and the goal here is to obtain an FPT algorithm. Hence, we will store a much smaller subfamily (of size at most $\binom{2 k}{2 p}$ ) of $\mathcal{P}_{t, Y}^{p}$ in $c[t, Y, p]$, which will be computed using representative sets. Moreover, as we have a structured form of a tree decomposition (nice clique-tree) of $H$, we compute the entries of the table based on the entries of its children, which will be given by recursive formulae. For leaf nodes, which form base cases for recursive formulae, we compute all entries directly.

Next, we give (recursive) formulae for the computation of the table entries. Consider $t \in V(T), Y \in \mathcal{X}_{t}$ and $p \in[0, k]$. We compute the entry $c[t, Y, k]$ based on the following cases.

Leaf node. $t$ is a leaf node. In this case, we have $X_{t}=\emptyset$, and hence $\mathcal{X}_{t}=\{\emptyset\}$. If $p=0$, then $\mathcal{P}_{t, \emptyset}^{p}=\{\emptyset\}$, and $\mathcal{P}_{t, \emptyset}^{p}=\emptyset$, otherwise. Since, $\mathcal{P}_{t, \emptyset}^{p}$ is a valid candidate for $c[t, Y, p]$, we set $c[t, Y, p]=\mathcal{P}_{t, \emptyset}^{p}$. Note that $c[t, Y, p]$ has size at most $1 \leq\binom{ 2 k}{2 p}$, and we can compute $c[t, Y, p]$ in polynomial time.

Introduce node. Suppose $t$ is an introduce node with child $t^{\prime}$ such that $X_{t}=X_{t^{\prime}} \cup\{e\}$, where $e \notin X_{t^{\prime}}$. If $Y \neq \emptyset$ and $p<1$, then we set $c[t, Y, p]=\emptyset$. Otherwise, we compute the entry as described below. Before computing the entry $c[t, Y, p]$, we first compute a set $\widetilde{\mathcal{P}}_{t, Y}^{p}$ as follows. If $Y \neq\{e\}$, then we set $\widetilde{\mathcal{P}}_{t, Y}^{p}=c\left[t^{\prime}, Y, p\right]$, and otherwise, $\widetilde{\mathcal{P}}_{t, Y}^{p}=c\left[t^{\prime}, \emptyset, p-1\right] \star\left\{\left\{e, e^{c}\right\}\right\}$.

Next, we compute $\widehat{\mathcal{P}}_{t, Y}^{p} \subseteq_{\text {rep }}^{2 k-2 p} \widetilde{\mathcal{P}}_{t, Y}^{p}$ of size $\binom{2 k}{2 p}$, using Theorem 8. Finally, we set $c[t, Y, p]=\widehat{\mathcal{P}}_{t, Y}^{p}$.

Forget node. Suppose $t$ is a forget node with child $t^{\prime}$ such that $X_{t}=X_{t^{\prime}} \backslash\{e\}$, where $e \in X_{t^{\prime}}$. Before computing the entry $c[t, Y, p]$, we first compute a set $\widetilde{\mathcal{P}}_{t, Y}^{p}$ as follows. If $Y \neq \emptyset$, we set $\widetilde{\mathcal{P}}_{t, Y}^{p}=c\left[t^{\prime}, Y, p\right]$, and otherwise, $\widetilde{\mathcal{P}}_{t, Y}^{p}=c\left[t^{\prime}, \emptyset, p\right]$.

Next, we compute $\widehat{\mathcal{P}}_{t, Y}^{p} \subseteq_{\text {rep }}^{2 k-2 p} \widetilde{\mathcal{P}}_{t, Y}^{p}$ of size $\binom{2 k}{2 p}$, using Theorem 8. Finally, we set $c[t, Y, p]=\widehat{\mathcal{P}}_{t, Y}^{p}$.

Join node. Suppose $t$ is a join node with children $t_{1}$ and $t_{2}$, such that $X_{t}=X_{t_{1}}=X_{t_{2}}$. If $Y \neq \emptyset$ and $p<1$, then we set $c[t, Y, p]=\emptyset$. Otherwise, we compute the entry as described below. Before computing the entry $c[t, Y, p]$, we first compute a set $\widetilde{\mathcal{P}}_{t, Y}^{p}$ as follows. If $Y=\emptyset$, we set $\tilde{\mathcal{P}}_{t, Y}^{p}=\cup_{i \in[0, p]}\left(c\left[t_{1}, \emptyset, i\right] \star c\left[t_{2}, \emptyset, p-i\right]\right)$, and otherwise, $\tilde{\mathcal{P}}_{t, Y}^{p}=$ $\cup_{i \in[p]}\left(c\left[t_{1}, Y, i\right] \star c\left[t_{2}, \emptyset, p-i\right]\right)$.

Next, we compute $\widehat{\mathcal{P}}_{t, Y}^{p} \subseteq_{\text {rep }}^{2 k-2 p} \widetilde{\mathcal{P}}_{t, Y}^{p}$ of size $\binom{2 k}{2 p}$, using Theorem 8. Finally, we set $c[t, Y, p]=\widehat{\mathcal{P}}_{t, Y}^{p}$.

This completes the description of the (recursive) formulae for computing all entries of the table. The correctness of the algorithm follows from the correctness of the (recursive) formulae, and the fact that $(G, H, k)$ is a yes instance of CCBM if and only if $c[r, \emptyset, k] \neq \emptyset$. From the above, we obtain the following theorem.

- Theorem 13. CCBM admits an FPT algorithm running in time $\mathcal{O}\left(2^{\mathcal{O}(\omega k)} n^{\mathcal{O}(1)}\right)$.


### 4.2 FPT algorithm for Chordal Conflict Matching

We design an FPT algorithm for Chordal Conflict Matching, using the algorithm for CCBM (Theorem 13). Let $(G, H, k)$ be an instance of CF-MM, where $H$ is a chordal graph and $G$ is a graph on $n$ vertices. We assume that $G$ is a graph on vertex set $[n]$, which can easily be achieved by renaming vertices.

The algorithm starts by computing an $(n, 2 k)$-universal set $\mathcal{F}$, using Proposition 9. For each set $A \in \mathcal{F}$, the algorithm constructs an instance $I_{A}=\left(G_{A}, L_{A}, R_{A}, H_{A}, k\right)$ of CCBM as follows. We have $V\left(G_{A}\right)=V(G), L_{A}=A, R=V(G) \backslash A, E\left(G_{A}\right)=\{u v \in E(G) \mid u \in$ $\left.L_{A}, v \in R_{A}\right\}$, and $H_{A}=H\left[E\left(G_{A}\right)\right]$. Note that $H_{A}$ is a chordal graph because chordal graphs are closed under induced subgraphs and disjoint unions. The algorithm decides the instance $I_{A}$ using Theorem 13, for each $A \in \mathcal{F}$. The algorithm outputs yes if and only if there is $A \in \mathcal{F}$, such that $I_{A}$ is a yes instance of CCBM.

- Theorem 14. The algorithm presented for CF-MM is correct, Moreover, it runs in time $2^{\mathcal{O}(\omega k)} k^{\mathcal{O}(\log k)} n^{\mathcal{O}(1)}$, where $\omega<2.373$ is the exponent of matrix multiplication and $n$ is the number of vertices in the input graph.

Proof. Let $(G, H, k)$ be an instance of CF-MM, where $H$ is a chordal graph and $G$ is a graph on vertex set $[n]$. Clearly, if the algorithm outputs yes, then indeed $(G, H, k)$ is a yes instance of CF-MM. Next, we argue that if $(G, H, k)$ is a yes instance of CF-MM then the algorithm returns yes. Suppose there is a solution $M \subseteq E(G)$ to CF-MM in $(G, H, k)$. Let $S=\{i, j \mid i j \in M\}$, and $L=\{i \mid$ there is $j \in[n]$ such that $i j \in M$ and $i<j\}$. Observe that $|S|=2 k$. Since $\mathcal{F}$ is an $(n, 2 k)$-universal set, there is $A \in \mathcal{F}$ such that $A \cap S=L$. Note that $S$ is a solution to CCBM in $I_{A}$. This together with Theorem 13 implies that the algorithm will return yes as output.

Next, we prove the claimed running time of the algorithm. The algorithm computes ( $n, 2 k$ )universal set of size $\mathcal{O}\left(2^{2 k} k^{\mathcal{O}(\log k)} \log n\right)$, in time $\mathcal{O}\left(2^{2 k} k^{\mathcal{O}(\log k)} n \log n\right)$, using Proposition 9. Then for each $A \in \mathcal{F}$, the algorithm creates an instance $I_{A}$ of CCBM in polynomial time. Furthermore, it resolves the $I_{A}$ of CCBM in time $\mathcal{O}\left(2^{\mathcal{O}(\omega k)} n^{\mathcal{O}(1)}\right)$ using Theorem 13. Hence, the running time of the algorithm is bounded by $2^{\mathcal{O}(\omega k)} k^{\mathcal{O}(\log k)} n^{\mathcal{O}(1)}$.

## 5 FPT algorithms for CF-MM and CF-SP with matroid constraints

In this section, we study the problems CF-MM and CF-SP, where the conflicting condition is being an independent set in a (representable) matroid. Due to technical reasons we only consider the case when the matroid is representable over $\mathbb{Q}$ (the field of rationals).

### 5.1 FPT algorithm for Matroid CF-MM

We study a variant of the problem CF-MM, where the conflicting condition is being an independent set in a matroid representable over $\mathbb{Q}$. We call this variant of CF-MM as Rational Matroid CF-MM (Rat Mat CF-MM, for short), which is formally defined below.
Rational Matroid CF-MM (Rat Mat CF-MM) $\quad$ Parameter: $k$
Input: A graph $G$, a matrix $A_{\mathcal{M}}$ (representing a matroid $\mathcal{M}$ over $\mathbb{Q}$ ) with columns
indexed by $E(G)$, and an integer $k$.
Question: Is there a matching $M \subseteq E(G)$ of size at most $k$, such that the set of columns
in $M$ are linearly independent (over $\mathbb{Q})$ ?

We design an FPT algorithm for Rat Mat CF-MM. Towards designing an algorithm for Rat Mat CF-MM, we first give an FPT algorithm for a restricted version of Rat Mat CF-MM, where the graph in which we want to compute a matching is a bipartite graph. We call this variant of Rat Mat CF-MM as Rat Mat CF-Bipartite Matching (Rat Mat CF-BM). We then employ the algorithm for Rat Mat CF-BM to design an FPT algorithm for Rat Mat CF-MM.

### 5.1.1 FPT algorithm for Rat Mat CF-BM

We design an FPT algorithm for the problem Rat Mat CF-BM, where the conflicting condition is being an independent set in a matroid (representable over $\mathbb{Q}$ ) and the graph where we want to compute a matching is a bipartite graph.

Our algorithm takes an instance of Rat Mat CF-BM and generates an instance of 3-Matroid Intersection, and then employs the known algorithm for 3-Matroid

Intersection to resolve the instance. In the following, we formally define the problem 3-Matroid Intersection.
3-Matroid Intersection Parameter: $k$

Input: Matrices $A_{\mathcal{M}_{1}}, A_{\mathcal{M}_{2}}$, and $A_{\mathcal{M}_{3}}$ over $\mathbb{F}$ (representing matroids $\mathcal{M}_{1}, \mathcal{M}_{2}$, and $\mathcal{M}_{3}$, respectively, on the same ground set $E$ ) with columns indexed by $E$, and an integer $k$.
Question: Is there a set $M \subseteq E$ of size $k$, such that $M$ is independent in each $\mathcal{M}_{i}$, for $i \in[3]$ ?
Before moving further, we briefly explain why we needed an additional constraint that the input matrix is representable over $\mathbb{Q}$. Firstly, we will be using partition matroids which are representable only on fields of large enough size, and we want all the matroids, i.e. the one which is part of the input and the ones that we create, to be representable over the same field. Secondly, the algorithmic result (with the desired running time) we use for 3-Matroid Intersection works only for certain types of fields.

Next, we state an algorithmic result regarding 3-Matroid Intersection [24], which is be used by the algorithm. We note that we only state a restricted form of the algorithmic result for 3-Matroid Intersection in [24], which is enough for our purpose.

- Proposition 15 (Proposition 4.8 [24] (partial)). 3-Matroid Intersection can be solved in $\mathcal{O}\left(2^{3 \omega k}\left\|A_{M}\right\|^{\mathcal{O}(1)}\right)$ time, when the matroids are represented over $\mathbb{Q}$.

We are now ready to prove the desired result.

- Theorem 16. Rat Mat CF-BM can be solved in $\mathcal{O}\left(2^{3 \omega k}\left\|A_{M}\right\|^{\mathcal{O}(1)}\right)$ time.

Proof. Let $\left(G=(V, E), L, R, A_{\mathcal{M}}, k\right)$ be an instance of Rat Mat CF-BM, where the matrix $A_{\mathcal{M}}$ represents a matroid $\mathcal{M}=(E, \mathcal{I})$ over $\mathbb{Q}$ and $L, R$ is a partition of $V$ into independent sets. Let $\mathcal{M}_{L}=\left(E, \mathcal{I}_{L}\right), \mathcal{M}_{R}=\left(E, \mathcal{I}_{R}\right)$ be the partition matroids as defined in Section 4. Next we compute matrix representations $A_{\mathcal{M}_{L}}$ and $A_{\mathcal{M}_{R}}$ of matroids $\mathcal{M}_{L}, \mathcal{M}_{R}$, respectively, using Proposition 4. Now, we solve 3-Matroid Intersection on the instance $\left(\mathcal{M}, A_{\mathcal{M}_{L}}, A_{\mathcal{M}_{R}}, k\right)$ (over $\mathbb{Q}$ ) using Proposition 15, and return the same answer, as returned by the algorithm in it. The correctness follows directly from the following. $S \subseteq E$ is a matching in $G$ if and only if $S$ is an independent set in $\mathcal{M}_{L}$ and $\mathcal{M}_{R}$, that is $S \in \mathcal{I}_{L} \cap \mathcal{I}_{R}$. The claimed running time follows from Proposition 4 and Proposition 15.

### 5.1.2 FPT algorithm for Rat Mat CF-MM

We design an FPT algorithm for Rat Mat CF-MM, using the algorithm for Rat Mat CF-BM (Theorem 13). Let $\left(G, A_{\mathcal{M}}, k\right)$ be an instance of Rat Mat CF-MM, where the matrix $A_{\mathcal{M}}$ represents a matroid $\mathcal{M}=(E, \mathcal{I})$ over $\mathbb{Q}$. We assume that $G$ is a graph with the vertex set $[n]$, which can easily be achieved by renaming vertices.

The algorithm starts by computing an $(n, 2 k)$-universal set $\mathcal{F}$, using Proposition 9. For each set $X \in \mathcal{F}$, the algorithm constructs an instance $I_{X}=\left(G_{X}, L_{X}, R_{X}, A_{\mathcal{M}}, k\right)$ of Rat Mat CF-BM as follows. We have $V\left(G_{X}\right)=V(G), L_{X}=X, R=V(G) \backslash X$, $E\left(G_{X}\right)=\left\{u v \in E(G) \mid u \in L_{X}, v \in R_{X}\right\}$. The algorithm decides the instance $I_{X}$ using Theorem 16, for each $X \in \mathcal{F}$. The algorithm outputs yes if and only if there is $X \in \mathcal{F}$, such that $I_{X}$ is a yes instance of Rat Mat CF-BM.

- Theorem 17. The algorithm presented for Rat Mat CF-MM is correct. Moreover, it runs in time $\mathcal{O}\left(2^{(3 \omega+2) k} k^{\mathcal{O}(\log k)}\left\|A_{M}\right\|^{\mathcal{O}(1)} n^{\mathcal{O}(1)}\right)$.

Proof. Let $\left(G, A_{\mathcal{M}}, k\right)$ be an instance of Rat Mat CF-MM, where matrix $A_{\mathcal{M}}$ represent a matroid $\mathcal{M}=(E, \mathcal{I})$ over field $\mathbb{F}$. Clearly, if the algorithm outputs yes, then indeed $\left(G, A_{\mathcal{M}}, k\right)$ is a yes instance of Rat Mat CF-MM. Next, we argue that if $\left(G, A_{\mathcal{M}}, k\right)$ is a yes instance of Rat Mat CF-MM then the algorithm returns yes. Suppose there is a solution $M \subseteq E(G)$ to Rat Mat CF-MM in $\left(G, A_{\mathcal{M}}, k\right)$. Let $S=\{i, j \mid i j \in M\}$, and $L=\{i \mid$ there is $j \in[n]$ such that $i j \in M$ and $i<j\}$. Observe that $|S|=2 k$. Since $\mathcal{F}$ is an ( $n, 2 k$ )-universal set, there is $X \in \mathcal{F}$ such that $X \cap S=L$. Note that $S$ is a solution to Rat Mat CF-BM in $I_{X}$. This together with Theorem 16 implies that the algorithm will return yes as the output.

Next, we prove the claimed running time of the algorithm. The algorithm computes ( $n, 2 k$ )-universal set of size $\mathcal{O}\left(2^{2 k} k^{\mathcal{O}(\log k)} \log n\right)$, in time $\mathcal{O}\left(2^{2 k} k^{\mathcal{O}(\log k)} n \log n\right)$, using Proposition 9. Then for each $X \in \mathcal{F}$, the algorithm creates an instance $I_{X}$ of Rat Mat CF-BM in polynomial time. Furthermore, it resolves the $I_{X}$ of Rat Mat CF-BM in time $\mathcal{O}\left(2^{3 \omega k}\left\|A_{M}\right\|^{\mathcal{O}(1)}\right)$ using Theorem 16. Hence, the running time of the algorithm is bounded by $\mathcal{O}\left(2^{(3 \omega+2) k} k^{\mathcal{O}(\log k)}\left\|A_{M}\right\|^{\mathcal{O}(1)} n^{\mathcal{O}(1)}\right)$.

### 5.2 FPT algorithm for Matroid CF-SP

In this section, we design an FPT algorithm for Matroid CF-SP. The algorithm is based on dynamic programming over representative families. Let $\left(G, s, t, A_{\mathcal{M}}, k\right)$ be an instance of Matroid CF-SP. Before moving to the description of the algorithm, we need to define some notations. For distinct vertices $u, v \in V(G)$ and an integer $p$, we define: $\mathcal{P}_{u v}^{p}=\{X \subseteq$ $E(G)||X|=p$, there is a $u-v$ path in $G[X]$ containing all edges in $X$, and $X \in \mathcal{I}\}$.

By the definition of convolution of sets, it is easy to see that $\mathcal{P}_{u v}^{p}=\bigcup_{w v \in E(G)} \mathcal{P}_{u w}^{p-1} \star$ $\{\{w v\}\}$. Now we are ready to describe our algorithm for Matroid CF-SP. We aim to store, for each $v \in V(G) \backslash\{s\}, p \leq k$, and $q \leq k-p$, a $q$-representative set $\widehat{\mathcal{P}}_{s v}^{p q}$, of $\mathcal{P}_{s v}^{p}$, of size $\binom{p+q}{q}$. Notice that for each $v \in V(G) \backslash\{s\}$, we can compute $\mathcal{P}_{s v}^{1}$ in polynomial time, since $\mathcal{P}_{s v}^{1}=\{s v\}$ if $s v \in E(G)$, and is empty otherwise. Moreover, since $\left|\mathcal{P}_{s v}^{1}\right| \leq 1$, therefore, we can set $\widehat{\mathcal{P}}_{s v}^{1 q}=\mathcal{P}_{s v}^{1}$, for each $q \leq k-1$. Next, we iteratively compute, for each $p \in\{2,3, \cdots, k\}$, in increasing order, for each $q \leq k-p$, a $q$-representative $\widehat{\mathcal{P}}_{s v}^{p q}$, of $\mathcal{P}_{s v}^{p}$. From the above discussions, we obtain the following theorem.

- Theorem 18. The algorithm Alg-Mat-CF-SP is correct, and runs in time $\mathcal{O}\left(2^{\mathcal{O}(\omega k)} n^{\mathcal{O}(1)}\right)$.


## 6 FPT Algorithm for $\boldsymbol{d}$-degenerate Conflict Graphs

In this section, we show that CF-MM and CF-SP both are in FPT, when the conflict graph $H$ is a $d$-degenerate graphs. These algorithms are based on the notion of independence covering family, which was introduced in [25], defined below.

- Definition 19 ([25]). For a graph $H^{\star}$ and an integer $k$, a $k$-independence covering family, $\mathscr{I}\left(H^{\star}, k\right)$, is a family of independent sets in $H^{\star}$ such that for any independent set $I^{\prime}$ in $H^{\star}$ of size at most $k$, there is a set $I \in \mathscr{I}\left(H^{\star}, k\right)$ such that $I^{\prime} \subseteq I$.

Our algorithms rely on the construction of $k$-independence covering family, for a family of graphs. We first design an algorithm for an annotated version of the CF-MM and CF-SP problems, which we call Annotated CF-MM and Annotated CF-SP, respectively. In the Annotated CF-MM (Annotated CF-SP) problem, the input to CF-MM (CF-SP) is annotated with a $k$-independence covering family $\mathcal{F}$ of $H$.

Algorithm 1 Alg-CF-MM (Alg-CF-SP).
Input: A graph $G$,((distinct) vertices $s, t \in V(G))$, a conflict graph $H$, an integer $k$, and a $k$-independence covering family $\mathcal{F}$ of $H$.
Output: If there a set $M \subseteq E$ of size $k$ in $G$ such that $M$ is a matching in $G$ (there is an $s-t$ path in $G[M])$ and $M$ is an independent set in $H$, then yes, and no otherwise.
for each $I \in \mathcal{F}$ do
Let $G_{I}$ be the graph with $V\left(G_{I}\right)=V(G)$ and $E\left(G_{I}\right)=I$;
if $G_{I}$ has a matching (path) of size $k$ then
return yes;
end
return no ;

### 6.1 Algorithms for Annotated CF-MM and Annotated CF-SP

In this section, we study the problems Annotated CF-MM and Annotated CF-SP. The algorithm that we design for them run in time polynomial in the size of the input. We give the algorithm Alg-CF-MM (Alg-CF-SP) (Algorithm 1) for Annotated CF-MM (Annotated CF-SP).

In the following lemma we prove the correctness of Alg-CF-MM (Alg-CF-SP).

- Lemma 20. The algorithm Alg-CF-MM (Alg-CF-SP) is correct. Moreover, the algorithm runs in time polynomial in the size of the input.

We use Alg-CF-MM (Alg-CF-SP) together with Independence Covering Lemma of [25] to obtain algorithms for CF-MM (CF-SP) when the conflict graph is $d$-degenerate or nowhere dense graph. Towards this we state some lemmata from [25] that we use in our algorithms.

- Proposition 21. [25, Lemma 1.1] There is a randomized algorithm running in polynomial time, that given a d-degenerate graph $H^{\star}$ and an integer $k$ as input, outputs an independent set $I$, such that for every independent set $I^{\prime}$ of size at most $k$ in graph $H^{\star}$, the probability that $I^{\prime} \subseteq I$ is at least $\left(\binom{k(d+1)}{k} \cdot k(d+1)\right)^{-1}$.
- Proposition 22. [25, Lemmas 3.2 and 3.3] There are two deterministic algorithms $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$, which given a d-degenerate graph $H^{\star}$ and an integer $k$, output independence covering families $\mathscr{I}_{1}\left(H^{\star}, k\right)$ and $\mathscr{I}_{2}\left(H^{\star}, k\right)$, respectively, such that the following conditions are satisfied: i) $\mathcal{A}_{1}$ runs in time $\mathcal{O}\left(\left|\mathscr{\mathscr { I }}_{1}\left(H^{\star}, k\right)\right| \cdot(n+m)\right)$, where $\left|\mathscr{I}_{1}\left(H^{\star}, k\right)\right|=\binom{k(d+1)}{k} \cdot 2^{o(k(d+1))} \cdot \log n$ and ii) $\mathcal{A}_{2}$ runs in time $\mathcal{O}\left(\left|\mathscr{I}_{2}\left(H^{\star}, k\right)\right| \cdot(n+m)\right)$, where $\left|\mathscr{I}_{2}\left(H^{\star}, k\right)\right|=\binom{k^{2}(d+1)^{2}}{k} \cdot(k(d+$ 1)) ${ }^{\mathcal{O}(1)} \cdot \log n$.

Next, using Proposition 21 and 22, together with Alg-CF-MM (Alg-CF-SP), we obtain randomized and deterministic algorithms, respectively for CF-MM (CF-SP), when the conflict graph is a $d$-degenerate graph.

- Theorem 23. There is a randomized algorithm, which given an instance ( $G, H, k$ ) of CF-MM(CF-SP), where $H$ is a d-degenerate graph, in time $\binom{k(d+1)}{k} \cdot k(d+1) \cdot n \mathcal{O}(1)$, either reports a failure or correctly outputs that the input is a yes instance of CF-MM(CF-SP). Moreover, if the input is a yes instance of CF-MM(CF-SP), then the algorithm outputs correct answer with a constant probability.

Proof. Let $(G,(s, t), H, k)$ be an instance CF-MM (CF-SP), where $H$ is a $d$-degenerate graph. We repeat the following procedure $((\underset{k}{k(1+d)}) \cdot k(d+1))$ many times: i) the algorithm computes an independent set $I$ in ( $H, k$ ) using Proposition 21, and ii) the algorithm calls Alg-CF-MM (Alg-CF-SP) with input $(G,(s, t) H, k,\{I\})$.

The algorithm outputs yes, if in one of the calls to Alg-CF-MM (Alg-CF-SP), it receives a yes. Otherwise, the algorithm outputs no. The running time analysis of the above procedure follows from Proposition 21 and Lemma 20. Also, given a yes instance, the guarantee on success probability follows from Proposition 21 , the number of repetitions, and Lemma 20. Moreover, from Lemma 20 the yes output returned by the algorithm is indeed the correct output to CF-MM(CF-SP)for the given instance. This concludes the proof.

- Theorem 24. CF-MM (CF-SP) admits a deterministic algorithm running in time min $\left\{\binom{k(d+1)}{k} \cdot 2^{o(k(d+1))} \cdot \log n,\left(\begin{array}{c}k^{2}(d+1)^{2}\end{array}\right) \cdot(k(d+1))^{\mathcal{O}(1)} \cdot \log n\right\} \cdot n^{\mathcal{O}(1)}$, when the conflict graph is a d-degenerate graph.

Proof. Let $(G,(s, t), H, k)$ be an instance CF-MM (CF-SP), where $H$ is a $d$-degenerate graph. The algorithm starts by computing a $k$-independence covering family $\mathscr{I}(H, k)$ of $H$, using Proposition 22. Next, we call Alg-CF-MM (Alg-CF-SP) with the input ( $G,(s, t), H, k$, $\mathscr{I}(H, k))$. The correctness and running time analysis of the above procedure follows from Proposition 22 and Lemma 20. This completes the proof.

## 7 Conclusion

We studied conflict-free (parameterized) variants of Maximum Matching (CF-MM) and Shortest Path (CF-SP). We showed that both CF-MM and CF-SP are W[1]-hard, when parameterized by the solution size. In fact, our W[1]-hardness result for CF-MM holds even when the graph where we want to compute a matching is itself a matching and $\mathrm{W}[1]$-hardness result of CF-SP holds even when the conflict graph is a unit interval graph. Then, we restricted our attention to having conflict graphs belonging to some families of graphs, where the Independent Set problem is either polynomial time solvable or solvable in FPT time. In particular, we considered the family of chordal graphs and the family of $d$-degenerate graphs. For the CF-MM problem, we gave an FPT algorithm, when the conflict graph belongs to the family of chordal graphs. We observed that, we cannot obtain an FPT algorithm for the CF-SP problem when the conflict graph is a chordal graph. This holds because unit-interval graphs are chordal, and the problem CF-SP is W[1]-hard, even when the conflict graph is a unit-interval graph. For conflict graphs being $d$-degenerate, we obtained FPT algorithms for both CF-MM and CF-SP. Our results hold even when the conflict graph is a nowhere dense graph. Finally, we studied a variant of CF-MM and CF-SP, where instead of conflicting conditions being imposed by independent sets in a conflict graph, they are imposed by independence constraints in a (representable) matroid. We gave FPT algorithms for the above variant of both CF-MM and CF-SP.

An interesting question is to obtain (parameterized) dichotomy results for CF-MM and CF-SP, based on the families of graphs where the input graphs belong to. Another direction could be studying kernelization complexity for different families of graphs, and also to see what all FPT problems remain FPT with the conflicting constraints.
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#### Abstract

Uniqueness quantification ( $\exists$ !) is a quantifier in first-order logic where one requires that exactly one element exists satisfying a given property. In this paper we investigate the strength of uniqueness quantification when it is used in place of existential quantification in conjunctive formulas over a given set of relations $\Gamma$, so-called primitive positive definitions (pp-definitions). We fully classify the Boolean sets of relations where uniqueness quantification has the same strength as existential quantification in pp-definitions and give several results valid for arbitrary finite domains. We also consider applications of $\exists$ !-quantified pp-definitions in computer science, which can be used to study the computational complexity of problems where the number of solutions is important. Using our classification we give a new and simplified proof of the trichotomy theorem for the unique satisfiability problem, and prove a general result for the unique constraint satisfaction problem. Studying these problems in a more rigorous framework also turns out to be advantageous in the context of lower bounds, and we relate the complexity of these problems to the exponential-time hypothesis.
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## 1 Introduction

A primitive positive definition (pp-definition) over a relational structure $\mathcal{A}=\left(A ; R_{1}, \ldots, R_{k}\right)$ is a first-order formula $\exists y_{1}, \ldots, y_{m}: \varphi\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ with free variables $x_{1}, \ldots, x_{n}$ where $\varphi\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ is a conjunctive formula. Primitive positive definitions have been extremely influential in the last decades due to their one-to-one correspondence with term algebras in universal algebra, making them a cornerstone in the algebraic approach for studying computational complexity [1, 10]. In short, pp-definitions can be used to obtain classical "gadget reductions" between problems by replacing constraints by their pp-definitions, which in the process might introduce fresh variables viewed as being existentially quantified. This approach has successfully been used to study the complexity of e.g. the constraint satisfaction problem (CSP) which recently led to a dichotomy between tractable and NP-complete CSPs [6, 28]. However, these reductions are typically not sufficient for optimisation problems and other variants of satisfiability, where one needs reductions preserving the number of models, so-called parsimonious reductions. Despite the tremendous advances in the algebraic approach there is currently a lack of methods for studying problems requiring parsimonious reductions, and in this paper we take the first step in developing such a framework. The requirement of parsimonious reductions can be realised by restricting existential quantification
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to unique quantification ( $\exists$ !), where we explicitly require that the variable in question can be expressed as a unique combination of other variables. That is, $\mathcal{A} \vDash \exists$ ! $x_{i}: \varphi\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}\right)$ if and only if there exists a function $f$ such that $f\left(a_{1}, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{n}\right)=a_{i}$, for all $a_{1}, \ldots, a_{i-1}, a_{i}, a_{i+1}, \ldots, a_{n} \in A$ where $\mathcal{A} \models \varphi\left(a_{1}, \ldots, a_{i-1}, a_{i}, a_{i+1}, \ldots, a_{n}\right)$. This notion of unique quantification is not the only one possible and we discuss an alternative viewpoint in Section 5. As a first step in understanding the applicability of uniqueness quantification in complexity classifications we are interested in studying the expressive power of unique existential quantification when used in place of existential quantification in pp-definitions, which we call upp-definitions. Any variables introduced by the resulting gadget reductions are then uniquely determined and do not affect the number of models.

Our main question is then: for which relational structures $\mathcal{A}$ is it the case that for every pp-formula $\varphi\left(x_{1}, \ldots, x_{n}\right)$ there exists a upp-formula $\vartheta\left(x_{1}, \ldots, x_{n}\right)$ such that $\mathcal{A} \models$ $\varphi\left(a_{1}, \ldots, a_{n}\right) \Leftrightarrow \mathcal{A} \models \vartheta\left(a_{1}, \ldots, a_{n}\right)$ for all $a_{1}, \ldots, a_{n} \in A$ ? If this holds over $\mathcal{A}$ then uniqueness quantification has the same expressive power as existential quantification. The practical motivation for studying this is that if upp-definitions are as powerful as pp-definitions in $\mathcal{A}$, then, intuitively, any gadget reduction between two problems can be replaced with a parsimonious reduction. Given the generality of this question a complete answer for arbitrary relational structures is well out of reach, and we begin by introducing simplifying concepts. First, pp-definitions can be viewed as a closure operator over relations, and the resulting closed sets of relations are known as relational clones, or co-clones [21]. For each universe $A$ the set of co-clones over $A$ then forms a lattice when ordered by set inclusion, and given a set of relations $\Gamma$ we write $\langle\Gamma\rangle$ for the smallest co-clone over $A$ containing $\Gamma$. Similarly, closure under upp-definitions can also be viewed as a closure operator, and we write $\langle\Gamma\rangle_{\exists \text { ! }}$ for the smallest set of relations over $A$ containing $\Gamma$ and which is closed under upp-definitions. Using these notions the question of the expressive strength of upp-definitions can be stated as: for which sets of relations $\Gamma$ is it the case that $\langle\Gamma\rangle=\langle\Gamma\rangle_{\text {ョ! }}$ ? The main advantage behind this viewpoint is that a co-clone $\langle\Gamma\rangle$ can be described as the set of relations invariant under a set of operations $F, \operatorname{Inv}(F)$, such that the operations in $F$ describe all permissible combinations of tuples in relations from $\Gamma$. An operation $f \in F$ is also said to be a polymorphism of $\Gamma$ and if we let $\operatorname{Pol}(\Gamma)$ be the set of polymorphisms of $\Gamma$ then $\operatorname{Pol}(\Gamma)$ is called a clone. This relationship allows us to characterise the cases that need to be considered by using known properties of $\operatorname{Pol}(\Gamma)$, which is sometimes simpler than working only on the relational side.

## Our Results

Our main research question is to identify $\Gamma$ such that $\langle\Delta\rangle_{\exists!}=\langle\Gamma\rangle$ for each $\Delta$ such that $\langle\Delta\rangle=\langle\Gamma\rangle$. If this holds we say that $\langle\Gamma\rangle$ is $\exists$ !-covered. The main difficulty for proving this is that it might not be possible to directly transform a pp-definition into an equivalent upp-definition. To mitigate this we analyse relations in co-clones using partial polymorphisms, which allows us to analyse their expressibility in a very nuanced way. In Section 3.1 we show how partial polymorphisms can be leveraged to prove that a given co-clone is $\exists$ !-covered. Most notably, we prove that $\langle\Gamma\rangle$ is $\exists$ !-covered if $\operatorname{Pol}(\Gamma)$ consists only of projections of the form $\pi\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}\right)=x_{i}$, or of projections and constant operations. As a consequence, $\Gamma$ pp-defines all relations over $A$ if and only if $\Gamma$ upp-defines all relations over $A$. One way of interpreting this result is that if $\Gamma$ is "sufficiently expressive" then pp-definitions can always be turned into upp-definitions. However, there also exists $\exists$ !-covered co-clones where the reason is rather that $\Gamma$ is "sufficiently weak". For example, if $\Gamma$ is invariant under the affine operation $x-y+z(\bmod |A|)$, then existential quantification does not add any expressive power over unique existential quantification, since any existentially quantified variable occurring in a
pp-definition can be expressed via a linear equation, and is therefore uniquely determined by other arguments. In Section 3.2 we then turn to the Boolean domain, and obtain a full classification of the $\exists$ !-covered co-clones. Based on the results in Section 3.1 it is reasonable to expect that the covering property holds for sufficiently expressive languages and sufficiently weak languages, but that there may exist cases in between where unique quantification differs from existential quantification. This is indeed true, and we prove that the Boolean co-clones corresponding to non-positive Horn clauses, implicative and positive clauses, and their dual cases, are not $\exists$ !-covered. Last, in Section 4 we demonstrate how the results from Section 3 can be used for obtaining complexity classifications of computational problems. One example of a problem requiring parsimonious reductions is the unique satisfiability problem over a Boolean set of relations $\Gamma(\mathrm{U}-\mathrm{SAT}(\Gamma))$ and its multi-valued generalization the unique constraint satisfaction problem $(\mathrm{U}-\mathrm{CSP}(\Gamma)$ ), where the goal is to determine if there exists a unique model of a given conjunctive $\Gamma$-formula. The complexity of U-SAT $(\Gamma)$ was settled by Juban [15] for finite sets of relations $\Gamma$, essentially using a large case analysis. Using the results from Section 3.2 this complexity classification can instead be proved in a succinct manner, and we are also able to extend the classification to infinite $\Gamma$ and large classes of non-Boolean $\Gamma$. This systematic approach is also advantageous for proving lower bounds, and we relate the complexity of $\mathrm{U}-\mathrm{SAT}(\Gamma)$ to the highly influential exponential-time hypothesis (ETH) [12], by showing that none of the intractable cases of U-SAT $(\Gamma)$ admit subexponential algorithms without violating the ETH.

## Related Work

Primitive positive definitions with uniqueness quantification appeared in Creignou \& Hermann [7] in the context of "quasi-equivalent" logical formulas, and in the textbook by Creignou et al. [8] under the name of faithful implementations. Similarly, upp-definitions were utilised by Kavvadias \& Sideri [16] to study the complexity of the inverse satisfiability problem. A related topic is frozen quantification, which can be viewed as uniqueness quantification restricted to variables that are constant in any model [22].

## 2 Preliminaries

### 2.1 Operations and Relations

In the sequel, let $D \subseteq \mathbb{N}$ be a finite domain of values. A $k$-ary function $f: D^{k} \rightarrow D$ is sometimes referred to as an operation over $D$ and we write $\operatorname{ar}(f)$ to denote the arity $k$. Similarly, a partial operation over $D$ is a map $f: \operatorname{dom}(f) \rightarrow D$ where $\operatorname{dom}(f) \subseteq D^{k}$ is called the domain of $f$, and we let $\operatorname{ar}(f)=k$ be the arity of $f$. If $f$ and $g$ are $k$-ary partial operations such that $\operatorname{dom}(f) \subseteq \operatorname{dom}(g)$ and $f(t)=g(t)$ for each $t \in \operatorname{dom}(f)$ then $f$ is said to be a suboperation of $g$. For $k \geq 1$ and $1 \leq i \leq k$ we let $\pi_{i}^{k}$ be the $i$ th projection, i.e., $\pi_{i}^{k}\left(x_{1}, \ldots, x_{i}, \ldots, x_{k}\right)=x_{i}$ for all $x_{1}, \ldots, x_{i}, \ldots, x_{k} \in D$. We write $\mathrm{OP}_{D}$ for the set of all operations over $D$ and $\mathrm{pOP}_{D}$ for the set of all partial operations over $D$. As a notational shorthand we for $k \geq 1$ write $[k]$ for the set $\{1, \ldots, k\}$. For $d \in D$ we by $\mathbf{d}^{n}$ denote the constant $n$-ary tuple $(d, \ldots, d)$. Say that a $k$-ary $f \in \mathrm{OP}_{D}$ is essentially unary if there exists unary $g \in \mathrm{OP}_{D}$ and $i$ such that $f\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}\right)=g\left(x_{i}\right)$ for all $x_{1}, \ldots, x_{i}, \ldots, x_{n} \in D$.

Given an $n$-ary relation $R \subseteq D^{n}$ we write $\operatorname{ar}(R)$ to denote its arity $n$. If $t=\left(x_{1}, \ldots, x_{n}\right)$ is an $n$-ary tuple we write $t[i]$ to denote the $i$ th element $x_{i}$, and $\operatorname{Proj}_{i_{1}, \ldots, i_{n^{\prime}}}(t)=\left(t\left[i_{1}\right], \ldots, t\left[i_{n^{\prime}}\right]\right)$ to denote the projection on the coordinates $i_{1}, \ldots, i_{n^{\prime}} \in\{1, \ldots, n\}$. Similarly, if $R$ is an $n$-ary relation we let $\operatorname{Proj}_{i_{1}, \ldots, i_{n^{\prime}}}(R)=\left\{\operatorname{Proj}_{i_{1}, \ldots, i_{n^{\prime}}}(t) \mid t \in R\right\}$. The $i$ th argument of a
relation $R$ is said to be redundant if there exists $j \neq i$ such that $t[i]=t[j]$ for each $t \in R$, and is said to be fictitious if for all $t \in R$ and $d \in D$ have $t^{\prime} \in R$ where $t^{\prime}[i]=d$ and $\operatorname{Proj}_{1, \ldots, i-1, i+1, \ldots, n}(t)=\operatorname{Proj}_{1, \ldots, i-1, i+1, \ldots, n}\left(t^{\prime}\right)$.

We write $\mathrm{Eq}_{D}$ for the equality relation $\{(x, x) \mid x \in D\}$ over $D$. We often represent relations by their defining first-order formulas, and if $\varphi\left(x_{1}, \ldots, x_{n}\right)$ is a first-order formula with $n$ free variables we write $R\left(x_{1}, \ldots, x_{n}\right) \equiv \varphi\left(x_{1}, \ldots, x_{n}\right)$ to define the relation $R=$ $\left\{\left(f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right) \mid f\right.$ is a model of $\left.\varphi\left(x_{1}, \ldots, x_{n}\right)\right\}$. We let $\mathrm{REL}_{D}^{n}$ be the set of all $n$-ary relations over $D, \operatorname{REL}_{D}^{\leq n}=\bigcup_{i=1}^{n} \operatorname{REL}_{D}^{n}$, and $\operatorname{REL}_{D}=\bigcup_{i=1}^{\infty} \operatorname{REL}_{D}^{i}$. A set $\Gamma \subseteq \operatorname{REL}_{D}$ will sometimes be called a constraint language.

### 2.2 Primitive Positive Definitions and Determined Variables

We say that an $n$-ary relation $R$ has a primitive positive definition (pp-definition) over a set of relations $\Gamma$ over a domain $D$ if $R\left(x_{1}, \ldots, x_{n}\right) \equiv \exists y_{1}, \ldots, y_{n^{\prime}}: R_{1}\left(\mathbf{x}_{1}\right) \wedge \ldots \wedge R_{m}\left(\mathbf{x}_{m}\right)$ where each $\mathbf{x}_{i}$ is a tuple of variables over $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n^{\prime}}$ of length $\operatorname{ar}\left(R_{i}\right)$ and each $R_{i} \in \Gamma \cup\left\{\mathrm{Eq}_{D}\right\}$. Hence, $R$ can be defined as a (potentially) existentially quantified conjunctive formula over $\Gamma \cup\left\{\mathrm{Eq}_{D}\right\}$. We will occasionally be interested in pp-definitions not making use of existential quantification, and call pp-definitions of this restricted type quantifier-free primitive positive definitions (qfpp-definitions).

- Definition 1. Let $R$ be an n-ary relation over a domain $D$. We say that $1 \leq i \leq n$ is uniquely determined, or just determined, if there exists $i_{1}, \ldots, i_{k} \in[n]$ and a function $h: D^{k} \rightarrow D$ such that $h\left(t\left[i_{1}\right], \ldots, \ldots, t\left[i_{k}\right]\right)=t[i]$ for each $t \in R$.

When defining relations in terms of logical formulas we will occasionally also say that the $i$ th variable is uniquely determined, rather than the $i$ th index.

- Definition 2. An n-ary relation $R$ has a unique primitive positive definition (upp-definition) over a set of relations $\Gamma$ if there exists a pp-definition

$$
R\left(x_{1}, \ldots, x_{n}\right) \equiv \exists y_{1}, \ldots, y_{n^{\prime}}: R_{1}\left(\mathbf{x}_{1}\right) \wedge \ldots \wedge R_{m}\left(\mathbf{x}_{m}\right)
$$

of $R$ over $\Gamma$ where each $y_{i}$ is uniquely determined by $x_{1}, \ldots, x_{n}$.
We typically write $\exists$ ! $y_{1}, \ldots, y_{n^{\prime}}$ for the existentially quantified variables in a upp-definition. Following Nordh \& Zanuttini [22] we refer to unique existential quantification over constant arguments as frozen existential quantification $(i \in[\operatorname{ar}(R)]$ is constant if there exists $d \in D$ such that $t[i]=d$ for each $t \in R$ ). If $R$ is upp-definable over $\Gamma$ via a upp-definition only making use of frozen existential quantification then we say that $R$ is freezingly pp-definable (fpp-definable) over $\Gamma$. Let us define the following closure operators over relations.

- Definition 3. Let $\Gamma$ be a set of relations. Then we define (1) $\langle\Gamma\rangle=\{R \mid R$ has a ppdefinition over $\Gamma\}$, (2), $\langle\Gamma\rangle_{\exists!}=\{R \mid R$ has a upp-definition over $\Gamma\}$, (3), $\langle\Gamma\rangle_{\mathrm{fr}}=\{R \mid R$ has an fpp-definition over $\Gamma\}$, and (4), $\langle\Gamma\rangle_{\nexists}=\{R \mid R$ has a qfpp-definition over $\Gamma\}$.

In all cases $\Gamma$ is called a base. If $\Gamma=\{R\}$ is singleton then we write $\langle R\rangle$ instead of $\langle\Gamma\rangle$, and similarly for the other operators. Sets of relations of the form $\langle\Gamma\rangle$ are usually called relational clones, or co-clones, sets of the form $\langle\Gamma\rangle_{\nexists}$ weak systems, or weak partial co-clones, and sets of the form $\langle\Gamma\rangle_{\text {fr }}$ are known as frozen partial co-clones. Note that $\langle\Gamma\rangle \supseteq\langle\Gamma\rangle_{\exists!} \supseteq\langle\Gamma\rangle_{\text {fr }} \supseteq\langle\Gamma\rangle_{\exists \exists}$ for any $\Gamma \subseteq \operatorname{REL}_{D}$. Co-clones and weak systems can be described via algebraic invariants known as polymorphisms and partial polymorphism. More precisely, if $R \in \operatorname{REL}_{D}^{n}$ and $f \in \mathrm{OP}_{D}$ is a $k$-ary operation, then for $t_{1}, \ldots, t_{k} \in R$ we let
$f\left(t_{1}, \ldots, t_{k}\right)=\left(f\left(t_{1}[1], \ldots, t_{k}[1]\right), \ldots, f\left(t_{1}[n], \ldots, t_{k}[n]\right)\right)$. We then say that a $k$-ary partial operation $f$ preserves an $n$-ary relation $R$ if $f\left(t_{1}, \ldots, t_{k}\right) \in R$ or there exists $i \in[n]$ such that $\left(t_{1}[i], \ldots, t_{k}[i]\right) \notin \operatorname{dom}(f)$, for each sequence of tuples $t_{1}, \ldots, t_{k} \in R$. If $f$ preserves $R$ then $R$ is also said to be invariant under $f$. Note that if $f$ is total then the condition is simply that $f\left(t_{1}, \ldots, t_{k}\right) \in R$ for each sequence $t_{1}, \ldots, t_{k} \in R$. We then let $\operatorname{pPol}(R)=$ $\left\{f \in \operatorname{pOP}_{D} \mid f\right.$ preserves $\left.R\right\}, \operatorname{Pol}(R)=\operatorname{pPol}(R) \cap \mathrm{OP}_{D}, \operatorname{pPol}(\Gamma)=\bigcap_{R \in \Gamma} \operatorname{pPol}(R)$, and $\operatorname{Pol}(\Gamma)=\bigcap_{R \in \Gamma} \operatorname{Pol}(R)$. Similarly, if $F$ is a set of (partial) operations we let $\operatorname{Inv}(F)$ be the set of relations invariant under $F$, and write $\operatorname{Inv}(f)$ if $F=\{f\}$ is singleton. It is then known that $\operatorname{Inv}(F)$ is a co-clone if $F \subseteq \mathrm{OP}_{D}$ and that $\operatorname{Inv}(F)$ is a weak system if $F \subseteq \mathrm{pOP}_{D}$. More generally, $\langle\Gamma\rangle=\operatorname{Inv}(\operatorname{Pol}(\Gamma))$ and $\langle\Gamma\rangle_{\nexists}=\operatorname{Inv}(\operatorname{pPol}(\Gamma))$, resulting in the following Galois connections.

- Theorem 4 ([3, 4, 11, 26]). Let $\Gamma$ and $\Delta$ be two sets of relations. Then $\Gamma \subseteq\langle\Delta\rangle$ if and only if $\operatorname{Pol}(\Delta) \subseteq \operatorname{Pol}(\Gamma)$ and $\Gamma \subseteq\langle\Delta\rangle_{\nexists}$ if and only if $\mathrm{pPol}(\Delta) \subseteq \operatorname{pPol}(\Gamma)$.

Last, we remark that sets of the form $\operatorname{Pol}(\Gamma)$ and $\operatorname{pPol}(\Gamma)$ are usually called clones, and strong partial clones, respectively, and form lattices when ordered by set inclusion. Boolean clones are particularly well understood and the induced lattice is known as Post's lattice [24]. If $F \subseteq \mathrm{OP}_{D}$ then we write $[F]$ for the intersection of all clones over $D$ containing $F$. Hence, $[F]$ is the smallest clone over $D$ containing $F$.

### 2.3 Weak and Plain Bases of Co-Clones

In this section we introduce two special types of bases of a co-clone, that are useful for understanding the expressibility of upp-definitions.

- Definition 5 (Schnoor \& Schnoor [27]). Let $\langle\Gamma\rangle$ be a co-clone. A base $\Gamma_{w}$ of $\langle\Gamma\rangle$ with the property that $\left\langle\Gamma_{w}\right\rangle_{\nexists} \subseteq\langle\Delta\rangle_{\nexists}$ for every base $\Delta$ of $\langle\Gamma\rangle$ is called a weak base of $\langle\Gamma\rangle$.

Although not immediate from Definition 5, Schnoor \& Schnoor [27] proved that a weak base exists whenever $\langle\Gamma\rangle$ admits a finite base, by the following relational construction.

- Definition 6. For $s \geq 1$, let $U_{D}^{s}=\left\{t_{1}, \ldots, t_{s}\right\}$ where $t_{1}, \ldots, t_{s}$ is the sequence of $|D|^{s}$-ary tuples where $\left(t_{1}[1], \ldots, t_{s}[1]\right), \ldots,\left(t_{1}\left[|D|^{s}\right], \ldots, t_{s}\left[|D|^{s}\right]\right)$ is a lexicographic enumeration of $D^{s}$.

For $R \in \mathrm{REL}_{D}$ and $F \subseteq \mathrm{OP}_{D}$ we let $F(R)=\bigcap_{R^{\prime} \in \operatorname{Inv}(F), R \subseteq R^{\prime} \in \operatorname{REL}_{D}} R^{\prime}$. We typically write $U^{s}$ instead of $U_{D}^{s}$ if the domain $D$ is clear from the context, and say that a co-clone $\operatorname{Inv}(\mathrm{C})$ has core-size $s$ if there exist relations $R, R^{\prime}$ such that $\operatorname{Pol}(R)=\mathrm{C}, R=\mathrm{C}\left(R^{\prime}\right)$, and $s=\left|R^{\prime}\right|$. Weak bases can then be described via core-sizes as follows (a clone $C$ is finitely related if there exists a finite base of $\operatorname{Inv}(\mathrm{C})$ ).

- Theorem 7 (Schnoor \& Schnoor [27]). Let C be a finitely related clone where $\operatorname{Inv}(\mathrm{C})$ has core-size $s$. Then $\mathrm{C}\left(U^{t}\right)$ is a weak base of $\operatorname{Inv}(\mathrm{C})$ for every $t \geq s$.

See Table 2 for a list of weak bases for the Boolean co-clones of interest in this paper [17, 18]. Here, and in the sequel, we use the co-clone terminology developed by Reith \& Wagner [25] and Böhler et al. [5], where a Boolean co-clone $\operatorname{Inv}(C)$ is typically written as IC. Many relations in Table 2 are provided by their defining logical formulas; for example, $x_{1} \rightarrow x_{2}$ is the binary relation $\{(0,0),(0,1),(1,1)\}$. See Table 1 for definitions of the remaining relations. As a convention we use $c_{0}$ to indicate a variable which is constant 0 in any model, and $c_{1}$ for a variable which is constant 1 . On the functional side we use the bases by Böhler et al. [5] and let $\mathrm{I}_{2}=\left[\pi_{1}^{1}\right], \mathrm{I}_{0}=[0], \mathrm{I}_{1}=[1], \mathrm{I}=[\{0,1\}], \mathrm{N}_{2}=[\bar{x}], \mathrm{N}=[\{\bar{x}, 0,1\}], \mathrm{E}_{2}=[\wedge]$,

Table 1 Relations.

| Relation | Definition |
| :--- | :--- |
| $F$ | $\{(0)\}$ |
| $T$ | $\{(1)\}$ |
| Ne | $\{(0,1),(1,0)\}$ |
| $n$-EVEN | $\left\{\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n} \mid x_{1}+\ldots+x_{n}\right.$ is even $\}$ |
| $n$-EVEN ${ }^{n \neq}$ | $n$ - $\operatorname{EVEN}\left(x_{1}, \ldots, x_{n}\right) \wedge \mathrm{Ne}\left(x_{1}, x_{n+1}\right) \wedge \ldots \wedge \operatorname{Ne}\left(x_{n}, x_{2 n}\right)$ |
| $n-$ ODD $^{n \neq}$ | $\left\{\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n} \mid x_{1}+\ldots+x_{n}\right.$ is odd $\}$ |
| $n-$ ODD $^{n \neq}$ | $n$-ODD $\left(x_{1}, \ldots, x_{n}\right) \wedge \mathrm{Ne}\left(x_{1}, x_{n+1}\right) \wedge \ldots \wedge \operatorname{Ne}\left(x_{n}, x_{2 n}\right)$ |
| NA $^{n}$ | $\{0,1\}^{n} \backslash\{(1, \ldots, 1)\}$ |

Table 2 Weak and plain bases of selected Boolean co-clones.

| C | Weak base of $\operatorname{Inv}(\mathrm{C})$ | Plain base of $\operatorname{Inv}(\mathrm{C})$ |
| :--- | :--- | :--- |
| $\mathrm{S}_{1}^{n}$ | $\left\{\mathrm{NA}^{n}\left(x_{1}, \ldots, x_{n}\right) \wedge F\left(c_{0}\right)\right\}$ | $\left\{\mathrm{NA}^{n}\right\}$ |
| $\mathrm{S}_{1}$ | $\left\{\mathrm{NA}^{n}\left(x_{1}, \ldots, x_{n}\right) \wedge F\left(c_{0}\right) \mid n \geq 2\right\}$ | $\left\{\mathrm{NA}^{n} \mid n \geq 1\right\}$ |
| $\mathrm{S}_{12}^{n}$ | $\left\{\mathrm{NA}^{n}\left(x_{1}, \ldots, x_{n}\right) \wedge F\left(c_{0}\right) \wedge T\left(c_{1}\right)\right\}$ | $\left\{\mathrm{NA}^{n}, T\left(c_{1}\right)\right\}$ |
| $\mathrm{S}_{12}$ | $\left\{\mathrm{NA}^{n}\left(x_{1}, \ldots, x_{n}\right) \wedge F\left(c_{0}\right) \wedge T\left(c_{1}\right) \mid n \geq 2\right\}$ | $\left\{\mathrm{NA}^{n} \mid n \geq 1\right\} \cup\left\{T\left(c_{1}\right)\right\}$ |
| $\mathrm{S}_{11}^{n}$ | $\left\{\mathrm{NA}^{n}\left(x_{1}, \ldots, x_{n}\right) \wedge\left(\neg x \rightarrow \neg x_{1} \cdots \neg x_{n}\right) \wedge F\left(c_{0}\right)\right\}$ | $\left\{\mathrm{NA}^{n},\left(x_{1} \rightarrow x_{2}\right)\right\}$ |
| $\mathrm{S}_{11}$ | $\left\{R_{\left.\mathrm{S}_{11}^{n} \mid n \geq 2\right\}}\right.$ | $\left\{\mathrm{NA}^{n} \mid n \geq 1\right\} \cup\left\{\left(x_{1} \rightarrow x_{2}\right)\right\}$ |
| $\mathrm{S}_{10}^{n}$ | $\left\{R_{\mathrm{S}_{11}^{n}}\left(x_{1}, \ldots, x_{n}, c_{0}\right) \wedge T\left(c_{1}\right)\right\}$ | $\left\{\mathrm{NA}^{n},\left(x_{1} \rightarrow x_{2}\right), T\left(c_{1}\right)\right\}$ |
| $\mathrm{S}_{10}$ | $\left\{R_{\mathrm{S}_{10}^{n}} \mid n \geq 2\right\}$ | $\left\{\mathrm{NA}^{n} \mid n \geq 1\right\} \cup\left\{\left(x_{1} \rightarrow x_{2}\right), T\left(c_{1}\right)\right\}$ |
| D | $\left\{\left(x_{1} \oplus x_{2}=1\right)\right\}$ | $\left\{\left(x_{1} \oplus x_{2}=1\right)\right\}$ |
| $\mathrm{D}_{1}$ | $\left\{\left(x_{1} \oplus x_{2}=1\right) \wedge F\left(c_{0}\right)\right\} \wedge T\left(c_{1}\right)$ | $\left\{\left(x_{1} \oplus x_{2}=1\right)\right\} \cup\left\{F\left(c_{0}\right), T\left(c_{1}\right)\right\}$ |
| $\mathrm{D}_{2}$ | $\left\{\left(x_{1} \vee x_{2}\right) \wedge \mathrm{Ne}\left(x_{1}, x_{3}\right) \wedge \mathrm{Ne}\left(x_{2}, x_{4}\right) \wedge F\left(c_{0}\right) \wedge T\left(c_{1}\right)\right\}$ | $\left\{\left(x_{1} \vee x_{2}\right),\left(\neg x_{1} \vee x_{2}\right),\left(\neg x_{1} \vee \neg x_{2}\right)\right\}$ |
| E | $\left\{\left(x_{1} \leftrightarrow x_{2} x_{3}\right) \wedge\left(x_{2} \vee x_{3} \rightarrow x_{4}\right)\right\}$ | $\left\{\left(\neg x_{1} \vee \ldots \vee \neg x_{k} \vee x\right) \mid k \geq 1\right\}$ |
| $\mathrm{E}_{0}$ | $\left\{\left(x_{1} \leftrightarrow x_{2} x_{3}\right) \wedge\left(x_{2} \vee x_{3} \rightarrow x_{4}\right) \wedge F\left(c_{0}\right)\right\}$ | $\left\{\mathrm{NA}^{n} \mid n \in \mathbb{N}\right\} \cup\left\{\left(\neg x_{1} \vee \ldots \vee \neg x_{k} \vee x\right) \mid k \geq 1\right\}$ |
| $\mathrm{E}_{1}$ | $\left\{\left(x_{1} \leftrightarrow x_{2} x_{3}\right) \wedge T\left(c_{1}\right)\right\}$ | $\left\{\left(\neg x_{1} \vee \ldots \vee \neg x_{k} \vee x\right) \mid k \in \mathbb{N}\right\}$ |
| $\mathrm{E}_{2}$ | $\left\{\left(x_{1} \leftrightarrow x_{2} x_{3}\right) \wedge F\left(c_{0}\right) \wedge T\left(c_{1}\right)\right\}$ | $\left\{\mathrm{NA}^{n} \mid n \in \mathbb{N}\right\} \cup\left\{\left(\neg x_{1} \vee \ldots \vee \neg x_{k} \vee x\right) \mid k \in \mathbb{N}\right\}$ |

$\mathrm{E}_{0}=[\{\wedge, 0\}], \mathrm{E}_{1}=[\{\wedge, 1\}], \mathrm{E}=[\{\wedge, 0,1\}], \mathrm{L}_{2}=[x \oplus y \oplus z]$, and $\mathrm{S}_{11}=[\{x \wedge(y \vee z), 0\}]$, where $\bar{x}=1-x$ and where 0,1 are shorthands for the two constant Boolean operations. We conclude this section by defining the dual notion of a weak base.

- Definition 8 (Creignou et al. [9]). Let $\langle\Gamma\rangle$ be a co-clone. A base $\Gamma_{p}$ of $\langle\Gamma\rangle$ with the property that $\langle\Delta\rangle_{\nexists} \subseteq\left\langle\Gamma_{p}\right\rangle_{\nexists}$ for every base $\Delta$ of $\langle\Gamma\rangle$ is called a plain base of $\langle\Gamma\rangle$.

Clearly, every co-clone is a trivial plain base of itself, but the question remains for which co-clones more succinct plain bases can be found. For arbitrary finite domains little is known but in the Boolean domain succinct plain bases have been described [9] (see Table 2).

### 2.4 Duality

Many questions concerning Boolean co-clones can be simplified by only considering parts of Post's lattice. If $f \in \mathrm{OP}_{\{0,1\}}$ is $k$-ary then the dual of $f$, $\operatorname{dual}(f)$, is the operation $\operatorname{dual}(f)\left(x_{1}, \ldots, x_{k}\right)=\overline{f\left(\overline{x_{1}}, \ldots, \overline{x_{k}}\right)}$, and we let $\operatorname{dual}(F)=\{\operatorname{dual}(f) \mid f \in F\}$ for a set $F \subseteq \mathrm{OP}_{\{0,1\}}$. Each Boolean clone C can then be associated with a dual clone dual(C). Similarly, for $R \in \operatorname{REL}_{\{0,1\}}$ we let $\operatorname{dual}(R)=\{\bar{t} \mid t \in R\}$ and dual $(\Gamma)=\{\operatorname{dual}(R) \mid R \in \Gamma\}$ for $\Gamma \subseteq \operatorname{REL}_{\{0,1\}}$. It is then known that $\operatorname{Inv}(\operatorname{dual}(\mathrm{C}))=\operatorname{dual}(\operatorname{Inv}(\mathrm{C}))$.

## 3 The Expressive Power of Unique Existential Quantification

The main goal of this paper is to understand when the expressive power of unique existential quantification coincides with existential quantification in primitive positive formulas. Let us first consider an example where a pp-definition can be rewritten into a upp-definition.


Figure 1 The lattice of Boolean clones. $\operatorname{Inv}(C)$ is coloured in red if and only if $\operatorname{Inv}(C)$ is not $\exists$ !-covered.

- Example 9. Consider the canonical reduction from $k$-SAT to ( $k-1$ )-SAT via pp-definitions of the form $\left(x_{1} \vee \ldots \vee x_{k}\right) \equiv \exists y:\left(x_{1} \vee \ldots \vee x_{k-2} \vee y\right) \wedge\left(x_{k-1} \vee x_{k} \vee \neg y\right)$. In this pp-definition the auxiliary variable $y$ is not uniquely determined since, for example, $y=0$ and $y=1$ are both consistent with $x_{1}=1, \ldots x_{k-2}=1, x_{k-1}=1, x_{k}=1$. On the other hand, if we instead take the pp-definition $\left(x_{1} \vee \ldots \vee x_{k}\right) \equiv \exists y:\left(x_{1} \vee \ldots \vee x_{k-2} \vee y\right) \wedge\left(y \leftrightarrow\left(x_{k-1} \vee x_{k}\right)\right)$, which can be expressed by $(k-1)$-SAT, it is easily verified that $y$ is determined by $x_{k-1}$ and $x_{k}$.

Using the algebraic terminology from Section 2 this property can be phrased as follows.

- Definition 10. A co-clone $\langle\Gamma\rangle$ is $\exists$ !-covered if $\langle\Gamma\rangle=\langle\Delta\rangle_{\exists!}$ for every base $\Delta$ of $\langle\Gamma\rangle$.

Thus, we are interested in determining the $\exists$ !-covered co-clones, and since every constraint language $\Gamma$ belongs to a co-clone, namely $\langle\Gamma\rangle$, Definition 10 precisely captures the aforementioned question concerning the expressive strength of uniqueness quantification in primitive positive formulas. The remainder of this section will be dedicated to proving covering results of this form, with a particular focus on proving a full classification for the Boolean domain. See Figure 1 for a visualisation of this dichotomy. We begin in Section 3.1 by outlining some of the main ideas required to prove that a co-clone is $\exists$ !-covered, and consider covering results applicable for arbitrary finite domains. In Section 3.2 we turn to the Boolean domain where we prove the classification in Figure 1. Throughout, the missing proofs can be found in the extended preprint [19], and the affected statements are marked with an asterisk (*).

### 3.1 General Constructions

Given an arbitrary constraint language $\Gamma$ it can be difficult to directly reason about the strength of upp-definitions over $\Gamma$. Fortunately, there are methods to mitigate this difficulty. Recall from Definition 5 that a weak base of a co-clone $\langle\Gamma\rangle$ is a base which is qfpp-definable by any other base of $\langle\Gamma\rangle$, and that a plain base is a base with the property that it can qfpp-define every relation in the co-clone. We then have the following useful lemma.

- Lemma 11. Let $\langle\Gamma\rangle$ be a co-clone with a weak base $\Gamma_{w}$ and a plain base $\Gamma_{p}$. If $\Gamma_{p} \subseteq\left\langle\Gamma_{w}\right\rangle_{\exists!}$ then $\langle\Gamma\rangle$ is $\exists$ !-covered.

Proof. Let $\Delta$ be a base of $\langle\Gamma\rangle$ and $R$ an $n$-ary relation from $\langle\Gamma\rangle$, with a qfpp-definition $R\left(x_{1}, \ldots, x_{n}\right) \equiv \varphi\left(x_{1}, \ldots, x_{n}\right)$ over $\Gamma_{p}$. By assumption, $\Gamma_{w}$ can upp-define every relation in $\Gamma_{p}$, and it follows that $R\left(x_{1}, \ldots, x_{n}\right) \equiv \exists!y_{1}, \ldots, y_{m}: \varphi^{\prime}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ for a $\Gamma_{w^{-}}$ formula $\varphi^{\prime}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ since each constraint in $\varphi\left(x_{1}, \ldots, x_{n}\right)$ can be replaced by its upp-definition over $\Gamma_{w}$. Last, since $\Delta$ can qfpp-define $\Gamma_{w}$, we obtain a upp-definition of $R$ by replacing each constraint in $\varphi^{\prime}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ by its qfpp-definition over $\Delta$.

Although not difficult to prove, Lemma 11 offers the advantage that it is sufficient to prove that $\Gamma_{p} \subseteq\left\langle\Gamma_{w}\right\rangle_{\exists!}$ for two constraint languages $\Gamma_{w}$ and $\Gamma_{p}$. Let us now illustrate some additional techniques for proving that $\langle\Gamma\rangle$ is $\exists$ !-covered. Theorem 7 in Section 2.3 shows that the relation $\mathrm{C}\left(U^{s}\right)$ is a weak base of $\operatorname{Inv}(\mathrm{C})$ for $s$ larger than or equal to the core-size of $\operatorname{Inv}(\mathrm{C})$. For $s$ smaller than the core-size we have the following description of $\mathrm{C}\left(U^{s}\right)$.

- Theorem 12 (*). Let C be a finitely related clone over a finite domain D. Then, for every $s \geq 1, \mathrm{C}\left(U^{s}\right) \in\langle\Gamma\rangle_{\nexists}$ for every base $\Gamma$ of $\operatorname{Inv}(\mathrm{C})$.

The applications of Theorem 12 in the context of upp-definitions might not be immediate. However, observe that each argument $i \in\left[|D|^{s}\right]$ of $U^{s}$ is determined by at most $s$ other arguments, and if C is sufficiently simple, this property can be proved to hold also for $\mathrm{C}\left(U^{s}\right)$. This intuition can then be formalised into the following general theorem.

- Theorem 13. Let $\operatorname{Pol}(\Gamma)$ be a clone over a finite domain $D$ such that each $f \in \operatorname{Pol}(\Gamma)$ is a constant operation or a projection. Then $\langle\Gamma\rangle$ is $\exists$ !-covered.

Proof. Let $F$ be a set of operations such that $[F]=\operatorname{Pol}(\Gamma)$. We may without loss of generality assume that $F=\left\{f_{1}, \ldots, f_{k}\right\}$ for unary operations $f_{l}$ such that $f_{l}(x)=d_{l}$ for some $d_{l} \in D$. Take an arbitrary $n$-ary relation $R \in\langle\Gamma\rangle$. Let $s=|R|$ and consider the relation $F\left(U^{s}\right)$ from Definition 6. Our aim is to prove that $F\left(U^{s}\right)$ can upp-define $R$, which is sufficient since $F\left(U^{s}\right) \in\langle\Gamma\rangle_{\nexists}$ via Theorem 12. Let $i_{1}, \ldots, i_{n} \in\left[|D|^{s}\right]$ denote the indices satisfying $\operatorname{Proj}_{i_{1}, \ldots, i_{n}}\left(F\left(U^{s}\right)\right)=R$. If $k=0$, and $\operatorname{Pol}(\Gamma)$ consists only of projections, then $F\left(U^{s}\right)=U^{s}$, and each argument in $\left[|D|^{s}\right] \backslash\left\{i_{1}, \ldots, i_{n}\right\}$ is already determined by $i_{1}, \ldots, i_{n}$, and by the preceding remark $R \in\left\langle F\left(U^{s}\right)\right\rangle_{\exists!}$. Therefore, assume that $k \geq 1$. For each $f_{l} \in F$ then observe that $\left(d_{l}, \ldots, d_{l}\right) \in F\left(U^{s}\right)$ and that $\left(d_{l}, \ldots, d_{l}\right) \in \operatorname{Proj}_{i_{1}, \ldots, i_{n}}\left(U^{s}\right)$. Choose $j_{1}, j_{2} \in\left[|D|^{s}\right]$ such that $t\left[j_{1}\right] \neq t\left[j_{2}\right]$ for $t \in U^{s}$ if and only if $\operatorname{Proj}_{i_{1}, \ldots, i_{n}}(t)=\left(d_{l}, \ldots, d_{l}\right)$, for a $d_{l}$ such that $f_{l}(x)=d_{l}$. Thus, we choose a pair of indices differing in $U^{s}$ if and only if the projection on $i_{1}, \ldots, i_{n}$ is constant. Such a choice is always possible since the arguments of $U^{s}$ enumerate all $s$-ary tuples over $D$. Then construct the relation $R^{\prime}\left(x_{1}, \ldots, x_{|D|^{s}}\right) \equiv$ $F\left(U^{s}\right)\left(x_{1}, \ldots, x_{|D|^{s}}\right) \wedge \operatorname{Eq}\left(x_{j_{1}}, x_{j_{2}}\right)$. It follows that $\operatorname{Proj}_{i_{1}, \ldots, i_{n}}\left(R^{\prime}\right)=R$, and that every argument $l \in\left[|D|^{s}\right] \backslash\left\{i_{1}, \ldots, i_{n}\right\}$ is determined by $i_{1}, \ldots, i_{n}$. Hence, $R \in\left\langle F\left(U^{s}\right)\right\rangle_{\exists!}$.

Theorem 13 implies that $\langle\Gamma\rangle$ is $\exists$ !-covered if $\Gamma$ is sufficiently powerful, and in particular implies that REL $_{D}$ is $\exists$ !-covered for every finite $D$. Hence, $\Gamma$ pp-defines every relation if and only if $\Gamma$ upp-defines every relation. However, as we will now illustrate, this is not the only possible case when a co-clone is $\exists$ !-covered.

- Lemma 14 (*). Let $F$ be a set of operations over a finite domain $D$. If each argument $i \in[\operatorname{ar}(R)]$ is either fictitious or determined for every $R \in \operatorname{Inv}(F)$, then $\operatorname{Inv}(F)$ is $\exists!$-covered.
- Theorem 15. Let $D$ be a finite domain such that $|D|$ is prime, and let $f(x, y, z)=$ $x-y+z(\bmod |D|)$. Then, for any constraint language $\Gamma$ over $D$ such that $\langle\Gamma\rangle \subseteq \operatorname{Inv}(f)$, $\langle\Gamma\rangle$ is $\exists$ !-covered.

Proof. We will prove that the preconditions of Lemma 14 are satisfied for $\operatorname{Inv}(f)$, which is sufficient to prove the claim. Let $R$ be invariant under $f$. Then it is known that $R$ is the solution space of a system of linear equations modulo $|D|$ [14], from which it follows that each argument is either determined, since it can be written as a unique combination of other arguments, or is fictitious.

### 3.2 Boolean Constraint Languages

In this section we use the techniques developed so far to prove that the classification in Figure 1 is correct. Note first that $\operatorname{Inv}(C)$ is $\exists$ !-covered if and only if $\operatorname{Inv}(\operatorname{dual}(\mathrm{C}))$ is $\exists!$-covered, since a upp-definition $\exists!y_{1}, \ldots, y_{n^{\prime}}: R_{1}\left(\mathbf{x}_{1}\right) \wedge \ldots \wedge R_{m}\left(\mathbf{x}_{m}\right)$ of $n$-ary $R \in \operatorname{Inv}(\mathrm{C})$ immediately yields a upp-definition $\exists!y_{1}, \ldots, y_{n^{\prime}}: \operatorname{dual}\left(R_{1}\right)\left(\mathbf{x}_{1}\right) \wedge \ldots \wedge \operatorname{dual}\left(R_{m}\right)\left(\mathbf{x}_{m}\right)$ of $\operatorname{dual}(R) \in \operatorname{Inv}(\operatorname{dual}(\mathrm{C}))$. Thus, to simplify the presentation we omit the case when $\mathrm{C} \supseteq \mathrm{V}_{2}$ in Figure 1. Let us begin with the cases following directly from Section 3.1 or from existing results (recall that IC is a shorthand for $\operatorname{Inv}(\mathrm{C})$ ).

- Lemma 16. Let IC be a Boolean co-clone. Then IC is $\exists$ !-covered if $\mathrm{IC} \subseteq \mathrm{IM}_{2}$, IC $\subseteq \mathrm{IL}_{2}$, $\mathrm{IC} \subseteq \mathrm{IS}_{12}$, $\mathrm{IC}=\mathrm{IS} \mathrm{I}_{10}$, $\mathrm{IC}=\mathrm{IS}_{10}^{n}$ for some $n \geq 2$, $\mathrm{IC}=\mathrm{IS}_{1}$, or $\mathrm{IC}=\mathrm{IS}_{1}^{n}$ for some $n \geq 2$.

Proof. The case when $\mathrm{IC} \subseteq \mathrm{IL}_{2}$ follows from Theorem 15 since $\mathrm{L}_{2}=[x \oplus y \oplus z]$. For each case when C belongs to the infinite chains in Post's lattice, or if $\mathrm{IC} \subseteq \mathrm{IM}_{2}$, it is known that IC $=\langle\Gamma\rangle_{\text {fr }}$ for any base $\Gamma$ of IC [22], which is sufficient since $\langle\Gamma\rangle_{\text {fr }} \subseteq\langle\Gamma\rangle_{\text {g! }}$.

We now move on to the more interesting cases, and begin with the case when $\operatorname{Pol}(\Gamma)$ is essentially unary, i.e., consists of essentially unary operations. This covers $\mathrm{I}_{2}, \mathrm{I}_{0}, \mathrm{I}_{1}, \mathrm{I}, \mathrm{N}_{2}, \mathrm{~N}$ from Figure 1.

- Theorem 17 (*). Let $\Gamma$ be a Boolean constraint language such that $\operatorname{Pol}(\Gamma)$ is essentially unary. Then $\langle\Gamma\rangle$ is $\exists$ !-covered.

Next, we consider $\mathrm{ID}_{2}$, consisting of all relations pp-definable by binary clauses.

- Lemma 18 (*). $\mathrm{ID}_{2}$ is $\exists$ !-covered.

We now tackle the cases when $\operatorname{Inv}(\{\wedge, 0,1\}) \subseteq I C \subseteq \operatorname{Inv}(\{\wedge\})\left(E, E_{0}, E_{1}\right.$, and $E_{2}$ in Figure 1). First, we describe the determined arguments of relations in $E_{0}$.

- Lemma 19. Let $R \in \mathrm{IE}_{0}$ be an n-ary relation. If $i \in[n]$ is determined in $R$ then either (1) there exists $i_{1}, \ldots, i_{k} \in[n]$ distinct from $i$ such that $t[i]=t\left[i_{1}\right] \wedge \ldots \wedge t\left[i_{k}\right]$ for every $t \in R$, or (2) $t[i]=0$ for every $t \in R$.

Proof. Assume that $i \in[n]$ is determined in $R$. Let $R_{1}=\left\{t_{1}, \ldots, t_{m}\right\}=\{t \in R \mid t[i]=1\}$ and $R_{0}=\left\{s_{1}, \ldots, s_{m^{\prime}}\right\}=\{s \in R \mid t[i]=0\}$. Note first that $R_{0}=\emptyset$ cannot happen since $R$ is preserved by 0 , and if $R_{1}=\emptyset$ then we end up in case (2). Hence, in the remainder of the proof we assume that $R_{0}$ and $R_{1}$ are both non-empty.

Consider the tuple $t_{1} \wedge \ldots \wedge t_{m}=t$ (applied componentwise), and observe that $t \in$ $\left\{t_{1}, \ldots, t_{m}\right\}$ since $R$ is preserved by $\wedge$, and that $t[i]=1$ since $t_{1}[i]=\ldots=t_{m}[i]=1$.

Furthermore, if $t[j]=1$ for some $j \in[n]$ then it must also be the case that $t_{1}[j]=\ldots=$ $t_{m}[j]=1$. Let $i_{1}, \ldots, i_{l} \in[n] \backslash\{i\}$ denote the set of indices such that $t\left[i_{j}\right]=1$. Then $t^{\prime}[i]=t^{\prime}\left[i_{1}\right] \wedge \ldots \wedge t^{\prime}\left[i_{l}\right]$ for every $t^{\prime} \in R_{1}$, and we also claim that $s[i]=s\left[i_{1}\right] \wedge \ldots \wedge s\left[i_{l}\right]$ for every $s \in R_{0}$, thus ending up in case (1). Note that $l>0$, as otherwise every argument distinct from $i$ is constantly 0 in $t$, which is not consistent with the fact that $\mathbf{0}^{n} \in R_{0}$, since it contradicts the assumption that $i$ is determined. Assume that there exists $s \in R_{0}$ such that $s[i]=0 \neq s\left[i_{1}\right] \wedge \ldots \wedge s\left[i_{l}\right]$. Then, clearly, $s\left[i_{1}\right]=\ldots=s\left[i_{l}\right]=1$. But then $t \wedge s \in R$ implies that $i$ is not determined, since $\operatorname{Proj}_{1, \ldots, i-1, i+1, \ldots, n}(t \wedge s)=\operatorname{Proj}_{1, \ldots, i-1, i+1, \ldots, n}(t)$ but $(t \wedge s)[i] \neq t[i]$. Hence, $s[i]=s\left[i_{1}\right] \wedge \ldots \wedge s\left[i_{l}\right]$ for every $s \in R$, which concludes the proof.

Lemma 19 also shows that if $R \in \mathrm{IE}$ with a determined argument $i$ then there exists $i_{1}, \ldots, i_{k} \in[\operatorname{ar}(R)]$ such that $t[i]=t\left[i_{1}\right] \wedge \ldots \wedge t\left[i_{k}\right]$ for every $t \in R$, since the constant relation $\{(0)\} \notin \mathrm{IE}$. Before we use Lemma 19 to show the non-covering results for IE and $\mathrm{IE}_{0}$, we will need the following lemma, relating the existence of a upp-definition to a qfpp-definition of a special form. The proof essentially follows directly from the statement of the lemma and is therefore omitted.

- Lemma 20. Let $\Gamma$ be a constraint language. Then an n-ary relation $R \in\langle\Gamma\rangle_{\text {ョ! }}$ has a uppdefinition $R\left(x_{1}, \ldots, x_{n}\right) \equiv \exists!y_{1}, \ldots, y_{m}: \varphi\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ if and only if there exists an $(n+m)$-ary relation $R^{\prime} \in\langle\Gamma\rangle_{\nexists}$ such that $\operatorname{Proj}_{1, \ldots, n}\left(R^{\prime}\right)=R$ where each $n<i \leq n+m$ is determined by $1, \ldots, n$.

Say that a partial operation $f$ is $\wedge$-closed if $\operatorname{dom}(f)$ is preserved by $\wedge$ and that it is 0 -closed if $\mathbf{0}^{\operatorname{ar}(f)} \in \operatorname{dom}(f)$. We may now describe partial polymorphisms of $\langle\Gamma\rangle_{\exists \text { ! }}$ using $\wedge$-closed and 0 -closed partial polymorphisms of $\Gamma$.

- Lemma 21 (*). Let $\Gamma$ be a constraint language such that $\langle\Gamma\rangle=\mathrm{I}_{0}$. If $f \in \operatorname{pPol}(\Gamma)$ is $\wedge-$ and 0 -closed then $f \in \operatorname{pPol}\left(\langle\Gamma\rangle_{\exists!}\right)$.

We now have all the machinery in place to prove that $\mathrm{IE}_{0}$ and $I E$ are not $\exists$ !-covered.

- Theorem 22. Let $R_{w}$ be the weak base of $\mathrm{IE}_{0}$ from Table 2. Then $\left\langle R_{w}\right\rangle_{\exists!} \subset \mathrm{IE}_{0}$.

Proof. We prove that the relation $R\left(x_{1}, x_{2}, x_{3}\right) \equiv x_{1} \leftrightarrow x_{2} x_{3}$ is not upp-definable over $R_{w}$, which is sufficient since $R \in \mathrm{IE}_{0}$, as evident in Table 2. Furthermore, using Lemma 20, we only have to prove that any $(3+n)$-ary $R^{\prime}$ where $\operatorname{Proj}_{1,2,3}\left(R^{\prime}\right)=R$, and where each other argument is determined by the three first, is not included in $\left\langle R_{w}\right\rangle_{\nexists}$. Assume, without loss of generality, that $R^{\prime}$ does not contain any redundant arguments. Define the binary partial operation $f$ such that $f(0,0)=0, f(0,1)=f(1,0)=1$. By construction, $f$ is both 0 -closed and $\wedge$-closed, and it is also readily verified that $f$ preserves $R_{w}$, which via Lemma 21 then implies that $f \in \operatorname{pPol}\left(\left\langle R_{w}\right\rangle_{\exists!}\right)$. To finish the proof we also need to show that $f \notin \operatorname{pPol}\left(R^{\prime}\right)$, which is sufficient since it implies that $R^{\prime} \notin\left\langle R_{w}\right\rangle_{\exists!}$. Take two tuples $s, t \in R^{\prime}$ such that $\operatorname{Proj}_{1,2,3}(s)=(0,0,1)$, and $\operatorname{Proj}_{1,2,3}(t)=(0,1,0)$. From Lemma 19, for each $3<i \leq n+3$, either $i$ is constant 0 in $R^{\prime}$ or there exists $i_{1}, \ldots, i_{k} \in\{1,2,3\}, k \leq 3$, such that $t[i]=t\left[i_{1}\right] \wedge \ldots t\left[i_{k}\right]$ for each $t \in R^{\prime}$. But then $(s[i], t[i]) \in \operatorname{dom}(f)$ for each $3<i \leq n+3$, since either $(s[i], t[i])=(0,0) \in \operatorname{dom}(f)$ or $(s[i], t[i])$ is a conjunction over $(0,0,1)$ and $(0,1,0)$. However, this implies that $f(s, t)=u \notin R^{\prime}$ since $\operatorname{Proj}_{1,2,3}(u)=(0,1,1)$. Hence, $f$ does not preserve $R^{\prime}$, and $R^{\prime} \notin\left\langle R_{w}\right\rangle_{\exists}$ via Theorem 4 .

The proof for $I E$ uses the same construction and we omit the details. Surprisingly, as we will now see, $I E_{1}$ and $I E_{2}$ behave entirely differently and are in fact $\exists$ !-covered.

- Lemma 23 (*). $\mathrm{IE}_{1}$ and $\mathrm{IE}_{2}$ are $\exists!$-covered.

The natural generalisation of the Boolean operations $\wedge$ and $\vee$ are so-called semilattice operations; binary operations that are idempotent, associative, and commutative. It is then tempting to conjecture that Lemma 19 can be generalized to arbitrary semilattice operations, i.e., that every determined argument can be described as a semilattice combination of other arguments, whenever a relation is preserved by a given semilattice operation. This, however, is not true. For a simple counterexample define the semilattice operation $s:\{0,1,2\}^{2} \rightarrow\{0,1,2\}$ as $s(x, x)=x$ and $s(x, y)=0$ otherwise. If we then consider the relation $R=\{(0,0),(1,1),(2,0)\}$ it is easily verified that $s$ preserves $R$, and that the second argument is uniquely determined by the first argument but cannot be described via the operation $s$.

The only co-clones remaining are $\mathrm{IS}_{11}$ and $\mathrm{IS}_{11}^{n}$ (for $n \geq 2$ ). As we will see, unique existential quantification is only as powerful as frozen quantification for these co-clones. We state the following lemma only for $\mathrm{IS}_{11}$ but the same construction is valid also for $\mathrm{IS}_{11}^{n}$.

- Lemma $24(*)$. Let $\Gamma$ be a constraint language such that $\langle\Gamma\rangle=\mathrm{IS}_{11}$. Then $\langle\Gamma\rangle_{\exists!}=\langle\Gamma\rangle_{\mathrm{fr}}$.

It thus only remains to prove that $\mathrm{IS}_{11}$ and $\mathrm{IS}_{11}^{n}$ do not collapse into a single frozen co-clone. Here, we state the lemma only for $\mathrm{IS}_{11}^{n}$, but the same argument works for $\mathrm{IS}_{11}$.

- Lemma $25(*)$. Let $\Gamma_{p}$ denote the plain base and $\Gamma_{w}$ the weak base of $\mathrm{IS}_{11}^{n}(n \geq 2)$ from Table 2. Then $\left\langle\Gamma_{w}\right\rangle_{\mathrm{fr}} \subset\left\langle\Gamma_{p}\right\rangle_{\mathrm{fr}}$.

Combining the results in this section we can now finally prove our dichotomy theorem.

- Theorem 26. Let $\langle\Gamma\rangle$ be a Boolean co-clone. Then $\langle\Gamma\rangle$ is not $\exists$ !-covered if and only if

1. $\langle\Gamma\rangle \in\left\{\mathrm{IE}, \mathrm{IE}_{0}, \mathrm{IV}, \mathrm{IV} \mathrm{I}_{1}\right\}$, or
2. $\langle\Gamma\rangle \in\left\{\mathrm{IS}_{01}^{n}, \mathrm{IS}_{11}^{n} \mid n \geq 2\right\} \cup\left\{\mathrm{IS}_{01}, \mathrm{IS}_{11}\right\}$ (where, in addition, $\langle\Gamma\rangle_{\exists!}=\langle\Gamma\rangle_{\mathrm{fr}}$ ).

Proof. Each negative case either follows immediately from Lemma 22, Lemma 24, Lemma 25, or is the dual of one of those cases. Each $\exists$ !-covered co-clone is proved in Lemma 16, Theorem 17, Lemma 18, and Lemma 23.

## 4 Applications in Complexity

In this section we apply Theorem 26 to study the complexity of computational problems not compatible with pp-definitions. Let us begin by defining the constraint satisfaction problem over a constraint language $\Gamma(\operatorname{CSP}(\Gamma))$.

> Instance: A tuple $(V, C)$ where $V$ is a set of variables and $C$ a set of constraints of the form $R_{i}\left(x_{i_{1}}, \ldots, x_{i_{\operatorname{ar}(R)}}\right)$ for $R_{i} \in \Gamma$.
> Question: Does $(V, C)$ have at least one model? That is, a function $f: V \rightarrow D$ such that $f\left(x_{i_{1}}, \ldots, x_{\left.i_{\operatorname{ar}\left(R_{i}\right)}\right)}\right) \in R_{i}$ for each $R_{i}\left(x_{i_{1}}, \ldots, x_{i_{\operatorname{ar}\left(R_{i}\right)}}\right) \in C$ ?

For Boolean constraint languages $\Gamma$ we write $\operatorname{SAT}(\Gamma)$ instead of $\operatorname{CSP}(\Gamma)$. If $\Delta \subseteq\langle\Gamma\rangle$ (or, equivalently, $\operatorname{Pol}(\Gamma) \subseteq \operatorname{Pol}(\Delta))$ then $\operatorname{CSP}(\Delta)$ is polynomial-time reducible to $\operatorname{CSP}(\Gamma)$ [13]. However, there exist many natural variants of CSPs not compatible with pp-definitions, but compatible with more restricted closure operators such as upp-definitions. One such example is the unique satisfiability problem over a Boolean constraint language $\Gamma(\mathrm{U}-\mathrm{SAT}(\Gamma)$ ).

Instance: A SAT( $\Gamma$ ) instance $I$.
Question: Does $I$ have a unique model?

The unrestricted U-SAT problem, i.e., the U-SAT problem where all possible constraints are allowed, can be seen as the intersection of satisfiability (in NP), and the satisfiability problem of checking if a given instance does not admit two distinct models (in co-NP). Hence, U-SAT is included in the second level of the Boolean hierarchy, $\mathrm{BH}_{2}$, but is not believed to be complete for this class [23]. This unclear status motivated Blass and Gurevich [2] to introduce the complexity class unique polynomial-time, US, the set of decision problems solvable by a non-deterministic polynomial-time Turing machine where an instance is a yes-instance if and only if there exists a unique accepting path. Blass and Gurevich then quickly observed that U-SAT is US-complete and that US $\subseteq \mathrm{BH}_{2}$.

We will present a simple, algebraic proof of Juban's trichotomy theorem for U-SAT( $\Gamma$ ) [15], showing that U-SAT $(\Gamma)$ for finite $\Gamma$ is either tractable, co-NP-complete, or US-complete. Using our machinery we will also be able to generalise this result to arbitrary infinite constraint languages. However, for infinite $\Gamma$ we first need to specify a method of representation. We assume that the elements $R_{1}, R_{2}, \ldots$ of $\Gamma$ are recursively enumerable by their arity, are represented as lists of tuples, and that there exists a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for every $k \geq 1$ and every $k$-ary relation $R, R \in\langle\Gamma\rangle_{\exists!}$ if and only if $R \in\left\langle\Gamma \cap \mathrm{REL}_{\{0,1\}}^{\leq f(k)}\right\rangle_{\exists}$. Thus, if a relation is upp-definable it is always possible to bound the arities of the required relations in the definition. The complexity of $\operatorname{U-SAT}(\Gamma)$ is then determined by $\langle\Gamma\rangle_{\exists!}$ in the following sense.

- Theorem 27. Let $\Gamma$ and $\Delta$ be Boolean constraint languages. If $\Delta \subseteq\langle\Gamma\rangle_{\exists!}$ is finite then $\mathrm{U}-\mathrm{SAT}(\Delta)$ is polynomial-time many-one reducible to $\mathrm{U}-\mathrm{SAT}(\Gamma)$.

Proof. By assumption every $R \in \Delta$ is upp-definable over $\Gamma$. First let $k=\max \{f(\operatorname{ar}(R)) \mid$ $R \in \Delta\}$. We then begin by computing a upp-definition of $R$ over $\Gamma \cap \operatorname{REL}_{\{0,1\}}^{\leq k}$, and store this upp-definition in a table. Since $\Delta$ is finite this can be done in constant time. Next, given an instance $I=(V, C)$ of $\operatorname{U-SAT}(\Delta)$, we similar to the ordinary CSP case simply replace each constraint in $C$ by its upp-definition over $\Gamma$, and identify any potential variables occurring in equality constraints. This procedure might introduce additional variables, but since they are all determined by $V$, the existence of a unique model is preserved.

- Theorem 28 (*). Let $\Gamma$ be a Boolean constraint language. Then U-SAT( $\Gamma$ ) is co-NPcomplete if $\langle\Gamma\rangle \in\left\{\mathrm{II}_{0}, \mathrm{II}_{1}\right\}$, US-complete if $\langle\Gamma\rangle=\mathrm{II}_{2}$, and is tractable otherwise.

A complexity classification akin to Theorem 28 is useful since it clearly separates tractable from intractable cases. However, in the last decade, a significant amount of research has been devoted to better understanding the "fine-grained" complexity of intractable problems, with a particular focus on ruling out algorithms running in $O\left(c^{|V|}\right)$ time for every $c>1$, so-called subexponential time. This line of research originates from Impagliazzo et al. [12] who conjectured that 3-SAT is not solvable in subexponential time; a conjecture known as the exponential-time hypothesis (ETH). Lower bounds for $\mathrm{U}-\mathrm{SAT}(\Gamma)$ can then be proven using the ETH and the results from Section 3.

- Theorem 29 (*). Let $\Gamma$ be a Boolean constraint language such that U-SAT $(\Gamma)$ is UScomplete or co-NP-complete. Then $\mathrm{U}-\mathrm{SAT}(\Gamma)$ is not solvable in subexponential time, unless the ETH is false.

Using our algebraic framework, hardness results can effortlessly be proven for the CSP generalisation of U-SAT, i.e., the problem $\mathrm{U}-\mathrm{CSP}(\Gamma)$ of answering yes if and only if the given instance of $\operatorname{CSP}(\Gamma)$ admits a unique model.

- Theorem 30 (*). Let $\Gamma$ be a constraint language over a finite domain D. If $\langle\Gamma\rangle=\mathrm{REL}_{D}$ then $\mathrm{U}-\mathrm{CSP}(\Gamma)$ is US-complete, and if $\operatorname{Pol}(\Gamma)=[\{f\}]$ for a constant operation $f$, then $\mathrm{U}-\mathrm{CSP}(\Gamma)$ is co-NP-complete.


## 5 Concluding Remarks and Future Research

We have studied unique existential quantification in pp-definitions, with a particular focus on finding constraint languages where existential quantification and unique existential quantification coincide. In general, this question appears highly challenging, but we have managed to find several broad classes of languages where this is true, and established a complete dichotomy theorem in the Boolean domain. We also demonstrated that uppdefinitions can be applied to obtain complexity theorems for problems in a more systematic manner than what has earlier been possible. Many interesting open question hinge on the possibility of finding an algebraic characterisation of upp-closed sets of relations. For example, it would be interesting to determine the cardinality of the set $\left\{\langle\Gamma\rangle_{\exists!} \mid \Gamma \subseteq \mathrm{II}_{2}\right\}$, and hopefully describe all such upp-closed sets. By our classification theorem it suffices to investigate the Boolean co-clones that are not $\exists$ !-covered, but even this question appears difficult to resolve using only relational tools. Similarly, a continued description of the $\exists$ !-covered co-clones over finite domains would be greatly simplified by an algebraic characterisation. Thus, given a set of relations $\Gamma$, what is the correct notion of a "polymorphism" of a upp-definable relation over $\Gamma$ ? This question also has a strong practical motivation: essentially all complexity classifications for CSP related problems over non-Boolean domain require stronger algebraic tools than pp-definitions, and this is likely the case also for problems that can be studied with upp-definitions.

Another interesting topic is the following computational problem concerning upp-definability. Fix a constraint language $\Gamma$, and let $R$ be a relation. Is it the case that $R$ is upp-definable over $\Gamma$ ? The corresponding problem for pp-definitions is tractable for Boolean constraint languages $\Gamma$ [9] while the corresponding problem for qfpp-definitions is co-NP-complete [16, 20]. Note that if $\langle\Gamma\rangle$ is $\exists$ !-covered (which can be checked in polynomial time) then $R \in\langle\Gamma\rangle_{\text {ョ! }}$ can be answered by checking whether $R \in\langle\Gamma\rangle$. Thus, only the co-clones that are not $\exists$ !-covered would need to be investigated in greater detail.

Last, it is worth remarking that our notion of uniqueness quantification in pp-definitions is not the only one possible. Assume that we in $\exists!x_{i}: R\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}\right)$ over a domain $D$ do not require that $x_{i}$ is determined by $x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}$ but instead simply obtain the relation $\left\{\left(d_{1}, \ldots, d_{i-1}, d_{i+1}, \ldots, d_{n}\right) \mid \exists!d_{i} \in D\right.$ such that $\left(d_{1}, \ldots, d_{i-1}, d_{i}, d_{i+1}, \ldots, d_{n}\right) \in$ $R)\}$. This notion of unique existential quantification is in general not comparable to existential quantification, since if we e.g. let $R=\{(0,0),(0,1),(1,0)\}$ then $T(x) \equiv \exists!y: R(y, x)$ even though $T \notin\langle R\rangle$, i.e., is not even pp-definable by $R$ (where $T=\{(1)\})$. Thus, it would be interesting to determine the resulting closed classes of relations and see in which respect they differ from the ordinary co-clone lattice.
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#### Abstract

For any unsatisfiable CNF formula we give an exponential lower bound on the size of resolution refutations of a propositional statement that the formula has a resolution refutation. We describe three applications. (1) An open question in [2] asks whether a certain natural propositional encoding of the above statement is hard for Resolution. We answer by giving an exponential size lower bound. (2) We show exponential resolution size lower bounds for reflection principles, thereby improving a result in [1]. (3) We provide new examples of CNFs that exponentially separate Res(2) from Resolution (an exponential separation of these two proof systems was originally proved in [10]).
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## 1 Introduction

Proving lower bounds on the size of propositional proofs is the central task of proof complexity theory. After Cook and Reckhow [4] motivated this line of research as an approach towards establishing NP $\neq$ coNP, some initial success for weak proof systems followed, e.g., the first exponential size lower bound for Resolution was proved by Haken [6]. Nevertheless, many important open problems from the 1980s and 1990s remain unsolved, and it seems that proving nontrivial lower bounds on the size of propositional proofs is hard. If it is hard for people, it is natural to ask if it is also hard for the proof systems themselves. In trying to formalize this question so that it makes sense to a proof system, we must say what we mean by "proving is hard". It can be "there are no short proofs", a statement which appears in a propositional formalization of reflection principles. By "short" we mean polynomial in the size of the formula being proven or refuted. The negation of the reflection principle for a proof system $P$ is a conjunction of the statement " $y$ is a $P$-refutation of length $s$ of formula $x$ of length $n$ " and the statement " $z$ is a satisfying assignment of formula $x$ ". In a propositional formulation of the principle, $P, s, n$ are fixed parameters and $x, y, z$ are disjoint sets of variables. A possible way to formalize the above question is then to take the first conjunct of the negation of the reflection principle and plug in for the $x$-variables some formula $F$ of length $n$. The resulting formula was discussed and utilized by Pudlák [9]; we denote it by $\operatorname{REF}_{P, s}^{F}$ and call it a refutation statement for $P$. We may now ask whether some proof system $Q$ can shortly refute $\operatorname{REF}_{P, s}^{F}$, and if it can not, we can interpret this to mean that lower bounds for $P$-refutations of $F$ are hard for $Q$.
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Pudlák [9] found connections between the reflection principles and automatizability, and these were elaborated on in [1]. Following [3], a proof system $P$ is automatizable if there is a deterministic algorithm that when given as input an unsatisfiable CNF formula $F$ outputs a $P$-refutation of $F$ in time polynomial in the size of the shortest $P$-refutation of $F$. Recently, Atserias and Müller [2] showed that Resolution is not automatizable unless $\mathrm{P}=\mathrm{NP}$. Refutation statements for Resolution play a prominent role in their proof. They show that strong enough resolution size lower bounds for $\operatorname{REF}_{\text {Res }, s}^{F}$ with an unsatisfiable $F$ imply their result. However, they leave the lower bound problem for $\mathrm{REF}_{\text {Res }, s}^{F}$ as an open question, and in place of $\mathrm{REF}_{\text {Res }, s}^{F}$ they use in the proof a different formulation of the refutation statement, obtained by a relativization of $\operatorname{REF}_{\operatorname{Res}, s}^{F}$, for which lower bounds are easier to get. In this paper we focus mainly on giving an answer to the question.

### 1.1 Results in This Paper

The result that requires the most work is the following lower bound.

- Theorem 1. For each $\epsilon>0$ there is $\delta>0$ and an integer $t_{0}$ such that if $n, r, s, t$ are integers satisfying $t \geq s \geq n+1, r \geq n \geq 2, t \geq r^{3+\epsilon}, t \geq t_{0}$, and $F$ is an unsatisfiable CNF consisting of $r$ clauses $C_{1}, \ldots, C_{r}$ in $n$ variables $x_{1}, \ldots, x_{n}$, then any resolution refutation of $\mathrm{REF}_{s, t}^{F}$ has length greater than $2^{t^{\delta}}$.

We then show that this theorem implies an exponential resolution size lower bound for the encoding of the refutation statement for which the lower bound question in [2] is originally asked.

The formula $\operatorname{REF}_{s, t}^{F}$ in the theorem is a variant of the refutation statement insisting that the resolution refutation it describes has the form of a levelled graph. A similar simplifying assumption, making it more practical to design random restrictions, is used in [11] for a propositional version of the coloured polynomial local search principle. Our proof proceeds with defining a random restriction tailored to $\operatorname{REF}_{s, t}^{F}$ and to an adversary argument. The nature of the refutation statement and the fact that the relations between refutation lines are encoded in unary, rather than in binary, necessitate a more complicated adversary argument than in [8] or [11], and this in turn poses more requirements on the random restriction. We discuss these details after the proof, in Remarks 20 and 21.

We see two reasons for working with the unary encoding of $\operatorname{REF}_{s, t}^{F}$. First, $\operatorname{REF}_{s, t}^{F}$ is weaker than refutation statements encoded in binary or relativized refutation statements. Hence lower bounds for $\operatorname{REF}_{s, t}^{F}$ imply lower bounds for the other encodings. Second, researchers who dealt with propositional encodings of reflection principles or refutation statements opted for the unary encoding $[1,7,9]$.

Besides these two reasons, we need to work with the unary encoding to give an answer to the above mentioned lower bound question from [2]. Our answer is stated in the following theorem, the proof of which (an easy reduction to Theorem 1) is in the full version of this paper [5]. Below, $\operatorname{REF}(F, \tilde{s})$ denotes the encoding of the resolution refutation statement in [2]. We can assume that the formula $\operatorname{REF}_{\operatorname{Res}, s}^{F}$ is the same as $\operatorname{REF}(F, s)$.

- Theorem 2. For each $\epsilon>0$ there is $\delta>0$ and an integer $t_{0}$ such that if $n, r, \tilde{s}$ are integers satisfying $r \geq n \geq 2,\left\lfloor\frac{\tilde{s}}{n+1}\right\rfloor \geq r^{3+\epsilon},\left\lfloor\frac{\tilde{s}}{n+1}\right\rfloor \geq t_{0}$, and $F$ is an unsatisfiable CNF consisting of $r$ clauses $C_{1}, \ldots, C_{r}$ in $n$ variables $x_{1}, \ldots, x_{n}$, then any resolution refutation of $\operatorname{REF}(F, \tilde{s})$ has length greater than $2^{\left\lfloor\frac{\tilde{s}}{n+1}\right\rfloor^{\delta}}$.

Our next result is that the negation of the reflection principle for Resolution, expressed by the formula $\mathrm{SAT}^{n, r} \wedge \mathrm{REF}_{s, t}^{n, r}$, exponentially separates the system $\operatorname{Res}(2)$ from Resolution. It was shown by Atserias and Bonet [1] that a similar encoding of the negation of the reflection
principle separates the two theories almost-exponentially (giving a $2^{\Omega\left(2^{\log ^{\epsilon} n}\right)}$ resolution lower bound and a polynomial $\operatorname{Res}(2)$ upper bound). The exponential separation of $\operatorname{Res}(2)$ from Resolution was originally proved in [10] using a variation of the graph ordering principle. Our lower bound is stated in Theorem 3 below.

- Theorem 3. For every $c>4$ there is $\delta>0$ and an integer $n_{0}$ such that if $n, r, s, t$ are integers satisfying $t \geq s \geq n+1, r \geq n \geq n_{0}, n^{c} \geq t \geq r^{4}$, then any resolution refutation of $\mathrm{SAT}^{n, r} \wedge \mathrm{REF}_{s, t}^{n, r}$ has length greater than $2^{n^{\delta}}$.

The proof of the theorem also yields new examples of CNFs exponentially separating $\operatorname{Res}(2)$ from Resolution.

- Theorem 4. Let $\delta_{1}>0$ and let $\left\{A_{n}\right\}_{n \geq 1}$ be a family of unsatisfiable CNFs such that $A_{n}$ is in $n$ variables, has the number of clauses polynomial in $n$, and has no resolution refutations of length at most $2^{n^{\delta_{1}}}$. Then there is $\delta>0$ and a polynomial $p$ such that $A_{n} \wedge \operatorname{REF}_{n+1, p(n)}^{A_{n}}$ has no resolution refutations of length at most $2^{n^{\delta}}$ and has polynomial size $\operatorname{Res}(2)$ refutations.

A Res(2) upper bound for $\mathrm{SAT}^{n, r} \wedge \mathrm{REF}_{s, t}^{n, r}$, needed for completing the separation by this formula as well as by the formulas in Theorem 4, is stated in the following theorem.

Theorem 5. The negation of the reflection principle for Resolution expressed by the formula $\mathrm{SAT}^{n, r} \wedge \mathrm{REF}_{s, t}^{n, r}$ has Res(2) refutations of size $O\left(t r n^{2}+t r^{2}+s t^{2} n^{3}+s t^{3} n\right)$.

A polynomial size $\operatorname{Res}(2)$ upper bound on a similar encoding of the negation of the reflection principle for Resolution was proved in [1]. We simplify the proof and adapt it to $\mathrm{SAT}^{n, r} \wedge \mathrm{REF}_{s, t}^{n, r}$ (see the full version [5]).

### 1.2 Outline of This Paper

The rest of the paper is organized as follows.
In Section 2 we give the necessary preliminaries.
In Section 3, Resolution of $s$ levels of $t$ clauses is introduced, and the clauses of the refutation statement $\operatorname{REF}_{s, t}^{F}$ for this refutation system are listed. We also state here a quadratic simulation of Resolution by this system.

In Section 4 we prove Theorem 1.
In Section 5 we define the formula $\mathrm{SAT}^{n, r} \wedge \mathrm{REF}_{s, t}^{n, r}$ and we prove Theorems 3 and 4.

## 2 Preliminaries

For an integer $s$, the set $\{1, \ldots, s\}$ is denoted by $[s]$. We write $\operatorname{dom}(f), \operatorname{im}(f)$ for the domain and image of a funciton $f$. If $x$ is a propositional variable, the positive literal of $x$, denoted by $x^{1}$, is $x$, and the negative literal of $x$, denoted by $x^{0}$, is $\neg x$. A clause is a set of literals. A clause is written as a disjunction of its elements. A term is a set of literals, and is written as a conjunction of the literals. A $C N F$ is a set of clauses, written as a conjunction of the clauses. A $k-C N F$ is a CNF whose every clause has at most $k$ literals. A $D N F$ is a set of terms, written as a disjunction of the terms. A $k-D N F$ is a DNF whose every term has at most $k$ literals. We will identify 1-DNFs with clauses. A clause is non-tautological if it does not contain both the positive and negative literal of the same variable. A clause $C$ is a weakening of a clause $D$ if $D \subseteq C$. A clause $D$ is the resolvent of clauses $C_{1}$ and $C_{2}$ on a variable $x$ if $x \in C_{1}, \neg x \in C_{2}$ and $D=\left(C_{1} \backslash\{x\}\right) \cup\left(C_{2} \backslash\{\neg x\}\right)$. If $E$ is a weakening of the resolvent of $C_{1}$ and $C_{2}$ on $x$, we say that $E$ is obtained by the resolution rule from $C_{1}$ and $C_{2}$, and we call $C_{1}$ and $C_{2}$ the premises of the rule.

Let $F$ be a CNF and $C$ a clause. A resolution derivation of $C$ from $F$ is a sequence of clauses $\Pi=\left(C_{1}, \ldots, C_{s}\right)$ such that $C_{s}=C$ and for all $u \in[s], C_{u}$ is a weakening of a clause in $F$, or there are $v, w \in[u-1]$ such that $C_{u}$ is obtained by the resolution rule from $C_{v}$ and $C_{w}$. The length of the derivation $\Pi$ is $s$. For $u \in[s]$, the height of $u$ in $\Pi$ is the maximum $h$ such that there is a subsequence $\left(C_{u_{1}}, \ldots, C_{u_{h}}\right)$ of $\Pi$ in which $u_{h}=u$ and for each $i \in[h-1]$, $C_{u_{i}}$ is a premise of a resolution rule by which $C_{u_{i+1}}$ is obtained in $\Pi$. The height of $\Pi$ is the maximum height of $u$ in $\Pi$ for $u \in[s]$. A resolution refutation of $F$ is a resolution derivation of the empty set from $F$.

A partial assignment to the variables $x_{1}, \ldots, x_{n}$ is a partial map from $\left\{x_{1}, \ldots, x_{n}\right\}$ to $\{0,1\}$. Let $\sigma$ be a partial assignment. The CNF $F \upharpoonright \sigma$ is formed from $F$ by removing every clause containing a literal satisfied by $\sigma$, and removing every literal falsified by $\sigma$ from the remaining clauses. If $\Pi=\left(C_{1}, \ldots, C_{s}\right)$ is a sequence of clauses, $\Pi \upharpoonright \sigma$ is formed from $\Pi$ by the same operations. Note that if $\Pi$ is a resolution refutation of $F$, then $\Pi \upharpoonright \sigma$ is a resolution refutation of $F \upharpoonright \sigma$.

The $\operatorname{Res}(k)$ refutation system is a generalization of Resolution. Its lines are $k$-DNFs and it has the following inference rules $\left(A, B\right.$ are $k$-DNFs, $j \in[k]$, and $l, l_{1}, \ldots, l_{j}$ are literals):

$$
\begin{array}{ll}
\frac{A \vee l_{1} B \vee\left(l_{2} \wedge \cdots \wedge l_{j}\right)}{A \vee B \vee\left(l_{1} \wedge \cdots \wedge l_{j}\right)} \wedge \text {-introduction } & \frac{x \vee \neg x}{} \text { Axiom } \\
\frac{A \vee\left(l_{1} \wedge \cdots \wedge l_{j}\right) \quad B \vee \neg l_{1} \vee \cdots \vee \neg l_{j}}{A \vee B} \text { Cut } & \frac{A}{A \vee B} \text { Weakening }
\end{array}
$$

Let $F$ be a CNF. A Res $(k)$ derivation from $F$ is a sequence of $k$-DNFs $\left(D_{1}, \ldots, D_{s}\right)$ so that each $D_{i}$ either belongs to $F$ or follows from the preceding lines by an application of one of the inference rules. The size of a $\operatorname{Res}(k)$ derivation is the number of symbols in it.

## 3 Resolution Refutations of $s$ Levels of $t$ Clauses

We introduce a variant of Resolution in which the clauses forming a refutation are arranged in layers.

- Definition 6. Let $F$ be a CNF of $r$ clauses in $n$ variables $x_{1}, \ldots, x_{n}$. We say that $F$ has a resolution refutation of $s$ levels of $t$ clauses if there is a sequence of clauses $C_{i, j}$ indexed by all pairs $(i, j) \in[s] \times[t]$, such that each clause $C_{1, j}$ on the first level is a weakening of a clause in $F$, each clause $C_{i, j}$ on level $i \in\{2, \ldots, s\}$ is a weakening of the resolvent of two clauses from level $i-1$ on a variable, and the clause $C_{s, t}$ is empty.

The following proposition shows that this system quadratically simulates Resolution and preserves the refutation height. The proof (in the full version [5] of the paper) uses a simple self-replicating pattern both to transport a premise of the resolution rule to the required level and to fill in all clauses $C_{i, j}$ that do not directly participate in the simulation.

- Proposition 7. If $a(n-1)-C N F F$ in $n$ variables has a resolution refutation of height $h$ and length $s$, then $F$ has a resolution refutation of $h$ levels of $3 s$ clauses.

We proceed to our formalization of the refutation statement for this refutation system. Let $n, r, s, t$ be integers. Let $F$ be a CNF consisting of $r$ clauses $C_{1}, \ldots, C_{r}$ in $n$ variables $x_{1}, \ldots, x_{n}$. We define a propositional formula $\operatorname{REF}_{s, t}^{F}$ expressing that $F$ has a resolution refutation of $s$ levels of $t$ clauses.

We first list the variables of $\operatorname{REF}_{s, t}^{F}$. D-variables $D(i, j, k, b), i \in[s], j \in[t], k \in$ $[n], b \in\{0,1\}$, encode clauses $C_{i, j}$ as follows: $D(i, j, k, 1)$ (resp. $\left.D(i, j, k, 0)\right)$ means that the literal $x_{k}$ (resp. $\neg x_{k}$ ) is in $C_{i, j}$. L-variables $L\left(i, j, j^{\prime}\right)$ (resp. $R$-variables $R\left(i, j, j^{\prime}\right)$ ),
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$i \in\{2, \ldots, s\}, j, j^{\prime} \in[t]$, say that $C_{i-1, j^{\prime}}$ is a premise of the resolution rule by which $C_{i, j}$ is obtained, and it is the premise containing the positive (resp. negative) literal of the resolved variable. $V$-variables $V(i, j, k), i \in\{2, \ldots, s\}, j \in[t], k \in[n]$, say that $C_{i, j}$ is obtained by resolving on $x_{k}$. I-variables $I(j, m), j \in[t], m \in[r]$, say that $C_{1, j}$ is a weakening of $C_{m}$.
$\operatorname{REF}_{s, t}^{F}$ is the union of the following fifteen sets of clauses:

$$
\begin{equation*}
\neg I(j, m) \vee D(1, j, k, b) \quad j \in[t], m \in[r], b \in\{0,1\}, x_{k}^{b} \in C_{m} \tag{1}
\end{equation*}
$$

clause $C_{1, j}$ contains the literals of $C_{m}$ assigned to it by $I(j, m)$,

$$
\begin{equation*}
\neg D(i, j, k, 1) \vee \neg D(i, j, k, 0) \quad i \in[s], j \in[t], k \in[n], \tag{2}
\end{equation*}
$$

no clause $C_{i, j}$ contains $x_{k}$ and $\neg x_{k}$ at the same time,

$$
\begin{array}{ll}
\neg L\left(i, j, j^{\prime}\right) \vee \neg V(i, j, k) \vee D\left(i-1, j^{\prime}, k, 1\right) & i \in\{2, \ldots, s\}, j, j^{\prime} \in[t], k \in[n], \\
\neg R\left(i, j, j^{\prime}\right) \vee \neg V(i, j, k) \vee D\left(i-1, j^{\prime}, k, 0\right) & i \in\{2, \ldots, s\}, j, j^{\prime} \in[t], k \in[n], \tag{4}
\end{array}
$$

clause $C_{i-1, j^{\prime}}$ used as the premise given by $L\left(i, j, j^{\prime}\right)$ (resp. $R\left(i, j, j^{\prime}\right)$ ) in resolving on $x_{k}$ must contain $x_{k}\left(\right.$ resp. $\left.\neg x_{k}\right)$,

$$
\begin{align*}
& \neg L\left(i, j, j^{\prime}\right) \vee \neg V(i, j, k) \vee \neg D\left(i-1, j^{\prime}, k^{\prime}, b\right) \vee D\left(i, j, k^{\prime}, b\right) \\
& \quad i \in\{2, \ldots, s\}, j, j^{\prime} \in[t], k, k^{\prime} \in[n], b \in\{0,1\},\left(k^{\prime}, b\right) \neq(k, 1),  \tag{5}\\
& \neg R\left(i, j, j^{\prime}\right) \vee \neg V(i, j, k) \vee \neg D\left(i-1, j^{\prime}, k^{\prime}, b\right) \vee D\left(i, j, k^{\prime}, b\right) \\
& \quad i \in\{2, \ldots, s\}, j, j^{\prime} \in[t], k, k^{\prime} \in[n], b \in\{0,1\},\left(k^{\prime}, b\right) \neq(k, 0), \tag{6}
\end{align*}
$$

clause $C_{i, j}$ derived by resolving on $x_{k}$ must contain each literal different from $x_{k}$ (resp. $\neg x_{k}$ ) from the premise given by $L\left(i, j, j^{\prime}\right)$ (resp. $R\left(i, j, j^{\prime}\right)$ ),

$$
\begin{equation*}
\neg D(s, t, k, b) \tag{7}
\end{equation*}
$$

$$
k \in[n], b \in\{0,1\},
$$

clause $C_{s, t}$ is empty,

$$
\begin{array}{lr}
V(i, j, 1) \vee V(i, j, 2) \vee \ldots \vee V(i, j, n) & i \in\{2, \ldots, s\}, j \in[t], \\
I(j, 1) \vee I(j, 2) \vee \ldots \vee I(j, r) & j \in[t], \\
L(i, j, 1) \vee L(i, j, 2) \vee \ldots \vee L(i, j, t) & i \in\{2, \ldots, s\}, j \in[t], \\
R(i, j, 1) \vee R(i, j, 2) \vee \ldots \vee R(i, j, t) & i \in\{2, \ldots, s\}, j \in[t], \\
\neg V(i, j, k) \vee \neg V\left(i, j, k^{\prime}\right) & i \in\{2, \ldots, s\}, j \in[t], k, k^{\prime} \in[n], k \neq k^{\prime}, \\
\neg I(j, m) \vee \neg I\left(j, m^{\prime}\right) & j \in[t], m, m^{\prime} \in[r], m \neq m^{\prime}, \\
\neg L\left(i, j, j^{\prime}\right) \vee \neg L\left(i, j, j^{\prime \prime}\right) & i \in\{2, \ldots, s\}, j, j^{\prime}, j^{\prime \prime} \in[t], j^{\prime} \neq j^{\prime \prime}, \\
\neg R\left(i, j, j^{\prime}\right) \vee \neg R\left(i, j, j^{\prime \prime}\right) & i \in\{2, \ldots, s\}, j, j^{\prime}, j^{\prime \prime} \in[t], j^{\prime} \neq j^{\prime \prime},
\end{array}
$$

the $V, I, L, R$-variables define functions with the required domains and ranges.

## 4 A Lower Bound on Lengths of Resolution Refutations of $\operatorname{REF}_{s, t}^{F}$

We restate Theorem 1 from the Introduction.

- Theorem 8. For each $\epsilon>0$ there is $\delta>0$ and an integer $t_{0}$ such that if $n, r, s, t$ are integers satisfying

$$
\begin{equation*}
t \geq s \geq n+1, \quad r \geq n \geq 2, \quad t \geq r^{3+\epsilon}, \quad t \geq t_{0} \tag{16}
\end{equation*}
$$

and $F$ is an unsatisfiable $C N F$ consisting of $r$ clauses $C_{1}, \ldots, C_{r}$ in $n$ variables $x_{1}, \ldots, x_{n}$, then any resolution refutation of $\operatorname{REF}_{s, t}^{F}$ has length greater than $2^{t^{\delta}}$.

The rest of this section is devoted to a proof of the theorem. We argue by contradiction. Fix $\epsilon>0$ and assume that for each $\delta>0$ and $t_{0}$ there are integers $n, r, s, t$ satisfying (16), an unsatisfiable CNF $F$, and a resolution refutation $\Pi$ of $\mathrm{REF}_{s, t}^{F}$, such that $F$ consists of $r$ clauses $C_{1}, \ldots, C_{r}$ in $n$ variables $x_{1}, \ldots, x_{n}$, and $\Pi$ has length at most $2^{t^{\delta}}$.

The forthcoming distribution on partial assignments to the variables of $\operatorname{REF}_{s, t}^{F}$ employs in its definition and analysis two important parameters, $p$ and $w$. We choose them as function of $t$ and $\epsilon$ as follows:

$$
p=t^{-a} \text { with } a=\min \left\{\frac{2+\epsilon / 2}{3+\epsilon / 2}, \frac{3}{4}\right\}, \quad w=t^{4 / 5} .
$$

We now fix values of $t_{0}, \delta$ for which we will get the desired contradiction. Take $t_{0}$ so large and $\delta>0$ so small that the inequalities

$$
\begin{align*}
& \max \left\{e^{-\frac{p w}{3}}+2 s \cdot e^{-\frac{p t}{3}}, e^{-\frac{p t}{8 r}}\right\} \cdot 2^{t^{\delta}}+3 s \cdot e^{-\frac{p t}{3}}+3 p+67 p^{3} s t<1  \tag{17}\\
& 10 p t+4 w<\frac{t}{4}  \tag{18}\\
& e^{e^{\ln (t)-\frac{p t}{3}}}<2 \tag{19}
\end{align*}
$$

hold for any $n, r, s, t$ satisfying (16).

- Definition 9. For $i \in[s], j, j^{\prime} \in[t], k \in[n], b \in\{0,1\}, m \in[r]$, we say that $(i, j)$ is the home pair of the variable $D(i, j, k, b)$ (resp. $R\left(i, j, j^{\prime}\right) ; L\left(i, j, j^{\prime}\right) ; V\left(i, j, k^{\prime}\right) ; I(j, m)$ if $i=1$ ).

We write $V(i, j, \cdot)$ to stand for the set $\{V(i, j, k): k \in[n]\}$. Similarly, we write $I(j, \cdot), L(i, j, \cdot), R(i, j, \cdot)$ to stand for the corresponding sets of variables, and we denote by $D(i, j, \cdot, \cdot)$ the set of variables $\{D(i, j, k, b): k \in[n], b \in\{0,1\}\}$.

Let $\sigma$ be a partial assignment. We say that $V(i, j, \cdot)$ is set to $k$ by $\sigma$ if $\sigma(V(i, j, k))=1$ and $\sigma\left(V\left(i, j, k^{\prime}\right)\right)=0$ for all $k^{\prime} \in[n], k^{\prime} \neq k$. Similarly for $I(j, \cdot), L(i, j, \cdot), R(i, j, \cdot)$. We say that $D(i, j, \cdot, \cdot)$ is set to a clause $C_{i, j}$ by $\sigma$ if for all $k \in[n], b \in\{0,1\}, \sigma(D(i, j, k, b))=1$ if $x_{k}^{b} \in C_{i, j}$ and $\sigma(D(i, j, k, b))=0$ if $x_{k}^{b} \notin C_{i, j}$.

For $Y \in\{D(i, j, \cdot, \cdot), V(i, j, \cdot), I(j, \cdot), R(i, j, \cdot), L(i, j, \cdot)$,$\} , we say that Y$ is set by $\sigma$ if $Y$ is set to $v$ by $\sigma$ for some value $v$. We will often omit saying "by $\sigma$ " if $\sigma$ is clear from the context.

- Definition 10. A random restriction $\rho$ is a partial assignment to the variables of $\operatorname{REF}_{s, t}^{F}$ given by the following experiment:

1. For each pair $(i, j) \in[s] \times[t]$, with independent probability $p$ include $(i, j)$ in a set $A_{D}$. Then for each $(i, j) \in A_{D}$ and for each $k \in[n]$, independently, with probability $1 / 2$ choose between including the literal $x_{k}$ or $\neg x_{k}$ in a clause $C_{i, j}$. Set $D(i, j, \cdot, \cdot)$ to $C_{i, j}$.
2. For each $j \in[t]$, with independent probability $p$ include the pair $(1, j)$ in a set $A_{I}$. Then for each $(1, j) \in A_{I} \backslash A_{D}$, independently, choose at random $m \in[r]$ and set $I(j, \cdot)$ to $m$.
3. For each pair $(i, j) \in\{2, \ldots, s\} \times[t]$, with independent probability $p$ include $(i, j)$ in a set $A_{V}$. Then for each $(i, j) \in A_{V}$, independently, choose at random $k \in[n]$ and set $V(i, j, \cdot)$ to $k$.
4. For each pair $(i, j) \in\{2, \ldots, s\} \times[t]$, with independent probability $p$ include the pair $(i, j)$ in a set $A_{R L}$. Then, for each $i \in\{2, \ldots, s\}$, define $A_{i}:=A_{R L} \cap(\{i\} \times[t])$ and do the following. If $\left|A_{i}\right|>2 p t$, define $h_{i}:=\emptyset, B_{i-1}:=\emptyset$. Otherwise, choose at random an injection $h_{i}$ from $\left\{L(i, j, \cdot):(i, j) \in A_{i}\right\} \cup\left\{R(i, j, \cdot):(i, j) \in A_{i}\right\}$ to [t]. Define $B_{i-1}:=\left\{(i-1, j): j \in \operatorname{im}\left(h_{i}\right)\right\}$. Set $L(i, j, \cdot)$ to $h_{i}(L(i, j, \cdot))$ and $R(i, j, \cdot)$ to $h_{i}(R(i, j, \cdot))$ for all $(i, j) \in A_{i}$.

Lemma 11. With probability at least $1-3 s \cdot e^{-p t / 3}$, all of the following are satisfied.
(i) For each $i \in[s]$, the cardinality of $A_{D} \cap(\{i\} \times[t])$ is at most $2 p t$.
(ii) For each $i \in\{2, \ldots, s\}$, the cardinality of $A_{i}$ is at most $2 p t$ and the cardinality of $A_{V} \cap(\{i\} \times[t])$ is at most $2 p t$.
(iii) The cardinality of $A_{I}$ is at most $2 p t$.

Proof. By the Chernoff bound and the union bound it follows that item i is false with probability at most $s \cdot e^{-p t / 3}$. Similarly for the remaining items.

- Definition 12. Denote by $G_{\rho}$ the graph with vertices $A_{D} \cup A_{V} \cup A_{I} \cup A_{R L} \cup \bigcup_{i \in[s-1]} B_{i}$, and with edges only between vertices on neighboring levels, such that $(i, j)$ is connected by an edge to $\left(i-1, j^{\prime}\right)$ if and only if $h_{i}(L(i, j, \cdot))=j^{\prime}$ (then $\left(i-1, j^{\prime}\right)$ is called the left child of $(i, j))$ or $h_{i}(R(i, j, \cdot))=j^{\prime}\left(\right.$ then $\left(i-1, j^{\prime}\right)$ is the right child of $\left.(i, j)\right)$.

The following lemma will be used later to show that a random restriction likely does not falsify any clause of $\operatorname{REF}_{s, t}^{F}$.

- Lemma 13. With probability at least $1-3 p-67 p^{3}$ st, the following are satisfied.
(i) $(s, t) \notin\left(A_{D} \cup A_{R L} \cup A_{V}\right)$.
(ii) There is no triple $\left(\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right),\left(i_{3}, j_{3}\right)\right)$ of elements of $[s] \times[t]$, such that all the following hold:
(a) For each $u \in[3]$ there is $X \in\{D, V, I, R L\}$ with $\left(i_{u}, j_{u}\right) \in A_{X}$,
(b) $\left|\left\{\left(i_{u}, j_{u}, X\right): u \in[3], X \in\{D, V, I, R L\},\left(i_{u}, j_{u}\right) \in A_{X}\right\}\right| \geq 3$,
(c) the subgraph of $G_{\rho}$ consisting of the vertices that are in the triple and their children and all edges that go from a vertex of the triple to its children, is connected.

Proof. The probability that item i is true is $(1-p)^{3} \geq 1-3 p$.
Regarding item ii, we distinguish several cases based on the relative positions of the elements in a triple $\left(\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right),\left(i_{3}, j_{3}\right)\right)$. Note that the order in which the elements of the triple are listed does not matter in what we are proving, but some of the elements may coincide. When considering the cases, recall that due to our choice of the function $h_{i}$ in the definition of $\rho$, two vertices in $G_{\rho}$ cannot share a child.

In case all the elements of the triple are the same, iib is satisfied only if the element is chosen to $A_{X}$ for three distinct values of $X$. This cannot happen on level 1 , and on the other levels it happens with probability $p^{3}$. There are st many triples considered in the present case, so by the union bound the probability that there is any such triple satisfying all conditions in ii is at most $p^{3} s t$.

In case $\left(i_{1}, j_{1}\right) \neq\left(i_{2}, j_{2}\right)=\left(i_{3}, j_{3}\right)$, condition iic is satisfied only if $i_{1}=i_{2}+1$ or $i_{2}=i_{1}+1$. In each of these two subcases, there are at most $s t^{2}$ such triples. In the former subcase, we must have $\left(i_{1}, j_{1}\right) \in A_{R L}$ and at the same time $h_{i_{1}}\left(R\left(i_{1}, j_{1}, \cdot\right)\right)=j_{2}$ or $h_{i_{1}}\left(L\left(i_{1}, j_{1}, \cdot\right)\right)=j_{2}$. This happens with probability at most $2 p / t$. Also, $\left(i_{2}, j_{2}\right)$ has to be in $A_{X}$ and $A_{X^{\prime}}$ for distinct $X, X^{\prime}$, which happens with probability at most $3 p^{2}$. So, the probability that any triple considered in this subcase satisfies iia - iic is at most $s t^{2} \cdot 6 p^{3} / t=6 p^{3} s t$. In the latter subcase, $\left(i_{2}, j_{2}\right)$ has to be in $A_{R L}$, connected to $\left(i_{1}, j_{1}\right)$, and additionally it has to be in $A_{D}$ or $A_{V}$, while $\left(i_{1}, j_{1}\right)$ has to be in arbitrary possible $A_{X}$. This happens with probability at most $2 p / t \cdot 2 p \cdot 3 p=12 p^{3} / t$, so the probability that any such triple satisfies iia - iic is at most $12 p^{3} s t$.

In case all the elements of the triple are distinct, we again consider two subcases: first, $i_{1}=i_{2}+1=i_{3}+2$, and second, $i_{1}-1=i_{2}=i_{3}$. Each subcase concerns at most $s t^{3}$ triples. In the first subcase, $\left(i_{3}, j_{3}\right)$ has to be a child of $\left(i_{2}, j_{2}\right)$, which in turn has to be a child of $\left(i_{1}, j_{1}\right)$, and $\left(i_{3}, j_{3}\right)$ also has to be in arbitrary possible $A_{X}$. This happens with
probability at most $12 p^{3} / t^{2}$. Hence the probability that any such triple satisfies iia - iic is at most $12 p^{3}$ st. In the second subcase, $\left(i_{1}, j_{1}\right)$ has to have children $\left(i_{2}, j_{2}\right)$ and $\left(i_{3}, j_{3}\right)$, and each child has to be in some $A_{X}$ for any suitable $X$. This happens with probability at most $2 p /(t(t-1)) \cdot(3 p)^{2}=18 p^{3} /(t(t-1)) \leq 36 p^{3} / t^{2}$. Hence the probability that any such triple satisfies iia - iic is at most $36 p^{3} s t$.

We now define some specific ways to measure a clause and we use them in the next lemma to describe how a clause simplifies under a restriction.

- Definition 14. Let $E$ be a clause in $\Pi \upharpoonright \rho$, and let $(i, j) \in[s] \times[t]$. If $E$ contains a literal of a variable from $D(i, j, \cdot \cdot \cdot)$ (resp. $R(i, j, \cdot) ; L(i, j, \cdot) ; V(i, j, \cdot) ; I(j, \cdot)$ and $i=1$ ), we say that the pair ( $i, j$ ) is $D$-mentioned (resp. $R$-mentioned; L-mentioned; $V$-mentioned; $I$-mentioned) in $E$.

We say that $(i, j)$ is $V$-important (resp. L-important; $R$-important; I-important) in $E$ if $E$ contains the negative literal of a variable in $V(i, j, \cdot)$ (resp. $L(i, j, \cdot) ; R(i, j, \cdot) ; I(j, \cdot)$ and $i=1$ ) or if $E$ contains at least $n / 2$ (resp. $t / 2 ; t / 2 ; r / 2$ ) positive literals of variables in $V(i, j, \cdot)$ (resp. $L(i, j, \cdot) ; R(i, j, \cdot) ; I(j, \cdot)$ and $i=1)$. A pair is $D$-important in $E$ if it is $D$-mentioned in $E$.
Lemma 15. With probability at least $1-\max \left\{e^{-\frac{p w}{3}}+2 s \cdot e^{-\frac{p t}{3}}, e^{-\frac{p t}{8 r}}\right\} \cdot 2^{t^{\delta}}$, for every clause $E$ in $\Pi \upharpoonright \rho$ all of the following are satisfied.
(i) At most $w$ many pairs $(i, j)$ are $D$-mentioned in $E$.
(ii) At most $w$ many pairs $(1, j)$ are I-important in $E$.
(iii) At most $w$ many pairs $(i, j)$ are $V$-important in $E$.
(iv) At most $w$ many pairs $(i, j)$ are L-important in $E$.
(v) At most $w$ many pairs $(i, j)$ are $R$-important in $E$.
(vi) For each $m \in[r],|\{j: I(j, m) \in E\}| \leq \frac{t}{4}$.
(vii) For each $i \in\{s-n+1, \ldots, s-1\}$ and $k \in[n],|\{j: V(i, j, k) \in E\}| \leq \frac{t}{4}$.

Proof. It is sufficient to prove that if $E^{\prime}$ is a clause in $\Pi$ that violates any of i - vii, then with probability at least $1-\max \left\{e^{-\frac{p w}{3}}+2 s \cdot e^{-\frac{p t}{3}}, e^{-\frac{p t}{8 r}}\right\}, E^{\prime}$ is satisfied by $\rho$. Since $\Pi$ has length at most $2^{t^{\delta}}$, the lemma then follows by the union bound.

Regarding item i, assume that $E^{\prime}$ in $\Pi D$-mentions more than $w$ pairs $(i, j)$. This means that a literal of a variable in $D(i, j, \cdot, \cdot)$ is in $E^{\prime}$ for more than $w$ many pairs $(i, j)$. For each such $(i, j)$, such a literal is satisfied by $\rho$ with probability at least $p / 2$. So the probability that none of these literals in $E^{\prime}$ is satisfied is at most $(1-p / 2)^{w}<e^{-p w / 2}$.

Regarding item ii, suppose that more than $w$ pairs $(1, j)$ are $I$-important in $E^{\prime}$. For each such $(1, j)$, the probability that $(1, j) \in A_{I} \backslash A_{D}$ is $p(1-p)$, and provided this happens, the probability that $\rho$ satisfies a literal in $E^{\prime}$ of a variable in $I(j, \cdot)$ is at least $\min \{(r-1) / r, 1 / 2\}=1 / 2$. Hence the probability that $E^{\prime}$ is not satisfied by $\rho$ is at most $(1-p(1-p) / 2)^{w}<(1-p / 3)^{w}<e^{-p w / 3}$ (the first inequality follows from (18)).

Regarding item iii, a calculation similar to that for ii gives that a clause $E^{\prime}$ in $\Pi$ with more than $w$ many $V$-important pairs $(i, j)$ is not satisfied by $\rho$ with probability at most $(1-p / 2)^{w}<e^{-p w / 2}$.

Regarding item iv, suppose that more than $w$ many pairs $(i, j)$ from $\{2, \ldots, s\} \times[t]$ are $L$-important in $E^{\prime}$. For each $i \in\{2, \ldots, s\}$, assume without loss of generality that the set of pairs $(i, j)$ that are $L$-important in $E^{\prime}$ is the set $\left\{(i, 1), \ldots,\left(i, w_{i}\right)\right\}$; denote it by $W_{i}$. Note that the distribution of $\rho$ does not change if we choose $A_{i}$ and $h_{i}$ in $t$ many steps as follows. Start with $A_{i, 0}=h_{i, 0}=\emptyset$. At step $j=1,2, \ldots, t$, first add $(i, j)$ to $A_{i, j-1}$ with probability $p$ to get $A_{i, j}$. Then, if $\left|A_{i, j}\right| \leq 2 p t$ and $(i, j) \in A_{i, j}$, choose at random two distinct
elements $j^{\prime}, j^{\prime \prime}$ from $[t] \backslash \operatorname{im}\left(h_{i, j-1}\right)$, and define $h_{i, j}:=h_{i, j-1} \cup\left\{\left(L(i, j, \cdot), j^{\prime}\right),\left(R(i, j, \cdot), j^{\prime \prime}\right)\right\}$. If $\left|A_{i, j}\right| \leq 2 p t$ and $(i, j) \notin A_{i, j}$, define $h_{i, j}:=h_{i, j-1}$. If $\left|A_{i, j}\right|>2 p t$ define $h_{i, j}:=\emptyset$. This finishes step $j$. Finally, define $A_{i}:=A_{i, t}$ and $h_{i}:=h_{i, t}$.

For $i \in\{2, \ldots, s\}$, let $H_{i}$ be the set of literals in $E^{\prime}$ of a variable in $L(i, j, \cdot)$ for some $(i, j) \in W_{i}$. Also, for $(i, j) \in W_{i}$, let $T_{i, j}$ be the set of those $j^{\prime} \in[t]$ such that the partial assignment given by setting $L(i, j, \cdot)$ to $j^{\prime}$ satisfies some literal in $H_{i}$. We know that $\left|T_{i, j}\right| \geq t / 2$ for each $(i, j) \in W_{i}$.

The event that no literal in $H_{i}$ is satisfied by $\rho$ is a subset of the union of events (a) $\left|A_{i, t}\right|>2 p t$, and (b) $\left|A_{i, w_{i}}\right| \leq 2 p t$ and for each $(i, j) \in A_{i, w_{i}}, h_{i, j}(L(i, j, \cdot)) \notin T_{i, j}$. Event (a) happens with probability at most $e^{-p t / 3}$ by the Chernoff bound. We bound the probability of event (b). For each $j \in\left[w_{i}\right]$, if $(i, j) \in A_{i, j}$ and $\left|A_{i, j}\right| \leq 2 p t$, then the probability that $h_{i, j}(L(i, j, \cdot)) \in T_{i, j}$ is at least $\left(\left|T_{i, j} \backslash \operatorname{im}\left(h_{i, j-1}\right)\right|\right) / t \geq(t / 2-4 p t) / t=(1-8 p) / 2 \geq 1 / 3$ (the last inequality follows from (18)). Therefore, denoting $\ell:=\min \left\{2 p t, w_{i}\right\}$, the probability of event (b) is at most

$$
\sum_{k=0}^{\ell}\binom{w_{i}}{k} p^{k}(1-p)^{w_{i}-k}\left(\frac{2}{3}\right)^{k} \leq \sum_{k=0}^{w_{i}}\binom{w_{i}}{k}\left(\frac{2 p}{3}\right)^{k}(1-p)^{w_{i}-k}=(1-p / 3)^{w_{i}}
$$

Thus, the probability that no literal in $H_{i}$ is satisfied by $\rho$ is at most $e^{-p t / 3}+e^{-p w_{i} / 3}$, and, denoting $S:=\left\{i \in\{2, \ldots, s\}: w_{i} \neq 0\right\}$, the probability that no literal in $\bigcup_{i \in S} H_{i}$ is satisfied by $\rho$ is at most

$$
\begin{aligned}
\prod_{i \in S}\left(e^{-\frac{p w_{i}}{3}}+e^{-\frac{p t}{3}}\right) & \leq e^{-\frac{p w}{3}}+\sum_{k=1}^{|S|}\binom{|S|}{k} e^{-\frac{p t k}{3}} \\
& \leq e^{-\frac{p w}{3}}+|S| \cdot e^{-\frac{p t}{3}} \sum_{k=1}^{|S|}\binom{|S|-1}{k-1} e^{-\frac{p t(k-1)}{3}} \\
& =e^{-\frac{p w}{3}}+|S| \cdot e^{-\frac{p t}{3}} \cdot\left(1+e^{-\frac{p t}{3}}\right)|S|-1 \\
& \leq e^{-\frac{p w}{3}}+s \cdot e^{-\frac{p t}{3}} \cdot e^{e^{\ln (t)-\frac{p t}{3}} \leq e^{-\frac{p w}{3}}+2 s \cdot e^{-\frac{p t}{3}}}
\end{aligned}
$$

where the penultimate inequality follows from $|S|-1 \leq s \leq t$, and the last inequality follows from (19).

Item $v$ is handled in the same way as iv.
Regarding item vi, suppose that for some $m \in[r]$ there are more than $t / 4$ of $I(j, m)$ in $E^{\prime}$. Similarly to the case ii, each such $I(j, m)$ is satisfied by $\rho$ with independent probability at least $p(1-p) / r>p /(2 r)$, so $E^{\prime}$ is not satisfied with probability at most $(1-p /(2 r))^{t / 4}<e^{-p t /(8 r)}$.

Item vii is treated similarly to vi, with the resulting probability of not satisfying $E^{\prime}$ being $(1-p / n)^{t / 4}<e^{-p t /(4 n)}<e^{-p t /(8 r)}$, where the last inequality follows from (16).

By (17) and by Lemmas 11,13 , and 15 , there is a restriction $\rho$ satisfying all the assertions of the lemmas. Fix any such $\rho$.
Definition 16. A partial assignment $\sigma$ to the variables of $\mathrm{REF}_{s, t}^{F}$ is called an admissible assignment if it extends $\rho$ and satisfies all the following conditions.
(C1) For each $(i, j) \in[s] \times[t], D(i, j, \cdot, \cdot)$ (resp. $V(i, j, \cdot), I(j, \cdot), L(i, j, \cdot), R(i, j, \cdot))$ either is set to some clause (resp. some $k \in[n]$, some $m \in[r]$, some $j^{\prime} \in[t]$, some $j^{\prime} \in[t]$ ) by $\sigma$ or contains no variable that is in $\operatorname{dom}(\sigma)$.
(C2) For each $(i, j) \in[s] \times[t]$, if $L(i, j, \cdot)$ or $R(i, j, \cdot)$ is set to some $j^{\prime} \in[t]$, then both $D(i, j, \cdot, \cdot)$ and $D\left(i-1, j^{\prime}, \cdot, \cdot\right)$ are set.
(C3) For each $(i, j) \in[s] \times[t]$, if $D(i, j, \cdot, \cdot)$ is set, then $V(i, j, \cdot)$ is set (if $i \in\{2, \ldots, s\}$ ) or $I(j, \cdot)$ is set (if $i=1$ ).
(C4) For each $(i, j) \in[s] \times[t]$, if $D(i, j, \cdot, \cdot)$ is set to a clause $C_{i, j}$, then $C_{i, j}$ is non-tautological and has at least $\min \{s-i, n\}$ many literals. If $D(i, j, \cdot, \cdot)$ is set to a clause $C_{i, j}$ with less than $n$ literals and $V(i, j, \cdot)$ is set to some $k \in[n]$, then none of the literals of $x_{k}$ is in $C_{i, j}$.
(C5) If $D(s, t, \cdot, \cdot)$ is set, it is set to the empty clause.
(C6) For each $j \in[t]$, if $D(1, j, \cdot, \cdot)$ and $I(j, \cdot)$ are set, then $\sigma$ satisfies all clauses in (1) with this $j$.
(C7) For each $i \in\{2, \ldots, s\}, j, j^{\prime} \in[t]$, if $L(i, j, \cdot)$ (resp. $\left.R(i, j, \cdot)\right)$ is set to $j^{\prime}$ and both $V(i, j, \cdot), D\left(i-1, j^{\prime}, \cdot, \cdot\right)$ are set, then $\sigma$ satisfies all clauses in (3) (resp. (4)) with these $i, j, j^{\prime}$.
(C8) For each $i \in\{2, \ldots, s\}, j, j^{\prime} \in[t]$, if $L(i, j, \cdot)$ (resp. $\left.R(i, j, \cdot)\right)$ is set to $j^{\prime}$ and $V(i, j, \cdot)$, $D(i, j, \cdot, \cdot), D\left(i-1, j^{\prime}, \cdot, \cdot\right)$ are set, then $\sigma$ satisfies all clauses in (5) (resp. (6)) with these $i, j, j^{\prime}$.
(C9) For each $i \in\{2, \ldots, s\}$, the binary relation $h_{\sigma, i}:=\left\{\left(Z(i, j, \cdot), j^{\prime}\right): j, j^{\prime} \in[t], Z \in\right.$ $\{L, R\}$, and $Z(i, j, \cdot)$ is set to $j^{\prime}$ by $\left.\sigma\right\}$ is a partial injection from $\{Z(i, j, \cdot): j \in[t], Z \in$ $\{L, R\}\}$ to $[t]$.

For the proofs of the following three lemmas, see the full version [5].

- Lemma 17. No clause in $\operatorname{REF}_{s, t}^{F} \upharpoonright \rho$ is falsified by any admissible assignment.
- Lemma 18. There is an admissible assignment.
- Lemma 19. Suppose that a clause $E$ in $\Pi \upharpoonright \rho$ is obtained by the resolution rule from clauses $E_{0}$ and $E_{1}$. Suppose further that there is an admissible assignment $\sigma$ which satisfies both conditions
(i) every literal in $E$ of a variable in $\operatorname{dom}(\sigma)$ is falsified by $\sigma$,
(ii) for each $Z \in\{D, V, I, R, L\}$, each $Z$-variable with a home pair $Z$-important in $E$ is in $\operatorname{dom}(\sigma)$.
Then there is an admissible assignment $\tau$ and $b \in\{0,1\}$ such that $i$ and ii hold with $\tau$ in place of $\sigma$ and $E_{b}$ in place of $E$.

These three lemmas easily imply a contradiction, which concludes the proof of Theorem 8 .

- Remark 20. If we assume $s=n+1$ in Theorem 8 (instead of assuming only $s \geq n+1$ ) then we can allow $t$ to be smaller: it is enough to assume that $t \geq r^{2+\epsilon}$. This can be useful if one wants to reduce the number of variables of $\operatorname{REF}_{s, t}^{F}$ while keeping the lower bound of the theorem valid. The latter can be shown by making only the following modification in the proof of Theorem 8: change the definition of $p$ to $p=s^{-1 / 3} t^{-a^{\prime}}$ with $a^{\prime}=\min \left\{\frac{1+\epsilon}{3+\epsilon}, \frac{1}{2}\right\}$, and change the definition of $w$ to $w=s^{1 / 3} t^{3 / 5}$.

We note that if in the definition of $\operatorname{REF}_{s, t}^{F}$ we encode the functions determined by $V$ and $I$-variables in binary instead of in unary, the assumption $t \geq r^{3+\epsilon}$ in Theorem 8 is not necessary (and the proof of the theorem simplifies somewhat), and, in addition, the $L$ - and $R$-variables can be encoded in binary too (with some further simplifications of the proof). This reduces the number of variables of $\operatorname{REF}_{s, t}^{F}$ in two ways, by allowing a smaller $t$ and by using a more efficient encoding.

- Remark 21. Most of the obstacles our proof has to overcome are caused by the nature of the object described by $\operatorname{REF}_{s, t}^{F}$ and by the fact that the functions determined by $V, I, L, R$ variables are encoded in unary, rather than in binary. This forces us to work with several
notions of width of two kinds, and we cannot keep as an invariant of the maintained partial assignment that it falsifies all literals of a clause as we traverse the refutation (as is the case e.g. in [11]). Moreover, keeping falsified just the literals with important indices and adding some simple conditions about not directly falsifying an axiom (a method which works e.g. in [8] for the pigeonhole principle) is not enough either, because we need to be prepared to consistently answer the prover's questions about clauses situated at remote parts of the same not too small component (learnt through the $L$ - and $R$-variables). This is further complicated by the need to respond by adding a fresh literal to a clause that has too few literals to make sure its width grows fast enough (such clauses originate in the component of the empty clause), and by the necessity to arrive to a weakening of a clause in $F$ when asked how a clause on level 2 is derived; both are more difficult to meet under the unary encoding and pose specific requirements on random restrictions. Our strategy stores some useful information in the form of negating some other literals than just those with important indices in a clause, as can be seen in the hierarchy of setting of variables of different kinds in Definition 16.


## 5 Reflection Principle for Resolution

We express the negation of the reflection principle for Resolution by a CNF in the form of a conjunction $\mathrm{SAT}^{n, r} \wedge \mathrm{REF}_{s, t}^{n, r}$. The only shared variables by the formulas $\mathrm{SAT}^{n, r}$ and $\mathrm{REF}_{s, t}^{n, r}$ encode a CNF with $r$ clauses in $n$ variables. The meaning of $\mathrm{SAT}^{n, r}$ is that the encoded CNF is satisfiable, while the meaning of $\operatorname{REF}_{s, t}^{n, r}$ is that it has a resolution refutation of $s$ levels of $t$ clauses. A formal definition is given next.

Formula $\mathrm{SAT}^{n, r}$ has the following variables. Variables $C(m, k, b), m \in[r], k \in[n], b \in$ $\{0,1\}$, encode clauses $C_{m}$ as follows: $C(m, k, 1)$ (resp. $C(m, k, 0)$ ) means that the literal $x_{k}$ (resp. $\neg x_{k}$ ) is in $C_{m}$. Variables $T(k), k \in[n]$, and variables $T(m, k, b), m \in[r], k \in[n], b \in$ $\{0,1\}$, encode that an assignment to variables $x_{1}, \ldots, x_{n}$ satisfies the CNF $\left\{C_{1}, \ldots, C_{r}\right\}$. The meaning of $T(k)$ is that the literal $x_{k}$ is satisfied by the assignment. The meaning of $T(m, k, 1)$ (resp. $T(m, k, 0)$ ) is that clause $C_{m}$ is satisfied through the literal $x_{k}$ (resp. $\neg x_{k}$ ). We list the clauses of SAT ${ }^{n, r}$ :

$$
\begin{array}{lr}
T(m, 1,1) \vee T(m, 1,0) \vee \ldots \vee T(m, n, 1) \vee T(m, n, 0) & m \in[r], \\
\neg T(m, k, 1) \vee T(k) & m \in[r], k \in[n], \\
\neg T(m, k, 0) \vee \neg T(k) & m \in[r], k \in[n], \\
\neg T(m, k, b) \vee C(m, k, b) & m \in[r], k \in[n], b \in\{0,1\},
\end{array}
$$

The meaning of (20) is that clause $C_{m}$ is satisfied through at least one literal. The meaning of (21) and (22) is that if $C_{m}$ is satisfied through a literal, then the literal is satisfied. The meaning of (23) is that if $C_{m}$ is satisfied through a literal, then it contains the literal.

Variables of $\mathrm{REF}_{s, t}^{n, r}$ are the variables $C(m, k, b)$ of $\mathrm{SAT}^{n, r}$ together with all the variables of $\operatorname{REF}_{s, t}^{F}$ for some (and every) $F$ of $r$ clauses in $n$ variables. That is, $\operatorname{REF}_{s, t}^{n, r}$ has the following variables:
$C(m, k, b)$
$D(i, j, k, b)$
$R\left(i, j, j^{\prime}\right)$ and $L\left(i, j, j^{\prime}\right)$
$V(i, j, k)$
$I(j, m)$

$$
\begin{array}{r}
m \in[r], k \in[n], b \in\{0,1\}, \\
i \in[s], j \in[t], k \in[n], b \in\{0,1\}, \\
i \in\{2, \ldots, s\}, j, j^{\prime} \in[t], \\
i \in\{2, \ldots, s\}, j \in[t], k \in[n], \\
j \in[t], m \in[r] .
\end{array}
$$

The clauses of $\mathrm{REF}_{s, t}^{n, r}$ are (2) - (15) of $\mathrm{REF}_{s, t}^{F}$ together with the following clauses (to replace clauses (1)):

$$
\begin{equation*}
\neg I(j, m) \vee \neg C(m, k, b) \vee D(1, j, k, b) \quad j \in[t], m \in[r], k \in[n], b \in\{0,1\} \tag{24}
\end{equation*}
$$

saying that if clause $C_{1, j}$ is a weakening of clause $C_{m}$, then the former contains each literal of the latter.

We now prove the lower bound for $\mathrm{SAT}^{n, r} \wedge \mathrm{REF}_{s, t}^{n, r}$ stated in the Introduction as Theorem 3 and restated below as Theorem 22.

- Theorem 22. For every $c>4$ there is $\delta>0$ and an integer $n_{0}$ such that if $n, r, s, t$ are integers satisfying

$$
\begin{equation*}
t \geq s \geq n+1, \quad r \geq n \geq n_{0}, \quad n^{c} \geq t \geq r^{4} \tag{25}
\end{equation*}
$$

then any resolution refutation of $\mathrm{SAT}^{n, r} \wedge \mathrm{REF}_{s, t}^{n, r}$ has length greater than $2^{n^{\delta}}$ (which is exponential in the size of the formula).

Proof. Fix $c>4$. We first observe that if $\Pi$ is a resolution refutation of $\mathrm{SAT}^{n, r} \wedge \operatorname{REF}_{s, t}^{n, r}$ and $\sigma$ is a partial assignment such that its domain are all $C$-variables, then $\Pi \upharpoonright \sigma$ is either a refutation of $\operatorname{REF}_{s, t}^{n, r} \upharpoonright \sigma$, or a refutation of $\operatorname{SAT}^{n, r} \upharpoonright \sigma$. This is because $\Pi \upharpoonright \sigma$ is a resolution refutation and the two restricted formulas do not share any variables.

Let $F$ be a CNF with $r$ clauses in $n$ variables, and let $\sigma_{F}$ be a partial assignment such that its domain are all $C$-variables and $\sigma_{F}$ evaluates them so that they describe the clauses of $F$. Notice that $\operatorname{REF}_{s, t}^{n, r} \upharpoonright \sigma_{F}$ is $\operatorname{REF}_{s, t}^{F}$, since $\sigma_{F}$ turns the clauses (24) into the clauses (1) (and removes the satisfied clauses). Therefore, in the case that $\Pi\left\lceil\sigma_{F}\right.$ is a refutation of $\operatorname{REF}_{s, t}^{n, r} \upharpoonright \sigma_{F}$ and $F$ is unsatisfiable, the lower bound of Theorem 8 applies (setting $\epsilon=1$ in that theorem, there is $n_{0}$ such that conditions (16) on $n, r, s, t$ follow from (25)): the theorem yields some $\delta_{1}>0$ such that the length of $\Pi \upharpoonright \sigma_{F}$ is at least $2^{n^{\delta_{1}}}$.

Let us now consider the case that $\Pi \upharpoonright \sigma_{F}$ is a refutation of $\mathrm{SAT}^{n, r} \upharpoonright \sigma_{F}$. Let $\mathrm{SAT}^{F}$ stand for $\mathrm{SAT}^{n, r} \upharpoonright \sigma_{F}$. There is a substitution $\tau$ to the variables of $\mathrm{SAT}^{F}$ that turns the clauses of $\mathrm{SAT}^{F}$ into all the clauses of $F$ together with some tautological clauses. It is defined as follows. If $\sigma_{F}(C(m, k, b))=0$, then $\tau(T(m, k, b))=0$. This satisfies (21) - (23) and deletes $T(m, k, b)$ from (20). If $\sigma_{F}(C(m, k, b))=1$, then (23) has been satisfied and we define $\tau(T(m, k, b))=x_{k}^{b}$ and $\tau(T(k))=x_{k}$. This choice turns (21) - (22) into a tautological clause and correctly substitutes the remaining literals of (20) to yield the $m$-th clause of $F$. Thus, if $\Pi \upharpoonright \sigma_{F}$ is a refutation of $\mathrm{SAT}^{n, r} \upharpoonright \sigma_{F}$, the substitution $\tau$ takes it into a not larger resolution refutation of $F$ (since tautological clauses can be removed from any resolution refutation).

It remains to take any unsatisfiable formula $F$ whose number of clauses is polynomially related to the number of variables and that requires resolution refutations of exponential length, e.g. the pigeonhole principle [6]. A trivial modification of $F$ to serve also in the extreme case $r=n$ allowed by (25) will yield $\delta_{2}>0$ such that any resolution refutation of $F$ has length greater than $2^{n^{\delta_{2}}}$, where $n$ is the number of variables of $F$.

Setting $\delta$ to the minimum of $\delta_{1}$ and $\delta_{2}$ concludes the proof of the theorem.
A similar proof gives Theorem 4. We restate the theorem below for convenience.

- Theorem 23. Let $\gamma>0$ and let $\left\{A_{n}\right\}_{n \geq 1}$ be a family of unsatisfiable CNFs such that $A_{n}$ is in $n$ variables, has the number of clauses polynomial in n, and has no resolution refutations of length at most $2^{n^{\gamma}}$. Then there is $\delta>0$ and a polynomial $p$ such that $A_{n} \wedge \operatorname{REF}_{n+1, p(n)}^{A_{n}}$ has no resolution refutations of length at most $2^{n^{\delta}}$ and has polynomial size $\operatorname{Res}(2)$ refutations.

Proof. Let $p(n) \geq \max \left\{r^{4}, t_{0}\right\}$, where $r$ is the maximum of the number of clauses of $A_{n}$ and $n$, and $t_{0}$ is given by Theorem 8 for $\epsilon=1$. This theorem and the assumptions on $A_{n}$ give the required lower bound. To get the upper bound, start with the $\operatorname{Res}(2)$ refutation of $\mathrm{SAT}^{n, r} \wedge \mathrm{REF}_{n+1, p(n)}^{n, r}$ given by Theorem 5. Define substitutions $\sigma_{A_{n}}$ and $\tau$ like in the proof of Theorem 22 with $A_{n}$ in place of $F$, and observe again that $\left(\left(\mathrm{SAT}^{n, r} \wedge \mathrm{REF}_{n+1, p(n)}^{n, r}\right) \upharpoonright \sigma_{A_{n}}\right) \upharpoonright \tau$ is $A_{n} \wedge \mathrm{REF}_{n+1, p(n)}^{A_{n}}$ together with some tautological clauses.
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#### Abstract

We establish a connection between tangles, a concept from structural graph theory that plays a central role in Robertson and Seymour's graph minor project, and hierarchical clustering. Tangles cannot only be defined for graphs, but in fact for arbitrary connectivity functions, which are functions defined on the subsets of some finite universe, which in typical clustering applications consists of points in some metric space

Connectivity functions are usually required to be submodular. It is our first contribution to show that the central duality theorem connecting tangles with hierarchical decompositions (so-called branch decompositions) also holds if submodularity is replaced by a different property that we call maximum-submodular.

We then define a natural, though somewhat unusual connectivity function on finite data sets in an arbitrary metric space and prove that its tangles are in one-to-one correspondence with the clusters obtained by applying the well-known single linkage clustering algorithms to the same data set.

The idea of viewing tangles as clusters has first been proposed by Diestel and Whittle [5] as an approach to image segmentation. To the best of our knowledge, our result is the first that establishes a precise technical connection between tangles and clusters.
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## 1 Introduction

Connectivity in graphs and connectivity systems is a widely studied topic in theoretical computer science, e.g. [11, 8, 6, 7, 5]. On the other hand similarity, especially clustering, is an important and well studied topic in Data Science, e.g. [2, 4, 3, 10, 12]. We study the connection between both concepts by interpreting similarity as connectivity, thus two points are highly connected if their data is very similar and two sets are highly connected if they contain similar data points. Both communities will benefit from such a connection, as it opens up a basis for a wide range of new results. For example connectivity systems provide us with witnesses for the absence of highly connected regions, which is not yet established for clusters, as well as tree like representations of all those highly connected regions. Additionally there is large variety of efficient algorithms to compute or approximate different kind of clusters, which can possibly be used to find algorithms for computing highly connected regions in connectivity systems.

The concept of connectivity systems is based on the notion of connectivity in graphs. Such systems consist of a universe $U$ of usually finitely many elements and some set function on subsets of $U$ describing the connectivity between a set and its complement. These so called connectivity functions are symmetric and submodular. In this context two complementary questions are of interest [9]:

© Eva Fluck
licensed under Creative Commons License CC-BY
44th International Symposium on Mathematical Foundations of Computer Science (MFCS 2019).
Editors: Peter Rossmanith, Pinar Heggernes, and Joost-Pieter Katoen; Article No. 38; pp. 38:1-38:12
Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

1. What are the highly connected regions of the universe?
2. How can we decompose the universe along low order separations?

An answer to the first question can be given by tangles, which describe highly connected regions in a non-rigorous way. For every low order separation the tangle describes on which side of the separation the large part of the region can be found. Nevertheless, a separation may cut off small parts of the region. In this way, for any single point it is not clearly defined whether it is part of the region or not. On the other hand, the orientation has to be consistent, meaning that all orientations have to point towards the same region.

The second question is addressed by branch decompositions. They contain a ternary tree and a mapping of the elements to the leafs of the tree. Then, the edges of the tree represent separations of the universe. The width of such a decomposition is the largest value of any separation induced by the tree. Both concepts have been introduced on graphs by Robertson and Seymour [11]. An overview on both branch decompositions and tangles for integer-valued functions, as well as their connection can be found in a survey of Grohe [9], which can be translated to real-valued functions. Branch decompositions and tangles address contrary questions, but they are dual. There is a tangle of a certain value if and only if there is no branch decomposition of smaller value. This duality result has first been shown on graphs in [11]. There have been other set functions, that are not submodular, for which duality has been shown. For example Adler et al. [1] have shown duality up to a constant factor for so called hypertangle number and hyperbranch width in hypergraphs. Diestel and Oum [6] developed a general duality theorem in combinatorial structures.

Besides tangles, there is another approach to identify highly similar (connected) regions, called clustering (e.g. [2, 4, 3, 10, 12]). Clustering is the umbrella term for different techniques to define sets of data points that are very similar to each other and not so similar to the data points contained in other sets. Thus, a question arises: How do clustering and tangles relate? A first approach towards this question was done by Diestel and Whittle [5], where they analyzed tangles in digital images as a way to describe the meaningful parts of the image. We consider hierarchical clustering algorithms as introduced by Carlson and Mémoli [2]. The basis of such an algorithm is a function that describes the distance between two sets. Single linkage clustering for example considers the distance of two sets to be the smallest distance between any element from one set to any element from the other set. The hierarchical clustering algorithm then merges the sets with the smallest distance, assigning the resulting partition said value. We allow more than one merge at once, if the distances are equal. The resulting sequence of partitions is represented by a so called dendogram.

### 1.1 Results

To find a correspondence between tangles and clustering one of the main goals is to find connectivity functions, or functions with similar properties, that represent the different clustering methods. Our main result is, that we are able to specify a function that is correspondent to hierarchical clustering using single linkage. For an arbitrary metric d: $U \times$ $U \rightarrow \mathbb{R}$, the set function corresponding to single linkage is the minimum distance function $\delta_{\mathrm{d}}: 2^{U} \rightarrow \mathbb{R}$, defined by

$$
\delta_{\mathrm{d}}(X)=\max _{x \in X, y \notin X} \exp (-\mathrm{d}(x, y)),
$$

for all $X \in 2^{U} \backslash\{\emptyset, U\}$ and $\delta_{\mathrm{d}}(\emptyset)=\delta_{\mathrm{d}}(U)=0$. An introduction of this function is given in Section 3.
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We show that this function is not a classical connectivity function, since it is not submodular. Therefore we define a different property, that we call maximum-submodularity. Our first theorem proves duality between branch decompositions and tangles of functions with this property.

- Theorem 1. Let $U$ be a finite set and let $\phi$ be a maximum-submodular connectivity function. The maximum order of a tangle of $\phi$ equals the minimum order of a branch decomposition of $\phi$. The existence of one is witness to the non-existence of the other.

A formal version of this theorem and its proof are shown in Section 4. This duality is a key result in the theory of tangles of connectivity systems and suggests that the chosen property on the functions results in a similarly deep theory. It allows us to use maximum-submodular connectivity functions to establish a connection between tangles and clustering.

Our second main result says that the tangles of the minimum distance function are in one-to-one correspondence with the resulting dendogram of single linkage hierarchical clustering. The technical notions appearing in the statement of the theorem will be explained later in this paper.

- Theorem 2. Let $(U, \mathrm{~d})$ be a metric space.

1. For every $r \in \mathbb{R}$ and every cluster $\mathcal{B}$ of the dendogram resulting from single linkage with $|\mathcal{B}|>1$,

$$
\mathcal{T}:=\left\{X \subseteq U \mid \delta_{\mathrm{d}}(X)<\exp (-r), \mathcal{B} \subseteq X\right\}
$$

is a $\delta_{\mathrm{d}}$-tangle of $U$ of order $\exp (-r)$.
2. For every $\delta_{\mathrm{d}}$-tangle $\mathcal{T}$ of $U$ of order $k$ we can identify a cluster $\mathcal{B}$ of the dendogram resulting from single linkage with $|\mathcal{B}|>1$ such that

$$
\mathcal{T}=\left\{X \subseteq U \mid \delta_{\mathrm{d}}(X)<k, \mathcal{B} \subseteq X\right\}
$$

For every non-singular set contained in a partition of the dendogram we find a distinct $\delta_{\mathrm{d}}$-tangle and vice versa. This is to the best of our knowledge the first precise technical connection between tangles and clusters.

## 2 Preliminaries and Definitions

In our definitions we follow [9]. Our goal is to describe connectivity within some data set $U$. Therefore we define set functions $\kappa$, that aim to describe how strong the connection is between a set and its complement. We say $\kappa$ is normalized if $\kappa(\emptyset)=0, \kappa$ is symmetric if $\kappa(X)=\kappa(\bar{X})$, for all $X \subseteq U$ and $\kappa$ is submodular if $\kappa(X)+\kappa(Y) \geq \kappa(X \cap Y)+\kappa(X \cup Y)$, for all $X, Y \subseteq U$. A set function that is normalized, symmetric and submodular is called submodular connectivity function.

- Example 3 (see [9]). Let $G=(V, E)$ be a graph with edge weights $w_{E}: E \rightarrow \mathbb{R}$. The weighted edge-connectivity function $\nu: 2^{V} \rightarrow \mathbb{R}$, defined as

$$
\nu(X):=\sum_{u \in X, v \in V \backslash X,(u, v) \in E} w_{E}(u, v),
$$

is a submodular connectivity function.

We introduce a different type of function, that also describes connectivity. To show that this type has similar properties, we first take a look at basic concepts from the theory of connectivity systems. Most of these concepts have only been studied for integer-valued functions, but for our needs all properties are translatable to real-valued functions. We start with a formal definition of tangles, which are a way to describe highly connected regions.

- Definition 4. Let $\kappa$ be a symmetric set function on the universe $U$. A $\kappa$-tangle of order $\operatorname{ord}(\mathcal{T})=k \geq 0$ is a set $\mathcal{T} \subseteq 2^{U}$ such that:
T. $0 \kappa(X)<k$ for all $X \in \mathcal{T}$,
T. 1 for all $X \subseteq U$ with $\kappa(X)<k$, either $X \in \mathcal{T}$ or $\bar{X} \in \mathcal{T}$ holds,
T. $2 X_{1} \cap X_{2} \cap X_{3} \neq \emptyset$ for all $X_{1}, X_{2}, X_{3} \in \mathcal{T}$ and
T. $3\{x\} \notin \mathcal{T}$ for all $x \in U$.

We define the tangle number $\operatorname{tn}(\kappa)$ of a symmetric set function $\kappa$ to be the largest possible order for which we can still define a $\kappa$-tangle.

We use the following well-known lemma, which states that tangles are in a way closed under intersection and supersets.

- Lemma 5 (see [9]). Let $\mathcal{T}$ be a $\kappa$-tangle of order $k$. Then it holds that

1. for all $X \in \mathcal{T}$ and all $Y \supseteq X$, if $\kappa(Y)<k$ then $Y \in \mathcal{T}$ and
2. for all $X, Y \in \mathcal{T}$, if $\kappa(X \cap Y)<k$ then $X \cap Y \in \mathcal{T}$.

A different way to describe connectivity in a universe is given by branch decompositions. Here we do not look for highly connected regions, but ask ourselves how we can separate the universe into its single elements, using only separations of small value.

- Definition 6. Let $U$ be a finite set.
- A pre-decomposition of $U$ is a pair $(T, \gamma)$ consisting of a ternary (undirected) tree $T$ and a mapping $\gamma: \vec{E}(T) \rightarrow 2^{U}$, from the directed edges of $T$ to subsets of $U$, such that
- $\gamma(t, u)=\overline{\gamma(u, t)}$, for all $(t, u) \in \vec{E}(T)$, and
- $\gamma\left(s, u_{1}\right) \cup \gamma\left(s, u_{2}\right) \cup \gamma\left(s, u_{3}\right)=U$, for all internal nodes $s \in V(T)$ with $N(s)=$ $\left\{u_{1}, u_{2}, u_{3}\right\}$.
- For leaves $\ell \in L(T)$ with neighbor $N(\ell)=\{u\}$, we write $\gamma(\ell)$ instead of $\gamma(u, \ell)$. We call the $\gamma(\ell)$ atoms and define $\operatorname{At}(T, \gamma):=\{\gamma(\ell) \mid \ell \in L(T)\}$.
- A pre-decomposition is complete if $|\gamma(\ell)|=1$, for all leaves $\ell \in L(T)$.
- A pre-decomposition is exact at an internal node $t \in V(T)$ with $N(t)=\left\{u_{1}, u_{2}, u_{3}\right\}$ if all $\gamma\left(t, u_{i}\right)$ are mutually disjoint.
- A decomposition is a pre-decomposition that is exact at all internal nodes.
- A branch decomposition is a complete decomposition.
- Let $\kappa$ be a set function on $U$. The width of a pre-decomposition $(T, \gamma)$ is

$$
\operatorname{wd}(T, \gamma):=\max \{\kappa(\gamma(t, u)) \mid(t, u) \in \vec{E}(T)\}
$$

We define the branch width $\mathrm{bw}(\kappa)$ of a symmetric set function $\kappa$ to be the smallest possible width $\mathrm{wd}(T, \gamma)$ of any branch decomposition $(T, \gamma)$ on $U$. For submodular connectivity functions duality between branch decompositions and tangles has been proven. The first to find this duality in graphs were Robertson and Seymour [11]. Duality between branch decompositions and tangles states that a branch decomposition of a certain width is a witness for the non-existence of a tangle of any larger order and vice versa. It follows that for any submodular connectivity function $\kappa$ it holds that

$$
\operatorname{tn}(\kappa)=\operatorname{bw}(\kappa)
$$
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## 3 The Minimum Distance Function

- Definition 7 (Minimum Distance). Let d: $U \times U \rightarrow \mathbb{R}$ be an arbitrary metric. For a finite data set $U$, the minimum distance function $\delta_{\mathrm{d}}: 2^{U} \rightarrow \mathbb{R}$, is defined as follows:

$$
\delta_{\mathrm{d}}(X):= \begin{cases}0 & \text { if } X=\emptyset \text { or } \bar{X}=\emptyset, \\ \max _{x \in X, x^{\prime} \in \bar{X}} \exp \left(-\mathrm{d}\left(x, x^{\prime}\right)\right) & \text { otherwise } .\end{cases}
$$

This definition yields that $X$ has a high value if there is a point outside of $X$ very close to a point in $X$. The transformation $\exp (-c \cdot \mathrm{f}(x, y))$, for some constant $c$ and some function f , is often used in clustering applications to transform a dissimilarity function f like a metric into a similarity function. The minimum distance function is in general not submodular, as can be seen with a small example. For an arbitrary $x \in \mathbb{R}^{+}$define a one-dimensional universe containing only the following four points $a_{1}=x, a_{2}=x+1, a_{3}=-x$ and $a_{4}=-x-1$. Let $X=\left\{a_{1}, a_{2}\right\}, Y=\left\{a_{1}, a_{3}\right\}$ and the metric $d(u, v)=|u-v|$ is the absolute of the difference. Then $\delta_{\mathrm{d}}(X)=\exp (-2 x)<\delta_{\mathrm{d}}(Y)=\delta_{\mathrm{d}}(X \cap Y)=\delta_{\mathrm{d}}(X \cup Y)=\exp (-1)$, for all $x>\frac{1}{2}$

We define a new property, that is similar to submodularity, which allows us to develop similar theories as for submodular connectivity functions.

- Definition 8. A set function $\kappa$ on a finite set $U$ is maximum-submodular if, for all $X, Y \subseteq U$,
$\max (\kappa(X), \kappa(Y)) \geq \max (\kappa(X \cap Y), \kappa(X \cup Y))$.
This property is neither a generalization of submodularity nor a specialization. For instance $\nu$ as in Example 3 is submodular but not maximum-submodular and in the next lemma we see that the minimum distance function, which in general is not submodular, is maximum-submodular. We call a normalized, symmetric and maximum-submodular set function maximum-submodular connectivity function.
- Lemma 9. The minimum distance function is a maximum-submodular connectivity function.

Proof. The minimum distance function is normalized by definition and symmetric since metrics are symmetric. If $X$ or $Y$ are equal to $\emptyset$ or $U$, maximum-submodularity trivially holds as $\{X, Y\}=\{X \cup Y, X \cap Y\}$ in these cases. Otherwise, we choose $u \in X \cap Y$ and $v \in \overline{X \cap Y}$ such that $\mathrm{d}(u, v)=\delta_{\mathrm{d}}(X \cap Y)$. Analogously we choose $u^{\prime} \in \overline{X \cup Y}=\bar{X} \cap \bar{Y}$ and $v^{\prime} \in X \cup Y$. Then w.l.o.g. we distinguish four cases, depending on $v$ and $v^{\prime}$.
Case 1: $v \in \bar{X} \cap \bar{Y}$ and $v^{\prime} \in X \cap Y$ hold: Then w.l.o.g. $v=u^{\prime}$ and $u=v^{\prime}$ hold. Therefore $\delta_{\mathrm{d}}(X \cap Y)=\delta_{\mathrm{d}}(X \cup Y)$ and thus $\delta_{\mathrm{d}}(X) \geq \delta_{\mathrm{d}}(X \cap Y)$ and $\delta_{\mathrm{d}}(Y) \geq \delta_{\mathrm{d}}(X \cup Y)$ hold.
Case 2: $v \in \bar{X} \cap \bar{Y}$ and $v^{\prime} \in \bar{X} \cap Y$ hold: It follows that $\delta_{\mathrm{d}}(X) \geq \delta_{\mathrm{d}}(X \cap Y)$ and $\delta_{\mathrm{d}}(Y) \geq$ $\delta_{\mathrm{d}}(X \cup Y)$ hold.
Case 3: $v, v^{\prime} \in \bar{X} \cap Y$ holds: It follows that $\delta_{\mathrm{d}}(X) \geq \delta_{\mathrm{d}}(X \cap Y)$ and $\delta_{\mathrm{d}}(Y) \geq \delta_{\mathrm{d}}(X \cup Y)$ hold.
Case 4: $v \in X \cap \bar{Y}$ and $v^{\prime} \in \bar{X} \cap Y$ hold: In this case it holds that $\delta_{\mathrm{d}}(Y) \geq \delta_{\mathrm{d}}(X \cap Y)$ and $\delta_{\mathrm{d}}(Y) \geq \delta_{\mathrm{d}}(X \cup Y)$. Therefore we have $\delta_{\mathrm{d}}(Y) \geq \max \left(\delta_{\mathrm{d}}(X \cap Y), \delta_{\mathrm{d}}(X \cup Y)\right)$ and the inequality holds.
As all other cases are symmetric to the four cases shown above, the inequality holds for all $X, Y \subseteq U$.

Next, we consider tangles of the Minimum Distance Function. Firstly, we give an example of such a tangle.

- Example 10. Let $U \subset \mathbb{R}^{n}$ be a finite set of points. Let $x_{1}, x_{2} \in U$ be two points such that $\mathrm{d}\left(x_{1}, x_{2}\right)=\min \{\mathrm{d}(x, y) \mid x, y \in U, x \neq y\}$. Then, for every $k \leq \exp \left(-\mathrm{d}\left(x_{1}, x_{2}\right)\right)$,
$\mathcal{T}:=\left\{X \subseteq U \mid \delta_{\mathrm{d}}(X)<k, x_{1}, x_{2} \in X\right\}$
is a $\delta_{\mathrm{d}}$-tangle of order $k$.
$\mathcal{T}$ satisfies (T.0), (T.2) and (T.3) by construction. To see that (T.1) is satisfied note that if $x_{1} \in X$ and $x_{2} \in \bar{X}$ holds then $\delta_{\mathrm{d}}(X)=\exp \left(-\mathrm{d}\left(x_{1}, x_{2}\right)\right) \geq k$ holds.

Having this example we realize that the tangles described are the only $\delta_{\mathrm{d}}$-tangles.

- Lemma 11. Every $\delta_{\mathrm{d}}$-tangle of order $k$ is of the form described as in Example 10. That is, we can identify two points $u, v \in U$ such that $\exp (-\mathrm{d}(u, v)) \geq k$ and for all $X \in \mathcal{T}$ we have $u, v \in X$.
Proof. To prove this we define the relation $\delta_{\mathrm{d}}{ }^{k}:=\{(u, v) \mid \exp (-\mathrm{d}(u, v)) \geq k\}$ and consider the graph $G_{k}:=\left(U, \delta_{\mathrm{d}}{ }^{k}\right)$. For every set $X \subseteq U$ with $\delta_{\mathrm{d}}(X)<k$ and every connected component $C$ of $G_{k}$, holds either $V(C) \subseteq X$ or $V(C) \subseteq \bar{X}$ by definition. Thus for every $\delta_{\mathrm{d}}-$ tangle $\mathcal{T}$ of order $\leq k$ it holds that all $X \in \mathcal{T}$ are disjoint unions of connected components of $G_{k}$. Additionally, using Lemma 5 (2) every such $\mathcal{T}$ is closed under intersection, as for two sets $X, Y \in \mathcal{T}$ and all connected components $C$ of $G_{k}$ either $V(C) \subseteq X \cap Y$ or $V(C) \cap X \cap Y=\emptyset$ and thus $\delta_{\mathrm{d}}(X \cap Y)<k$. Suppose for contradiction there is a $\delta_{\mathrm{d}}$-tangle $\mathcal{T}$ of order $k$ such that there is no connected component of $G_{k}$, of size at least two, that is contained in all $X \in \mathcal{T}$. Let $C_{0}, \ldots, C_{n}$ be an enumeration of all connected components of $G_{k}$ with $\left|C_{i}\right| \geq 2$. Then we can identify a sequence $X_{0}, \ldots, X_{n} \in \mathcal{T}$ such that $V\left(C_{i}\right) \nsubseteq X_{i}$, thus $V\left(C_{i}\right) \cap X_{i}=\emptyset$. We set $Y_{1}:=X_{0} \cap X_{1}$ and $Y_{i+1}:=Y_{i} \cap X_{i+1}$. Since $\mathcal{T}$ is closed under intersection, we get $Y_{1}, \ldots, Y_{n} \in \mathcal{T}$. As $\mathcal{T}$ is a tangle, $\left|Y_{n}\right|>1$ has to hold. For every subset $Y \subseteq Y_{n}$ we have $\kappa(Y)<k$ as $Y_{n} \cap \bigcup_{i=0}^{n} C_{i}=\emptyset$. Take an enumeration of all elements $y_{1}, \ldots, y_{m} \in Y_{n}$ and construct a series of sets $Z_{1}, \ldots, Z_{\ell} \in \mathcal{T}$ such that $\left|Z_{\ell}\right|=1$. Clearly this contradicts the existence of $\mathcal{T}$. If $\left\{y_{1}\right\} \in \mathcal{T}$ set $Z_{1}:=\left\{y_{1}\right\}$, else set $Z_{1}:=Y_{n} \backslash\left\{y_{1}\right\}=Y_{n} \cap \overline{\left\{y_{1}\right\}} \in \mathcal{T}$. If $\left|Z_{i}\right|=1$ set $\ell=i$ and stop the construction. Otherwise if $\left\{y_{i+1}\right\} \in \mathcal{T}$ set $Z_{i+1}:=\left\{y_{i+1}\right\}$, else set $Z_{i+1}:=Z_{i} \backslash\left\{y_{i+1}\right\}=Z_{i} \cap \overline{\left\{y_{i+1}\right\}} \in \mathcal{T}$. As $\left|Z_{i}\right|>\left|Z_{i+1}\right|$ this construction terminates and yields the desired contradiction.

From this lemma an important corollary follows. In Section 5 we use this to identify for each tangle a cluster resulting from single linkage hierarchical clustering.

- Corollary 12. Let $\mathcal{T}$ be a $\delta_{\mathrm{d}}$-tangle of order $k$ over the universe $U$. There is a unique connected component $C$ of the graph $G=\left(U, \delta_{\mathrm{d}}{ }^{k}\right)$, with $\delta_{\mathrm{d}}{ }^{k}:=\{(u, v) \mid \exp (-\mathrm{d}(u, v)) \geq k\}$, such that $C \subseteq X$, for all $X \in \mathcal{T}$.

Proof. We already showed that there exists some component $C$ such that $C \subseteq X$, for all $X \in \mathcal{T}$. Assume there is some component $C^{\prime} \neq C$ such that $C^{\prime} \subseteq X$, for all $X \in \mathcal{T}$. Then we have $C^{\prime} \in \mathcal{T}$ and thus $C \subseteq C^{\prime}$ which contradicts $C^{\prime} \neq C$.

## 4 Duality for Submodular Bounded Functions

Now we prove duality for all maximum-submodular connectivity functions, thus also for the minimal distance function. We achieve a result similar to the theory for submodular connectivity functions, first shown in [11]. To formulate the Duality Theorem we first need a definition.

## E. Fluck

- Definition 13. Let $\kappa$ be a symmetric set function on $U$ and $\mathcal{A} \subseteq 2^{U}$.
- A pre-decomposition $(T, \gamma)$ is over $\mathcal{A}$ if $\operatorname{At}(T, \gamma) \subseteq \mathcal{A}$.
- A к-tangle $\mathcal{T}$ avoids $\mathcal{A}$ if $\mathcal{T} \cap \mathcal{A}=\emptyset$.

The Duality Theorem states that there can not be any decomposition over a family of sets, if there is a tangle avoiding this family and vice versa. The proof yields a construction of such a decomposition. The following theorem is a precise formulation of Theorem 1.

- Theorem 14 (Duality Theorem of Submodular Bounded Functions). Let $\kappa$ be a maximumsubmodular connectivity function on $U$. Let $\mathcal{A} \subseteq 2^{U}$ such that $\mathcal{A}$ is closed under taking subsets and $\operatorname{Sing}(U) \subseteq \mathcal{A}$, where $\operatorname{Sing}(U)$ is the set of all singletons from $U$. Then there is a decomposition of width less than $k$ over $\mathcal{A}$ if and only if there is no $\kappa$-tangle of order $k$ that avoids $\mathcal{A}$.

Assuming the theorem holds, we can directly derive the following corollary using that every branch decomposition of $U$ is complete, thus is over $\operatorname{Sing}(U)$ and every $\kappa$-tangle avoids $\operatorname{Sing}(U)$ by definition.

- Corollary 15. Let $\kappa$ be a maximum-submodular connectivity function on $U$. It holds that

$$
\operatorname{tn}(\kappa)=\operatorname{bw}(\kappa) .
$$

Looking at the proof of duality for submodular connectivity functions as it is presented in [9], we see that they do not use any properties of the set function, besides symmetry and a transformation from a pre-decomposition into a decomposition of equal width. Therefore, we can adapt that proof if we are able to do a similar transformation. The following lemma shows how to achieve exactness at every node of a pre-decomposition.

- Lemma 16 (Exactness Lemma). Let $\kappa$ be a maximum-submodular connectivity function on $U$ and $(T, \gamma)$ be a pre-decomposition of $U$. Then there is a mapping $\gamma^{\prime}: \vec{E}(T) \rightarrow 2^{U}$ such that $\left(T, \gamma^{\prime}\right)$ is a decomposition of $U$ satisfying
- $\operatorname{wd}\left(T, \gamma^{\prime}\right) \leq \operatorname{wd}(T, \gamma)$ and
- $\gamma^{\prime}(\ell) \subseteq \gamma(\ell)$, for all leaves $\ell \in L(T)$.

Proof. We iteratively construct $\gamma^{\prime}$ from $\gamma$, keeping the invariants

- $\operatorname{wd}\left(T, \gamma^{\prime}\right) \leq \operatorname{wd}(T, \gamma)$ and
- $\gamma^{\prime}(\ell) \subseteq \gamma(\ell)$, for all leaves $\ell \in L(T)$.

We pick an arbitrary leaf $\ell_{\text {start }} \in L(T)$ and set $\gamma^{\prime}\left(\ell_{\text {start }}, s\right):=\gamma\left(\ell_{\text {start }}, s\right)$ and $\gamma^{\prime}\left(s, \ell_{\text {start }}\right):=$ $\gamma\left(s, \ell_{\text {start }}\right)$ for $s \in N\left(\ell_{\text {start }}\right)$. If $T$ only consists of at most two nodes we are done, since $\left(T, \gamma^{\prime}\right)$ is already a decomposition. Otherwise, we traverse the tree with breadth-first search starting at $\ell_{\text {start }}$. If we reach a node $s \in V(T) \backslash L(T)$ with predecessor $t \in V(T)$, we do the following. Let $u_{1}, u_{2} \in N(s)$ be the successors of $s$ and define $X:=\gamma^{\prime}(s, t)$ and $Y_{i}:=\gamma\left(s, u_{i}\right)$, for $i=1,2$.

If $X \cap\left(Y_{1} \cup Y_{2}\right) \neq \emptyset$ we update $Y_{i}$ to $Y_{i} \cap \bar{X}$, for $i=1,2$. This step is consistent with the invariants as $\kappa\left(Y_{i} \cap \bar{X}\right) \leq \max \left(\kappa\left(Y_{i} \cap \bar{X}\right), \kappa\left(Y_{i} \cup \bar{X}\right)\right) \leq \max \left(\kappa\left(Y_{i}\right), \kappa(X)\right)$, where the second inequality holds due to maximum-submodularity, and $Y_{i} \cap \bar{X} \subseteq \gamma\left(s, u_{i}\right)$, for $i=1,2$.

If $Y_{1} \cap Y_{2} \neq \emptyset$, update $Y_{1}$ to $Y_{1} \cap \overline{Y_{2}}$. This step is again consistent with the invariants as $\kappa\left(Y_{1} \cap \overline{Y_{2}}\right) \leq \max \left(\kappa\left(Y_{1} \cap \overline{Y_{2}}\right), \kappa\left(Y_{1} \cup \overline{Y_{2}}\right)\right) \leq \max \left(\kappa\left(Y_{1}\right), \kappa\left(Y_{2}\right)\right)$, where the second inequality holds due to maximum-submodularity, and $Y_{1} \cap \overline{Y_{2}} \subseteq \gamma\left(s, u_{1}\right)$.

Set $\gamma^{\prime}\left(s, u_{i}\right):=Y_{i}$ and $\gamma^{\prime}\left(u_{i}, s\right):=\overline{\gamma^{\prime}\left(s, u_{i}\right)}$, for $i=1,2$. After these steps we know that $\gamma^{\prime}$ is exact at $s$ and we do not change $\gamma^{\prime}$ for any predecessor of $s$.

When we reach a leaf $\ell \in L(T)$, we do not change $\gamma^{\prime}$ and continue with the next node in the breadth-first search.

This construction yields the desired mapping.

The construction above may result in a tree with empty leafs. But such a leaf can be easily removed by deleting it and its neighbor, connecting the resulting open edges.

Now, we are ready to prove the Duality Theorem for Submodular Bounded Functions.

Proof of Theorem 14, see [9]. For the forward direction, we let $(T, \gamma)$ be a decomposition of $U$ over $\mathcal{A}$ of width less than $k$. Suppose, for contradiction, $\mathcal{T}$ is a $\kappa$-tangle of order $k$ that avoids $\mathcal{A}$. We orient the edges $E(T)$ such that they point in the direction of the set that is contained in the tangle. Such a set always exists as the width is less then $k$. Thus, formally we orient $(s, t) \in E(T)$ towards $t$ if $\gamma(s, t) \in \mathcal{T}$, and towards $s$ if $\gamma(t, s)=\overline{\gamma(s, t)} \in \mathcal{T}$. As in every oriented tree, there is at least one node $t \in V(T)$ such that all edges incident to $t$ are oriented towards $t$. If $t \in L(T)$ then $\gamma(t) \in \mathcal{A}$ and $\gamma(t) \in \mathcal{T}$ which contradicts the assumption that $\mathcal{T}$ avoids $\mathcal{A}$. Thus, $t$ is an internal node with $N(t)=\left\{u_{1}, u_{2}, u_{3}\right\}$. But since all $\gamma\left(t, u_{i}\right)$ are mutually disjoint and all $\gamma\left(u_{1}, t\right) \in \mathcal{T}$ this contradicts (T.2) as $\gamma\left(t, u_{1}\right) \cup \gamma\left(t, u_{2}\right) \cup \gamma\left(t, u_{3}\right)=U$ and thus $\gamma\left(u_{1}, t\right) \cap \gamma\left(u_{2}, t\right) \cap \gamma\left(u_{3}, t\right)=\emptyset$. It follows that such a $\kappa$-tangle can not exist and the forward direction holds.

For the backward direction assume there is no $\kappa$-tangle of order $k$ that avoids $\mathcal{A}$. We will construct a pre-decomposition $(T, \gamma)$ of $U$ over $\mathcal{A}$ of width less than $k$. Using the Exactness Lemma and since $\mathcal{A}$ is closed under taking subsets it follows that a decomposition of $U$ over $\mathcal{A}$ exists.

We construct such a pre-decomposition $(T, \gamma)$ inductively on the number of sets $X \subseteq U$ with $\kappa(X)<k$ and neither $X \in \mathcal{A}$ nor $\bar{X} \in \mathcal{A}$.

In the base case, for all $X \subseteq U$ with $\kappa(X)<k$, holds $X \in \mathcal{A}$ or $\bar{X} \in \mathcal{A}$. We define $\mathcal{Y}:=\{\bar{X} \mid X \in \mathcal{A}$ with $\kappa(X)<k\}$. We know that $\mathcal{Y}$ can not be a tangle, as we assumed that there is no tangle of order $k$. Since (T.0) and (T.1) hold by assumption on $\mathcal{A}$, either (T.2) or (T.3) have to be false. If $\mathcal{Y}$ violates (T.2) there are three sets $Y_{1}, Y_{2}, Y_{3} \in \mathcal{Y}$ such that $Y_{1} \cap Y_{2} \cap Y_{3}=\emptyset$. Then $\overline{Y_{1}}, \overline{Y_{2}}, \overline{Y_{3}} \in \mathcal{A}$ and $\overline{Y_{1}} \cup \overline{Y_{2}} \cup \overline{Y_{3}}=U$. We set $T:=$ $\left(\left\{\ell_{1}, \ell_{2}, \ell_{3}, t\right\},\left\{\left(\ell_{i}, t\right) \mid i=1,2,3\right\}\right), \gamma\left(t, \ell_{i}\right):=\overline{Y_{i}} \in \mathcal{A}$ and $\gamma\left(\ell_{i}, t\right):=Y_{i}$. Then, $(T, \gamma)$ is a pre-decomposition of $U$ over $\mathcal{A}$. If $\mathcal{Y}$ violates (T.3) there is some $x \in U$ such that $\{x\} \in \mathcal{Y}$ and thus $\overline{\{x\}} \in \mathcal{A}$. Since $\operatorname{Sing}(U) \subseteq \mathcal{A}$ we have $\{x\} \in \mathcal{A}$. We take $T:=(\{s, t\},\{(s, t)\})$ and $\gamma(s, t):=\{x\}, \gamma(t, s):=\overline{\{x\}}$. Then $(T, \gamma)$ is a pre-decomposition of $U$ over $\mathcal{A}$.

In the inductive step, we have some $X \subseteq U$ with $\kappa(X)<k$ and neither $X \in \mathcal{A}$ nor $\bar{X} \in \mathcal{A}$. We chose $X^{\prime}$ such that $\left|X^{\prime}\right|$ is minimal with respect to the conditions above. We set $\mathcal{A}^{1}:=\mathcal{A} \cup 2^{X^{\prime}}$ and $\mathcal{A}^{2}:=\mathcal{A} \cup 2^{\overline{X^{\prime}}}$. By the induction hypothesis there are pre-decompositions $\left(T^{1}, \gamma^{1}\right)$ over $\mathcal{A}^{1}$ and $\left(T^{2}, \gamma^{2}\right)$ over $\mathcal{A}^{2}$. If $\operatorname{At}\left(T_{i}, \gamma_{i}\right) \subseteq \mathcal{A}$ than $\left(T_{i}, \gamma_{i}\right)$ is a pre-decomposition over $\mathcal{A}$ and we are done. Otherwise, we can assume that $\left(T^{1}, \gamma^{1}\right)$ is a decomposition, due to the Exactness Lemma 16, thus the $\gamma^{1}(\ell)$ for all $\ell \in L\left(T^{1}\right)$ are unique. There is some $\ell^{1} \in L\left(T^{1}\right)$ such that $\gamma^{1}\left(\ell^{1}\right) \notin \mathcal{A}$. As the width of $\left(T^{1}, \gamma^{1}\right)$ is less than $k$ and no true subset $X^{\prime \prime} \subset X^{\prime}$ fulfills $\kappa\left(X^{\prime \prime}\right)<k$ and neither $X^{\prime \prime} \in \mathcal{A}$ nor $\overline{X^{\prime \prime}} \in \mathcal{A}$, we know that $\gamma^{1}\left(\ell^{1}\right)=X^{\prime}$ and that it is the only leaf with this condition. We denote its neighbor by $s^{1}$. Let us now consider all $\ell_{1}^{2}, \ldots, \ell_{m}^{2} \in L\left(T^{2}\right)$ with $\gamma^{2}\left(\ell_{i}^{2}\right) \notin \mathcal{A}$. We know that, for all $\ell_{i}^{2}$, we have $\gamma^{2}\left(\ell_{i}^{2}\right) \subseteq \overline{X^{\prime}}$. We consider all $s_{i}^{2}$ with $N\left(\ell_{i}^{2}\right)=\left\{s_{i}^{2}\right\}$. We modify $\gamma^{2}$ by setting $\gamma^{2}\left(s_{i}^{2}, \ell_{i}^{2}\right):=\overline{X^{\prime}}$ and $\gamma^{2}\left(\ell_{i}^{2}, s_{i}^{2}\right):=X^{\prime}$. The result will still be a pre-decomposition. Then, we construct a pre-decomposition $(T, \gamma)$ of $U$ over $\mathcal{A}$. We take $m$ disjoint copies $\left(T_{i}^{1}, \gamma_{i}^{1}\right)$ of $\left(T^{1}, \gamma^{1}\right)$. We
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(a) The dendogram corresponding to the data points
(b) Data points used to compute the dendogram. using single linkage.

Figure 1 An example of a dendogram. The distance function used is $\ell_{S L}(X, Y):=$ $\min _{x \in X, y \in Y}\|x-y\|$, where $\|\cdot\|$ is the Euclidean norm. This distance function is used in single linkage.
define

$$
V(T):=\bigcup_{1 \leq i \leq m} V\left(T_{i}^{1}\right) \backslash\left\{\ell_{i}^{1}\right\} \cup V\left(T^{2}\right) \backslash\left\{\ell_{1}^{2}, \ldots, \ell_{m}^{2}\right\}
$$

and take the union of all edge sets where $\ell_{i}^{1}$ is replaced by $s_{i}^{2}$ and $\ell_{i}^{2}$ is replaced by $s_{i}^{1}$. Then, we define $\gamma: E(T) \rightarrow 2^{U}$ by

$$
\gamma(s, t):= \begin{cases}X^{\prime} & \text { if }(s, t)=\left(s_{i}^{1}, s_{i}^{2}\right) \text { for some } 1 \leq i \leq m \\ \overline{X^{\prime}} & \text { if }(s, t)=\left(s_{i}^{2}, s_{i}^{1}\right) \text { for some } 1 \leq i \leq m \\ \gamma^{1}(s, t) & \text { if } s, t \in V\left(T_{i}^{1}\right) \text { for some } 1 \leq i \leq m \\ \gamma^{2}(s, t) & \text { if } s, t \in V\left(T^{2}\right)\end{cases}
$$

Then, $(T, \gamma)$ is a pre-decomposition of $U$ over $\mathcal{A}$ of width less than $k$.

## 5 Minimum Distance Function and Hierarchical Clustering

To establish the connection between the $\delta_{\mathrm{d}}$-tangles and hierarchical clustering, we use Ag glomerative Hierarchical Clustering via single linkage on dissimilarity inputs. A dissimilarity input is an instance, where a small function value describes a large similarity between the points. The result of a hierarchical clustering algorithm is a dendogram. For an arbitrary set $U, \mathcal{P}(U)$ denotes the set of all partitions of $U$.

- Definition 17 ([2]). A dendogram over a finite set $U=\left\{x_{1}, \ldots, x_{n}\right\}$ is a function $\theta:[0, \infty) \rightarrow \mathcal{P}(U)$, satisfying the following conditions:

1. $\theta(0)=\left\{\left\{x_{1}\right\}, \ldots,\left\{x_{n}\right\}\right\}$,
2. there exists $t_{0}$ such that $\theta(t)=\{U\}$ for all $t \geq t_{0}$,
3. if $r \leq s$ then $\theta(r)$ is a refinement of $\theta(s)$, that is for every $\mathcal{B} \in \theta(r)$ there is some $\mathcal{B}^{\prime} \in \theta(s)$ such that $\mathcal{B} \subseteq \mathcal{B}^{\prime}$, and
4. for all $r$ there exists $\epsilon>0$ such that $\theta(r)=\theta(t)$ for all $t \in[r, r+\epsilon]$.

The first and second condition ensure that the trivial partitions are part of the dendogram, with the single elements having the smallest possible value and the whole set giving an upper bound. The third condition states that every partition results from a merge of sets contained
in a more refined partition. The last condition is a bit technical, and ensures that $\theta$ is right continuous. An example of a dendogram can be seen in Figure 1. We allow more than one cluster to merge in one step, as introduced and analyzed by Carlson and Mémoli [2]. The single linkage clustering in this framework works as follows.
$\rightarrow$ Definition 18 ([2]). Let ( $U, \mathrm{~d}$ ) be a metric space and let $\ell_{S L}: 2^{U} \times 2^{U} \rightarrow \mathbb{R}$ be the single linkage function on $U$ defined by

$$
\ell_{S L}(\mathcal{A}, \mathcal{B}):=\min _{a \in \mathcal{A}, b \in \mathcal{B}} \mathrm{~d}(a, b) .
$$

Define a sequence of distances $R_{0}, R_{1}, R_{2}, \ldots \in[0, \infty)$ and a corresponding sequence of partitions $\Theta_{0}, \Theta_{1}, \Theta_{2}, \ldots \in \mathcal{P}(U)$ by:

- $R_{0}=0$ and $\Theta_{0}=\left\{\left\{x_{1}\right\}, \ldots,\left\{x_{n}\right\}\right\}$, with $U=\left\{x_{1}, \ldots, x_{n}\right\}$,
- $R_{i+1}:=\min _{\mathcal{B}, \mathcal{B}^{\prime} \in \Theta_{i}} \ell_{S L}\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$
- $\Theta_{i+1}:=\Theta_{i} / \sim_{R_{i+1}}$, where $\mathcal{B} \sim_{R_{i+1}} \mathcal{B}^{\prime}$ if there exists a sequence of blocks of distance at most $R_{i+1}$, thus $\mathcal{B}=\mathcal{B}_{1}, \ldots, \mathcal{B}_{s}=\mathcal{B}^{\prime} \in \Theta_{i}$ with $\ell_{S L}\left(\mathcal{B}_{k}, \mathcal{B}_{k+1}\right) \leq R_{i+1}$, for $k=$ $1, \ldots, s-1$.
Then the dendogram for single linkage is defined by

$$
\theta^{\ell_{S L}}(r):=\Theta_{i(r)}
$$

where $i(r):=\max \left\{i \mid R_{i} \leq r\right\}$.
A less technical way to describe this is, that we start with distance $R_{0}=0$ and the partition into single elements. Then we inductively compute the smallest pairwise distance of any two points separated by the partition $\Theta_{i}$, store this as the next distance value $R_{i+1}$ and merge the corresponding sets to achieve a new partition $\Theta_{i+1}$. We repeat this step until all sets are merged. The resulting dendogram can be interpreted as a decomposition of the universe into its $\delta_{\mathrm{d}}$-tangles, where the non-singular blocks of the dendogram correspond to the tangles. The following theorem is a precise formulation of Theorem 2.

- Theorem 19. Let $(U, d)$ be a metric space.

1. For every $r \in \mathbb{R}$ and every block $\mathcal{B} \in \theta^{\ell_{S L}}(r)$ with $|\mathcal{B}|>1$,

$$
\mathcal{T}:=\left\{X \subseteq U \mid \delta_{\mathrm{d}}(X)<\exp (-r), \mathcal{B} \subseteq X\right\}
$$

is a $\delta_{\mathrm{d}}$-tangle of $U$ of order $\exp (-r)$.
2. For every $\delta_{\mathrm{d}}$-tangle $\mathcal{T}$ of $U$ of order $k$ we can identify a block $\mathcal{B} \in \theta^{\ell_{S L}}(-\log (k))$ with $|\mathcal{B}|>1$ such that

$$
\mathcal{T}=\left\{X \subseteq U \mid \delta_{\mathrm{d}}(X)<k, \mathcal{B} \subseteq X\right\}
$$

Proof. Using the same arguments as in Example 10 the first statement holds. For the second statement one needs the equivalence relation $\sim_{r}$ on $U$, where $x \sim_{r} y$ if and only if there is a sequence of elements $x=x_{1}, \ldots, x_{s}=y \in U$ such that $\mathrm{d}\left(x_{i}, x_{i+1}\right) \leq r$. Carlson and Mémoli [2] have shown that the blocks of $\theta^{\ell S L}(r)$ are exactly the equivalence classes $U / \sim_{r}$.

Let $\mathcal{T}$ be a $\delta_{\mathrm{d}}$-tangle of order $k$. Using Corollary 12 we can find a connected component $C$ in the graph $G=\left(U, \delta_{\mathrm{d}}{ }^{k}\right)$ such that $C \subseteq X$, for all $X \in \mathcal{T}$. Looking at the definition $\delta_{\mathrm{d}}{ }^{k}:=\{(u, v) \mid \exp (-\mathrm{d}(u, v)) \geq k\}$ we see that two elements $u, v \in U$ are connected in $G$ if and only if for their distance holds $\mathrm{d}(u, v) \leq-\log (k)$, thus $u \sim_{-\log (k)} v$. It follows that the equivalence classes of $U / \sim_{-\log (k)}$ are exactly the same as the connected components of $G$. Thus, there is a block $C=\mathcal{B} \in \theta^{\ell_{S L}}(-\log (k))$ that fulfills the requirement.

## E. Fluck

- Remark 20. Let us consider two popular hierarchical clustering algorithms, average linkage and complete linkage. The algorithm is the same as in Definition 18, but the linkage function $\ell$ changes. The distance of two sets for complete linkage equals the maximum distance of any point from one set to any point from the other set, thus $\ell_{C L}(X, Y):=\max _{x \in X, y \in Y} \mathrm{~d}(x, y)$. Using the same trick as for single linkage, a natural related connectivity function is $\kappa_{\mathrm{d}}(X):=$ $\min _{x \in X, y \in \bar{X}} \exp (-\mathrm{d}(x, y))$, for $X \in 2^{U} \backslash\{\emptyset, U\}$, and $\kappa_{\mathrm{d}}=0$, otherwise. This function is maximum-submodular and using the Manhattan distance it is even submodular. But in general, for an arbitrary partition $P$, it holds that

$$
\min _{X, Y \in P} \max _{x \in X} \mathrm{~d}(x, y) \neq-\log \left(\max _{X \in P} \min _{x \in X, x^{\prime} \in \bar{X}} \exp \left(-\mathrm{d}\left(x, x^{\prime}\right)\right)\right)
$$

as $\ell_{C L}(X, \bar{X})=\max _{Y \in P} \ell_{C L}(X, Y)$, for arbitrary $X \in P$. This is different for single linkage. It holds that for any partition $P$ of the universe we have

$$
\min _{X, Y \in P} \ell_{S L}(X, Y)=-\log \left(\max _{X \in P} \delta_{\mathrm{d}}(X)\right)
$$

as $\ell_{S L}(X, \bar{X})=\min _{Y \in P} \ell_{S L}(X, Y)$, for arbitrary $X \in P$. Thus in contrast to single linkage, the optimum of complete linkage $\ell_{C L}$ used to compute $R_{i+1}$ does not correspond to the optimum according to the connectivity function $\kappa_{\mathrm{d}}$. For average linkage ( $\ell_{A L}(X, Y):=$ $\left.\sum_{x \in X, y \in Y} \frac{\mathrm{~d}(x, y)}{|X||Y|}\right)$, a corresponding set function could be $\varphi_{\mathrm{d}}(X):=\sum_{x \in X, y \in \bar{X}} \frac{\exp (-\mathrm{d}(x, y))}{|X||\bar{X}|}$, for $X \in 2^{U} \backslash\{\emptyset, U\}$, and $\varphi_{\mathrm{d}}=0$, otherwise. It is neither submodular nor maximumsubmodular. Additionally in general $\ell_{A L}(X, \bar{X})$ is not directly computable from $\ell_{A L}(X, Y)$, for $X, Y \in P$ with $P$ an arbitrary partition. To compute $\ell_{A L}(X, \bar{X})$, also the size of all $Y \in P$ is needed. We have

$$
\ell_{A L}(X, \bar{X})=\frac{\sum_{Y \in P, X \neq Y}|Y| \ell_{A L}(X, Y)}{\sum_{Y \in P, X \neq Y}|Y|}
$$

This makes it even harder to find a suitable connectivity function.

## 6 Conclusion

We establish a precise technical connection between tangles and hierarchical clustering. We can specify this connection for the minimum distance function and single linkage clustering. It is still an open question if there are other clustering algorithms for which we can find corresponding set functions. One of the main obstacles here is, that tangles and the corresponding set functions only look at global connectivity of some set to its converse whereas hierarchical clustering looks at local connectivity between two sets. For single linkage these two notions turned out to be the same.

Our second contribution is to show duality between tangles and branch decompositions for a new class of functions. In our view, the key transformation in the proof of the Duality Theorem is the Exactness Lemma (related to „shifting" in [6]); this is where submodularity or maximum-submodularity comes in. To broaden the theory, it will be essential to understand under which general conditions such a transformation is possible.
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# Approximating the Orthogonality Dimension of Graphs and Hypergraphs 
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#### Abstract

A $t$-dimensional orthogonal representation of a hypergraph is an assignment of nonzero vectors in $\mathbb{R}^{t}$ to its vertices, such that every hyperedge contains two vertices whose vectors are orthogonal. The orthogonality dimension of a hypergraph $H$, denoted by $\bar{\xi}(H)$, is the smallest integer $t$ for which there exists a $t$-dimensional orthogonal representation of $H$. In this paper we study computational aspects of the orthogonality dimension of graphs and hypergraphs. We prove that for every $k \geq 4$, it is NP-hard (resp. quasi-NP-hard) to distinguish $n$-vertex $k$-uniform hypergraphs $H$ with $\bar{\xi}(H) \leq 2$ from those satisfying $\bar{\xi}(H) \geq \Omega\left(\log ^{\delta} n\right)$ for some constant $\delta>0$ (resp. $\left.\bar{\xi}(H) \geq \Omega\left(\log ^{1-o(1)} n\right)\right)$. For graphs, we relate the NP-hardness of approximating the orthogonality dimension to a variant of a long-standing conjecture of Stahl. We also consider the algorithmic problem in which given a graph $G$ with $\bar{\xi}(G) \leq 3$ the goal is to find an orthogonal representation of $G$ of as low dimension as possible, and provide a polynomial time approximation algorithm based on semidefinite programming.
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## 1 Introduction

A $t$-dimensional orthogonal representation of a hypergraph $H=(V, E)$ is an assignment of a nonzero real vector $u_{v} \in \mathbb{R}^{t}$ to every vertex $v \in V$, such that every hyperedge $e \in E$ contains two vertices $v, v^{\prime} \in e$ whose vectors $u_{v}$ and $u_{v^{\prime}}$ are orthogonal. The orthogonality dimension of $H$, denoted by $\bar{\xi}(H)$, is the smallest integer $t$ for which there exists a $t$-dimensional orthogonal representation of $H .{ }^{1}$ The notion of orthogonal representations was introduced for graphs by Lovász [38] in the study of the Shannon capacity and was later involved in a geometric characterization of connectivity properties of graphs by Lovász, Saks, and Schrijver [40]. The orthogonality dimension over the complex field was used by de Wolf [15] in a characterization of the quantum one-round communication complexity of promise equality problems and by Cameron et al. [11] in the study of the quantum chromatic number of graphs (see also [43, 7, 8]). An extension of orthogonal representations, called orthogonal bi-representations, was introduced by Haemers [26] and has found several further applications to information theory and to theoretical computer science.
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Orthogonal representations can be viewed as a generalization of hypergraph vertex colorings, one of the most fundamental and extensively studied topics in graph theory. Recall that a hypergraph $H$ is said to be $c$-colorable if one can assign one of colors to every vertex of $H$ such that no hyperedge is monochromatic. The chromatic number of $H$, denoted by $\chi(H)$, is the smallest integer $c$ for which $H$ is $c$-colorable. Obviously, every $c$-coloring of $H$ induces a $c$-dimensional orthogonal representation of $H$ by assigning the $i$ th unit vector $e_{i} \in \mathbb{R}^{c}$ to every vertex colored by the $i$ th color. On the other hand, given a $t$-dimensional orthogonal representation $\left(u_{v}\right)_{v \in V}$ of $H$ one can assign to every vertex $v$ the vector in $\{-1,0,+1\}^{t}$ that consists of the signs of the entries of $u_{v}$, and since nonzero orthogonal vectors have distinct sign vectors it follows that $H$ is $3^{t}$-colorable. We conclude that every hypergraph $H$ satisfies

$$
\begin{equation*}
\log _{3} \chi(H) \leq \bar{\xi}(H) \leq \chi(H) \tag{1}
\end{equation*}
$$

The upper bound in (1) can clearly be tight (take, e.g., a complete graph), and it turns out that there exist graphs whose orthogonality dimension is exponentially smaller than their chromatic number (see Proposition 7).

The current work studies the problem of approximating the orthogonality dimension of graphs and hypergraphs. This research direction was already suggested in the late eighties by Lovász et al. [40], who remarked that computing the orthogonality dimension of graphs seems to be a difficult task (see also [39]). Nevertheless, the only hardness result we are aware of for this graph parameter is the one of Peeters [42], who proved that for every $t \geq 3$ it is NP-hard to decide whether an input graph $G$ satisfies $\bar{\xi}(G) \leq t$ (see also [7]). Before stating our hardness and algorithmic results, we overview related previous work on graph and hypergraph coloring.

### 1.1 Graph and Hypergraph Coloring

It is well known that the problem of deciding whether an input graph is $c$-colorable can be easily solved in polynomial time for $c \in\{1,2\}$ and is NP-hard for every $c \geq 3$ [30].

In 1976, Garey and Johnson [21] have discovered an interesting connection between hardness of graph coloring and the multichromatic numbers of Kneser graphs. For integers $d \geq 2 s$, the Kneser graph $K(d, s)$ is the graph whose vertices are all the $s$-subsets of $[d]$, where two sets are adjacent if they are disjoint. A $k$-tuple coloring $f$ of a graph $G=(V, E)$ is an assignment $f(v)$ of a set of $k$ colors to every vertex $v \in V$ such that $f(v) \cap f\left(v^{\prime}\right)=\emptyset$ whenever $v$ and $v^{\prime}$ are adjacent in $G$. The $k$ th multichromatic number of $G$, denoted by $\chi_{k}(G)$, is the smallest integer $c$ for which $G$ has a $k$-tuple coloring with $c$ colors. Equivalently, $\chi_{k}(G)$ is the smallest integer $c$ for which there exists a homomorphism from $G$ to the Kneser graph $K(c, k)$. Note that $\chi_{1}(G)$ is simply the standard chromatic number $\chi(G)$. In the seventies, Stahl [45] has made the following conjecture regarding the multichromatic numbers of Kneser graphs (see also [19]).

- Conjecture 1 ([45]). For all integers $k$ and $d \geq 2 s$,

$$
\chi_{k}(K(d, s))=\left\lceil\frac{k}{s}\right\rceil \cdot(d-2 s)+2 k
$$

More than forty years later, Conjecture 1 is still widely open. While the right-hand side in the conjecture is known to form an upper bound on $\chi_{k}(K(d, s))$ for all values of $k, d$ and $s$, the conjecture was confirmed only for a few special cases. For $k=1$, the conjecture was proved by Lovász [37] in a breakthrough application of algebraic topology confirming a conjecture by Kneser [33]. Stahl [45] proved that the conjecture holds whenever $1 \leq k \leq s$,
$d=2 s+1$, or $k$ is divisible by $s$. Garey and Johnson [21] proved the case of $s=3$ and $k=4$, namely, that $\chi_{4}(K(d, 3))=2 d-4$, and used it in the analysis of a reduction from 3 -colorability to prove that for every $c \geq 6$, it is NP-hard to distinguish between graphs $G$ that satisfy $\chi(G) \leq c$ and those that satisfy $\chi(G) \geq 2 c-4$.

In 1993, Khanna, Linial, and Safra [32] proved that it is NP-hard to decide whether an input graph $G$ satisfies $\chi(G) \leq 3$ or $\chi(G) \geq 5$ (see also [25]). As observed in [6], combining this result with the proof technique of [21] and the case of $s=3$ and $k=5$ in Conjecture 1 proved by Stahl [46] (who confirmed there the conjecture for $s \leq 3$ and all integers $k$ and $d$ ), it follows that for every $c \geq 6$ it is NP-hard to distinguish between the cases $\chi(G) \leq c$ and $\chi(G) \geq 2 c-2$. Brakensiek and Guruswami [6] improved this result using different techniques and proved the NP-hardness of deciding whether a given graph $G$ satisfies $\chi(G) \leq c$ or $\chi(G) \geq 2 c-1$ for all $c \geq 3$. In a recent work of Bulín, Krokhin, and Opršal [10], the latter condition was further improved to $\chi(G) \geq 2 c$. We note that Dinur, Mossel, and Regev [16] proved that assuming a certain variant of the unique games conjecture, deciding whether a given graph $G$ satisfies $\chi(G) \leq 3$ or $\chi(G) \geq c$ is NP-hard for every $c \geq 4$.

We next consider, for any constant $k \geq 3$, the problem of deciding whether an input $k$-uniform hypergraph (i.e., a hypergraph each of its hyperedges contains exactly $k$ vertices) is $c$-colorable. While the problem can clearly be solved in polynomial time for $c=1$, it was shown to be NP-hard for $c=2$ and $k=3$ by Lovász [36], motivating the study of the following gap problem: Given an $n$-vertex $k$-uniform hypergraph $H$, decide whether $\chi(H) \leq 2$ or $\chi(H) \geq c$. Guruswami, Håstad, and Sudan [24] proved that the problem is NP-hard for $k \geq 4$ and every constant $c \geq 3$. By combining their proof with the later PCP theorem of Moshkovitz and Raz [41], this result also follows for the super-constant $c=\Omega\left(\frac{\log \log n}{\log \log \log n}\right)$. For $k=3$, the NP-hardness was proved for every constant $c \geq 3$ by Dinur, Regev, and Smyth [17]. Their proof approach was extended in a recent work of Bhangale [3], who obtained NP-hardness for every $k \geq 4$ with the improved super-constant $c=\Omega\left(\log ^{\delta} n\right)$ where $\delta>0$ is some constant. Under the complexity assumption NP $\nsubseteq \operatorname{DTIME}\left(2^{\operatorname{poly}(\log n)}\right)$, several stronger hardness results are known. This includes the case of $k=3$ and $c=\Omega(\sqrt[3]{\log \log n})$ proved in [17] and the case of $k \geq 4$ and $c=\Omega\left(\frac{\log n}{\log \log n}\right)$ proved in [3]. For additional related results see, e.g., $[3$, Table 1] and the references therein.

On the algorithmic side, significant efforts have been made in the literature to obtain polynomial time algorithms for coloring $n$-vertex 3 -colorable graphs using as few colors as possible. This line of research was initiated by a simple algorithm of Wigderson [47] that used $O(\sqrt{n})$ colors. In a series of increasingly sophisticated combinatorial algorithms, Blum [4] improved the number of colors to $\widetilde{O}\left(n^{3 / 8}\right)$. Then, Karger, Motwani, and Sudan [29] introduced an algorithm based on a semidefinite relaxation and improved the number of colors to $\widetilde{O}\left(n^{1 / 4}\right)$. Combining the combinatorial approach of [4] and the semidefinite relaxation of [29], Blum and Karger [4, 5] improved it to $\widetilde{O}\left(n^{3 / 14}\right)$, which was later improved by Arora, Chlamtac, and Charikar [2] and by Chlamtac [13] to $\widetilde{O}\left(n^{0.2111}\right)$ and $\widetilde{O}\left(n^{0.2072}\right)$ respectively. The combinatorial component of these algorithms was recently improved by Kawarabayashi and Thorup [31], who reduced the number of colors to $\widetilde{O}\left(n^{0.19996}\right)$. Halperin et al. [27] have obtained analogue results for coloring $n$-vertex $c$-colorable graphs for all constants $c \geq 4$, e.g., for $c=4$ there exists an efficient algorithm that uses $\widetilde{O}\left(n^{7 / 19}\right)$ colors.

For hypergraphs, there exists a simple combinatorial algorithm that given an $n$-vertex $k$-uniform 2 -colorable hypergraph finds in polynomial time a coloring with $\widetilde{O}\left(n^{1-1 / k}\right)$ colors, as was shown independently by Alon et al. [1] and by Chen and Frieze [12]. For $k=3$, this algorithm was combined in [1, 12] with the semidefinite programming approach of [29] to obtain a better bound of $\widetilde{O}\left(n^{2 / 9}\right)$, which was later improved to $\widetilde{O}\left(n^{1 / 5}\right)$ by Krivelevich,
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Nathaniel, and Sudakov [35]. We note, however, that Alon et al. [1] have provided evidence that the powerful semidefinite approach cannot be applied to coloring $k$-uniform hypergraphs for $k \geq 4$.

### 1.2 Our Contribution

The present paper offers hardness and algorithmic results on the orthogonality dimension of graphs and hypergraphs. We first mention that known hardness results on the chromatic number can be used to derive hardness results for the orthogonality dimension. Indeed, the inequalities given in (1) yield that for every integers $t_{1}$ and $t_{2}$, NP-hardness of deciding whether an input $k$-uniform hypergraph $H$ satisfies $\chi(H) \leq t_{1}$ or $\chi(H) \geq t_{2}$ immediately implies the NP-hardness of deciding whether it satisfies $\bar{\xi}(H) \leq t_{1}$ or $\bar{\xi}(H) \geq \log _{3} t_{2}$. In particular, the hardness results of [17, 25] imply that for all constants $k \geq 3$ and $t \geq 3$, it is NP-hard to decide whether an input $k$-uniform hypergraph $H$ satisfies $\bar{\xi}(H) \leq 2$ or $\bar{\xi}(H) \geq t$. For $k=2$, such a result follows from [16] under a variant of the unique games conjecture. However, for super-constant hardness gaps this implication leads to an exponential loss. In particular, it follows from [3] that for every $k \geq 4$ it is NP-hard to distinguish $n$-vertex $k$-uniform hypergraphs $H$ with $\bar{\xi}(H) \leq 2$ from those satisfying $\bar{\xi}(H) \geq \Omega(\log \log n)$. We prove that this exponential loss can be avoided.

- Theorem 2. Let $k \geq 4$ be a fixed integer.

1. There exists a constant $\delta>0$ for which it is NP-hard to decide whether an input n-vertex $k$-uniform hypergraph $H$ satisfies $\bar{\xi}(H) \leq 2$ or $\bar{\xi}(H) \geq \log ^{\delta} n$.
2. Assuming $\mathrm{NP} \nsubseteq \mathrm{DTIME}\left(n^{O(\log \log n)}\right)$, for every constant $c>0$ there is no polynomial time algorithm that decides whether an input n-vertex $k$-uniform hypergraph $H$ satisfies $\bar{\xi}(H) \leq 2$ or $\bar{\xi}(H) \geq c \cdot \frac{\log n}{\log \log n}$.

We next consider the hardness of approximating the orthogonality dimension of graphs. Our result involves a generalization of orthogonal representations of graphs defined as follows. A $t$-dimensional orthogonal $k$-subspace representation of a graph $G=(V, E)$ is an assignment of a subspace $U_{v} \subseteq \mathbb{R}^{t}$ with $\operatorname{dim}\left(U_{v}\right)=k$ to every vertex $v \in V$, such that the subspaces $U_{v}$ and $U_{v^{\prime}}$ are orthogonal whenever $v$ and $v^{\prime}$ are adjacent in $G$. For a graph $G$, let $\bar{\xi}_{k}(G)$ denote the smallest integer $t$ for which there exists a $t$-dimensional orthogonal $k$-subspace representation of $G$. Note that $\bar{\xi}_{1}(G)=\bar{\xi}(G)$ for every graph $G$. We prove the following result.

- Theorem 3. For every graph $F$, it is NP-hard to decide whether an input graph $G$ satisfies $\bar{\xi}(G) \leq \bar{\xi}_{3}(F)$ or $\bar{\xi}(G) \geq \bar{\xi}_{4}(F)$.

With Theorem 3 in hand, it is of interest to find graphs $F$ for which $\bar{\xi}_{4}(F)$ is large compared to $\bar{\xi}_{3}(F)$. We consider here, in light of Conjecture 1, the behavior of the $\bar{\xi}_{k}$ parameters on the Kneser graphs $K(d, s)$. For $k=1$, it was recently shown that the orthogonality dimension and the chromatic number coincide on Kneser graphs [28]. We further observe, as an application of a result of Bukh and Cox [9], that the values of $\chi_{k}$ and $\bar{\xi}_{k}$ coincide on the Kneser graphs $K(d, s)$ for every $k$ divisible by $s$ (that is, for all integers $\ell \geq 1$ and $d \geq 2 s, \quad \bar{\xi}_{\ell \cdot s}(K(d, s))=\chi_{\ell \cdot s}(K(d, s))=\ell \cdot d$, and in particular $\bar{\xi}_{3}(K(d, 3))=d$; see Corollary 17). It would be natural to ask whether this is also the case for $k=4$ and $s=3$.

- Question 4. Is it true that for every $d \geq 6, \quad \bar{\xi}_{4}(K(d, 3))=2 d-4$ ?

A positive answer to Question 4 would imply that for every $t \geq 6$, it is NP-hard to decide whether an input graph $G$ satisfies $\bar{\xi}(G) \leq t$ or $\bar{\xi}(G) \geq 2 t-4$, analogously to the hardness result of [21] for the chromatic number. ${ }^{2}$

We finally consider the algorithmic problem in which given an $n$-vertex $k$-uniform hypergraph $H$ with constant orthogonality dimension, the goal is to find an orthogonal representation of $H$ of as low dimension as possible. It is not difficult to show that a hypergraph $H$ satisfies $\bar{\xi}(H) \leq 2$ if and only if it is 2-colorable. Hence, by the algorithm of Krivelevich et al. [35], given an $n$-vertex 3 -uniform hypergraph $H$ with $\bar{\xi}(H) \leq 2$ it is possible to efficiently find a coloring of $H$ that uses $\widetilde{O}\left(n^{1 / 5}\right)$ colors, and, in particular, to obtain an orthogonal representation of $H$ of this dimension. For graphs, the first nontrivial case is where we are given as input an $n$-vertex graph $G$ with $\bar{\xi}(G) \leq 3$, for which we prove the following result.

- Theorem 5. There exists a randomized polynomial time algorithm that given an n-vertex graph $G$ satisfying $\bar{\xi}(G) \leq 3$, finds a coloring of $G$ that uses at most $\widetilde{O}\left(n^{0.2413}\right)$ colors. In particular, the algorithm finds an orthogonal representation of $G$ of dimension $\widetilde{O}\left(n^{0.2413}\right)$.

In fact, we prove a stronger statement than that of Theorem 5 , allowing the input graph $G$ to satisfy $\bar{\xi}_{k}(G) \leq 3 k$ for some integer $k$ (rather than the special case $k=1$; see Theorem 23).

### 1.3 Overview of Proofs

## Hardness of Approximating the Orthogonality Dimension of Hypergraphs

Theorem 2 is proved in two steps. In the first, we show that approximating the orthogonality dimension of $k$-uniform hypergraphs becomes harder as the uniformity parameter $k$ grows, and in the second we prove the hardness result for 4 -uniform hypergraphs. By combining the two, Theorem 2 follows. We elaborate below on each of these two steps.

## The uniformity reduction

Our goal is to show that for every $k_{1} \leq k_{2}$, one can efficiently transform a given $k_{1}$-uniform hypergraph $H_{1}$ to a $k_{2}$-uniform hypergraph $H_{2}$ so that $\bar{\xi}\left(H_{1}\right)=\bar{\xi}\left(H_{2}\right)$. We borrow a reduction used in [24] for hypergraph coloring and prove that it preserves the orthogonality dimension. For simplicity of presentation, let us consider here the case of $k_{1}=2$ and $k_{2}=4$. Given an $n$-vertex graph $G=(V, E)$ we construct a 4 -uniform hypergraph $H$ whose vertex set consists of $\ell$ copies $V_{1}, \ldots, V_{\ell}$ of $V$. For $i \in[\ell]$, let $E_{i}$ denote the collection of 2-subsets of $V_{i}$ that correspond to the edges of $G$. The hyperedges of $H$ are defined as all possible unions of pairs of sets picked from distinct collections $E_{i}$ and $E_{j}$.

As a warm-up, we observe that for a sufficiently large $\ell$, say $\ell=n+1$, we have $\chi(G)=\chi(H)$. Indeed, if $G$ is $c$-colorable then the $c$-coloring of $G$ applied to each of the copies of $V$ in $H$ implies that $H$ is $c$-colorable. On the other hand, if $G$ is not $c$-colorable then for every coloring of $H$ by colors, every graph $\left(V_{i}, E_{i}\right)$ contains a monochromatic edge. By $\ell>c$, there are $i \neq j$ and sets $e_{1} \in E_{i}$ and $e_{2} \in E_{j}$ such that all vertices of $e_{1} \cup e_{2}$ share the same color. This implies the existence of a monochromatic hyperedge in $H$, hence $H$ is not $c$-colorable.

We next show that for a sufficiently large $\ell$ we have $\bar{\xi}(G)=\bar{\xi}(H)$. The first direction is equally easy, namely, if $G$ has a $t$-dimensional orthogonal representation then by assigning its vectors to every copy of $V$ in $H$ we get a $t$-dimensional orthogonal representation of

[^41]$H$. For the other direction, assume that $G$ satisfies $\bar{\xi}(G)>t$, and suppose for the sake of contradiction that $\bar{\xi}(H) \leq t$, i.e., there exists a $t$-dimensional orthogonal representation $\left(u_{v}\right)_{v \in V(H)}$ of $H$. By $\bar{\xi}(G)>t$, for every $i \in[\ell]$ there are two vertices $a_{i}, b_{i} \in V_{i}$ adjacent in $G$ whose vectors are not orthogonal, that is, $\left\langle u_{a_{i}}, u_{b_{i}}\right\rangle \neq 0$. Now, it suffices to show that for some $i \neq j$ the four vectors $u_{a_{i}}, u_{b_{i}}, u_{a_{j}}, u_{b_{j}}$ are pairwise non-orthogonal, as this would imply a contradiction to the fact that $\left\{a_{i}, b_{i}, a_{j}, b_{j}\right\}$ is a hyperedge of $H$. It is not difficult to see that for some $i \neq j$ the vectors $u_{a_{i}}$ and $u_{b_{j}}$ are not orthogonal. Indeed, let $M_{1} \in \mathbb{R}^{\ell \times t}$ be the matrix whose rows are the vectors $u_{a_{i}}$ for $i \in[\ell]$, and let $M_{2} \in \mathbb{R}^{\ell \times t}$ be the matrix whose rows are the vectors $u_{b_{i}}$ for $i \in[\ell]$. Consider the matrix $M \in \mathbb{R}^{\ell \times \ell}$ defined by $M=M_{1} \cdot M_{2}^{T}$, and notice that its diagonal entries are all nonzero (because $\left\langle u_{a_{i}}, u_{b_{i}}\right\rangle \neq 0$ for every $i$ ) and that its rank is at most $t$. Assuming that $\ell>t$, the matrix $M$ must have some nonzero non-diagonal entry (otherwise its rank is $\ell$ ), implying that $\left\langle u_{a_{i}}, u_{b_{j}}\right\rangle \neq 0$ for some $i \neq j$. This, however, still does not complete the argument, since it might be the case that for these indices $i$ and $j$, one of the inner products $\left\langle u_{a_{i}}, u_{a_{j}}\right\rangle,\left\langle u_{b_{i}}, u_{a_{j}}\right\rangle$, and $\left\langle u_{b_{i}}, u_{b_{j}}\right\rangle$ is zero, avoiding the contradiction.

To overcome this difficulty, we use a symmetrization argument showing that the assumption $\bar{\xi}(H) \leq t$ implies that $H$ has some $t^{\prime}$-dimensional orthogonal representation $\left(w_{v}\right)_{v \in V(H)}$, where $t^{\prime}$ is not too large, with the following symmetry property: For every $i$ and $j$, if $\left\langle w_{a_{i}}, w_{b_{j}}\right\rangle \neq 0$ then the inner products $\left\langle w_{a_{i}}, w_{a_{j}}\right\rangle,\left\langle w_{b_{i}}, w_{a_{j}}\right\rangle$, and $\left\langle w_{b_{i}}, w_{b_{j}}\right\rangle$ are all nonzero. With such an orthogonal representation, applying the above argument with $\ell>t^{\prime}$ would certainly imply a contradiction and complete the proof. We achieve the symmetry property for $t^{\prime}=t^{4}$ using vector tensor products. Namely, we assign to every vertex $a_{i}$ the vector $w_{a_{i}}=u_{a_{i}} \otimes u_{b_{i}} \otimes u_{a_{i}} \otimes u_{b_{i}}$, to every vertex $b_{i}$ the vector $w_{b_{i}}=u_{a_{i}}^{\otimes 2} \otimes u_{b_{i}}^{\otimes 2}$, and to every other vertex $v$ the vector $w_{v}=u_{v}^{\otimes 4}$. It is straightforward to verify that $\left(w_{v}\right)_{v \in V(H)}$ forms a $t^{\prime}$-dimensional orthogonal representation of $H$. Moreover, by standard properties of tensor products we have

$$
\left\langle w_{a_{i}}, w_{b_{j}}\right\rangle=\left\langle u_{a_{i}}, u_{a_{j}}\right\rangle \cdot\left\langle u_{b_{i}}, u_{a_{j}}\right\rangle \cdot\left\langle u_{a_{i}}, u_{b_{j}}\right\rangle \cdot\left\langle u_{b_{i}}, u_{b_{j}}\right\rangle,
$$

which can be used to obtain that if $\left\langle w_{a_{i}}, w_{b_{j}}\right\rangle \neq 0$ then the other three inner products $\left\langle w_{a_{i}}, w_{a_{j}}\right\rangle,\left\langle w_{b_{i}}, w_{a_{j}}\right\rangle$, and $\left\langle w_{b_{i}}, w_{b_{j}}\right\rangle$ are nonzero as well. This completes the proof sketch for $k_{1}=2$ and $k_{2}=4$. For the proof of the general case, we generalize the tensor-based argument to $k$-tuples of vertices and extend the matrix reasoning applied above using bounds on off-diagonal Ramsey numbers.

## Hardness for 4-uniform hypergraphs

We next consider the hardness of approximating the orthogonality dimension of 4-uniform hypergraphs. A significant difficulty in proving such a result lies at the challenge of proving strong lower bounds on the orthogonality dimension. For the sake of comparison, in most hardness proofs for hypergraph coloring the lower bound on the chromatic number of the hypergraph $H$ constructed by the reduction is shown by an upper bound on its independence number $\alpha(H)$ and the standard inequality $\chi(H) \geq \frac{|V(H)|}{\alpha(H)}$. This approach cannot be used for the orthogonality dimension, which in certain cases can be exponentially smaller than this ratio (see Proposition 7). Exceptions of this approach, where the lower bound on the chromatic number is not proved via the independence number, are the works of Dinur et al. [17] and Bhangale [3] on which we elaborate next.

A standard technique in proving hardness of approximation results is to reduce from the Label Cover problem, in which given a collection of constraints over a set of variables the goal is to decide whether there exists an assignment that satisfies all the constraints or
any assignment satisfies only a small fraction of them. In such reductions, every variable over a domain $[R]$ is encoded via an error-correcting code known as the long code, and the constraints are replaced by "inner" constraints designed for the specific studied problem. One way to view the long code is as the graph whose vertices are all subsets of $[R]$ where two sets are adjacent if they are disjoint [18]. In the hardness proof of [17] for the chromatic number of 3 -uniform hypergraphs, this graph was replaced by the induced subgraph that consists only of subsets of a given size (i.e., a Kneser graph), where a label $\alpha \in[R]$ is encoded by the 2 -coloring of the vertices according to whether the sets contain $\alpha$ or not. The analysis of [17] is crucially based on the large chromatic number of Kneser graphs [37] and on the property that every coloring of Kneser graphs with number of colors smaller than their chromatic number enforces a large color class that includes a monochromatic edge. The latter property was proved in [17] using the chromatic number of the Schrijver graph [44], a vertex-critical subgraph of the Kneser graph. The approach of [17] was recently extended by Bhangale [3], who used in his long code construction only the vertices of the Schrijver graph. The fact that this subgraph has much fewer vertices and yet large chromatic number has led to improved hardness factors. However, for the analysis to work the "inner" constraints had to include four vertices, and this is the reason that the result was obtained for 4-uniform hypergraphs (and not for 3 -uniform hypergraphs as in [17]).

In the current work we prove the hardness of approximating the orthogonality dimension of 4-uniform hypergraphs using the reduction applied in [3] for hypergraph coloring. While we achieve the same hardness factors as in [3], the analysis relies on several different ideas and tools. This includes the aforementioned symmetrization argument for orthogonal representations, a lower bound of Golovnev et al. [23] on the sparsity of low rank matrices with nonzero entries on the diagonal, and the orthogonality dimension of Schrijver graphs determined in [28] (see Theorem 8).

## Hardness of Approximating the Orthogonality Dimension of Graphs

Theorem 3 relates the hardness of approximating the orthogonality dimension of graphs to orthogonal subspace representations. Our starting point is the NP-hardness of deciding whether an input graph $G$ satisfies $\bar{\xi}(G) \leq 3$ [42]. Following an approach of Garey and Johnson [21], our reduction constructs a graph $G^{\prime}$ defined as the lexicographic product of some fixed graph $F$ and the input graph $G$. Namely, we replace every vertex of $F$ by a copy of $G$ and replace every edge of $F$ by a complete bipartite graph between the vertex sets associated with its endpoints (see Definition 11). We then show that if $\bar{\xi}(G) \leq 3$ then $G^{\prime}$ has a $\bar{\xi}_{3}(F)$-dimensional orthogonal representation, whereas if $\bar{\xi}(G) \geq 4$ the orthogonality dimension of $G^{\prime}$ is at least $\bar{\xi}_{4}(F)$. It would be interesting to figure out the best hardness factors that Theorem 3 can yield (see Question 4). We note, though, that our approach is limited to multiplicative hardness gaps bounded by 2 , as it is easy to see that every graph $F$ satisfies $\bar{\xi}_{4}(F) \leq \bar{\xi}_{3}(F)+\bar{\xi}_{1}(F) \leq 2 \cdot \bar{\xi}_{3}(F)$.

## Coloring Graphs with Orthogonality Dimension Three

Consider the problem in which given an $n$-vertex graph $G$ satisfying $\bar{\xi}(G) \leq 3$, the goal is to find an orthogonal representation of $G$ of as low dimension as possible. Employing an approach of [14], we attempt to find a coloring of $G$ with a small number of colors, as this in particular gives an orthogonal representation of the same dimension. As mentioned before, for every $c \geq 3$ there are known efficient algorithms for coloring $n$-vertex $c$-colorable graphs, however, our only guarantee on $G$ is that its orthogonality dimension is at most 3 .

Interestingly, it follows from a theorem of Kochen and Specker [34] (see also [22]) that the largest possible chromatic number of such a graph is 4 . It follows that given an $n$-vertex graph $G$ with $\bar{\xi}(G) \leq 3$, one can simply apply the efficient algorithm of [27] for coloring 4-colorable graphs to obtain a coloring of $G$ by $\widetilde{O}\left(n^{\gamma}\right)$ colors where $\gamma=7 / 19 \approx 0.368$.

To improve on this bound, we show an efficient algorithm that finds a large independent set in a given graph $G$ satisfying $\bar{\xi}(G) \leq 3$. We consider two cases according to the maximum degree in the graph. If $G$ has a vertex of large degree then the algorithm finds a large independent set in its neighborhood. This can be done since the assumption $\bar{\xi}(G) \leq 3$ implies that the neighborhood of every vertex of $G$ is 2 -colorable (just as for 3-colorable graphs). Otherwise, in case that all the degrees in $G$ are small, we use an algorithm of Karger et al. [29] based on a semidefinite relaxation of the chromatic number, called the vector chromatic number. Our analysis relies on a result by Lovász [38] relating the (strict) vector chromatic number of graphs to their orthogonality dimension. Now, by repeatedly omitting independent sets in $G$, we obtain a coloring that uses $\widetilde{O}\left(n^{1 / 4}\right)$ colors. This can be slightly improved to $\widetilde{O}\left(n^{0.2413}\right)$ by applying the refined analysis of Arora et al. [2] for the rounding algorithm of [29].

As already mentioned, our algorithm can handle any graph $G$ that satisfies $\bar{\xi}_{k}(G) \leq 3 k$ for some integer $k$, rather than for $k=1$ (see Theorem 23). The generalized analysis involves a connection, recently proved by Bukh and Cox [9], between the (strict) vector chromatic number and the graph parameters $\bar{\xi}_{k}$.

### 1.4 Outline

The rest of the paper is organized as follows. In Section 2, we provide some background on the orthogonality dimension and on the Kneser and Schrijver graphs. In Section 3, we prove our hardness and algorithmic results on the orthogonality dimension of graphs, confirming Theorems 3 and 5. The analysis of the uniformity reduction and the proof of Theorem 2 can be found in the full version of the paper.

## 2 Preliminaries

### 2.1 Orthogonality Dimension

We define the orthogonality dimension of hypergraphs over a general field.

- Definition 6. A t-dimensional orthogonal representation of a hypergraph $H=(V, E)$ over a field $\mathbb{F}$ is an assignment of a vector $u_{v} \in \mathbb{F}^{t}$ with $\left\langle u_{v}, u_{v}\right\rangle \neq 0$ to every vertex $v \in V$, such that for every hyperedge $e \in E$ there are two vertices $v, v^{\prime} \in e$ satisfying $\left\langle u_{v}, u_{v^{\prime}}\right\rangle=0$. The orthogonality dimension of a hypergraph $H=(V, E)$ over $\mathbb{F}$, denoted by $\bar{\xi}(H, \mathbb{F})$, is the smallest integer $t$ for which there exists a $t$-dimensional orthogonal representation of $H$ over $\mathbb{F}$. For the real field $\mathbb{R}$, we let $\bar{\xi}(H)$ stand for $\bar{\xi}(H, \mathbb{R})$.

The following proposition shows that there are graphs whose orthogonality dimension is exponentially smaller than their chromatic number.

- Proposition 7. There exists an explicit family of graphs $G_{t}$ such that $\bar{\xi}\left(G_{t}\right) \leq t$ and $\chi\left(G_{t}\right) \geq 2^{\Omega(t)}$.

Proof. Let $t$ be an integer divisible by 4 . Consider the graph $G_{t}=(V, E)$ whose vertices are all the $\frac{t}{2}$-subsets of $[t]$ where two sets $A, B \in V$ are adjacent if their intersection size satisfies $|A \cap B|=\frac{t}{4}$. Notice that by $|A|=|B|=\frac{t}{2}$, this condition is equivalent to $|A \triangle B|=\frac{t}{2}$.

Assign to every vertex $A$ the vector $u_{A} \in\{ \pm 1\}^{t}$ where $\left(u_{A}\right)_{i}=+1$ if $i \in A$ and $\left(u_{A}\right)_{i}=-1$ otherwise. We claim that $\left(u_{A}\right)_{A \in V}$ is an orthogonal representation of $G_{t}$. Indeed, for every adjacent vertices $A, B \in V$ we have

$$
\left\langle u_{A}, u_{B}\right\rangle=(-1) \cdot|A \triangle B|+(t-|A \triangle B|)=t-2 \cdot|A \triangle B|=0 .
$$

This implies that $\bar{\xi}\left(G_{t}\right) \leq t$. On the other hand, by a celebrated result of Frankl and Rödl [20], $\alpha\left(G_{t}\right) \leq 2^{c \cdot t}$ for some $c<1$, implying that

$$
\chi\left(G_{t}\right) \geq \frac{|V|}{\alpha\left(G_{t}\right)} \geq \frac{\binom{t}{t / 2}}{2^{c \cdot t}} \geq 2^{(1-c-o(1)) \cdot t},
$$

completing the proof.

### 2.2 Kneser and Schrijver Graphs

For integers $d \geq 2 s$, the Kneser graph $K(d, s)$ is the graph whose vertices are all the $s$-subsets of $[d]$, where two sets are adjacent if they are disjoint.

A set $A \subseteq[d]$ is said to be stable if it does not contain two consecutive elements modulo $d$ (that is, if $i \in A$ then $i+1 \notin A$, and if $d \in A$ then $1 \notin A$ ). In other words, a stable subset of $[d]$ is an independent set in the cycle $C_{d}$ with the numbering from 1 to $d$ along the cycle. For integers $d \geq 2 s$, the $S$ chrijver graph $S(d, s)$ is the graph whose vertices are all the stable $s$-subsets of $[d]$, where two sets are adjacent if they are disjoint.

The orthogonality dimension of the Kneser and Schrijver graphs was determined in [28] using topological methods.

- Theorem 8 ([28]). For every $d \geq 2 s, \bar{\xi}(K(d, s))=\bar{\xi}(S(d, s))=d-2 s+2$.

The number of vertices in $K(d, s)$ is clearly $\binom{d}{s}$. We need the following simple bound, given in [17], on the number of vertices in $S(d, s)$.

- Lemma 9 ([17]). For every $d \geq 2 s$, the number of vertices in $S(d, s)$ is at most $\binom{d}{d-2 s}$.


## 3 The Orthogonality Dimension of Graphs

In this section we focus on the orthogonality dimension of graphs and prove Theorems 3 and 5 .

### 3.1 Orthogonal Subspace Representations

We generalize the notion of orthogonal representations over the real field by assigning to every vertex a subspace of a given dimension, so that adjacent vertices are assigned to orthogonal subspaces.

- Definition 10. A t-dimensional orthogonal $k$-subspace representation of a graph $G=(V, E)$ is an assignment of a subspace $U_{v} \subseteq \mathbb{R}^{t}$ with $\operatorname{dim}\left(U_{v}\right)=k$ to every vertex $v \in V$, such that the subspaces $U_{v}$ and $U_{v^{\prime}}$ are orthogonal whenever $v$ and $v^{\prime}$ are adjacent in $G$. For a graph $G$, let $\bar{\xi}_{k}(G)$ denote the smallest integer $t$ for which there exists a $t$-dimensional orthogonal $k$-subspace representation of $G$.

Clearly, $\bar{\xi}(G)=\bar{\xi}_{1}(G)$ for every graph $G$. It is also easy to see that the multichromatic numbers of graphs, defined in Section 1.1, bound the parameters $\bar{\xi}_{k}$ from above, namely, $\bar{\xi}_{k}(G) \leq \chi_{k}(G)$ for every $G$ and $k$.

### 3.2 Hardness

In this section we prove Theorem 3, namely that for every graph $F$, it is NP-hard to decide whether an input graph $G$ satisfies $\bar{\xi}(G) \leq \bar{\xi}_{3}(F)$ or $\bar{\xi}(G) \geq \bar{\xi}_{4}(F)$. The proof employs the notion of lexicographic product of graphs, defined as follows.

- Definition 11. The lexicographic product of the graphs $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$, denoted by $G_{1} \bullet G_{2}$, is the graph whose vertex set is $V_{1} \times V_{2}$ where two vertices $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ are adjacent if either $\left\{x_{1}, x_{2}\right\} \in E_{1}$ or $x_{1}=x_{2}$ and $\left\{y_{1}, y_{2}\right\} \in E_{2}$.

One can view the graph $G_{1} \bullet G_{2}$ as the graph obtained from $G_{1}$ by replacing every vertex by a copy of $G_{2}$ and replacing every edge by a complete bipartite graph between the vertex sets associated with its endpoints. We need the following property of the orthogonality dimension of lexicographic products of graphs.

- Lemma 12. For every two graphs $G_{1}$ and $G_{2}, \bar{\xi}\left(G_{1} \bullet G_{2}\right)=\bar{\xi}_{k}\left(G_{1}\right)$ where $k=\bar{\xi}\left(G_{2}\right)$.

Proof. Let $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ be two graphs and denote $k=\bar{\xi}\left(G_{2}\right)$.
We first prove that $\bar{\xi}\left(G_{1} \bullet G_{2}\right) \geq \bar{\xi}_{k}\left(G_{1}\right)$. Denote $t=\bar{\xi}\left(G_{1} \bullet G_{2}\right)$, then there exists a $t$-dimensional orthogonal representation $\left(u_{(x, y)}\right)_{(x, y) \in V_{1} \times V_{2}}$ of $G_{1} \bullet G_{2}$. For every $x \in V_{1}$, let $U_{x}$ denote the subspace of $\mathbb{R}^{t}$ spanned by all vectors $u_{(x, y)}$ with $y \in V_{2}$. By the definition of $G_{1} \bullet G_{2}$, the subspaces $U_{x}$ and $U_{x^{\prime}}$ are orthogonal whenever $x$ and $x^{\prime}$ are adjacent in $G_{1}$. Further, for every $x \in V_{1}$, the restriction of the given orthogonal representation to the copy of $G_{2}$ associated with $x$ forms an orthogonal representation of $G_{2}$, so by $k=\bar{\xi}\left(G_{2}\right)$ it follows that $\operatorname{dim}\left(U_{x}\right) \geq k$. This implies that there exists a $t$-dimensional orthogonal $k$-subspace representation of $G_{1}$, hence $\bar{\xi}_{k}\left(G_{1}\right) \leq t$, as required.

We next prove that $\bar{\xi}\left(G_{1} \bullet G_{2}\right) \leq \bar{\xi}_{k}\left(G_{1}\right)$. Denote $t=\bar{\xi}_{k}\left(G_{1}\right)$, then there exists a $t$-dimensional orthogonal $k$-subspace representation $\left(U_{x}\right)_{x \in V_{1}}$ of $G_{1}$. By $k=\bar{\xi}\left(G_{2}\right)$, there exists a $k$-dimensional orthogonal representation $\left(u_{y}\right)_{y \in V_{2}}$ of $G_{2}$. For every $x \in V_{1}$, the fact that $\operatorname{dim}\left(U_{x}\right)=k$ implies that there exists an orthogonal linear transformation $T_{x}$ from $\mathbb{R}^{k}$ onto $U_{x}$. We assign to every vertex $(x, y) \in V_{1} \times V_{2}$ of $G_{1} \bullet G_{2}$ the nonzero vector $w_{(x, y)}=T_{x}\left(u_{y}\right) \in \mathbb{R}^{t}$. We claim that this is a $t$-dimensional orthogonal representation of $G_{1} \bullet G_{2}$. To see this, let $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ be two adjacent vertices in $G_{1} \bullet G_{2}$. If $x_{1}$ and $x_{2}$ are adjacent in $G_{1}$ then the subspaces $U_{x_{1}}$ and $U_{x_{2}}$ are orthogonal, hence the vectors $w_{\left(x_{1}, y_{1}\right)} \in U_{x_{1}}$ and $w_{\left(x_{2}, y_{2}\right)} \in U_{x_{2}}$ are orthogonal as well. Otherwise, $x_{1}=x_{2}$ and the vertices $y_{1}$ and $y_{2}$ are adjacent in $G_{2}$. This implies that the vectors $u_{y_{1}}$ and $u_{y_{2}}$ are orthogonal, and since $T_{x_{1}}$ preserves inner products it follows that $T_{x_{1}}\left(u_{y_{1}}\right)$ and $T_{x_{1}}\left(u_{y_{2}}\right)$ are orthogonal, and we are done.

Equipped with Lemma 12, we are ready to prove Theorem 3.
Proof of Theorem 3. Fix a graph $F$. We reduce from the NP-hard problem of deciding whether an input graph $G$ satisfies $\bar{\xi}(G) \leq 3$ [42]. The reduction maps an input graph $G$ to the lexicographic product $G^{\prime}=F \bullet G$ of $F$ and $G$. The graph $G^{\prime}$ can clearly be constructed in polynomial time. The correctness of the reduction follows from Lemma 12. Indeed, we have $\bar{\xi}\left(G^{\prime}\right)=\bar{\xi}_{k}(F)$ for $k=\bar{\xi}(G)$, so if $\bar{\xi}(G) \leq 3$ then $\bar{\xi}\left(G^{\prime}\right) \leq \bar{\xi}_{3}(F)$ and if $\bar{\xi}(G) \geq 4$ then $\bar{\xi}\left(G^{\prime}\right) \geq \bar{\xi}_{4}(F)$.

### 3.3 Algorithm

Before presenting our algorithm, we provide some background on the vector chromatic number of graphs.

### 3.3.1 Vector Chromatic Number

Consider the following two relaxations of the chromatic number of graphs, due to Karger, Motwani, and Sudan [29].

- Definition 13. For a graph $G=(V, E)$ the vector chromatic number of $G$, denoted by $\chi_{\mathrm{v}}(G)$, is the minimal real value of $\kappa>1$ for which there exists an assignment of a unit real vector $u_{v}$ to every vertex $v \in V$ such that $\left\langle u_{v}, u_{v^{\prime}}\right\rangle \leq-\frac{1}{\kappa-1}$ whenever $v$ and $v^{\prime}$ are adjacent in $G$.
- Definition 14. For a graph $G=(V, E)$ the strict vector chromatic number of $G$, denoted by $\chi_{\mathrm{v}}^{(\mathrm{s})}(G)$, is the minimal real value of $\kappa>1$ for which there exists an assignment of a unit real vector $u_{v}$ to every vertex $v \in V$ such that $\left\langle u_{v}, u_{v^{\prime}}\right\rangle=-\frac{1}{\kappa-1}$ whenever $v$ and $v^{\prime}$ are adjacent in $G$.

It is well known and easy to verify that for every graph $G, \chi_{\mathrm{v}}(G) \leq \chi_{\mathrm{v}}^{(\mathrm{s})}(G) \leq \chi(G)$. Karger et al. [29] have obtained the following algorithmic result.

- Theorem 15 ([29]). There exists a randomized polynomial time algorithm that given an $n$-vertex graph $G$ with maximum degree at most $\Delta$ and $\chi_{\mathrm{v}}(G) \leq \kappa$ for some $\kappa \geq 2$, finds an independent set of size $\widetilde{\Omega}\left(\frac{n}{\Delta^{1-2 / \kappa}}\right)$.

Note that the well-known Lovász $\vartheta$-function, introduced in [38], is known to satisfy $\vartheta(G)=\chi_{\mathrm{v}}^{(\mathrm{s})}(\bar{G})$ for every graph $G[29]$. Combining this with a result of [38], it follows that the orthogonality dimension forms an upper bound on the strict vector chromatic number, that is, $\bar{\xi}(G) \geq \chi_{\mathrm{v}}^{(\mathrm{s})}(G)$ for every graph $G$. This was recently generalized by Bukh and Cox as follows (see [9, Proposition 23]).

- Lemma 16 ([9]). For every graph $G$ and an integer $k, \bar{\xi}_{k}(G) \geq k \cdot \chi_{\mathrm{v}}^{(\mathrm{s})}(G)$.

We derive that the graph parameters $\bar{\xi}_{k}$ and $\chi_{k}$ coincide on Kneser graphs $K(d, s)$ whenever $k$ is divisible by $s$.

- Corollary 17. For all integers $\ell \geq 1$ and $d \geq 2 s, \quad \bar{\xi}_{\ell \cdot s}(K(d, s))=\ell \cdot d$.

Proof. For the upper bound on $\bar{\xi}_{\ell \cdot s}(K(d, s))$, recall that Conjecture 1 was confirmed for $k=\ell \cdot s$ in [45], hence $\bar{\xi}_{\ell \cdot s}(K(d, s)) \leq \chi_{\ell \cdot s}(K(d, s))=\ell \cdot d$. For the lower bound, combine Lemma 16 with the fact that $\chi_{\mathrm{v}}^{(\mathrm{s})}(K(d, s))=\frac{d}{s}$ (see [38]), to get that $\bar{\xi}_{\ell \cdot s}(K(d, s)) \geq \ell \cdot d$.

### 3.3.2 The Algorithm

We present an efficient algorithm that given a graph $G$ that satisfies $\bar{\xi}(G) \leq 3$ (or, more generally, $\bar{\xi}_{k}(G) \leq 3 k$ for some $k$ ), finds a coloring of $G$ with relatively few colors. We use the following simple claim of Blum [4] which reduces the algorithmic task of coloring a graph to the algorithmic task of finding a large independent set in it.

- Claim 18 ([4]). Let $\mathcal{G}$ be a graph family which is closed under taking induced subgraphs, let $c_{1}, c_{2}>1$ be arbitrary fixed constants, and let $f: \mathbb{N} \rightarrow \mathbb{N}$ be any non-decreasing function satisfying $c_{1} \cdot f(n) \leq f(2 n) \leq c_{2} \cdot f(n)$ for all sufficiently large $n$. Then if there exists a (randomized) polynomial time algorithm which finds an independent set of size $f(n)$ in any $n$-vertex graph $G \in \mathcal{G}$, then there exists a (randomized) polynomial time algorithm which finds an $O\left(\frac{n}{f(n)}\right)$-coloring of any n-vertex graph $G \in \mathcal{G}$.

We need the following two simple lemmas.

- Lemma 19. Let $G=(V, E)$ be a graph such that $\bar{\xi}_{k}(G) \leq 2 k$ for some integer $k$. Then $G$ is 2-colorable.

Proof. Let $G=(V, E)$ be a graph satisfying $\bar{\xi}_{k}(G) \leq 2 k$, and let $\left(U_{v}\right)_{v \in V}$ be a $2 k$-dimensional orthogonal $k$-subspace representation of $G$. It suffices to prove that every connected component of $G$ is 2 -colorable. Fix a vertex $v$ in some connected component of $G$, and observe that there exists a unique subspace of $\mathbb{R}^{2 k}$ of dimension $k$ orthogonal to $U_{v}$. This implies that the orthogonal subspace representation of $G$ provides a 2 -coloring of the connected component of $v$, where the vertices of even distance from $v$ are assigned to $U_{v}$ and the vertices of odd distance from $v$ are assigned to its orthogonal complement $U_{v}^{\perp}$, so we are done.

For a graph $G$ and a vertex $v$, let $N(v)$ denote the neighborhood of $v$ in $G$ and let $G[N(v)]$ denote the subgraph of $G$ induced by $N(v)$.

- Lemma 20. Let $G=(V, E)$ be a graph such that $\bar{\xi}_{k}(G) \leq 3 k$ for some integer $k$. Then for every vertex $v \in V$ the subgraph $G[N(v)]$ is 2-colorable.

Proof. Let $G=(V, E)$ be a graph satisfying $\bar{\xi}_{k}(G) \leq 3 k$, and let $\left(U_{v}\right)_{v \in V}$ be a $3 k$-dimensional orthogonal $k$-subspace representation of $G$. Let $v \in V$ be a vertex in $G$. The subspace $U_{v}$ is orthogonal to all subspaces $U_{v^{\prime}}$ with $v^{\prime} \in N(v)$. By $\operatorname{dim}\left(U_{v}\right)=k$, the orthogonal complement of $U_{v}$ in $\mathbb{R}^{3 k}$ has dimension $2 k$. It follows that $G[N(v)]$ admits a $2 k$-dimensional orthogonal $k$-subspace representation, hence by Lemma 19 it is 2-colorable, as required.

We are ready to prove the following result.

- Theorem 21. There exists a randomized polynomial time algorithm that given an $n$-vertex graph $G$ that satisfies $\bar{\xi}_{k}(G) \leq 3 k$ for some $k$, finds a coloring of $G$ that uses at most $\widetilde{O}\left(n^{1 / 4}\right)$ colors. In particular, the algorithm finds an orthogonal representation of $G$ of dimension $\widetilde{O}\left(n^{1 / 4}\right)$.

Proof. By Claim 18 it suffices to show that there exists a randomized polynomial time algorithm that given an $n$-vertex graph $G=(V, E)$ with $\bar{\xi}_{k}(G) \leq 3 k$ for some $k$, finds in $G$ an independent set of size $\widetilde{\Omega}\left(n^{3 / 4}\right)$. We consider two possible cases. Suppose first that there exists a vertex $v \in V$ in $G$ whose degree is at least $\Delta=n^{3 / 4}$. Then by Lemma 20 the subgraph $G[N(v)]$ is 2-colorable, so we can find an independent set in $G$ of size at least $\frac{\Delta}{2}$ by finding in polynomial time a 2 -coloring of $G[N(v)]$ and taking a largest color class. Otherwise, the maximum degree of $G$ is at most $\Delta$. By Lemma 16 we have

$$
\chi_{\mathrm{v}}(G) \leq \chi_{\mathrm{v}}^{(\mathrm{s})}(G) \leq \frac{\bar{\xi}_{k}(G)}{k} \leq 3
$$

so by Theorem 15 we can find in polynomial time an independent set of size $\widetilde{\Omega}\left(\frac{n}{\Delta^{1 / 3}}\right) \geq \widetilde{\Omega}\left(n^{3 / 4}\right)$, and we are done.

To improve the number of used colors, we employ the following result that stems from the analysis by Arora et al. [2] of the semidefinite relaxation of [29]. (For an explicit statement, see [14, Lemma 4.12], applied with $\sigma=0.5, c \approx 0.04843726$, and $\delta \approx 0.7587$.)

- Theorem 22 ([2]). There exists a randomized polynomial time algorithm that given an $n$-vertex graph $G$ with maximum degree at most $\Delta=n^{0.7587}$ and $\chi_{\mathrm{v}}(G) \leq 3$, finds an independent set in $G$ of size at least $\widetilde{\Omega}\left(n \cdot \Delta^{-0.3179}\right) \geq \widetilde{\Omega}\left(n^{0.7587}\right)$.

By applying Theorem 22 instead of Theorem 15 in the proof of Theorem 21, we obtain the following slight improvement, confirming Theorem 5.

- Theorem 23. There exists a randomized polynomial time algorithm that given an n-vertex graph $G$ that satisfies $\bar{\xi}_{k}(G) \leq 3 k$ for some $k$, finds a coloring of $G$ that uses at most $\widetilde{O}\left(n^{0.2413}\right)$ colors.
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#### Abstract

Inspired by the potential of improving tractability via gap- or above-guarantee parametrisations, we investigate the complexity of Dominating Set when given a suitable lower-bound witness. Concretely, we consider being provided with a maximal $r$-independent set $X$ (a set in which all vertices have pairwise distance at least $r+1$ ) along the input graph $G$ which, for $r \geq 2$, lower-bounds the minimum size of any dominating set of $G$. In the spirit of gap-parameters, we consider a parametrisation by the size of the "residual" set $R:=V(G) \backslash N[X]$.

Our work aims to answer two questions: How does the constant $r$ affect the tractability of the problem and does the restriction to sparse graph classes help here? For the base case $r=2$, we find that the problem is paraNP-complete even in apex- and bounded-degree graphs. For $r=3$, the problem is $\mathrm{W}[2]$-hard for general graphs but in FPT for nowhere dense classes and it admits a linear kernel for bounded expansion classes. For $r \geq 4$, the parametrisation becomes essentially equivalent to the natural parameter, the size of the dominating set.
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## Introduction

The research of above/below guarantee parameters as first used by Mahajan and Raman [22] was an important step towards studying problems whose natural parameters provided only trivial and unsatisfactory answers. Case in point, the motivation for Mahajan and Raman was the observation that every CNF-SAT formula with $m$ clauses trivially has an assignment that satisfies $\geq\lceil m / 2\rceil$ clauses, thus question for the maximum number of satisfied clauses is only interesting if $k>\lceil m / 2\rceil$, which of course renders the parametrised approach unnecessary. They therefore proposed to study parametrisations "above guarantee": going with the previous example, we would ask to satisfy $\lceil m / 2\rceil+k$ clauses or ' $k$ above guarantee'. After some isolated results in that direction (e.g. [15, 17]) the programme took up steam after Mahajan et al. presented several results and pointers in new directions [23] (e.g. [3, 16, 18, 17]). In particular, Cygan et al. broke new ground for Multiway Cut and Vertex Cover with algorithms that run in $O^{*}\left(4^{k}\right)$ time, where $k$ is the gap parameter between an appropriate LP-relaxation and the integral optimum [5]. Lokshtanov et al. improved the Vertex Cover case to $O^{*}\left(2.3146^{k}\right)$ using a specialized branching algorithm [21].
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The latter result highlights an important realization: these alternative, smaller parameters might not only provide the means to investigate problems without "good" natural parameters, it might also provide us with faster algorithms in practise! Gap- and above-guarantee parameters are attractive because there is a reasonable chance that they are small in real-world scenarios, something we often cannot expect from natural parameters.

To the best of our knowledge, so far no gap-parameter results are known for domination problems and an above/below-guarantee result is only known in bounded-degree graphs [23]. This is probably due to the fact that there are no simple "natural" upper/lower bounds and in the case of gap-parameters the LP-dualities do not provide much purchase. We therefore explore this topic under the most basic assumptions: we are provided with a witness for a lower bound on the domination number as input and consider parametrisations that arise from this additional information. In the case of Dominating Set, the witness takes the form of a 2 -independent set, that is, a set in which all vertices have pairwise distance at least three. Note that this approach also captures a form of duality: the LP-dual of dominating set describes a 2-independent set, however, in general the two optima are arbitrarily far apart. Recently, Dvořák highlighted this connection [7] and proved that in certain sparse classes the gap between the dual optima is bounded by a constant.

Thus, assume we are given a maximal 2 -independent set $X$ alongside the input graph $G$. A parametrisation by $|X|$ would go against the spirit of gap-parameters, instead we parametrise by the size of residual set $R:=V(G) \backslash N[X]$, that is, all vertices that lie at distance two from $X$ (since $X$ is maximal, no vertex can have distance three or more). We choose this particular parameter for two reasons:
(i) For $|R|=0$ the problem is decidable in polynomial time since the domination number of the graph is precisely $|X|$.
(ii) The set $X \cup R$ is a dominating set of $G$.

The first property is of course an important pre-requisite for the problem to be in FPT under this parametrisation, while the second property guarantees us that the dominating set size lies in-between $|X|$ and $|X|+|R|$.

Our first investigatory dimension is the constant $r=2$ in the 2-independent set: intuitively, increasing the minimum distance between vertices in $X$ increases the size of the parameter $|R|$ and imposes more structure on the input instance. Our second dimension encompasses an approach that has been highly successful in improving tractability of domination problems: restricting the inputs to sparse graphs. While Dominating Set is W[2]-complete in general graphs, Alber et al. showed that it is fpt in planar graphs [1]; Alon and Gutner later proved that assuming degeneracy is sufficient [4]. Philip, Raman, and Sikdar extended this result yet further to graphs excluding a fixed bi-clique and also proved that it admits a polynomial kernel [25]. A related line of research was the hunt for linear kernels in sparse classes. Beginning with such a kernel on planar graphs by Alber, Fellows, and Niedermeier [2], results on apex-minor free graphs [10], graphs excluding a minor [11] and classes excluding a topological minor [12] were soon proven. Recently, a linear kernel for graphs of bounded expansion [6] (and an almost-linear kernel for nowhere dense graphs [9]) has subsumed all previous results.

Our investigation of Dominating Set parametrised above an $r$-independent set, for $r \geq 2$, led us to the following results. For $r=2$, the problem is paraNP-complete already for $|R|=1$, squashing all hope for an FPT or even XP algorithm. This also holds true if the inputs are restricted to sparse graph classes (apex-graphs/graphs of maximum degree six).

For $r=3$, the problem is $\mathrm{W}[2]$-hard in general graphs but admits an XP-algorithm. In nowhere dense and bounded expansion classes, it is fixed-parameter tractable. We further show, in the probably most technical part of this paper, that it admits a linear kernel in bounded expansion classes.

## C. Einarson and F. Reidl

Finally, for $r \geq 4$ the problem remains $\mathrm{W}[2]$-hard in general graphs and essentially degenerates to Dominating Set (hence, all the above mentioned results in sparse classes translate in the parametrisation above $r$-independence).

## 1 Preliminaries

A set $X \subseteq V(G)$ is $r$-independent if each pair of distinct vertices in $X$ have distance at least $r+1$, thus an independent set is 1 -independent. We write $N(v)$ and $N[v]$, respectively, for the neighbourhood and the closed neighbourhood of a vertex $v$. We extend this notation to sets as follows: for $X \subseteq V(G)$ we let $N(X)$ be all vertices not in $X$ that have a neighbour in $X$ and $N[X]:=X \cup N(X)$. We let $N^{i}(X)$ be all vertices not in $X$ that are at most distance $i$ from any vertex in $X$ and we let $N^{i}[X]=X \cup N^{i}(X)$. A vertex set $Z \subseteq V(G)$ is dominated by a set $D \subseteq V(G)$ if for every vertex $z \in Z$ we have $N[z] \cap D \neq \emptyset, D$ is then called a $Z$-dominator. We let $\mathbf{d s}(G)$ denote the size of a minimum dominating set of $G$.

Dominating Set above $r$-independence
Input: $\quad$ A graph $G$, a maximal $r$-independent set $X \subseteq V(G)$, an integer $p$.
Parameter: The size of the residual set $R:=V(G) \backslash N[X]$.
Problem: $\quad$ Does $G$ have a dominating set of size $p$ ?

Note that $X \cup R$ is trivially a dominating set and that, for $r \geq 2$, it holds that $\mathbf{d s}(G) \geq|X|$, thus we will tacitly assume in the following that $|X| \leq p \leq|X|+|R|$ since all other instances are trivial.

We will frequently invoke the terms bounded expansion and nowhere dense to describe graph classes. The definitions of these terms requires the introduction of several concepts which will not be useful for the remainder of the paper, we refer the reader to the book by Nešetřil and Ossona de Mendez [24]. In this context, it is important to know that bounded expansion classes generalize most structurally sparse classes (planar, bounded genus, bounded degree, $H$-minor free, $H$-topological minor free) and nowhere dense classes contain bounded expansion classes in turn. The following lemma and propositions for those two sparse graph classes will be needed in the remainder of this paper:

- Lemma 1 (Twin class lemma [13, 26]). For every bipartite nowhere dense class there exists a constant $\omega$ and a function $f(s)=O\left(s^{o(1)}\right)$ such that for every member $G=(X, Y, E)$ of the class it holds that

1. $\left|\{u \mid \operatorname{deg}(u)>2 \tau\}_{u \in Y}\right| \leq 2 \tau \cdot|X|$, and
2. $\left|\{N(u)\}_{u \in Y}\right| \leq\left(\min \left\{4^{\tau}, \omega(e \tau)^{\omega}\right\}+2 \tau\right) \cdot|X|$.
where $\tau=f(|X|)=O\left(|X|^{o(1)}\right)$. If $G$ is from a bounded expansion class, $\tau$ can be assumed a constant as well.

We will also frequently invoke the following result regarding first-order (FO) model checking in bounded expansion and nowhere dense classes:

- Proposition 2 (Dvořák, Král, and Thomas [8]). For every bounded expansion class, the first-order model checking problem is solvable in linear fpt-time parametrised by the size of the input formula.

This result has since been extended to nowhere dense classes as well. Here, almost linear fpt-time means running time of the form $O\left(f(k) \cdot n^{1+o(1)}\right)$ for some function $f$.


Figure 1 Sketch of reduction from 3SAT to Dominating Set above 2-independent set. The left side shows the basic reduction, the right side shows the bounded-degree replacement gadget for the clause part, with the tree-gadget $\Gamma$ highlighted on the bottom right. The 2-independent set $X$ is coloured blue and $N[X]$ is shaded in grey. In both constructions the set $R$ consists only of $y_{3}$.

- Proposition 3 (Grohe, Kreutzer, and Siebertz [14]). For every nowhere dense class, he first-order model checking problem is solvable in almost linear fpt-time parametrised by the size of the input formula.


## 2 Above 2-independence: hard as nails

In this section we will show that when we let $r=2$, we find that the problem is paraNPcomplete for $|R|=1$, hence this parametrisation does not even admit an XP-algorithm. In the following we first present a reduction from 3SAT and then discuss how to modify it to reduce into sparse graph classes.

Since $X$ is a (maximal) 2-independent set, we know that each vertex in $R$ is a neighbour of some vertex in $N(X)$, otherwise we could add this vertex to $X$. Let us now describe the reduction. Let $\phi$ be 3 SAT-instance with variables $x_{1}, \ldots, x_{n}$ and clauses $C_{1}, \ldots, C_{m}$. We construct $G$ as follows ( $c f$. Figure 1):

1. For each variable $x_{i}$, add a triangle with vertices $x_{i}, t_{i}, f_{i}$.
2. For each clause $C_{j}$ add a vertex $c_{j}$. If the variable $x_{i}$ occurs positively in $C_{j}$, add the edge $c_{j} t_{i}$; if it occurs negatively, add the edge $c_{j} f_{i}$.
3. Add a single vertex $y_{1}$ to the graph and connect it to each clause variable $c_{i}$. Add two further vertices $y_{2}, y_{3}$ and add the edges $y_{1} y_{2}$ and $y_{2} y_{3}$.
We further set $X:=\left\{x_{1}, \ldots, x_{n}, y_{1}\right\}$ as our 2-independent set; notice that the only vertex not contained in $N[X]$ is $y_{3}$. Hence, $R:=\left\{y_{3}\right\}$.

- Lemma 4. $\phi$ is satisfiable iff $G$ has a dominating set of size $|X|$.

Proof. Assume $\phi$ is satisfiable and fix one satisfying assignment $I$. We construct a dominating set $D$ as follows: if $x_{i}$ is true under $I$, add $t_{i}$ to $D$; otherwise add $f_{i}$. Since $I$ satisfies every clause of $\phi$ the dominating set so far dominates every clause vertex and, of course, every variable gadget. The remaining undominated vertices are $y_{1}, y_{2}, y_{3}$, thus adding $y_{2}$ to $D$ yields a dominating set of $G$ of size $|X|$.

In the other direction, assume that $D$ is a dominating set of $G$ of size $|X|$. Since $y_{3}$ is a pendant vertex we can assume that $y_{2} \in D$ (if $y_{3}$ would be in $D$ we could exchange it for $y_{2}$ ). That leaves $|X|-1=n$ vertices in $D$, precisely the number of variable-gadgets. Since every variable gadget must include at least one vertex of $D$, we conclude the every such gadget contains precisely one dominating vertex. Since that depletes our budget, no other vertex is contained in $D$.

By the usual exchange argument we may assume that the dominating vertex in each variable gadget is either $f_{i}$ or $t_{i}$ and not $x_{i}$ for $1 \leq i \leq n$; hence the dominating vertices inside the variable gadgets encode a variable assignment $I_{D}$ of $\phi$. Finally, note that the clause vertices are not dominated by $y_{2}$ and $y_{1}$ is not contained in $D$. Hence, they must be completely dominated by vertices contained in the variable gadgets. Then, by construction, the assignment $I_{D}$ satisfies $\phi$ and the claim follows.

We conclude that 3SAT many-one reduces to Dominating Set above 2-independence already with $|R|=1$. We obtain the following two corollaries that demonstrate that sparseness cannot help tractability here:

- Corollary 5. Dominating Set above 2-independence is paraNP-complete in apex-graphs.

Proof. We use the above construction but reduce from a planar variant of 3SAT. To ensure that we can construct variable-gadgets without edge crossings, we choose to reduce from Lichtenstein's Planar 3SAT variant [20] which ensures that the following graph $G^{\prime}$ derived from the Planar 3SAT instance $\phi$ is planar:

1. Every variable $x_{i}$ of $\phi$ is represented by two literal vertices $t_{i}, f_{i}$ with the edge $t_{i} f_{i} \in G^{\prime}$
2. Each clause $C_{j}$ is represented by a vertex $c_{j}$. If the variable $x_{i}$ occurs positively in $C_{j}$, the edge $c_{j} t_{i}$ exits; if it occurs negatively, the edge $c_{j} f_{i}$ exists.
To complete $G^{\prime}$ to $G$ we have to add the vertices $x_{i}$ and connect them to $t_{i}, f_{i}$. This is clearly possible without breaking planarity (picture placing $x_{i}$ on the middle of the line segment $f_{i} t_{i}$ and moving it perpendicular by a small amount, then the edges $x_{i} f_{i}$ and $x_{i} t_{i}$ can be embedded without crossing other edges). The vertices $y_{2}, y_{3}$ can be placed anywhere; finally the vertex $y_{1}$ will break planarity (the embedding does not guarantee that the clause vertices lie on the outer face of the graph) and we conclude that $G$ is indeed an apex-graph.

- Corollary 6. Dominating Set above 2-independence is paraNP-complete in graphs of maximum degree six.

Proof. We reduce from $(3,4)$ SAT (NP-hardness shown in [27]) in which every clause has size three and every variable occurs in at most four clauses. We use the above construction with one modification. Instead of connecting all clause vertices to one vertex we create a bounded-degree tree with the clause-vertices as its leaves.

We begin by partitioning the clause vertices in pairs $P_{i}$; if there is an odd number of vertices the last group will have three vertices. Then, for each group $P_{i}=\left\{c, c^{\prime}\right\}$, we add two vertices $s^{i}, r^{i}$, connect the clause-vertices $c$ and $c^{\prime}$ to $s^{i}$, and add the edge $s^{i} r^{i}$. We further add each $s^{i}$ to our 2 -independent set $X$ and then create a set $L_{1}$ consisting of each $r^{i}$. Now we iteratively construct the next level of the tree, starting with $L:=L_{1}$ :

1. If $L=\left\{r^{1}\right\}$, create a single vertex $y_{3}$, connect it to $r^{1}$ and finish, otherwise proceed with the next step.
2. Partition the vertices in $L$ into $\ell$ groups $\left\{l_{i}, r_{i}\right\}$ of pairs. If $|L|$ is odd, the last group will be a triple $\left\{l_{i}, c_{i}, r_{i}\right\}$ instead.
3. For each group, create a tree-gadget $\Gamma^{i}$, with vertices $\left\{a_{1}, a_{2}, s^{i}, r^{i}\right\}$ (and $a_{3}$ if the group contains a third vertex), and edges $l_{i} a_{1}, r_{i} a_{2},\left(c_{i} a_{3}\right), a_{1} s^{i}, a_{2} s^{i},\left(a_{3} s^{i}\right)$, and $s^{i} r^{i}$.
4. Add each $s^{i}$ to $X$, let $L$ now be the set of all $r^{i}$ (for $1 \leq i \leq \ell$ ) and continue with Step 1 .

Figure 1, on the right side, shows an example of this construction. We note that, in the last tree-gadget, $s^{i}$ and $r^{i}$ are the same vertices as $y_{1}$ and $y_{2}$ respectively in the figure. We conclude the construction by adding each $x_{i}$ from the variable-gadgets to $X$ and setting $p:=|X|$. Notice that the only vertex not contained in $N[X]$ is $y_{3}$ and thus $R:=\left\{y_{3}\right\}$.

Since each variable in $(3,4)$ SAT can be in up to four clauses, the maximum degree for $t_{i}$ and $f_{i}$ is six. All clause-vertices have degree at most four and all other types of vertices have a degree not higher than that, hence the claimed degree-bound holds. It is left to show that $\phi$ is satisfiable iff there is a dominating set of size $p=|X|$ in the graph.

Let us assume that $\phi$ is satisfiable and fix one satisfying assignment $I$. We construct a dominating set as follows, beginning in the same way as in Lemma 4: if $x_{i}$ is true under $I$, add $t_{i}$ to $D$, otherwise add $f_{i}$. Since $I$ satisfies every clause of $\phi$ the dominating set so far dominates every clause vertex and every variable gadget. Now, the remaining undominated vertices are the tree-vertices, and our remaining budget is $|X|-n$ which is equal to the amount of tree-gadgets. Since every clause vertex is already dominated we can, for each tree-gadget $\Gamma^{i}=\left\{a_{1}, a_{2}, s^{i}, r^{i}\right\}$, add $r^{i}$ to the dominating set. This will dominate $s^{i}$ and the corresponding $a_{1}$ or $a_{2}$ in the tree-gadget below it, hence we can dominate all vertices of the graph within the budget $|X|$.

In the other direction, assume that $D$ is a dominating set of $G$ of size $|X|$. Since $y_{3}$ is a pendant vertex we can assume that $y_{2} \in D$. Thus, in the last tree-gadget $r^{i}\left(y_{2}\right)$ is in the dominating set. This means that in order for $a_{1}$ and $a_{2}$ to be dominated, $r^{i}$ in both tree-gadgets above has to be in the dominating set. This holds for all tree-gadgets, all the way up to the clause vertices. Since we now have one vertex per tree-gadget in the dominating set this leaves $n$ vertices. Just as in Lemma 4, we note that, for each variable gadget, either $t_{i}$ or $f_{i}$ is in the dominating set. We know that the clause variables are not dominated by anything in the tree gadgets and thus must be dominated by the variable vertices. As stated in Lemma 4, the dominating vertices inside the variable gadgets encode a variable assignment $I_{D}$ that satisfies $\phi$ and the claim follows.

## 3 Above 3-independence: sparseness matters

### 3.1 W [2]-hardness in general graphs

In the following we present a result for Dominating Set above 3-independence, namely that it is $\mathrm{W}[2]$-hard in general graphs. We show this by reduction from Colourful Dominating SET parametrised by the number of colours $k$ :

Colourful Dominating Set parametrised by $k$
Input: $\quad \mathrm{A}$ graph $G$ with a vertex partition $C_{0}, C_{1}, \ldots, C_{k}$.
Problem: Is there a set that dominates $C_{0}$ and uses exactly one vertex from each set $C_{1}, \ldots, C_{k}$ ?

It is easy to verify that Colourful Dominating Set is W[2]-hard by reducing from Red-Blue Dominating Set: we copy the blue set $k$ times and make each copy a colour set $C_{i}, 1 \leq i \leq k$, and let $C_{0}$ be the red set.

- Lemma 7. Dominating SEt above r-independence is $\mathrm{W}[2]$-hard for $r \geq 2$.

Proof. Let $I=\left(G, C_{0}, C_{1}, \ldots, C_{k}\right)$ be an instance of Colourful Dominating Set. We construct an instance ( $G^{\prime}, X, k$ ) of Dominating Set above $r$-independence as follows ( $c f$. Figure 2):


Figure 2 Sketch of reduction from Colourful Dominating Set to Dominating Set above $r$-independent set for $r \geq 2$. The set $X$ contains only the vertex $a_{0}$, the remaining vertices $a_{i}$ are all contained in the residual $R$.

1. Begin with $G^{\prime}$ equal to $G$; then
2. for each block $C_{i}, i \geq 1$, add edges to make $G\left[C_{i}\right]$ a complete graph and add an additional vertex $a_{i}$ with neighbourhood $C_{i}$; then
3. add a vertex $a_{0}$ and connect it to all vertices in $C_{0} \cup C_{1} \cup \ldots C_{k}$.

Let $X=\left\{a_{0}\right\}$ be the $r$-independent set (which it clearly is for any $r$ ) and thus $R=$ $\left\{a_{1}, \ldots, a_{k}\right\}$. Note that the graph $G^{\prime}$ trivially has a dominating set of size $k+1$; the set $\left\{a_{0}, a_{1}, \ldots, a_{k}\right\}$. We now claim that $I$ has a colourful dominating set of size $k$ iff $G^{\prime}$ has a dominating set of size $k$.

Assume that $I$ has a solution of size $k$ and fix one such colourful dominating set $D$. Note that $D$ in $G^{\prime}$ a) dominates all of $C_{0}$ (because it dominates $C_{0}$ in $G$ ) and b) dominates each set $C_{i} \cup\left\{a_{i}\right\}, i \geq 1$ (because $D$ intersects each such $C_{i}$ ), and of course the vertex $a_{0}$. Hence, $D$ is a dominating set of $G^{\prime}$ as well.

In the other direction, assume that $D$ is a dominating set of $G^{\prime}$ of size $k$. Since each $a_{i}$, $i \geq 1$, is only connected to vertices in the corresponding set $C_{i}$, at least one vertex from each set $C_{i} \cup\left\{a_{i}\right\}$ needs to be in $D$. Since there are $k$ such sets we conclude that $D$ intersects each set $C_{i} \cup\left\{a_{i}\right\}$ in precisely one vertex. We can further modify any such solution to not take the $a_{i}$-vertices by taking an arbitrary vertex from $C_{i}$ instead, thus assume that $D$ has this form in the following. But then $D$ is of course also a dominating set of size $k$ for $G$, as claimed.

### 3.2 Tractability in sparse graphs

In the following we present two positive results, namely that Dominating Set above 3independence is fpt in nowhere dense classes and that it admits a polynomial kernel in bounded expansion classes. The algorithm further implies an XP algorithm in general graphs. The following annotated domination problem will occur as a subproblem:

```
Annotated Dominating Set
Input: \(\quad\) A graph \(G\), a subset \(Y \subseteq V(G)\), a collection of vertex sets \(R_{1}, \ldots, R_{\ell}\), and
    an integer \(k\).
Problem: Is there a set of size \(k\) that dominates \(V(G) \backslash Y\) and contains at least one
    vertex in each \(R_{i}\) ?
```

In the following algorithm we will group vertices of $N(X)$ according to their neighbourhood in $R$ (or a subset of $R$ ). We will call those groups $R$-neighbourhood classes. We will write $\gamma\left(G, Y,\left\{R_{1}, \ldots, R_{\ell}\right\}\right)$ to denote the size of an optimal solution of AnNotated Dominating Set.

- Lemma 8. Dominating set above 3-independence can be solved in linear fpt-time in any graph class of bounded expansion.

Proof. First we guess the intersection $D_{R}$ of an optimal solution (should it exist) with $R$ in $O\left(2^{|R|}\right)$ time. Let $R^{\prime} \subseteq R$ be those vertices of $R$ that are not dominated by $D_{R}$. Define

$$
\mathcal{R}:=\left\{N(v) \cap R^{\prime}\right\}_{v \in N(X)}
$$

as the neighbourhoods induced in $R^{\prime}$ by vertices in $N(X)$. By Lemma 1, we have that $|\mathcal{R}|=$ $O\left(\left|R^{\prime}\right|\right)$ since $G$ is from a class with bounded expansion (note that the partition into such neighbourhoods is computable in linear time using the partition-refinement data structure [19]). Accordingly, in time $O\left(2^{|\mathcal{R}|}\right)=2^{O\left(\left|R^{\prime}\right|\right)}$, we can guess a subset $\mathcal{R}^{\prime} \subseteq \mathcal{R}$ such that an optimal solution covers exactly the neighbourhoods $\mathcal{R}^{\prime}$ (if $\mathcal{R}^{\prime}$ does not cover $R^{\prime}$ we abort this branch of the computation). We are now left with the task of choosing vertices from $N[X]$ to a) cover the neighbourhoods $\mathcal{R}^{\prime}$ and b) dominate the vertices in $N[X]$ which are not dominated by $D_{R}$.

We introduce the following notation to ease our task: for a collection of $R$-neighbourhoods $\mathcal{S} \subseteq \mathcal{R}^{\prime}$ and a set $Y \subseteq N(X)$, let $\mathcal{S}^{-1}(Y):=\left\{Y_{i} \subseteq Y \mid N(y)=S \text { for all } y \in Y_{i}\right\}_{S \in \mathcal{S}}$. That is, $\mathcal{S}^{-1}(Y)$ contains those $R^{\prime}$-neighbourhood classes in $Y$ whose neighbourhood is contained in $\mathcal{S}$. Let $x_{1}, \ldots, x_{\ell}$ be an ordering of $X$ and let $H_{i}:=G\left[N\left[x_{i}\right]\right]$; we will describe a dynamic-programming algorithm over the ordering $x_{1}, \ldots, x_{\ell}$. Let $T_{i}[\mathcal{S}]$ be the minimum size of a partial solution in $N\left[\left\{x_{1}, \ldots, x_{i}\right\}\right]$ that covers the neighbourhoods $\mathcal{S} \subseteq \mathcal{R}^{\prime}$ and together with $D_{R}$ dominates all of $G\left[\bigcup_{1 \leq j \leq i} N\left[x_{j}\right]\right]$. We initialize $T_{0}[\mathcal{S}]:=\infty$ for all $\emptyset \neq \mathcal{S} \subseteq \mathcal{R}^{\prime}$ and $T_{0}[\emptyset]:=0$, then compute the following entries with the recurrence ${ }^{1}$

$$
T_{i+1}[\mathcal{S}]:=\min _{\mathcal{S}_{1} \cup \mathcal{S}_{2}=\mathcal{S}}\left(T_{i}\left[\mathcal{S}_{1}\right]+\gamma\left(H_{i+1}, N\left(D_{R}\right) \cap N\left[x_{i+1}\right], \mathcal{S}_{2}^{-1}\left(N\left(x_{i+1}\right)\right)\right)\right) .
$$

Note that $\gamma(\ldots)$ is the minimum size of a set that dominates $N\left[x_{i}\right] \backslash N\left(D_{R}\right)$ while choosing at least one vertex from each member of $S_{2}^{-1}\left(N\left(x_{i}\right)\right.$ ) (if $\emptyset \in S_{2}^{-1}\left(N\left(x_{i}\right)\right.$ we assume that $\gamma(\ldots)=\infty)$. The latter constraint corresponds to dominating the neighbourhoods of $\mathcal{S}_{2}$ in $R^{\prime}$ by using vertices from $N\left[x_{i}\right]$. Once the DP table $T_{\ell}$ has been computed, the size of an optimal solution is the value in $T_{\ell}\left[\mathcal{R}^{\prime}\right]$.

It remains to be noted that every neighbourhood graph $H_{i}$ admits a dominating set of size one, hence the annotated dominating set has size at most $\left|\mathcal{S}_{2}\right|+1=O(|R|)$. Thus, the problem of finding an annotated dominating set is FO-expressible by a formula of size $O(|R|)$ and we can solve the subproblem of computing $\gamma(\ldots)$ in time $O\left(f(|R|) \cdot\left|N\left[x_{i}\right]\right|\right)$ for some function $f$ using Proposition 2. As a result, we obtain a linear dependence on the input size (note that $|E|=O(|V|)$ ) in the running time and thus the problem is solvable in linear fpt-time.

The same proof works for nowhere dense classes by applying Proposition 3 instead of Proposition 2:

- Corollary 9. Dominating set above 3-independence can be solved in almost linear fpt-time in any nowhere dense class.

We finally note that the algorithm described in the proof of Lemma 8 only needs a black-box fpt-algorithm for Annotated Dominating Set to run in fpt time, thus it is very likely that Dominating set above 3 -independence is in FPT for other highly structured but not

[^42]necessarily sparse graph classes. We can run the same algorithm on general graphs to obtain an XP-algorithm using the bound $|\mathcal{R}| \leq 2^{\left|R^{\prime}\right|}$ and a simple brute-force in XP-time on the Annotated Dominating Set subinstance during the DP.

Corollary 10. Dominating set above 3-independence is in XP.

### 3.3 Kernelization in sparse graphs

Let us now set up the necessary machinery for the kernelization. A boundaried graph ${ }^{\circ} G$ is a tuple $(G, R)$ where $G$ is a graph and $R \subseteq V(G)$ is the boundary. We also write $\partial^{\circ} G$ to denote the boundary. For a graph $G$ and an induced subgraph $H$, the boundary $\partial_{G} H \subseteq V(H)$ are those vertices of $H$ that have neighbours in $V(G) \backslash V(H)$. Thus for every subgraph $H$ of $G$ there is a naturally associated boundaried graph $\partial H=\left(H, \partial_{G} H\right)$.

For a boundaried graph ${ }^{\circ} H$ and subsets $A, B \subseteq \partial^{\circ} H$ a set $D \subseteq V\left({ }^{\circ} H\right)$ is an $(A, B)$ dominator of ${ }^{\circ} H$ if $D \cap \partial^{\circ} H=A$ and $D$ dominates the set $\left(V\left({ }^{\circ} H\right) \backslash \partial^{\circ} H\right) \cup B$. We let $\mathbf{d s}\left({ }^{\circ} H, A, B\right)$ denote the size of a minimum $(A, B)$-dominator of ${ }^{\circ} H$. A replacement for $H$ is a boundaried graph $\left(H^{\prime}, B\right)$ with $H[B]=H^{\prime}[B]$. The operation of replacing $H$ by $H^{\prime}$ in $G$, written as $G\left[H \rightarrow H^{\prime}\right]$, consist of removing the vertices $V(H) \backslash B$ from $G$, then adding $H^{\prime}$ to $G$ with $B$ in $H^{\prime}$ identified with $B$ in $G$ (we assume that the vertices $V\left(H^{\prime}\right) \backslash B$ do not occur in $G$ ).

- Lemma 11. Let $(G, X, p)$ be an instance of Dominating Set above 3-independence where $G$ is from a bounded expansion class. Let $x \in X, H_{x}=G\left[N^{2}[x]\right]$ and $R^{\prime}=N^{2}[x] \cap$ $R$. Then, in fpt-time with parameter $\left|R^{\prime}\right|$, we can compute a replacement $H_{x}^{\prime}$ for $H_{x}$ of size $O\left(4^{\left|R^{\prime}\right|}\left|R^{\prime}\right|\right)$ such that $\mathbf{d s}\left(G\left[H_{x} \rightarrow H_{x}^{\prime}\right]\right)=\mathbf{d s}(G)$. Moreover, the replacement $H_{x}^{\prime}$ is a subgraph of $H_{x}$ and contains $x$.

Proof. For every pair of subsets $A, B \in R^{\prime}$ we compute a minimal $(A, B)$-dominator $S_{A, B}$ for ${ }^{\circ} H_{x}=\left(H_{x}, R^{\prime}\right)$. Since this problem is expressible by an FO-formula of size $O\left(\left|R^{\prime}\right|\right)$, we can employ Proposition 2 to compute the set $S_{A, B}$ in linear fpt-time with parameter $\left|R^{\prime}\right|$. Note that $S_{A, B}$ will, besides the vertices in $A$, contain at most $|B|+1$ additional vertices, since $|B|$ vertices suffice to dominate $B$ and the vertex $x$ dominates all of $V\left(H_{x}\right) \backslash R$.

Let $S=\bigcup_{A, B \subseteq R^{\prime}} S_{A, B} \cup R^{\prime} \cup\{x\}$ be the union of all such computed solutions and the boundary. By construction, $|S| \leq\left(4^{\left|R^{\prime}\right|}+1\right)\left|R^{\prime}\right|+1$. Since all $(A, B)$-dominators live inside $S$, we can safely remove the edges from $H_{x}$ that do not have any endpoint in $S$, call the resulting graph $\tilde{H}_{x}$. Let $Y:=V\left(\tilde{H}_{x}\right) \backslash S$ and let $Y_{1}, \ldots, Y_{t}$ be a partition of $Y$ into $S$-twin classes (thus all vertices in $Y_{i}$ have the same neighbourhood in $S$ and no other class has this neighbourhood). Note that $Y$ is an independent set in $\tilde{H}_{x}$.

Let $H_{x}^{\prime}$ be obtained from $\tilde{H}_{x}$ by removing all but two representatives from every twin-class, denote those by $Y_{i}^{\prime} \subseteq Y_{i}$. Clearly, every $(A, B)$-dominator of $\tilde{H}_{x}$ is still an $(A, B)$-dominator of $H_{x}^{\prime}$, we need to proof the other direction. Let $D^{\prime}$ be an $(A, B)$-dominator of $H^{\prime}$. If $D^{\prime} \subseteq S$ then $D^{\prime}$ is still an $(A, B)$-dominator for $H$. The same holds if $D^{\prime}$ intersects every twin-class in at most one vertex: each such class either has size one, in which case it has size one in $\tilde{H}_{x}$ as well, or it has size two and the vertex not contained in $D^{\prime}$ is dominated by a vertex in $S$. In either case, $D^{\prime}$ dominates all of $Y$ and thus is an $(A, B)$-dominator of $\tilde{H}_{x}$ and therefore of $H_{x}$. Thus, assume that $D^{\prime}$ fully contains some class $Y_{i}^{\prime}$. Clearly, only one vertex of $Y_{i}^{\prime}$ is enough to dominate $N\left(Y_{i}^{\prime}\right)$ (and potentially vertices in $B$ ), thus we can modify $D^{\prime}$ by picking the central vertex $x$ instead to dominate the other vertex of $Y_{i}^{\prime}$ (which of course also dominates all of $Y_{i}$ in $\tilde{H}_{x}$ ). This can, of course, only happen once, otherwise we would reduce the size of the supposedly minimal set $D^{\prime}$. This leads us back to the previous case and we conclude that there exists an $(A, B)$-dominator of $\tilde{H}_{x}$ and thus $H_{x}$ of equal size.

We conclude that $\mathbf{d s}\left({ }^{\circ} H_{x}, A, B\right)=\mathbf{d s}\left({ }^{\circ} H_{x}^{\prime}, A, B\right)$ for every choice of $A, B \subseteq R^{\prime}$; which implies that $\mathbf{d s}\left(G\left[H_{x} \rightarrow H_{x}^{\prime}\right]\right)=\mathbf{d s}(G)$. Finally, by the twin-class lemma, $\left|H_{x}^{\prime}\right|=O(|S|)=$ $O\left(4^{\left|R^{\prime}\right|}\left|R^{\prime}\right|\right)$ since $\tau$ is a constant in bounded expansion classes.

- Lemma 12. Let $(G, X, p)$ be an instance of Dominating SEt above 3-independence where $G$ is from a bounded expansion class. Let $R^{\prime} \subseteq R$ be a subset and let $X^{\prime} \subseteq X$ be those vertices $x \in X$ with $N^{2}(x) \cap R=R^{\prime}$. Let $H$ be the induced subgraph on $R^{\prime} \cup \bigcup_{x \in X^{\prime}} N[x]$. Assuming $X^{\prime}$ is not empty we can, in fpt-time with parameter $\left|R^{\prime}\right|$, compute a replacement $H^{\prime}$ for $H$ of size $O\left(\left|R^{\prime}\right|^{2\left|R^{\prime}\right|+2} 4^{\left|R^{\prime}\right|}\right)$ alongside an offset $c$ such that $\mathbf{d s}\left(G\left[H^{\prime} \rightarrow H\right]\right)=\mathbf{d s}(G)-c$. Moreover, the replacement $H^{\prime}$ is a subgraph of $H$.

Proof. Let $X^{\prime}:=\left\{x_{1}, \ldots, x_{\ell}\right\}$ and define the graphs $H_{i}:=G\left[N^{2}\left[x_{i}\right]\right]$ for $1 \leq i \leq \ell$. We first we apply Lemma 11 to replace every subgraph $H_{i}$ by a subgraph $H_{i}^{\prime}$ of size $O\left(4^{\left|R^{\prime}\right|}\left|R^{\prime}\right|\right)$ in linear fpt-time with parameter $R^{\prime}$. For simplicity, let us call the resulting graph $G$ and relabel the graphs $H_{i}^{\prime}$ to $H_{i}$ (note that Lemma 11 ensures that dominating set size does not change and that $X$ is still a 3 -independent set of the resulting graph).

For every $x_{i} \in X^{\prime}$ we compute a characteristic vector $\chi_{i}$ indexed by pairs of subsets of $R^{\prime}$ with the following semantic: for $A, B \subseteq R^{\prime}$ we set $\chi_{i}[A, B]=\mathbf{d s}\left({ }^{\circ} H_{i}, A, B\right)$. If $\chi_{i}[A, B]$ is larger than $|A|+|B|+1$ we simply set $\chi_{i}[A, B]=\infty$.

Note that the constraint subproblem to compute $\chi_{i}[A, B]$ is FO-expressible, by a formula of size $O\left(\left|R^{\prime}\right|\right)$, thus we can compute the vectors $\chi_{i}$ for $1 \leq i \leq \ell$ in linear time fpt-time with parameter $O\left(\left|R^{\prime}\right|\right)$ using Proposition 2. Let $\equiv_{\chi}$ be the equivalence relation over the graphs $H_{i}$ defined as $H_{i} \equiv_{\chi} H_{j} \Longleftrightarrow \chi_{i}=\chi_{j}$ and let $\mathcal{H}:=\left\{H_{i}\right\}_{1 \leq i \leq \ell /} \equiv_{\chi}$ be the corresponding partition into equivalence classes under $\equiv_{\chi}$. Note that $|\mathcal{H}| \leq\left(\left|R^{\prime}\right|+1\right)^{2\left|R^{\prime}\right|}$ since that is the number of possible characteristic vectors.

The construction of $H^{\prime}$ is now simple: in every equivalence class $\mathcal{C} \in \mathcal{H}$ we select $\min \{|\mathcal{C}|,|R|\}$ subgraphs and remove the rest; clearly $H^{\prime}$ is a subgraph of $H$ of the claimed size. We let the offset $c$ to be equal to the number of subgraphs removed in this way.

We are left to show that $\mathbf{d s}\left(G\left[H^{\prime} \rightarrow H\right]\right)=\mathbf{d s}(G)-c$. Consider any minimal dominating set $D$ for $G$. We call a graph $H_{i}$ interesting under $D$ if $D$ intersects $H_{i}$ in any vertex besides $x_{i}$.
$\triangleright$ Claim 13. There exists a solution $D^{\prime}$ of size equal to $D$ under which at most $\left|R^{\prime}\right|$ graphs per equivalence class $\mathcal{C} \in \mathcal{H}$ are interesting.

Proof. Consider any such class $\mathcal{C} \in \mathcal{H}$. If $|\mathcal{C}| \leq\left|R^{\prime}\right|$ we are done, so assume otherwise. Let $R^{\prime \prime} \subseteq R^{\prime}$ be the set of vertices that are dominated through vertices in graphs contained in $\mathcal{C}$ and select up to $\left|R^{\prime \prime}\right|$ many graphs that together already dominate $R^{\prime \prime}$; we let $D^{\prime}$ to be equivalent to $D$ on these graphs. Any graph $H \in \mathcal{C}$ not selected in this way only needs to dominate itself and we add its centre vertex $V(H) \cap X$ to $D^{\prime}$. Since every graph needs to intersect any dominating set in at least one vertex, $\left|D^{\prime}\right| \leq|D|$ and since $D$ is minimal we must have $\left|D^{\prime}\right|=|D|$. Finally, only the $\left|R^{\prime \prime}\right| \leq\left|R^{\prime}\right|$ selected graphs are interesting under $D^{\prime}$, as claimed.

Thus, let us assume in the following that $D$ is such a minimal solution under which at most $\left|R^{\prime}\right|$ graphs per class $\mathcal{C} \in \mathcal{H}$ are interesting. For such a solution $D$ of $H$, we construct a solution $D^{\prime}$ of $H^{\prime}$ of size $|D|-c$ as follows. For a class $\mathcal{C} \in \mathcal{H}$, let $\mathcal{C}^{\prime} \subseteq \mathcal{C}$ be those graphs that are contained in $H^{\prime}$ and let $\mathcal{I} \subseteq \mathcal{C}$ be the graphs that are interesting under $D$. Since $|\mathcal{C}| \leq\left|\mathcal{C}^{\prime}\right|$, we can pair every graph $H_{i} \in \mathcal{C}$ with a graph $H_{i^{\prime}} \in \mathcal{C}^{\prime}$. Fix such a pair $H_{i}, H_{i^{\prime}}$, let $A=R^{\prime} \cap D$ and let $B$ be those vertices of $R^{\prime}$ that are exclusively dominated vertices in $H_{i}$. Since $\chi_{i}[A, B]=\chi_{i^{\prime}}[A, B]$, there must exist a set of $\left|D \cap V\left(H_{i}\right)\right|$ vertices
in $H_{i^{\prime}}$ that dominate $H_{i^{\prime}}$ and $B$. If we repeat this construction for every graph $H_{i} \in \mathcal{C}$ with their respective pair in $\mathcal{C}^{\prime}$ and then pick the centre vertex $X \cap V\left(H_{j}\right)$ for all $H_{j} \in \mathcal{C}^{\prime} \backslash \mathcal{C}$, then the resulting set $D^{\prime}$ has size $\leq|D|-c$ and dominates all of $H^{\prime}$.

The same proof works in reverse if we start with a dominating set $D^{\prime}$ of $H^{\prime}$ to construct a dominating set $D$ of $H$ with $|D| \leq\left|D^{\prime}\right|+c$; thus we conclude that $\mathbf{d s}\left(G\left[H^{\prime} \rightarrow H\right]\right)=\mathbf{d s}(G)-c$ and the claim follows.

- Theorem 14. Dominating Set above 3-independence has a linear kernel in bounded expansion graphs.

Proof. Let $(G, X, p)$ be the input instance and let $x_{1}, \ldots, x_{\ell}$ be the members of the 3-independent set $X$. We define the graphs $H_{i}:=G\left[N^{2}\left[x_{i}\right]\right]$ and their respective $R$ neighbours $R_{i}:=N^{2}\left[x_{i}\right] \cap R$ for $1 \leq i \leq \ell$. Let $\tau$ be as in Lemma 1. We partition the graphs $\left\{H_{i}\right\}_{1 \leq i \leq \ell}$ into two sets $\mathcal{L}, \mathcal{S}$ where $H_{i} \in \mathcal{L}$ iff $\left|R_{i}\right|>2 \tau$; and $\mathcal{S}$ contains all remaining graphs.

Let us first reduce $\mathcal{S}$. Let $\mathcal{R}:=\left\{R_{i} \mid H_{i} \in \mathcal{S}\right\}$ be the $R$-neighbourhoods of the graphs collected in $\mathcal{S}$. By the twin class lemma, $|\mathcal{R}| \leq\left(4^{\tau}+2 \tau\right)|R|$, however, for each member $R^{\prime} \in \mathcal{R}$ we might have many graphs in $\mathcal{S}$ that intersect $R$ in precisely this set $R^{\prime}$.

Fix $R^{\prime} \in \mathcal{R}$ for now and let $\mathcal{S}\left[R^{\prime}\right]$ be those graphs of $\mathcal{S}$ that intersect $R$ in $R^{\prime}$. Let $H_{R^{\prime}}:=$ $G\left[\bigcup_{H \in \mathcal{S}\left[R^{\prime}\right]} V(H)\right]$ be the joint graph of the subgraphs in $\mathcal{S}\left[R^{\prime}\right]$. Since $\left|R^{\prime}\right| \leq 2 \tau$, and $\tau$ is a constant depending only on the graph class, we can apply Lemma 12 to compute a replacement $H_{R^{\prime}}^{\prime}$ of size $O\left(\left|R^{\prime}\right|^{2\left|R^{\prime}\right|+2} 4^{\left|R^{\prime}\right|}\right)$ with offset $c$ in polynomial time. We apply the replacement $G\left[H_{R^{\prime}} \rightarrow H_{R^{\prime}}^{\prime}\right]$ and decrease $p$ by $c$. Repeating this procedure for all $R^{\prime} \in \mathcal{R}$ yields a graph $G_{1}$ (a subgraph of $G$ ) in which the small graphs $\mathcal{S}$ in total contain at most $|\mathcal{R}| \cdot O\left(|\tau|^{2 \tau+2} 4^{\tau}\right)=O(|R|)$ vertices, a 3-independent set $X^{\prime} \subseteq X$ of $G_{1}$, and a new input $p^{\prime}$. This concludes our reduction for $\mathcal{S}$.

Let us now deal with $\mathcal{L}$ in $G_{1}$. By the twin class lemma, $|\mathcal{L}| \leq 2 \tau|R|$. But then $\left|X^{\prime}\right|$ has size bounded in $O(|R|)$ and we conclude that the size of a minimal dominating set for $G_{1}$ is bounded by $O(|R|)$, hence we assume that $p^{\prime}$ is bounded by $O(|R|)$ (otherwise the instance is positive and we can output a trivial instance). We now apply the existing linear kernel [6] for Dominating Set to $G_{1}$. The output of the kernelization is a subgraph of the original graph, hence we collect the remaining vertices of the 3 -independent set $X^{\prime \prime} \subseteq X^{\prime}$ in order to output a well-formed instance $\left(G^{\prime \prime}, X^{\prime \prime}, p^{\prime \prime}\right)$. This concludes the proof.

## 4 Above 4-independence: simple domination

In the case where the lower-bound set $X$ is 4 -independent we now have that for distinct $x, x^{\prime} \in$ $X$ it holds that $N^{2}(x) \cap N^{2}\left(x^{\prime}\right)=\emptyset$, thus for each $x \in X$ the set $N^{2}(x) \cap R$ can only be dominated from $R$ and $N(x)$. Let us call an instance ( $G, X$ ) reduced if for every $x \in X$ the intersection $N^{2}(x) \cap R$ is non-empty. We can easily pre-process our input instance to enforce this property: if such an $x$ would exist we can simply remove $N[x]$ from $G$ to obtain an equivalent instance. In a reduced instance the parameter $|R|$ is necessarily big compared to $|X|$ :

- Observation 15. For every reduced instance $(G, X)$ of Dominating Set above 4independence it holds that $|R| \geq|X|$.
- Corollary 16. Let $\mathcal{G}$ be a graph class for which Dominating SET is in FPT. Then Dominating SET above 4-independence is in FPT for $\mathcal{G}$ as well.
- Corollary 17. Let $\mathcal{G}$ be a graph class for which Dominating Set admits a polynomial kernel. Then Dominating Set above 4-independence admits a polynomial kernel for $\mathcal{G}$ as well.

On the other hand, we showed in Section 3.1 that the problem remains W[2]-hard for any $r \geq 2$ in general graphs.

## 5 Conclusion

We considered Dominating Set parametrised by the residual of a given $r$-independent set and investigated how the value of $r$ and the choice of input graph classes affect its tractability. We observed that the tractability does improve from $r=2$ to $r=3$ as it goes from being paraNP-complete to 'merely' W[2]-hard and at least admits an XP-algorithm. Larger values of $r$, however, do not increase the tractability as the problem becomes essentially equivalent to Dominating Set.

If we consider sparse classes (bounded expansion and nowhere dense), the improvement in tractability from $r=2$ to $r=3$ is much more pronounced; changing from paraNP-complete to FPT and even admitting a linear kernel in bounded expansion classes. We very much believe that the kernel can be extended to nowhere dense classes, but leave that quite technical task as an open question.
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#### Abstract

In this paper, we study the following problem: given a connected graph $G$, can we reduce the domination number of $G$ by at least one using $k$ edge contractions, for some fixed integer $k \geq 0$ ? We show that for $k \leq 2$, the problem is coNP-hard. We further prove that for $k=1$, the problem is $\mathrm{W}[1]$-hard parameterized by the size of a minimum dominating set plus the mim-width of the input graph, and that it remains NP-hard when restricted to $P_{9}$-free graphs, bipartite graphs and $\left\{C_{3}, \ldots, C_{\ell}\right\}$-free graphs for any $\ell \geq 3$. Finally, we show that for any $k \geq 1$, the problem is polynomial-time solvable for $P_{5}$-free graphs and that it can be solved in FPT-time and XP-time when parameterized by tree-width and mim-width, respectively.
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## 1 Introduction

In a graph modification problem, we are usually interested in modifying a given graph $G$, via a small number of operations, into some other graph $G^{\prime}$ that has a certain desired property. This property often describes a certain graph class to which $G^{\prime}$ must belong. Such graph modification problems allow to capture a variety of classical graph-theoretic problems. Indeed, if for instance only $k$ vertex deletions are allowed and $G^{\prime}$ must be a stable set or a clique, we obtain the Stable Set or Clique problem, respectively.

Now, instead of specifying a graph class to which $G^{\prime}$ should belong, we may ask for a specific graph parameter $\pi$ to decrease. In other words, given a graph $G$, a set $\mathcal{O}$ of one or more graph operations and an integer $k \geq 1$, the question is whether $G$ can be transformed into a graph $G^{\prime}$ by using at most $k$ operations from $\mathcal{O}$ such that $\pi\left(G^{\prime}\right) \leq \pi(G)-d$ for some threshold $d \geq 0$. Such problems are called blocker problems as the set of vertices or edges involved can be viewed as "blocking" the parameter $\pi$. Notice that identifying such sets may provide important information about the structure of the graph $G$.

Blocker problems have been well studied in the literature (see for instance [1, 2, 3, 4, $6,9,14,15,16,17,19]$ ) and their relations to other well-known graph problems have been presented (see for instance $[9,15]$ ). So far, the literature mainly focused on the following graph parameters: the chromatic number, the independence number, the clique number, the matching number and the vertex cover number. Furthermore, the set $\mathcal{O}$ consisted of a single graph operation, namely either vertex deletion, edge contraction, edge deletion or edge
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addition. Since these blocker problems are usually NP-hard in general graphs, a particular attention has been paid to their computational complexity when restricted to special graph classes.

In this paper, we focus on another parameter, namely the domination number $\gamma$, and we restrict $\mathcal{O}$ to a single graph operation, the edge contraction. More specifically, let $G=(V, E)$ be a graph. The contraction of an edge $u v \in E$ removes vertices $u$ and $v$ from $G$ and replaces them by a new vertex that is made adjacent to precisely those vertices that were adjacent to $u$ or $v$ in $G$ (without introducing self-loops nor multiple edges). We say that a graph $G$ can be $k$-contracted into a graph $G^{\prime}$, if $G$ can be transformed into $G^{\prime}$ by a sequence of at most $k$ edge contractions, for an integer $k \geq 1$ (note that contracting an edge cannot increase the domination number). We will be interested in the following problem, where $k \geq 1$ is a fixed integer.

```
\(k\)-Edge Contraction \((\gamma)\)
    Instance: A connected graph \(G=(V, E)\)
    Question: \(\quad\) Can \(G\) be \(k\)-edge contracted into a graph \(G^{\prime}\) such that \(\gamma\left(G^{\prime}\right) \leq \gamma(G)-1\) ?
```

In other words, we are interested in a blocker problem with parameter $\gamma$, graph operations set $\mathcal{O}=$ \{edge contraction $\}$ and threshold $d=1$. Notice that if $\gamma(G)=1$, that is, $G$ contains a dominating vertex, then $G$ is always a No-instance for $k$-Edge Contraction $(\gamma)$. Reducing the domination number using edge contractions was first considered in [13]; given a graph $G=(V, E)$, the authors denote by $c t_{\gamma}(G)$ the minimum number of edge contractions required to transform $G$ into a graph $G^{\prime}$ such that $\gamma\left(G^{\prime}\right) \leq \gamma(G)-1$ and prove that for a connected graph $G$ such that $\gamma(G) \geq 2$, we have $c t_{\gamma}(G) \leq 3$. It follows that a connected graph $G$ with $\gamma(G) \geq 2$ is always a Yes-instance of $k$-Edge Contraction $(\gamma)$, if $k \geq 3$. The authors [13] further give necessary and sufficient conditions for $c t_{\gamma}(G)$ to be equal to 1 , respectively 2 .

- Theorem 1 ([13]). For a connected graph $G$, the following holds.
(i) $c t_{\gamma}(G)=1$ if and only if there exists a minimum dominating set in $G$ that is not a stable set.
(ii) $\operatorname{ct}_{\gamma}(G)=2$ if and only if every minimum dominating set in $G$ is a stable set and there exists a dominating set $D$ in $G$ of size $\gamma(G)+1$ such that $G[D]$ contains at least two edges.

To the best of our knowledge, a systematic study of the computational complexity of $k$-Edge Contraction $(\gamma)$ has not yet been attempted in the literature. We here initiate such a study as it has been done for other parameters and several graph operations. Our paper is organised as follows ${ }^{1}$. In Section 2, we present definitions and notations that are used throughout the paper. In Section 3, we prove the (co)NP-hardness of $k$-EdGE $\operatorname{Contraction}(\gamma)$ for $k=1,2$. We further show that 1-Edge Contraction $(\gamma)$ is $\mathrm{W}[1]$-hard parameterized by the size of a minimum dominating set plus the mim-width of the input graph, and that it remains NP-hard when restricted to $P_{9}$-free graphs, bipartite graphs and $\left\{C_{3}, \ldots, C_{l}\right\}$-free graphs for any $l \geq 3$. Finally, we present in Section 4 some positive results; in particular, we show that for any $k \geq 1, k$-Edge $\operatorname{Contraction}(\gamma)$ is polynomialtime solvable for $P_{5}$-free graphs and that it can be solved in FPT-time and XP-time when parameterized by tree-width and mim-width, respectively.

[^43]
## 2 Preliminaries

Throughout the paper, we only consider finite, undirected, connected graphs that have no self-loops or multiple edges. We refer the reader to [8] for any terminology and notation not defined here and to [7] for basic definitions and terminology regarding parameterized complexity.

Let $G=(V, E)$ be a graph and let $u \in V$. We denote by $N_{G}(u)$, or simply $N(u)$ if it is clear from the context, the set of vertices that are adjacent to $u$ i.e., the neighbors of $u$, and let $N[u]=N(u) \cup\{u\}$. Two vertices $u, v \in V$ are said to be true twins (resp. false twins), if $N[u]=N[v]$ (resp. if $N(u)=N(v))$.

For a family $\left\{H_{1}, \ldots, H_{p}\right\}$ of graphs, $G$ is said to be $\left\{H_{1}, \ldots, H_{p}\right\}$-free if $G$ has no induced subgraph isomorphic to a graph in $\left\{H_{1}, \ldots, H_{p}\right\}$; if $p=1$ we may write $H_{1}$-free instead of $\left\{H_{1}\right\}$-free. For a subset $V^{\prime} \subseteq V$, we let $G\left[V^{\prime}\right]$ denote the subgraph of $G$ induced by $V^{\prime}$, which has vertex set $V^{\prime}$ and edge set $\left\{u v \in E \mid u, v \in V^{\prime}\right\}$.

We denote by $d_{G}(u, v)$, or simply $d(u, v)$ if it is clear from the context, the length of a shortest path from $u$ to $v$ in $G$. Similarly, for any subset $V^{\prime} \subseteq V$, we denote by $d_{G}\left(u, V^{\prime}\right)$, or simply $d\left(u, V^{\prime}\right)$ if it is clear from the context, the minimum length of a shortest path from $u$ to some vertex in $V^{\prime}$ i.e., $d\left(u, V^{\prime}\right)=\min _{v \in V^{\prime}} d(u, v)$.

For a vertex $v \in V$, we write $G-v=G[V \backslash\{v\}]$ and for a subset $V^{\prime} \subseteq V$ we write $G-V^{\prime}=G\left[V \backslash V^{\prime}\right]$. For an edge $e \in E$, we denote by $G \backslash e$ the graph obtained from $G$ by contracting the edge $e$. The $k$-subdivision of an edge $u v$ consists in replacing it by a path $u-v_{1}-\ldots-v_{k}-v$, where $v_{1}, \ldots, v_{k}$ are new vertices.

For $n \geq 1$, the path and cycle on $n$ vertices are denoted by $P_{n}$ and $C_{n}$ respectively. A graph is bipartite if every cycle contains an even number of vertices.

A subset $S \subseteq V$ is called a stable set of $G$ if any two vertices in $S$ are nonadjacent; we may also say that $S$ is stable. A subset $D \subseteq V$ is called a dominating set, if every vertex in $V \backslash D$ is adjacent to at least one vertex in $D$; the domination number $\gamma(G)$ is the number of vertices in a minimum dominating set. For any $v \in D$ and $u \in N[v], v$ is said to dominate $u$ (in particular, $v$ dominates itself); furthermore, $u$ is a private neighbor of $v$ with respect to $D$ if $u$ has no neighbor in $D \backslash\{v\}$. We say that $D$ contains an edge (or more) if the graph $G[D]$ contains an edge (or more). The Dominating Set problem is to test whether a given graph $G$ has a dominating set of size at most $\ell$, for some given integer $\ell \geq 0$.

## 3 Hardness results

In this section, we present hardness results for the $k$-Edge Contraction $(\gamma)$ problem. Recall that for $k \geq 3$, the problem is trivial; we show that for $k=1,2$, it becomes (co)NP-hard. To this end, we introduce the following problem.

```
Contraction \(\operatorname{Number}(\gamma, k)\)
    Instance: A connected graph \(G=(V, E)\).
    Question: Is \(c t_{\gamma}(G)=k\) ?
```

- Theorem 2. Contraction $\operatorname{Number}(\gamma, 3)$ is NP-hard.

Proof. We reduce from 1-IN-3 Positive 3-Sat, where each variable occurs only positively, each clause contains exactly three positive literals, and we want a truth assignment such that each clause contains exactly one true variable. This problem is known to be NP-complete [11]. Given an instance $\Phi$ of this problem, with variable set $X$ and clause set $C$, we construct
an equivalent instance $G_{\Phi}$ of $\operatorname{Contraction} \operatorname{Number}(\gamma, 3)$ as follows. For any variable $x \in X$, we introduce a copy of $C_{3}$, which we denote by $G_{x}$, with two distinguished truth vertices $T_{x}$ and $F_{x}$ (see Fig. 1); in the following, the third vertex of $G_{x}$ is denoted by $u_{x}$. For any clause $c \in C$ containing variables $x_{1}, x_{2}$ and $x_{3}$, we introduce the gadget $G_{c}$ depicted in Fig. 1 (where it is connected to the corresponding variable gadgets). The vertex set of the clique $K_{c}$ corresponds to the set of subsets of size 1 of $\left\{x_{1}, x_{2}, x_{3}\right\}$ (hence the notation); for any $i \in\{1,2,3\}$, the vertex $x_{i}$ (resp. $x_{i}^{\prime}$ ) is connected to every vertex $v_{S} \in K_{c}$ such that $x_{i} \notin S$ (resp. $x_{i} \in S$ ). Finally, for $i=1,2,3$, we add an edge between $t_{i}$ (resp. $x_{i}^{\prime}$ ) and the truth vertex $T_{x_{i}}$ (resp. $F_{x_{i}}$ ). Our goal now is to show that $\Phi$ is satisfiable if and only if $c t_{\gamma}\left(G_{\Phi}\right)=3$. In the remainder of the proof, given a clause $c \in C$, we denote by $x_{1}, x_{2}$ and $x_{3}$ the variables occuring in $c$ and thus assume that $t_{i}$ (resp. $x_{i}^{\prime}$ ) is adjacent to $T_{x_{i}}$ (resp. $\left.F_{x_{i}}\right)$ for $i \in\{1,2,3\}$. Let us first start with some easy observations.


Figure 1 The gadget $G_{c}$ together with $G_{x_{i}}, i=1,2,3$, for a clause $c \in C$ containing variables $x_{1}$, $x_{2}$ and $x_{3}$ (the rectangle indicates that the corresponding set of vertices induces a clique).

- Observation 1. Let $D$ be a dominating set of $G_{\Phi}$. Then for any $x \in X,\left|D \cap V\left(G_{x}\right)\right| \geq 1$ and for any $c \in C,\left|D \cap V\left(G_{c}\right)\right| \geq 4$. In particular, $|D| \geq|X|+4|C|$.

Clearly, for any $x \in X,\left|D \cap V\left(G_{x}\right)\right| \geq 1$ since $u_{x}$ must be dominated. Also, in order to dominate vertices $a_{1}, a_{2}, a_{3}$ and $v_{\left\{x_{1}\right\}}$ in some gadget $G_{c}$, we need at least 4 distinct vertices, since their neighborhoods are pairwise disjoint and so, $\left|D \cap V\left(G_{c}\right)\right| \geq 4$, for any $c \in C$.

- Observation 2. Let $D$ be a dominating set of $G_{\Phi}$. For any clause gadget $G_{c}$ and $i \in\{1,2,3\}$, $D \cap\left\{a_{i}, b_{i}, x_{i}\right\} \neq \emptyset$.

This immediately follows from the fact that every vertex $b_{i}$ needs to be dominated and its neighbors are $a_{i}$ and $x_{i}$ for $i \in\{1,2,3\}$.

- Observation 3. Let $D$ be a dominating set of $G_{\Phi}$. For any clause gadget $G_{c}$, if $\mid D \cap$ $V\left(G_{c}\right) \mid=4$, then $D \cap\left\{t_{i}, x_{i}^{\prime}\right\}=\emptyset$ and $\left|D \cap\left\{a_{i}, b_{i}, x_{i}\right\}\right|=1$, for any $i \in\{1,2,3\}$.

If $t_{i} \in D$ for some $i \in\{1,2,3\}$, then it follows from Observation 2 that $\left|D \cap\left\{a_{j}, b_{j}, x_{j}\right\}\right|=1$ for any $j \in\{1,2,3\}$. This implies that at least two vertices among $x_{1}, x_{2}$ and $x_{3}$ belong to $D$ for otherwise there would exist $j \in\{1,2,3\}$ such that $v_{\left\{x_{j}\right\}}$ is not dominated. In particular, there must exist $j \neq i$ such that $x_{j} \in D$; but then, $a_{j}$ is not dominated. Similarly, if $x_{i}^{\prime} \in D$ for some $i \in\{1,2,3\}$, it follows from Observation 2 that $\left|D \cap\left\{a_{j}, b_{j}, x_{j}\right\}\right|=1$ for any $j \in\{1,2,3\}$. But then, in order to dominate the vertices of $K_{c}$, either $x_{i} \in D$ in which case $a_{i}$ is not dominated; or $\left\{x_{j}, j \neq i\right\} \subset D$ and $a_{j}$ with $j \neq i$, is not dominated.

Now suppose that $\left|D \cap\left\{a_{i}, b_{i}, x_{i}\right\}\right| \geq 2$ for some $i \in\{1,2,3\}$. Then by Observation 2, we conclude that $\left|D \cap\left\{a_{k}, b_{k}, x_{k}\right\}\right|=1$ for $k \neq i$ and $\left|D \cap\left\{a_{i}, b_{i}, x_{i}\right\}\right|=2$. This implies that
$D \cap V\left(K_{c}\right)=\emptyset$ for otherwise we would have $\left|D \cap V\left(G_{c}\right)\right| \geq 5$. But then, since $x_{i}^{\prime} \notin D, D$ must contain at least two vertices among $x_{1}, x_{2}$ and $x_{3}$ in order to dominate the vertices of $K_{c}$; in particular, there exists $j \neq i$ such that $x_{j} \in D$ and so, $a_{j}$ is not dominated.

- Observation 4. Let $D$ be a minimum dominating set of $G_{\Phi}$ and suppose that $c t_{\gamma}\left(G_{\Phi}\right)=3$. Then for any vertices $u, v \in D$, we have $d(u, v) \geq 3$.

Indeed, if $u, v$ are adjacent, we conclude by Theorem 1(i) that $c t_{\gamma}\left(G_{\Phi}\right)=1$; and if $u, v$ are at distance 2 then $D \cup\{w\}$, where $w$ is the vertex on a shortest path from $u$ to $v$, contains two edges and we conclude by Theorem 1(ii) that $c t_{\gamma}\left(G_{\Phi}\right)=2$.

- Observation 5. Let $D$ be a minimum dominating set of $G_{\Phi}$ and suppose that $c t_{\gamma}\left(G_{\Phi}\right)=3$. Then for any clause gadget $G_{c}$ and $i \in\{1,2,3\}, a_{i} \in D$ if and only if $T_{x_{i}} \notin D$.

This readily follows from Observation 4. Further note that we may assume that for any $i \in\{1,2,3\}, a_{i} \in D$ if and only if $F_{x_{i}} \in D ; T_{x_{i}} \notin D$ is equivalent to $\left\{F_{x_{i}}, u_{x_{i}}\right\} \cap D \neq \emptyset$ and if $T_{x_{i}} \notin D$, we may always replace $D$ by $\left(D \backslash\left\{u_{x_{i}}\right\}\right) \cup\left\{F_{x_{i}}\right\}$.

- Observation 6. Let $D$ be a minimum dominating set of $G_{\Phi}$ and suppose that $c t_{\gamma}\left(G_{\Phi}\right)=3$. Then for any clause gadget $G_{c},\left|D \cap\left\{a_{1}, a_{2}, a_{3}\right\}\right| \leq 2$.

If it weren't the case then, by Observation 4 , no $x_{i}$ or $b_{i}(i=1,2,3)$ would belong to $D$. But since $x_{1}, x_{2}$ and $x_{3}$ must be dominated, it follows that $D \cap V\left(K_{c}\right) \neq \emptyset$ and by Observation 5 , we conclude that $D$ contains two vertices at distance two (namely, $v_{\left\{x_{i}\right\}} \in D \cap V\left(K_{c}\right)$ and $F_{x_{i}}$ for some $i \in\{1,2,3\}$ ), which contradicts Observation 4.

- Observation 7. Let $D$ be a minimum dominating set of $G_{\Phi}$ and suppose that $c t_{\gamma}\left(G_{\Phi}\right)=3$. Then for any clause gadget $G_{c},\left|D \cap\left\{b_{1}, b_{2}, b_{3}\right\}\right| \leq 1$.

Indeed, if we assume, without loss of generality, that $b_{1}, b_{2} \in D$, then by Observation 4 , $D \cap V\left(K_{c}\right)=\emptyset$. It then follows from Observation 4 that $x_{3}^{\prime} \in D$ for otherwise $V_{\left\{x_{3}\right\}}$ would not be dominated. But then $D \cap V\left(G_{x_{3}}\right)=\emptyset$ by Observation 4, which contradicts Observation 1.

- Claim 1. $\gamma\left(G_{\Phi}\right)=|X|+4|C|$ if and only if $c t_{\gamma}\left(G_{\Phi}\right)=3$.

Assume that $\gamma\left(G_{\Phi}\right)=|X|+4|C|$ and consider a minimum dominating set $D$ of $G_{\Phi}$. We first show that $D$ is a stable set which would imply that $c t_{\gamma}\left(G_{\Phi}\right)>1$ (see Theorem 1(i)). First note that Observation 1 implies that $\left|D \cap V\left(G_{x}\right)\right|=1$ and $\left|D \cap V\left(G_{c}\right)\right|=4$, for any variable $x \in X$ and any clause $c \in C$. It then follows from Observation 3 that no truth vertex is dominated by some vertex $t_{i}$ or $x_{i}^{\prime}$ in some clause gadget $G_{c}$ with $i \in\{1,2,3\}$; in particular, this implies that there can exist no edge in $D$ having one endvertex in some gadget $G_{x}(x \in X)$ and the other in some gadget $G_{c}(c \in C)$. Hence, it is enough to show that for any $c \in C, D \cap V\left(G_{c}\right)$ is a stable set.

Now consider a clause gadget $G_{c}$. It follows from Observation 3 that if there exists $i \in\{1,2,3\}$ such that $a_{i} \notin D$ then $b_{i} \in D$ since $a_{i}$ must be dominated (also note that by Observation 3, if $a_{i} \in D$ then $\left.b_{i} \notin D\right)$. Hence, for any $i \in\{1,2,3\}$, exactly one of $a_{i}$ and $b_{i}$ belongs to $D$. But then, by Observation 3 and since $\left|D \cap V\left(G_{c}\right)\right|=4$, we immediately conclude that $D \cap V\left(G_{c}\right)$ is a stable set and so, $D$ is a stable set.

Now, suppose to the contrary that $c t_{\gamma}\left(G_{\Phi}\right)=2$ i.e., there exists a dominating set $D^{\prime}$ of $G_{\Phi}$ of size $\gamma\left(G_{\Phi}\right)+1$ containing two edges $e$ and $e^{\prime}$ (see Theorem 1(ii)). First assume that there exists $x \in X$ such that $\left|D^{\prime} \cap V\left(G_{x}\right)\right|=2$. Then, for any $x^{\prime} \neq x,\left|D^{\prime} \cap V\left(G_{x^{\prime}}\right)\right|=1$; and for any $c \in C,\left|D^{\prime} \cap V\left(G_{c}\right)\right|=4$ which by Observation 3 implies that $\left\{t_{i}, x_{i}^{\prime}\right\} \cap D^{\prime}=\emptyset$ for any $i \in\{1,2,3\}$. Since as shown previously, $D^{\prime} \cap V\left(G_{c}\right)$ is then a stable set, it follows that $D^{\prime}$ contains at most one edge, a contradiction.

Thus, there must exist some $c \in C$ such that $\left|D^{\prime} \cap V\left(G_{c}\right)\right|=5$. We then claim that $\left\{a_{1}, a_{2}, a_{3}\right\} \not \subset D^{\prime}$. Indeed, since $x_{1}, x_{2}, x_{3}, v_{\left\{x_{1}\right\}}, v_{\left\{x_{2}\right\}}$ and $v_{\left\{x_{3}\right\}}$ must be dominated, $D^{\prime} \cap V\left(K_{c}\right) \neq \emptyset$ (otherwise, at least three additional vertices of $G_{c}$ would be required to dominate $x_{1}, x_{2}$ and $x_{3}$ ), say $v_{\left\{x_{1}\right\}} \in D^{\prime}$ without loss of generality. But then, $\left|N\left[x_{1}\right] \cap D^{\prime}\right|=1$ as $x_{1}$ must be dominated and $\left|D^{\prime} \cap V\left(G_{c}\right)\right|=5$ and so, $D^{\prime}$ contains at most one edge. Therefore, there must exist $i \in\{1,2,3\}$ such that $a_{i} \notin D^{\prime}$, say $a_{1} \notin D^{\prime}$ without loss of generality. Then, since $a_{1}$ must be dominated, either $t_{1} \in D^{\prime}$ or $b_{1} \in D^{\prime}$.

Assume first that $t_{1}$ belongs to $D^{\prime}$ (note that $\left\{b_{1}, x_{1}\right\} \cap D^{\prime} \neq \emptyset$ by Observation 2). We then claim that either $e$ or $e^{\prime}$ has an endvertex in $\left\{a_{j}, b_{j}, x_{j}\right\}$ for some $j \neq 1$. Indeed, if it weren't the case, then $t_{1}$ would be an endvertex of neither $e$ nor $e^{\prime}$ for otherwise $T_{x_{1}} \in D^{\prime}$ which implies that $D^{\prime} \cap\left\{v_{\left\{x_{1}\right\}}, x_{1}^{\prime}\right\} \neq \emptyset$ as $\left|D^{\prime} \cap V\left(G_{x_{1}}\right)\right|=1$ and $x_{1}^{\prime}$ should be dominated. But then, $D^{\prime}$ contains at most one edge as $5=\left|D^{\prime} \cap V\left(G_{c}\right)\right| \geq\left|\left\{t_{1}\right\}\right|+\left|D^{\prime} \cap\left\{b_{1}, x_{1}\right\}\right|+\left|D^{\prime} \cap\left\{v_{\left\{x_{1}\right\}}, x_{1}^{\prime}\right\}\right|+$ $\left|D^{\prime} \cap\left\{a_{j}, b_{j}, x_{j}, j \neq 1\right\}\right| \geq 1+1+1+2$ and neither $e$ nor $e^{\prime}$ has an endvertex in $\left\{a_{j}, b_{j}, x_{j}\right\}$ for some $j \neq 1$ by assumption, a contradiction. Since $e$ and $e^{\prime}$ have at most one common endvertex, it then follows that $\left|D^{\prime} \cap V\left(G_{c}\right)\right| \geq\left|\left\{t_{1}\right\}\right|+\left|D^{\prime} \cap\left\{a_{j}, b_{j}, x_{j}, j \neq 1\right\}\right|+3 \geq 1+2+3$, a contradiction. Thus, either $e$ or $e^{\prime}$ has an endvertex in $\left\{a_{j}, b_{j}, x_{j}\right\}$ for some $j \neq 1$, say $j=2$ without loss of generality. Suppose that $x_{2}$ is an endvertex of $e$. Then the other endvertex of $e$ should be $b_{2}$ for otherwise it belongs to $K_{c}$ and thus, $a_{2}$ would not be dominated. But then, we conclude by Observation 2 and the fact that $\left|D^{\prime} \cap V\left(G_{c}\right)\right|=5$, that $D^{\prime}$ contains only one edge. Thus, $e=a_{2} b_{2}$ or $e=a_{2} t_{2}$ and since $v_{\left\{x_{1}\right\}}$ must be dominated, necessarily $x_{3} \in D^{\prime}$; but then, $a_{3}$ is not dominated. Therefore, it must be that $b_{1}$ belongs to $D^{\prime}$; and we conclude similarly that if $a_{2}$ (resp. $a_{3}$ ) is not in $D^{\prime}$ then $b_{2}$ (resp. $b_{3}$ ) belongs to $D^{\prime}$.

Now, since $t_{1}, a_{1} \notin D^{\prime}$, it follows that $T_{x_{1}} \in D^{\prime}$ for otherwise $t_{1}$ would not be dominated. But $\left|D^{\prime} \cap V\left(G_{x}\right)\right|=1$ and so, $F_{x_{1}} \notin D^{\prime}$; thus, $D^{\prime} \cap\left\{x_{1}^{\prime}, v_{\left\{x_{1}\right\}}\right\} \neq \emptyset$ as $x_{1}^{\prime}$ must be dominated and we may assume, without loss of generality, that in fact, $v_{\left\{x_{1}\right\}} \in D^{\prime}$. Then, if $D^{\prime} \cap$ $\left\{v_{\left\{x_{2}\right\}}, v_{\left\{x_{3}\right\}}\right\}=\emptyset$, necessarily $F_{x_{2}}, F_{x_{3}} \in D^{\prime}$; indeed, since $\left|D^{\prime} \cap V\left(G_{c}\right)\right|=5$, at least one among $x_{2}^{\prime}$ and $x_{3}^{\prime}$ does not belong to $D^{\prime}$, say $x_{2}^{\prime}$ without loss of generality. But if $x_{3}^{\prime} \in D^{\prime}$, then exactly one of $a_{j}$ and $b_{j}$, for $j \neq 1$ belongs to $D^{\prime}$ (recall that if $a_{j} \notin D^{\prime}$ then $b_{j} \in D^{\prime}$ ) and therefore, $D^{\prime}$ contains at most one edge. Thus, $F_{x_{2}}, F_{x_{3}} \in D^{\prime}$ which implies that $D^{\prime} \cap\left\{t_{j}, a_{j}\right\} \neq \emptyset$ for $j \neq 1$ as $t_{j}$ must be dominated. But by Observation 2 and the fact that $\left|D^{\prime} \cap V\left(G_{c}\right)\right|=5$, we have that $\left|D^{\prime} \cap\left\{t_{2}, t_{3}\right\}\right| \leq 1$ and so, $D^{\prime}$ contains at most one edge. Thus, $D^{\prime} \cap\left\{v_{\left\{x_{2}\right\}}, v_{\left\{x_{3}\right\}}\right\} \neq \emptyset$ and since by Observation $2\left|D^{\prime} \cap V\left(K_{c}\right)\right| \leq 2$, we conclude that in fact $\left|D^{\prime} \cap V\left(K_{c}\right)\right|=2$. But then, exactly one among $a_{j}$ and $b_{j}$ belongs to $D^{\prime}$ for $j \neq 1$ and so, $D^{\prime}$ contains only one edge. Consequently, no such dominating set $D^{\prime}$ exists and thus, $c t_{\gamma}\left(G_{\Phi}\right)=3$.

Conversely, assume that $c t_{\gamma}\left(G_{\Phi}\right)=3$ and consider a minimum dominating set $D$ of $G_{\Phi}$. It readily follows from Observations 1 and 4 that for any variable $x \in X,\left|D \cap V\left(G_{x}\right)\right|=1$. Now consider a clause gadget $G_{c}$. Then, by Observation 4, we obtain that $t_{i} \notin D$ (resp. $\left.x_{i}^{\prime} \notin D\right)$ for $i \in\{1,2,3\}$, as otherwise it would be within distance at most 2 from the vertex in $D$ belonging to the gadget $G_{x_{i}}$.

Now since for any $i \in\{1,2,3\}, t_{i} \notin D$, if $a_{i} \notin D$ then $b_{i} \in D$ as $a_{i}$ must be dominated (also note that by Observation 4, if $a_{i} \in D$ then $b_{i} \notin D$ ). Thus, by Observations 6 and 7, we conclude that for any clause gadget $G_{c},\left|D \cap\left\{a_{1}, a_{2}, a_{3}\right\}\right|=2$ and $\left|D \cap\left\{b_{1}, b_{2}, b_{3}\right\}\right|=1$, say $a_{1}, a_{2}, b_{3} \in D$ without loss of generality. But then, $v_{\left\{x_{3}\right\}}$ must belong to $D$; indeed, since $b_{3} \in D$, it follows that $T_{x_{3}} \in D$ for otherwise $t_{3}$ is not dominated. Observation 4 then implies that $x_{3}^{\prime} \notin D$ and thus, it can only be dominated by $v_{\left\{x_{3}\right\}}$. But then, it follows from Observation 5 that every vertex in $G_{c}$ is dominated and we conclude that $\left|D \cap V\left(G_{c}\right)\right|=4$ by minimality of $D$. Consequently, $|D|=|X|+4|C|$ which concludes the proof of Claim 1.

- Claim 2. $\gamma\left(G_{\Phi}\right)=|X|+4|C|$ if and only if $\Phi$ is satisfiable.

Assume first that $\gamma\left(G_{\Phi}\right)=|X|+4|C|$ and consider a minimum dominating set $D$ of $G_{\Phi}$. We construct a truth assignment from $D$ satisfying $\Phi$ as follows. For any $x \in X$, if $T_{x} \in D$, set $x$ to true; otherwise, set $x$ to false. We claim that each clause $c \in C$ has exactly one true variable. Indeed, it follows from Observation 1 that $\left|D \cap V\left(G_{c}\right)\right|=4$ for any $c \in C$, and from Claim 1 that $c t_{\gamma}\left(G_{\Phi}\right)=3$. But then, by Observation 3, for any $i \in\{1,2,3\}, a_{i} \notin D$ if and only if $b_{i} \in D$ ( $a_{i}$ would otherwise not be dominated). It then follows from Observations 6 and 7 that $\left|D \cap\left\{a_{1}, a_{2}, a_{3}\right\}\right|=2$ and $\left|D \cap\left\{b_{1}, b_{2}, b_{3}\right\}\right|=1$ for any $c \in C$; but by Observation 5 we conclude that $b_{i} \in D$ if and only if $T_{x_{i}} \in D$, which proves our claim.

Conversely, assume that $\Phi$ is satisfiable and consider a truth assignment satisfying $\Phi$. We construct a dominating set $D$ of $G_{\Phi}$ as follows. If variable $x$ is set to true, we add $T_{x}$ to $D$; otherwise, we add $F_{x}$ to $D$. For any clause $c \in C$ and $i \in\{1,2,3\}$, if $T_{x_{i}} \in D$, then add $b_{i}$ to $D$; otherwise, add $a_{i}$ to $D$. Since every clause has exactly one true variable, it follows that $\left|D \cap\left\{b_{1}, b_{2}, b_{3}\right\}\right|=1$ and $\left|D \cap\left\{a_{1}, a_{2}, a_{3}\right\}\right|=2$; finally add $v_{\left\{x_{i}\right\}}$ to $D$ where $b_{i} \in D$. Now clearly $\left|D \cap V\left(G_{c}\right)\right|=4$ and every vertex in $G_{c}$ is dominated. Thus, $|D|=|X|+4|C|$ and so by Observation 1, $\gamma\left(G_{\Phi}\right)=|X|+4|C|$, which concludes this proof.

Now combining Claims 1 and 2 , we have that $\Phi$ is satisfiable if and only if $c t_{\gamma}\left(G_{\Phi}\right)=3$ which completes the proof of Theorem 2.

By observing that for any graph $G, G$ is a Yes-instance for Contraction Number $(\gamma, 3)$ if and only if $G$ is a No-instance for 2-Edge Contraction $(\gamma)$, we deduce the following corollary from Theorem 2.

- Corollary 3. 2-Edge Contraction $(\gamma)$ is coNP-hard.

It is thus coNP-hard to decide whether $c t_{\gamma}(G) \leq 2$ for a graph $G$; and in fact, it is NP-hard to decide whether equality holds, as stated in the following.

- Theorem 4 ( $\boldsymbol{\wedge})$. Contraction $\operatorname{Number}(\gamma, 2)$ is NP-hard.

We finally consider the case $k=1$.

- Theorem 5. 1-Edge Contraction ( $\gamma$ ) is NP-hard even when restricted to $P_{t}$-free graphs, with $t \geq 9$.

Proof. We reduce from Dominating Set: given an instance ( $G, \ell$ ) of this problem, we construct an equivalent instance $G^{\prime}$ of 1-Edge Contraction $(\gamma)$ as follows. We denote by $\left\{v_{1}, \ldots, v_{n}\right\}$ the vertex set of $G$. The graph $G^{\prime}$ consists of $\ell+1$ copies of $G$, denoted by $G_{0}, \ldots, G_{\ell}$, connected in such a way that for any $1 \leq i \leq \ell$ and $1 \leq k \leq n$, the copies $v_{k}^{i} \in V\left(G_{i}\right)$ and $v_{k}^{0} \in V\left(G_{0}\right)$ of a vertex $v_{k}$ of $G$ are true twins in the subgraph of $G^{\prime}$ induced by $V\left(G_{0}\right) \cup V\left(G_{i}\right)$; and for any $1 \leq i, j \leq \ell$ and $1 \leq k \leq n$, the copies $v_{k}^{i} \in V\left(G_{i}\right)$ and $v_{k}^{j} \in V\left(G_{j}\right)$ of a vertex $v_{k}$ of $G$ are false twins in the subgraph of $G^{\prime}$ induced by $\bigcup_{1 \leq p \leq \ell} V\left(G_{p}\right)$. Next, we add $\ell+1$ pairwise nonadjacent vertices $x_{1}, \ldots, x_{\ell+1}$, which are made adjacent to every vertex in $G_{0} ; x_{i}$ is further made adjacent to every vertex in $G_{i}$, for all $1 \leq i \leq \ell$. Finally, we add a vertex $y$ adjacent to only $x_{\ell+1}$ (see Fig. 2). Note that the fact that for all $1 \leq k \leq n$ and $1 \leq i, j \leq \ell, v_{k}^{i}$ and $v_{k}^{j}$ (resp. $v_{k}^{i}$ and $v_{k}^{0}$ ) are false (resp. true) twins within the graph induced by $\bigcup_{1 \leq p \leq \ell} V\left(G_{p}\right)$ (resp. $V\left(G_{0}\right) \cup V\left(G_{i}\right)$ ) is not made explicit on Fig. 2 for the sake of readability. In the following, we denote by $X=\left\{x_{1}, \ldots, x_{\ell+1}\right\}$ and $V=\bigcup_{0 \leq p \leq \ell} V\left(G_{p}\right)$. We now claim the following.

- Claim 3. $\gamma\left(G^{\prime}\right)=\min \{\gamma(G)+1, \ell+1\}$.


Figure 2 The graph $G^{\prime}$ (thick lines indicate that the vertex $x_{i}$ is adjacent to every vertex in $G_{0}$ and $G_{i}$, for $i=1, \ldots, \ell+1$ ).

It is clear that $\left\{x_{1}, \ldots, x_{\ell+1}\right\}$ is a dominating set of $G^{\prime}$; thus, $\gamma\left(G^{\prime}\right) \leq \ell+1$. If $\gamma(G) \leq \ell$ and $\left\{v_{i_{1}}, \ldots, v_{i_{k}}\right\}$ is a minimum dominating set of $G$, it is easily seen that $\left\{v_{i_{1}}^{0}, \ldots, v_{i_{k}}^{0}, x_{\ell+1}\right\}$ is a dominating set of $G^{\prime}$. Thus, $\gamma\left(G^{\prime}\right) \leq \gamma(G)+1$ and so, $\gamma\left(G^{\prime}\right) \leq \min \{\gamma(G)+1, \ell+1\}$. Now, suppose to the contrary that $\gamma\left(G^{\prime}\right)<\min \{\gamma(G)+1, \ell+1\}$ and consider a minimum dominating $D^{\prime}$ set of $G^{\prime}$. We first make the following simple observation.

- Observation 8. For any dominating set $D$ of $G^{\prime}, D \cap\left\{y, x_{\ell+1}\right\} \neq \emptyset$.

Now, since $\gamma\left(G^{\prime}\right)<\ell+1$, there exists $1 \leq i \leq \ell$ such that $x_{i} \notin D^{\prime}$ (otherwise, $\left\{x_{1}, \ldots, x_{\ell}\right\} \subset D^{\prime}$ and combined with Observation $8, D^{\prime}$ would be of size at least $\ell+1$ ). But then, $D^{\prime \prime}=D^{\prime} \cap V$ must dominate every vertex in $G_{i}$, and so $\left|D^{\prime \prime}\right| \geq \gamma(G)$. Since $\left|D^{\prime \prime}\right| \leq\left|D^{\prime}\right|-1$ (recall that $D^{\prime} \cap\left\{y, x_{\ell+1}\right\} \neq \emptyset$ ), we then have $\gamma(G) \leq\left|D^{\prime}\right|-1$, a contradiction. Thus, $\gamma\left(G^{\prime}\right)=\min \{\gamma(G)+1, \ell+1\}$.

We now show that $(G, \ell)$ is a Yes-instance for Dominating Set if and only if $G^{\prime}$ is a Yes-instance for 1-Edge Contraction $(\gamma)$.

First assume that $\gamma(G) \leq \ell$. Then, $\gamma\left(G^{\prime}\right)=\gamma(G)+1$ by the previous claim, and if $\left\{v_{i_{1}}, \ldots, v_{i_{k}}\right\}$ is a minimum dominating set of $G$, then $\left\{v_{i_{1}}^{0}, \ldots, v_{i_{k}}^{0}, x_{\ell+1}\right\}$ is a minimum dominating set of $G^{\prime}$ which is not stable. Hence, by Theorem 1(i), $G^{\prime}$ is a Yes-instance for 1-Edge Contraction $(\gamma)$.

Conversely, assume that $G^{\prime}$ is a Yes-instance for 1-Edge Contraction $(\gamma)$ i.e., there exists a minimum dominating set $D^{\prime}$ of $G^{\prime}$ which is not stable (see Theorem 1(i)). Then, Observation 8 implies that there exists $1 \leq i \leq \ell$ such that $x_{i} \notin D^{\prime}$; indeed, if it weren't the case, then by Claim 3 we would have $\gamma\left(G^{\prime}\right)=\ell+1$ and thus, $D^{\prime}$ would consist of $x_{1}, \ldots, x_{\ell}$ and either $y$ or $x_{\ell+1}$. In both cases, $D^{\prime}$ would be stable, a contradiction. It follows that $D^{\prime \prime}=D^{\prime} \cap V$ must dominate every vertex in $G_{i}$ and thus, $\left|D^{\prime \prime}\right| \geq \gamma(G)$. But $\left|D^{\prime \prime}\right| \leq\left|D^{\prime}\right|-1$ (recall that $D^{\prime} \cap\left\{y, x_{\ell+1}\right\} \neq \emptyset$ ) and so by Claim 3, $\gamma(G) \leq\left|D^{\prime}\right|-1 \leq(\ell+1)-1$ that is, ( $G, \ell$ ) is a Yes-instance for Dominating Set.
$\triangleright$ Claim $6(\boldsymbol{\oplus})$. If $G$ is a $2 K_{2}$-free graph, then $G^{\prime}$ is a $P_{9}$-free graph.
Since Dominating Set is NP-complete on $2 K_{2}$-free graphs [5], the above claim concludes the proof of Theorem 5.

Given the NP-hardness of 1-Edge Contraction $(\gamma)$ and its close relation to DominatING SET, it is natural to consider the complexity of the problem when parameterized by the size of a minimum dominating set of the input graph. In the following, we show that 1-EDGE Contraction $(\gamma)$ is $\mathrm{W}[1]$-hard when parameterized by $\gamma+$ mimw, where mimw denotes the maximum induced matching-width parameter (in short, mim-width). For a formal definition
and basic properties of this width measure we refer the reader to [18]. We first state two simple facts regarding the mim-width of a graph.

- Observation 9. Let $G$ be a graph and $u, v \in V(G)$ be two vertices that are true (resp. false) twins in $G$. Then $\operatorname{mimw}(G-v)=\operatorname{mimw}(G)$.
- Observation 10. Let $G$ be a graph and $v \in V(G)$. Then $\operatorname{mimw}(G) \leq \operatorname{mimw}(G-v)+1$.
- Theorem 7. 1-Edge Contraction $(\gamma)$ is $\mathrm{W}[1]$-hard parameterized by $\gamma+$ mimw.

Proof. We give a parameterized reduction from Dominating Set parameterized by solution size plus mim-width, which is a problem that was recently shown to be W[1]-hard by Fomin et al. [10]. Given an instance ( $G, \ell$ ) of Dominating Set, the construction of the equivalent instance $G^{\prime}$ for 1-Edge Contraction $(\gamma)$ is the same as the one introduced in the proof of Theorem 5; and it is there shown that $G$ is a Yes-instance for Dominating Set if and only if $G^{\prime}$ is a Yes-instance for 1-Edge Contraction $(\gamma)$. Now, note that $G^{\prime}$ can be obtained from $G$ by the addition of true twins (the set $V\left(G_{1}\right)$ ), the addition of false twins (the sets $\left.V\left(G_{2}\right), \ldots, V\left(G_{\ell}\right)\right)$, and the addition of $\ell+2$ vertices $\left(x_{1}, \ldots, x_{\ell+1}, y\right)$. By Observation 9 , the addition of true (resp. false) twins does not increase the mim-width of a graph and, by Observation 10, the addition of a vertex can only increase the mim-width of $G$ by one; thus, $\operatorname{mimw}\left(G^{\prime}\right) \leq \operatorname{mimw}(G)+\ell+2$ and since $\gamma\left(G^{\prime}\right) \leq \ell+1$ by Claim 3, we conclude that $\operatorname{mimw}\left(G^{\prime}\right)+\gamma\left(G^{\prime}\right) \leq \operatorname{mimw}(G)+2 \ell+3$.

In order to obtain complexity results for further graph classes, let us now consider subdivisions of edges.

- Lemma 8 (内). Let $G$ be a graph and let $G^{\prime}$ be the graph obtained by 3-subdividing every edge of $G$. Then $G$ is a Yes-instance for 1-Edge Contraction $(\gamma)$ if and only if $G^{\prime}$ is a Yes-instance for 1-Edge Contraction $(\gamma)$.

By 3 -subdividing every edge of a graph $G$ sufficiently many times, we deduce the following two corollaries from Lemma 8.

- Corollary 9. 1-Edge Contraction( $\gamma$ ) is NP-hard when restricted to bipartite graphs.
- Corollary 10. For any $\ell \geq 3$, 1-Edge Contraction $(\gamma)$ is NP-hard when restricted to $\left\{C_{3}, \ldots, C_{\ell}\right\}$-free graphs.

We finally observe that, even if an edge is given, deciding whether contracting this particular edge decreases the domination number is unlikely to be solvable in polynomial time as shown in the following result.

Theorem 11. There exists no polynomial-time algorithm deciding whether contracting a given edge decreases the domination number, unless $\mathrm{P}=\mathrm{NP}$.

Proof. We denote by Edge Contraction $(\gamma)$ the problem that takes as an input a graph $G=(V, E)$ and an edge $e \in E$, and asks whether $\gamma(G \backslash e) \leq \gamma(G)-1$. We show that if Edge Contraction $(\gamma)$ can be solved in polynomial time, then Dominating Set can also be solved in polynomial time. Since Dominating Set is a well-known NP-complete problem, the result follows.

Let $(G, \ell)$ be an instance for Dominating Set and let $e$ be an edge of $G$. We run the polynomial time algorithm for Edge Contraction $(\gamma)$ to determine if $\gamma(G \backslash e)=\gamma(G)-1$; we then have two possible scenarios.

Case 1. $(G, e)$ is a Yes-instance for Edge Contraction $(\gamma)$. Since $\gamma(G \backslash e)=\gamma(G)-1$, we know that $G$ has a dominating set of size $\ell$ if and only if $G \backslash e$ has a dominating set of size $\ell-1$. Hence, we obtain that $(G \backslash e, \ell-1)$ is an equivalent instance for Dominating Set.

Case 2. $(G, e)$ is a No-instance for Edge Contraction $(\gamma)$. Since $\gamma(G \backslash e)=\gamma(G)$, we know that $G$ has a dominating set of size $\ell$ if and only if $G \backslash e$ has a dominating set of size $\ell$. In this case, we obtain that $(G \backslash e, \ell)$ is an equivalent instance for Dominating Set.

In both cases, the ensuing equivalent instance has one less vertex. Thus, by applying the polynomial-time algorithm for Edge Contraction $(\gamma)$ at most $n$ times, we obtain a trivial instance for Dominating Set and can therefore correctly determine its answer.

## 4 Algorithms

We now deal with cases in which $k$-Edge $\operatorname{Contraction}(\gamma)$ is tractable, for $k=1,2$. A first simple approach to the problem, from which we obtain Proposition 12, is based on brute force.

- Proposition 12. For $k=1,2, k$-Edge $\operatorname{Contraction}(\gamma)$ can be solved in polynomial time for a graph class $\mathcal{C}$, if either
(a) $\mathcal{C}$ is closed under edge contractions and Dominating Set can be solved in polynomial time on $\mathcal{C}$; or
(b) for every $G \in \mathcal{C}, \gamma(G) \leq q$, where $q$ is some fixed constant; or
(c) $\mathcal{C}$ is the class of $\left(H+K_{1}\right)$-free graphs, where $\left|V_{H}\right|=q$ is a fixed constant and $k$-EDGE Contraction $(\gamma)$ is polynomial-time solvable on $H$-free graphs.

Proof. In order to prove item (a), it suffices to note that if we can compute $\gamma(G)$ and $\gamma(G \backslash e)$, for any edge $e$ of $G$, in polynomial time, then we can determine whether a graph $G$ is a Yes-instance for 1-Edge Contraction( $\gamma$ ) in polynomial time (we may proceed in a similar fashion for 2-Edge Contraction $(\gamma)$ ).

For item (b), we proceed as follows. Given a graph $G$ of $\mathcal{C}$, we first check whether $G$ has a dominating vertex. If it is the case, then $G$ is a No-instance for $k$-Edge Contraction $(\gamma)$ for both $k=1,2$. Otherwise, we may consider any subset $S \subset V(G)$ with $|S| \leq q$ and check whether it is a dominating set of $G$. Since there are at most $\mathcal{O}\left(n^{q}\right)$ possible such subsets, we can determine the domination number of $G$ and check whether the conditions given in Theorem 1 (i) or (ii) are satisfied in polynomial time.

Finally, so as to prove item (c), we provide the following algorithm that works similarly for $k=1$ and $k=2$. Let $H$ and $q$ be as stated and let $G$ be an instance of $k$-EdGE Contraction $(\gamma)$ on $\left(H+K_{1}\right)$-free graphs. We first test whether $G$ is $H$-free (note that this can be done in time $\mathcal{O}\left(n^{q}\right)$ ). If this is the case, we use the polynomial-time algorithm for $k$-Edge Contraction $(\gamma)$ on $H$-free graphs. Otherwise, $G$ has an induced subgraph isomorphic to $H$; but since $G$ is a $\left(H+K_{1}\right)$-free graph, $V(H)$ must then be dominating set of $G$ and so, $\gamma(G) \leq q$. We then conclude by Proposition 12(b) that $k$-Edge Contraction $(\gamma)$ is also polynomial-time solvable in this case.

Proposition 12(b) provides an algorithm for 1-Edge Contraction $(\gamma)$ parameterized by the size of a minimum dominating set of the input graph running in XP-time. Note that this result is optimal as 1-Edge Contraction $(\gamma)$ is $\mathrm{W}[1]$-hard with such parameterization from Theorem 7.

We further show that even though simple, this brute force method provides polynomialtime algorithms for a number of relevant classes of graphs, such as graphs of bounded tree-width and graphs of bounded mim-width. We first state the following result and observation.

- Theorem 13. [18] Given a graph $G$ and a decomposition of width $t$, Dominating Set can be solved in time $\mathcal{O}^{*}\left(3^{t}\right)$ when parameterized by tree-width, and in time $\mathcal{O}^{*}\left(n^{3 t}\right)$ when parameterized by mim-width.

Observation 11. $\operatorname{mimw}(G \backslash e) \leq \operatorname{mim} w(G)+1$.

Indeed, note that the graph $G \backslash e$ can be obtained from $G$ by the removal of the vertices $u$ and $v$ where $e=u v$, and the addition of a new vertex whose neighborhood is $N_{G}(u) \cup N_{G}(v)$. The result then follows from Observation 10 and the fact that vertex deletion does not increase the mim-width of a graph.

Proposition 14. Given a decomposition of width $t$, $k$-Edge Contraction $(\gamma)$ can be solved in time $\mathcal{O}^{*}\left(3^{t}\right)$ in graphs of tree-width at most $t$ and in time $\mathcal{O}^{*}\left(n^{3 t}\right)$ in graphs of mim-width at most $t$, for $k=1,2$.

Proof. We use the above-mentioned brute force approach and Theorem 13. That is, for $k=1$, the algorithm first computes $\gamma(G)$ and then computes $\gamma(G \backslash e)$ for every $e \in E(G)$. For $k=2$, the algorithm proceeds similarly for every pair of edges. We next show that the width parameters increase by a constant when contracting at most two edges. It is a well-known fact that $t w(G \backslash e) \leq t w(G)$ and so, $t w(G \backslash\{e, f\}) \leq t w(G)$. By Observation 11, $\operatorname{mimw}(G \backslash e) \leq \operatorname{mimw}(G)+1$ which implies that $\operatorname{mimw}(G \backslash\{e, f\}) \leq \operatorname{mimw}(G)+2$. Also note that, given a tree (resp. mim) decomposition of width $t$ for $G$, we can construct in polynomial time decompositions of width $t$ (resp. at most $t+2$ ) for $G \backslash e$ and $G \backslash\{e, f\}$. This implies that $\gamma(G \backslash e)$ and $\gamma(G \backslash\{e, f\})$ can also be computed in time $\mathcal{O}^{*}\left(3^{t}\right)$ if $G$ is a graph of tree-width at most $t$, and in time $\mathcal{O}^{*}\left(n^{3 t}\right)$ if $G$ is a graph of mim-width at most $t$.

Proposition 14 provides an algorithm for 1-Edge Contraction $(\gamma)$ parameterized by mim-width running in XP-time; this result is optimal as 1-Edge Contraction $(\gamma)$ is W[1]-hard parameterized by mim-width from Theorem 7.

Since Dominating Set is polynomial-time solvable in $P_{4}$-free graphs (see [12]), it follows from Proposition 12(a) that $k$-Edge Contraction $(\gamma)$ can also be solved efficiently in this graph class. However, Dominating Set is NP-complete for $P_{5}$-free graphs (see [5]) and thus, it is natural to examine the complexity of $k$-Edge Contraction $(\gamma)$ for this graph class. As we next show, $k$-Edge Contraction $(\gamma)$ is in fact polynomial-time solvable on $P_{5}$-free graphs, for $k=1,2$.

- Lemma 15. If $G$ is a $P_{5}$-free graph with $\gamma(G) \geq 3$, then ct $_{\gamma}(G)=1$.

Proof. Let $G=(V, E)$ be a $P_{5}$-free graph and $D$ be a minimum dominating set of $G$. Suppose that $D$ is a stable set and consider $u, v \in D$ such that $d(u, v)=\max _{x, y \in D} d(x, y)$. Since $G$ is $P_{5}$-free, $d(u, v) \leq 3$ and, since $D$ is stable, $d(u, v) \geq 2$. We distinguish two cases depending on this distance.

Case 1. $d(u, v)=3$. Let $x$ (resp. $y$ ) be the neighbor of $u$ (resp. $v$ ) on a shortest path from $u$ to $v$. Then, $N(u) \cup N(v) \subseteq N(x) \cup N(y)$; indeed, if $a$ is a neighbor of $u$, then $a$ is nonadjacent to $v$ (recall that $d(u, v)=3$ ) and thus, $a$ is adjacent to either $x$ or $y$ for otherwise $a, u, x, y$ and $v$ would induce a $P_{5}$ in $G$. The same holds for any neighbor of $v$. Consequently, $(D \backslash\{u, v\}) \cup\{x, y\}$ is a minimum dominating set of $G$ which is not stable; the result then follows from Theorem 1(i).

Case 2. $d(u, v)=2$. Since $D$ is stable and $d(u, v)=\max _{x, y \in D} d(x, y)=2$, it follows that every $w \in D \backslash\{u, v\}$ is at distance two from both $u$ and $v$. Let $x$ (resp. $y$ ) be the vertex on a shortest path from $u$ (resp. $v$ ) to some vertex $w \in D \backslash\{u, v\}$.

Suppose first that $x=y$. If every private neighbor of $w$ with respect to $D$ is adjacent to $x$ then $(D \backslash\{w\}) \cup\{x\}$ is a minimum dominating set of $G$ which is not stable; the result then follows from Theorem 1(i). We conclude similarly if every private neighbor of $u$ or $v$ with respect to $D$ is adjacent to $x$. Thus, we may assume that $w$ (resp. $u ; v$ ) has a private neighbor $t$ (resp. $r ; s$ ) with respect to $D$ which is nonadjacent to $x$. Since $G$ is $P_{5}$-free, it then follows that $r, s$ and $t$ are pairwise adjacent. But then, $t, r, u, x$ and $v$ induce a $P_{5}$, a contradiction.

Finally, suppose that $x \neq y$ (we may also assume that $u y, v x \notin E$ as we otherwise fall back in the previous case). Then, $x y \in E$ for $u, x, w, y$ and $v$ would otherwise induce a $P_{5}$. Now, if $a$ is a private neighbor of $u$ with respect to $D$ then $a$ is adjacent to either $x$ or $y$ ( $a, u, x, y$ and $v$ otherwise induce a $P_{5}$ ); we conclude similarly that any private neighbor of $v$ with respect to $D$ is adjacent to either $x$ or $y$. If $b$ is adjacent to both $u$ and $v$ but not $w$, then it is adjacent to $x$ (and $y$ ) as $v, b, u, x$ and $w(u, b, v, y$ and $w)$ would otherwise induce a $P_{5}$. But then, $(D \backslash\{u, v\}) \cup\{x, y\}$ is a minimum dominating set of $G$ which is not stable; thus, by Theorem $1(\mathrm{i}), c t_{\gamma}(G)=1$ which concludes the proof.

- Theorem 16. $k$-Edge Contraction $(\gamma)$ is polynomial-time solvable on $P_{5}$-free graphs, for $k=1,2$.

Proof. If $G$ has a dominating vertex, then $G$ is clearly a No-instance for both $k=1,2$. Now, for every $u v \in E(G)$, we check whether $\{u, v\}$ is a dominating set. If it is the case, then by Theorem 1(i), $G$ is a Yes-instance for $k$-Edge Contraction $(\gamma)$ for $k=1,2$. If no edge of $G$ is dominating, we consider all the pairs of nonadjacent vertices of $G$. If there exists such a pair dominating $G$ and $k=1$ then by Theorem 1(i), we have a No-instance for 1-Edge Contraction $(\gamma)$ since this implies that every minimum dominating set of $G$ is stable. For the case $k=2$, if $G$ has two nonadjacent vertices dominating $G$, we then consider all triples of vertices of $G$ to check whether there exists one which is dominating and contains at least two edges (see Theorem 1(ii)). Finally, both for $k=1$ and $k=2$, if $G$ has no dominating set of size at most two, then by Lemma $15, G$ is a Yes-instance for $k$-Edge Contraction $(\gamma)$.

## 5 Conclusion

In this paper, we studied the $k$-Edge Contraction $(\gamma)$ problem and provided the first complexity results. In particular, we showed that 1-Edge Contraction $(\gamma)$ is NP-hard for $P_{t}$-free graphs, $t \geq 9$, but polynomial-time solvable for $P_{5}$-free graphs; it would be interesting to determine the complexity status for $P_{\ell}$-free graphs, for $\ell \in\{6,7,8\}$. Similarly, the complexity of 2-Edge Contraction $(\gamma)$ for $P_{t}$-free graphs, with $t \geq 6$, remains an interesting open problem.
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#### Abstract

We develop a framework for applying treewidth-based dynamic programming on graphs with "hybrid structure", i.e., with parts that may not have small treewidth but instead possess other structural properties. Informally, this is achieved by defining a refinement of treewidth which only considers parts of the graph that do not belong to a pre-specified tractable graph class. Our approach allows us to not only generalize existing fixed-parameter algorithms exploiting treewidth, but also fixed-parameter algorithms which use the size of a modulator as their parameter. As the flagship application of our framework, we obtain a parameter that combines treewidth and rank-width to obtain fixed-parameter algorithms for Chromatic Number, Hamiltonian Cycle, and Max-Cut.
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## 1 Introduction

Over the past decades, the use of structural properties of graphs to obtain efficient algorithms for NP-hard computational problems has become a prominent research direction in computer science. Perhaps the best known example of a structural property that can be exploited in this way is the tree-likeness of the inputs, formalized in terms of the decomposition-based structural parameter treewidth [35]. It is now well known that a vast range of fundamental problems admit so-called fixed-parameter algorithms parameterized by the treewidth of the input graph - that is, can be solved in time $f(k) \cdot n^{\mathcal{O}(1)}$ on $n$-vertex graphs of treewidth $k$ (for some computable function $f$ ). We say that such problems are FPT parameterized by treewidth.

© Eduard Eiben, Robert Ganian, Thekla Hamm, and O-joung Kwon;
licensed under Creative Commons License CC-BY
44th International Symposium on Mathematical Foundations of Computer Science (MFCS 2019).
Editors: Peter Rossmanith, Pinar Heggernes, and Joost-Pieter Katoen; Article No. 42; pp. 42:1-42:15
Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl - Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

On the other hand, dense graphs are known to have high treewidth and hence require the use of different structural parameters; the classical example of such a parameter tailored to dense graphs is clique-width [8]. Clique-width is asymptotically equivalent to the structural parameter rank-width [34], which is nowadays often used instead of clique-width due to a number of advantages (rank-width is much easier to compute [26] and can be used to design more efficient fixed-parameter algorithms than clique-width [21, 22]). While rank-width (or, equivalently, clique-width) dominates ${ }^{1}$ treewidth and can be used to "lift" fixed-parameter algorithms designed for treewidth to well-structured dense graphs for a number of problems, there are also important problems which are FPT parameterized by treewidth but W[1]-hard (and hence probably not FPT) parameterized by rank-width. The most prominent examples of such problems are Chromatic Number [18], Hamiltonian Cycle [18], and Max-Cut [19].

Another generic type of structure used in algorithmic design is based on measuring the size of a modulator (i.e., a vertex deletion set) [5] to a certain graph class. Basic examples of parameters based on modulators include the vertex cover number (a modulator to edgeless graphs) [16] and the feedback vertex set number (a modulator to forests)[3]. For dense graphs, modulators to graphs of rank-width 1 have been studied [13, 30], and it is known that for every constant $c$ one can find a modulator of size at most $k$ to graphs of rank-width $c$ (if such a modulator exists) in time $f(k) \cdot n$ [29]. However, the algorithmic applications of such modulators have remained largely unexplored up to this point.

Our Contribution. We develop a class of hybrid parameters which combines the foremost advantages of treewidth and modulators to obtain a "best-of-both-worlds" outcome. In particular, instead of measuring the treewidth of the graph itself or the size of a modulator to a graph class $\mathcal{H}$, we consider the treewidth of a (torso of a) modulator to $\mathcal{H}$. This parameter, which we simply call $\mathcal{H}$-treewidth, allows us to lift previously established tractability results for a vast number of problems from treewidth and modulators to a strictly more general setting. As our first technical contribution, we substantiate this claim with a meta-theorem that formalizes generic conditions under which a treewidth-based algorithm can be generalized to $\mathcal{H}$-treewidth; the main technical tool for the proof is an adaptation of protrusion replacement techniques [2, Section 4].

As the flagship application of $\mathcal{H}$-treewidth, we study the case where $\mathcal{H}$ is the class $\mathcal{R}_{c}$ of graphs of rank-width at most $c$ (an arbitrary constant). $\mathcal{R}_{c}$-treewidth hence represents a way of lifting treewidth towards dense graphs that lies "between" treewidth and rank-width. We note that this class of parameters naturally incorporates a certain scaling trade-off: $\mathcal{R}_{c}$-treewidth dominates $\mathcal{R}_{c-1}$-treewidth for each constant $c$, but the runtime bounds for algorithms using $\mathcal{R}_{c}$-treewidth are worse than those for $\mathcal{R}_{c-1}$-treewidth.

Our first result for $\mathcal{R}_{c}$-treewidth is a fixed-parameter algorithm for computing the parameter itself. We then develop fixed-parameter algorithms for Chromatic Number, Hamiltonian Cycle and Max-Cut parameterized by $\mathcal{R}_{c}$-treewidth; moreover, in 2 out of these 3 cases the parameter dependencies of our algorithms are essentially tight. These algorithms represent generalizations of:

1. classical fixed-parameter algorithms parameterized by treewidth [12],
2. polynomial-time algorithms on graphs of bounded rank-width [22], and
3. (not previously known) fixed-parameter algorithms parameterized by modulators to graph classes of bounded rank-width.
[^44]The main challenge for all of these problems lies in dealing with the fact that some parts of the graph need to be handled using rank-width based techniques, while for others we use treewidth-based dynamic programming. We separate these parts from each other using the notion of nice $\mathcal{H}$-tree decompositions. The algorithm then relies on enhancing the known dynamic programming approach for solving the problem on treewidth with a subroutine that not only solves the problem on the part of the graph outside of the modulator, but also serves as an interface by supplying appropriate records to the treewidth-based dynamic programming part of the algorithm. At its core, each of these subroutines boils down to solving an "extended" version of the original problem parameterized by the size of a modulator to $\mathcal{R}_{c}$; in particular, each subroutine immediately implies a fixed-parameter algorithm for the respective problem when parameterized by a modulator to constant rank-width. To give a specific example for such a subroutine, in the case of Chromatic Number one needs to solve the problem parameterized by a modulator to $\mathcal{R}_{c}$ where the modulator is furthermore precolored.

To avoid any doubt, we make it explicitly clear that the runtime of all of our algorithms utilizing $\mathcal{R}_{c}$-treewidth has a polynomial dependency on the input where the degree of this polynomial depends on $c$ (as is necessitated by the W [1]-hardness of the studied problems parameterized by rank-width).

Related Work. Previous works have used a combination of treewidth with backdoors, a notion that is closely related to modulators, in order to solve non-graph problems such as Constraint Satisfaction [25], Boolean Satisfiability [24] and Integer Programming [23]. Interestingly, the main technical challenge in all of these papers is the problem of computing the parameter, while using the parameter to solve the problem is straightforward. In the algorithmic results presented in this contribution, the situation is completely reversed: the main technical challenge lies in developing the algorithms (and most notably the subroutines) for solving our targeted problems. Moreover, while the aforementioned three papers focus on solving a single problem, here we aim at identifying and exploiting structural properties that can be used to solve a wide variety of graph problems.

Other parameters which target inputs with hybrid structure include sm-width [36] and well-structured modulators [14]. It is not difficult to show that these are different (both conceptually and factually) from $\mathcal{R}_{c}$-treewidth.

## 2 Preliminaries

For $i \in \mathbb{N}$, let $[i]$ denote the set $\{1, \ldots, i\}$. All graphs in this paper are simple and undirected. We refer to the standard textbook [11] for basic graph terminology. For $S \subseteq V(G)$, let $G[S]$ denote the subgraph of $G$ induced by $S$. For $v \in V(G)$, the set of neighbors of $v$ in $G$ is denoted by $N_{G}(v)$ (or $N(v)$ when $G$ is clear from the context). For $A \subseteq V(G)$, let $N_{G}(A)$ denote the set of vertices in $G-A$ that have a neighbor in $A$. For a vertex set $A$, an $A$-path is a path whose endpoints are contained in $A$ and all the internal vertices are contained in $G-A$.

A set $M$ of vertices in a graph $G$ is called a modulator to a graph class $\mathcal{H}$ if $G-M \in \mathcal{H}$. The operation of collapsing a vertex set $X$, denoted $G \circ X$, deletes $X$ from the graph and adds an edge between vertices $u, v \in V(G-X)$ if $u v \notin E(G)$ and there is an $u$-v path with all internal vertices in $G[X]$. We assume that the reader is familiar with parameterized complexity $[9,12]$, notably with notions such as FPT, W[1], treewidth and Courcelle's Theorem.

Rank-width. For a graph $G$ and $U, W \subseteq V(G)$, let $\boldsymbol{A}_{G}[U, W]$ denote the $U \times W$-submatrix of the adjacency matrix over the two-element field GF(2), i.e., the entry $a_{u, w}, u \in U$ and $w \in W$, of $\boldsymbol{A}_{G}[U, W]$ is 1 if and only if $\{u, w\}$ is an edge of $G$. The cut-rank function $\rho_{G}$ of a graph $G$ is defined as follows: For a bipartition $(U, W)$ of the vertex set $V(G)$, $\rho_{G}(U)=\rho_{G}(W)$ equals the rank of $\boldsymbol{A}_{G}[U, W]$.

A rank-decomposition of a graph $G$ is a pair $(T, \mu)$ where $T$ is a tree of maximum degree 3 and $\mu: V(G) \rightarrow\{t \mid t$ is a leaf of $T\}$ is a bijective function. For an edge $e$ of $T$, the connected components of $T-e$ induce a bipartition $(X, Y)$ of the set of leaves of $T$. The width of an edge $e$ of a rank-decomposition $(T, \mu)$ is $\rho_{G}\left(\mu^{-1}(X)\right)$. The width of $(T, \mu)$ is the maximum width over all edges of $T$. The rank-width of $G, \operatorname{rw}(G)$ in short, is the minimum width over all rank-decompositions of $G$. We denote by $\mathcal{R}_{i}$ the class of all graphs of rank-width at most $i$. A rooted rank-decomposition is obtained from a rank-decomposition by subdividing an arbitrarily chosen edge, and the newly created vertex is called the root.

Unlike clique-width, rank-width can be computed exactly by a fixed-parameter algorithm (which also outputs a corresponding rank-decomposition) [26].

Monadic Second-Order Logic. Counting Monadic Second-Order Logic $\left(\mathrm{CMSO}_{1}\right)$ is a basic tool to express properties of vertex sets in graphs. The syntax of $\mathrm{CMSO}_{1}$ includes logical connectives $\wedge, \vee, \neg, \Leftrightarrow, \Rightarrow$, variables for vertices and vertex sets, quantifiers $\exists, \forall$ over these variables, and the relations $a \in A$ where $a$ is a vertex variable and $A$ is a vertex set variable; $\operatorname{adj}(a, b)$, where $a$ and $b$ are vertex variables and the interpretation is that $a$ and $b$ are adjacent; equality of variables representing vertices and sets of vertices; $\operatorname{Parity}(A)$, where $A$ is a vertex set variable and the interpretation is that $|A|$ is even.

The $\mathrm{CMSO}_{1}$ Optimization problem is defined as follows:

```
CMSO1-OPT
Instance: A graph G, a CMSO
    {min, max}.
Task: Find an interpretation of the set }A\mathrm{ in }G\mathrm{ such that }G\mathrm{ models }\phi(A)\mathrm{ and }A\mathrm{ is of
    minimum/maximum (depending on opt) cardinality.
```

From the fixed-parameter tractability of computing rank-width [26], the equivalence of rank-width and clique-width [34] and Courcelle's Theorem for graphs of bounded cliquewidth [7] it follows that:

- Fact 1 ([21]). $\mathrm{CMSO}_{1}$-OPT is FPT parameterized by $\operatorname{rw}(G)+|\phi|$, where $G$ is the input graph and $\phi$ is the $\mathrm{CMSO}_{1}$ formula.


## $3 \mathcal{H}$-Treewidth

The aim of $\mathcal{H}$-treewidth is to capture the treewidth of a modulator to the graph class $\mathcal{H}$. However, one cannot expect to obtain a parameter with reasonable algorithmic applications by simply measuring the treewidth of the graph induced by a modulator to $\mathcal{H}$ - instead, one needs to measure the treewidth of a so-called torso, which adds edges to track how the vertices in the modulator interact through $\mathcal{H}$. To substantiate this, we observe that Hamiltonian CYCLE would become NP-hard even on graphs with a modulator that (1) induces an edgeless graph, and (2) is a modulator to an edgeless graph, and where (3) each connected component outside the modulator has boundedly many neighbors in the modulator [1].


Figure 1 Left: A graph $G$ with a tree as a modulator to $\mathcal{H}$ (the part in $\mathcal{H}$ is depicted hatched). Right: The corresponding $\mathcal{H}$-torso.

The notion of a torso has previously been algorithmically exploited in other settings [23, $25,33]$, and its adaptation is our first step towards the definition of $\mathcal{H}$-treewidth (see also Figure 1).

- Definition 1 ( $\mathcal{H}$-Torso). Let $G$ be a graph and $X \subseteq V(G)$. For a graph class $\mathcal{H}, G \circ X$ is an $\mathcal{H}$-torso of $G$ if each connected component $C$ of $G[X]$ satisfies $C \in \mathcal{H}$.
- Definition 2 ( $\mathcal{H}$-Treewidth). The $\mathcal{H}$-treewidth of a graph $G$ is the minimum treewidth of an $\mathcal{H}$-torso of $G$. We denote the $\mathcal{H}$-treewidth of $G$ by $\operatorname{tw}_{\mathcal{H}}(G)$.

Typically, we will want to consider a graph class $\mathcal{H}$ for which certain problems are polynomial-time tractable. Hence, we will assume w.l.o.g. that $(\emptyset, \emptyset) \in \mathcal{H}$. From the definition we easily observe that $\mathbf{t w}_{\mathcal{H}}(G) \leq \mathbf{t w}(G)$ for every $G$ and $\mathcal{H}$.

### 3.1 Nice $\mathcal{H}$-Tree-Decompositions

Just like for tree decompositions, we can also define a canonical form of decompositions which has properties that are convenient when formulating dynamic programs using $\mathcal{H}$-treewidth. Intuitively, a nice $\mathcal{H}$-tree decomposition behaves like a nice tree decomposition on the torso graph (see points 1-3), with the exception that the neighborhoods of the collapsed parts must occur as special boundary leaves (see points 4-5).

- Definition 3 (Nice $\mathcal{H}$-Tree-Decomposition). A nice $\mathcal{H}$-tree decomposition of a graph $G$ is a triple $\left(X, T,\left\{B_{t} \mid t \in V(T)\right\}\right)$ where $X \subseteq V(G)$ such that $G \circ X$ is an $\mathcal{H}$-torso, $\left(T,\left\{B_{t} \mid t \in V(T)\right\}\right)$ is a rooted tree decomposition of $G \circ X$, and:

1. Every node in $T$ has at most two children.
2. If a node $t$ has children $t_{1} \neq t_{2}$, then $B_{t}=B_{t_{1}}=B_{t_{2}}$ and we call $t$ a join node.
3. If a node $t$ has exactly one child $t^{\prime}$, then either (a) there exists $x \in V(G) \backslash B_{t^{\prime}}$ such that $B_{t}=B_{t^{\prime}} \cup\{x\}$ and we call $t$ an introduce node, or (b) there exists $x \in V(G) \backslash B_{t}$ such that $B_{t^{\prime}}=B_{t} \cup\{x\}$ and we call $t$ a forget node.
4. If a node $t$ is a leaf, then (a) $\left|B_{t}\right|=1$ and we call $t$ a simple leaf, or (b) $B_{t}=N(C)$ for some connected component $C$ of $G[X]$ and we call $t$ a boundary leaf.
5. For each connected component $C$ of $G[X]$ there is a unique leaf $t$ with $B_{t}=N(C)$.

An illustration of a nice $\mathcal{H}$-tree decomposition showcasing how it differs from a nice tree decomposition is provided in Figure 2; in line with standard terminology for treewidth, we call the sets $B_{t}$ bags. The width of a nice $\mathcal{H}$-tree decomposition is simply the width of $\left(T,\left\{B_{t} \mid t \in\right.\right.$ $V(T)\}$ ). Given a node $t$ in a nice $\mathcal{H}$-tree decomposition $T$, we let $Y_{t}$ be the set of all vertices


Figure 2 Part of a nice $\mathcal{H}$-tree-decomposition (blue) including a boundary leaf (bold) and a connected component $C$ (hatched) of $X$.
contained in the bags of the subtree rooted at $t$, i.e., $Y_{t}=B_{t} \cup \bigcup_{p \text { is separated from the root by } t} B_{p}$. It is possible to show that computing a nice $\mathcal{H}$-tree decomposition of bounded width can be reduced to finding an appropriate $\mathcal{H}$-torso (this is because a nice $\mathcal{H}$-tree decomposition can be obtained straightforwardly from a nice tree decomposition of the torso).

Hence, we can state the problem of computing a decomposition as follows:

```
\mathcal{H-TREEWIDTH}
Parameter: \(k\)
Instance: A graph \(G\), an integer \(k\).
Task: \(\quad\) Find an \(\mathcal{H}\)-torso \(U\) of \(G\) such that \(\operatorname{tw}(U) \leq k\), or correctly determine that no such \(\mathcal{H}\)-torso exists.
```

An Algorithmic Meta-Theorem. Before proceeding to the flagship application of $\mathcal{H}$ treewidth where $\mathcal{H}$ is the class of graphs of bounded rank-width, here we give a generic set of conditions that allow fixed-parameter algorithms for problems parameterized by $\mathcal{H}$ treewidth. Specifically, we consider graph problems that are finite-state [6] or have finite integer index [2, 4, 20]. Informally speaking, such problems only transfer a limited amount of information across a small separator in the input graph and hence can be solved "independently" on both sides of such a separator. Since these notions are only used in this section, we provide concise definitions below.

First of all, we will need the notion of boundaried graphs and gluing. A graph $\bar{G}$ is called $t$-boundaried if it contains $t$ distinguished vertices identified as $b_{1}^{G}, \ldots, b_{t}^{G}$. The gluing operation $\oplus$ takes two $t$-boundaried graphs $\bar{G}$ and $\bar{H}$, creates their disjoint union, and then alters this disjoint union by identifying the boundaries of the two graphs (i.e. by setting $b_{i}^{G}=b_{i}^{H}$ for each $\left.i \in[t]\right)$.

Consider a decision problem $\mathcal{P}$ whose input is a graph. We say that two $t$-boundaried graphs $\bar{C}$ and $\bar{D}$ are equivalent, denoted by $\bar{C} \sim_{\mathcal{P}, t} \bar{D}$, if for each $t$-boundaried graph $\bar{H}$ it holds that $\bar{C} \oplus \bar{H} \in \mathcal{P}$ if and only if $\bar{D} \oplus \bar{H} \in \mathcal{P}$. We say that $\mathcal{P}$ is finite-state (or $F S$, in brief) if, for each $t \in \mathbb{N}, \sim_{\mathcal{P}, t}$ has a finite number of equivalence classes.

Next, consider a decision problem $\mathcal{Q}$ whose input is a graph and an integer. In this case we say that two $t$-boundaried graphs $\bar{C}$ and $\bar{D}$ are equivalent (denoted by $\bar{C} \sim_{\mathcal{Q}, t} \bar{D}$ ) if there exists an offset $\delta(\bar{C}, \bar{D}) \in \mathbb{Z}$ such that for each $t$-boundaried graph $\bar{H}$ and each $q \in \mathbb{Z}$ : $(\bar{C} \oplus \bar{H}, q) \in \mathcal{Q}$ if and only if $(\bar{D} \oplus \bar{H}, q+\delta(\bar{C}, \bar{D})) \in \mathcal{Q}$. We say that $\mathcal{Q}$ has finite integer index (or is $F I I$, in brief) if, for each $t \in \mathbb{N}, \sim_{\mathcal{Q}, t}$ has a bounded number of equivalence classes.

We note that a great number of natural graph problems are known to be FS or FII. For instance, all problems definable in Monadic Second Order logic are FS [2, Lemma 3.2], while examples of FII problems include Vertex Cover, Independent Set, Feedback Vertex Set, Dominating Set, to name a few [20]. We say that a FS or FII problem $\mathcal{P}$ is efficiently extendable on a graph class $\mathcal{H}$ if there is a fixed-parameter algorithm (parameterized by $t$ ) that takes as input a $t$-boundaried graph $\bar{G}$ such that the boundary is a modulator to $\mathcal{H}$ and outputs the equivalence class of $\bar{G}$ w.r.t. $\sim_{\mathcal{P}, t}$.

- Theorem 4. Let $\mathcal{P}$ be a FS or FII graph problem and $\mathcal{H}$ be a graph class such that (1) $\mathcal{P}$ is efficiently extendable on $\mathcal{H}$, (2) $\mathcal{P}$ is FPT parameterized by treewidth, and (3) $\mathcal{H}$-TREEWIDTH is FPT. Then $\mathcal{P}$ is FPT parameterized by $\mathcal{H}$-treewidth.

Proof Sketch. We can solve $\mathcal{P}$ as follows. First of all, we use Point (3) to compute an $\mathcal{H}$-torso $G \circ X$ of treewidth $k$, where $k$ is the $\mathcal{H}$-treewidth. Next, for each connected component $C$ of $G[X]$, we use the fact that $C \in \mathcal{H}$ and Point (1) to compute the equivalence class of the boundaried graph $\bar{H}=\overline{G[C \cup N(C)]}$ where the boundary is $N(C)$. Note that since $\mathbf{t w}(G \circ X) \leq k$ and $N(C)$ forms a clique in $G \circ X,|N(C)| \leq k$ and hence this step takes only fixed-parameter time. Next, we use a brute-force enumeration argument to compute a boundedsize representative of the equivalence class of $\bar{H}$, and replace $\bar{H}$ with this representative. After doing this exhaustively, we obtain a graph $G^{\prime}$ of bounded treewidth, for which we can invoke Point (2).

## $4 \boldsymbol{R}_{c}$-Treewidth

This section focuses on the properties of $\mathcal{R}_{c}$-treewidth, a hierarchy of graph parameters that represent our flagship application of the generic notion of $\mathcal{H}$-treewidth.

Comparison to Known Parameters. It follows from the definition of $\mathcal{H}$-treewidth that $\mathcal{R}_{c^{-}}$ treewidth dominates treewidth (for every $c \in \mathbb{N}$ ). Similarly, it is obvious that $\mathcal{R}_{c}$-treewidth dominates the size of a modulator to $\mathcal{R}_{c}$ (also for every $c \in \mathbb{N}$ ). The following lemma shows that, for every fixed $c, \mathcal{R}_{c}$-treewidth is dominated by rankwidth.

- Lemma 5. Let $c \in \mathbb{N}$. If $\mathbf{t w}_{\mathcal{R}_{c}}(G)=k$ then $\mathbf{r w}(G) \leq c+k+1$.

Proof. Let the $\mathcal{R}_{c}$-treewidth of $G$ be witnessed by some nice $\mathcal{R}_{c}$-tree-decomposition $\left(X, T,\left\{B_{t} \mid t \in V(T)\right\}\right)$ of width $k$.

We can obtain a rank-decomposition $\left(T^{\prime}, \mu\right)$ of $G$ from $\left(X, T,\left\{B_{t} \mid t \in V(T)\right)\right\}$ as follows:
For vertices $v$ of $G \circ X$ such that there is no leaf node $t \in V(T)$ with $B_{t}=\{v\}$, let $t \in V(T)$ be a forget node with child $t^{\prime}$ such that $B_{t} \cup\{v\}=B_{t^{\prime}}$. Turn $t^{\prime}$ into a join node by introducing $t_{1}, t_{2}$ with $B_{t_{1}}=B_{t_{2}}=B_{t^{\prime}}$ as children of $t^{\prime}$, attaching the former child of $t^{\prime}$ to $t_{1}$ and a new leaf node $t_{v}$ with $B_{t_{v}}=\{v\}$ below $t_{2}$. Note that this preserves the fact that for any $v \in V(G) \backslash X, T\left[\left\{u \in V(T) \mid v \in B_{u}\right\}\right]$ is a tree. Now we can choose for each $v \in V(G \circ X)$ some $\mu(v) \in V(T)$ such that $B_{t}=\{v\}$. This defines an injection from $V(G \circ X)$ to the leaves of $T$. However not every leaf of $T$ is mapped to by $\mu$. On one hand there are the boundary leaf nodes, below which we will attach subtrees to obtain a
rank-decomposition of $G$. On the other hand there may be $v \in V(G \circ X)$ for which the choice of $\mu(v)$ was not unique, i.e. there is $t \neq \mu(v)$ with $B_{t}=\{v\}$. For all such $v$ and $t$ we delete all nodes on the root-t-path in $T$ that do not lie on a path from the root to a vertex in $\{\mu(w) \mid w \in V(G \circ X)\} \cup\left\{t^{\prime} \mid t^{\prime}\right.$ boundary leaf node $\}$. This turns $\mu$ into an injection from $V(G \circ X)$ to the leaves of $T$, that is surjective on the non-boundary leaf nodes.

Next, we extend $(T, \mu)$ to a rank-decomposition of $G$ by proceeding in the following way for each connected component $C$ of $G[X]$ :
Let $t_{C} \in V(T)$ be the boundary leaf node with $B_{t}=N(C)$. Since $\mathbf{r w}(C) \leq c$, we find a rank-decomposition $\left(T_{C}, \mu_{C}\right)$ of $C$ with width at most $c$. Attach $T_{C}$ below $t_{C}$.
Let $T^{\prime}$ be the tree obtained by performing these modifications for all connected components $C$. Consider the rank-decomposition of $G$ given by

$$
\left(T^{\prime}, v \mapsto\left\{\begin{array}{ll}
\mu(v) & \text { if } v \in V(G \circ X) \\
\mu_{C}(v) & \text { if } v \in C \text { for some } C \text { as above }
\end{array}\right)\right.
$$

We show that its width is at most $c+k+1$. Any edge $e$ of $T^{\prime}$ is of one of the following types:

- $e$ corresponds to an edge already contained in $T$ : Then $e$ induces a bipartition $\left(X_{G}, Y_{G}\right)$ of $V(G)$. Fix $t \in V(T)$ to be the vertex in which $e$ starts.
Let $x \in X_{G}$ and $y \in Y_{G}$ be such that $x y \in E(G)$. Observe that $e$ does not separate neighbors in $X$ as these lie within the same connected component of $G[X]$ whose rankdecomposition is, by construction, attached completely within one of the two subtrees of $T^{\prime}$ separated by $e$. So, we consider $x \in V(G \circ X)$. If $y \in V(G \circ X)$ then $x$ and $y$ occur together in some bag of the original tree of the tree decomposition, and as remarked earlier this is still the case modified tree. This implies that at least one of $\{x, y\}$ must be present in $B_{t}$. If $y \notin V(G \circ X)$, by the construction of $T^{\prime}, y$ corresponds to a leaf $t_{y} \in V\left(T^{\prime}\right)$ in a subtree attached to $T$ rooted at $t_{C} \in V(T)$ with $B_{t_{C}}=N(C) \ni x$ and $t_{C}$ and $t_{y}$ are not separated by the removal of $e$. Also, $x$ corresponds to a leaf $t_{x} \in V(T)$ which is in the subtree of $T^{\prime}-e$ not containing $t_{y}$, i.e. the subtree not containing $t_{C}$. This means any subtree containing $t_{C}$ and $t_{x}$ also contains $t$, and since $\left(T,\left\{B_{t} \mid t \in V(T)\right\}\right)$ is a tree-decomposition and $x \in B_{t_{x}} \cap B_{t_{C}}$ this means $x \in B_{t}$.
In both cases at least one of $\{x, y\}$ is in $B_{t}$. Since this argument applies for every edge crossing the bipartition $\left(X_{G}, Y_{G}\right)$, it follows that $\boldsymbol{A}_{G}\left[X_{G}, Y_{G}\right]$ may only contain " 1 " entries in rows and columns that correspond to the vertices in $B_{t}$. Since $\left|B_{t}\right| \leq k+1$, it holds that $\boldsymbol{A}_{G}\left[X_{G}, Y_{G}\right]$ can be converted into a zero matrix by deleting at most $k+1$ rows plus columns, which is a sufficient condition for $\boldsymbol{A}_{G}\left[X_{G}, Y_{G}\right]$ having rank at most $k+1$.
- $e$ corresponds to an edge in a rank-decomposition of some connected component $C$ of $G[X]$ : Then $e$ induces a bipartition $\left(X_{G}, Y_{G}\right)$ of $V(G)$ and a bipartition $\left(X_{C}, Y_{C}\right)$, where $X_{C}=X_{G} \cap C$ and $Y_{C}=Y_{G} \cap C$, of $C$. Since vertices of $C$ are only connected to vertices in $N(C)$ outside of $C$ and $N(C) \subseteq B_{t}$ for some $t \in V(T)$, we have $\rho_{G}\left(X_{G}\right) \leq$ $\rho_{C}\left(X_{C}\right)+|N(C)| \leq c+k+1$.
- $e$ corresponds to an edge connecting the rank-decomposition of some connected component $C$ of $G[X]$ to $T$ : Then the bipartition induced is $(C, V(G) \backslash C)$ and as $N(C) \subseteq B_{t}$ for some $t \in V(T) \rho_{G}(C) \leq|N(C)| \leq k+1$.

Next, we compare $\mathcal{R}_{c}$-treewidth to Telle and Saether's sm-width [36].

- Lemma 6. $\mathcal{R}_{c}$-treewidth and sm-width are incomparable.

Computing $\boldsymbol{\mathcal { R }}_{\boldsymbol{c}}$-Treewidth. Our aim here is to determine the complexity of computing our parameters, i.e., finding a torso of small treewidth. Obtaining such a torso is a base prerequisite for our algorithms. We formalize the problem below.

| $\mathcal{R}_{c}$-Treewidth |  |
| :--- | :--- | :--- |
| Instance: | A graph $G$, an integer $k$. |
| Task: | Find a $\mathcal{R}_{c}$-torso $U$ of $G$ such that $\operatorname{tw}(U) \leq k$, or correctly determine that no such |
|  | $\mathcal{R}_{c}$-torso exists. |

- Lemma 7. $\mathcal{R}_{c}$-Treewidth is FPT.


## 5 Algorithms Exploiting Modulators to $\boldsymbol{\mathcal { R }}_{c}$

For a problem $\mathcal{P}$ to be FPT parameterized by $\mathcal{R}_{c}$-treewidth, $\mathcal{P}$ must necessarily be FPT parameterized by treewidth and also FPT parameterized by the size of a modulator to $\mathcal{R}_{c}$. However, it is important to note that the latter condition is not sufficient; indeed, one can easily invent artificial problems that are defined in a way which make them trivial in both of the cases outlined above, but become intractable (or even undecidable) once parameterized by $\mathcal{R}_{c}$-treewidth. That is, after all, why we need the notion of efficient extendability in Theorem 4.

Hence, in order to develop fixed-parameter algorithms for Chromatic Number, Hamiltonian Cycle and Max-Cut parameterized by $\mathcal{R}_{c}$-treewidth, we first need to show that they are not only FPT parameterized by the size of a modulator to $\mathcal{R}_{c}$, but they are also efficiently extendable. Such a result would be sufficient to employ Theorem 4 together with Lemma 7 in order to establish the desired fixed-parameter tractability results. That is also our general aim in this section, with one caveat: in order to give explicit and tight upper bounds on the parameter dependency of our algorithms, we provide algorithms that solve generalizations of Chromatic Number, Hamiltonian Cycle and Max-Cut parameterized by the size of a modulator to $\mathcal{R}_{c}$, whereas it will become apparent in the next section that these generalizations precisely correspond to the records required by the treewidth-based dynamic program that will be used in the torso. In other words, the efficient extendability of our problems on $\mathcal{R}_{c}$ is not proved directly but rather follows as an immediate consequence of our proofs in this section and the correctness of known treewidth-based algorithms.

Chromatic Number. In Chromatic Number, we are given a graph $G$ and asked for the smallest number $\chi(G)$ such that the vertex set of $G$ can be properly colored using $\chi(G)$ colors, i.e., the smallest number $\chi(G)$ such that $V(G)$ can be partitioned into $\chi(G)$ independent sets. Our aim in this section is to solve a variant of Chromatic Number on graphs with a $k$-vertex modulator $X$ to $\mathcal{R}_{c}$ where $X$ is precolored:

```
\mathcal{R}}\mp@subsup{}{c}{}\mathrm{ -Precoloring Extension
Parameter: k
Instance: A graph \(G\), a \(k\)-vertex modulator \(X \subseteq V(G)\) to \(\mathcal{R}_{c}\) and a coloring of \(X\).
Task: Compute the smallest number of colors required to extend the coloring of \(X\) to a proper coloring of \(G\).
```

- Theorem 8. $\mathcal{R}_{c}$-Precoloring Extension can be solved in time $2^{\mathcal{O}(k)} n^{\mathcal{O}(1)}$.

Proof Sketch. Let $G$ be a graph together with a $k$-vertex modulator $X$ to $\mathcal{R}_{c}$ and a proper coloring of $X$ by colors $[k]$; let $\mathrm{col}_{X}$ be the set of colors assigned to at least one vertex in $X$. For disjoint vertex sets $S$ and $Q$ of $G$, two vertices $v$ and $w$ in $S$ are twins with respect to $Q$ if $N(v) \cap Q=N(w) \cap Q$. A twin class of $S$ with respect to $Q$ is a maximal subset of $S$ that consists of pairwise twins w.r.t. $Q$.

Our starting point is a rooted rank-decomposition $(T, \mu)$ of $G-X$ of width at most $c$, which may be computed in time $\mathcal{O}\left(n^{3}\right)$ [26]. On a high level, our algorithm will apply dynamic programming along $(T, \mu)$ where it will group colors together based on which twin classes they occur in (analogously as in the XP algorithm for Chromatic Number parameterized by clique-width, due to Kobler and Rotics [31]), but keep different (more detailed) records about the at most $k$ colors used in $X$.

For each $t \in V(T)$, let $S_{t}$ be the set of all vertices that are assigned to the descendants of $t$, and let $G_{t}:=G\left[S_{t} \cup X\right]$. By our definition of $(T, \mu)$, recall that $\rho_{G-X}\left(S_{t}\right) \leq c$ and that there are at most $z=2^{c}$ twin classes of $S_{t}$ w.r.t. $V(G) \backslash\left(X \cup S_{t}\right)$. We will refer to these twin classes as $R_{1}^{t}, R_{2}^{t}, \ldots, R_{z}^{t}$.

We are now ready to formally define the dynamic programming table $M_{t}$ that stores the information we require at a node $t$ of $T$. For $b_{1}, b_{2}, \ldots, b_{k} \subseteq[z]$ and $\left\{d_{Z} \in[n] \mid Z \subseteq[z]\right\}$, we let $M_{t}\left(b_{1}, b_{2}, \ldots, b_{k},\left\{d_{Z} \mid Z \subseteq[z]\right\}\right)=1$ if there is a proper coloring of $G_{t}$ such that (1) for every $i \in[k]$, the color $i$ appears in twin classes in $\left\{R_{j}^{t}: j \in b_{i}\right\}$ and does not appear in other twin classes, and (2) for every $Z \subseteq[z], d_{Z}$ is the number of colors from $\{k+1, k+2, \ldots, n\}$ that appear in twin classes of $\left\{R_{j}^{t}: j \in Z\right\}$ and do not appear in other twin classes. On the other hand, if no such proper coloring exists then we let $M_{t}\left(b_{1}, b_{2}, \ldots, b_{k},\left\{d_{Z} \mid Z \subseteq[z]\right\}\right)=0$.

The table $M_{t}$ will be filled in a leaf-to-root fashion. Observe that by definition of $d_{Z}$ 's, for distinct subsets $Z_{1}, Z_{2}$ of $[z], d_{Z_{1}}$ and $d_{Z_{2}}$ count disjoint sets of colors. This provides an easy way to count the total number of colors used. Since all vertices in $G-X$ appear below the root node $r$, the minimum number of colors required for a proper coloring of $G$ will be the minimum value of $\left|\operatorname{col}_{X} \cup\left\{i \in[k] \mid b_{i} \neq \emptyset\right\}\right|+\sum_{Z \subseteq[z]} d_{Z}$, over all tuples $\left(b_{1}, b_{2}, \ldots, b_{k},\left\{d_{Z} \mid Z \subseteq[z]\right\}\right)$ whose $M_{r}$ value is 1 .

Hamiltonian Cycle. In Hamiltonian Cycle, we are given an $n$-vertex graph $G$ and asked whether $G$ contains a cycle of length $n$ as a subgraph. Note that if we restrict $G$ to some subset of vertices $Y \subseteq V(G)$, then what remains from a Hamiltonian Cycle in $G$ is a set of paths that start and end in the neighborhood of $V(G) \backslash Y$. Hence, the aim of this section is to solve the following generalization of Hamiltonian Cycle:

$$
\begin{array}{ll}
\mathcal{R}_{c} \text {-Disjoint Paths Cover } \\
\text { Instance: } & \mathrm{A} \text { graph } G, \text { a } k \text {-vertex modulator } X \subseteq V(G) \text { to } \mathcal{R}_{c}, \text { and } m \leq k \text { pairs } \\
& \left(s_{1}, t_{1}\right), \ldots,\left(s_{m}, t_{m}\right) \text { of vertices from } X \text { with } s_{i} \neq t_{i} \text { for all } i \in[m] . \\
\text { Task: } & \text { Decide whether there are internally vertex-disjoint paths } P_{1}, P_{2}, \ldots, P_{m} \text { in } G \text { such } \\
& \text { that } P_{i} \text { is a path from } s_{i} \text { to } t_{i} \text { and every vertex in } G-X \text { belongs to precisely one } \\
& \text { path in } P_{1}, P_{2}, \ldots, P_{m} .
\end{array}
$$

- Theorem 9. $\mathcal{R}_{c}$-Disjoint Paths Cover can be solved in time $2^{\mathcal{O}(k)} n^{\mathcal{O}(1)}$.

Proof Sketch. Let $G$ be a graph, $X$ be a $k$-vertex modulator to $\mathcal{R}_{c}$, and $\left(s_{1}, t_{1}\right), \ldots,\left(s_{m}, t_{m}\right)$ be $m$ pairs of vertices from $X$. Our starting point is once again a rooted rank-decomposition $(T, \mu)$ of $G-X$ of width at most $c$, which may be computed in time $\mathcal{O}\left(n^{3}\right)$ [26]. We will obtain a fixed-parameter algorithm for checking the existence of such paths $P_{1}, \ldots, P_{m}$ in $G$ by expanding the records used in Espelage, Gurski and Wanke's algorithm [15] for computing Hamiltonian Cycle parameterized by clique-width.

To follow partial solutions on each subgraph $G_{t}$, we consider certain generalizations of path-partitions of subgraphs of $G$. For a subgraph $H$ of $G$, an $X$-lenient path-partition $\mathcal{P}$ of $H$ is a collection of paths in $H$ that are internally vertex-disjoint and share only endpoints in $X$ such that $\bigcup_{P \in \mathcal{P}} V(P)=V(H)$. For convenience, we consider a path as an ordered sequence of vertices, and for a path $P=v_{1} v_{2} \cdots v_{x}$, we define $\ell(P)=v_{1}$ and $r(P)=v_{x}$.

We proceed by introducing our dynamic programming table. For each node $t$ of $T$, we use the following tuples $(D, S P)$ as indices of the table. Let $D=\left\{d_{b_{1}, b_{2}} \in\{0,1, \ldots, n\} \mid\right.$ $\left.\left(b_{1}, b_{2}\right) \in[z] \times[z]\right\}$. The integer $d_{b_{1}, b_{2}}$ will represent the number of paths in an $X$-lenient path-partition of $G_{t}$ that are fully contained in $G_{t}-X$ and whose endpoints are contained in $R_{b_{1}}^{t}$ and $R_{b_{2}}^{t}$. Let $S P$ be a set such that

- for each $i \in\{1, \ldots, m\},(i, 0, x),(0, i, x),(i, i)$ with some $x \in[z]$ are the only possible tuples in $S P$,
- each integer in $\{1, \ldots, m\}$ appears at most once as an $\ell$ among all tuples $(\ell, 0, p)$ or $(\ell, \ell)$ in $S P$, and similarly, each integer in $\{1, \ldots, m\}$ appears at most once as an $r$ among all tuples $(0, r, p)$ or $(r, r)$ in $S P$.
In short, the tuple ( $i, 0, t$ ) indicates the existence of a path starting in $s_{i}$ and ending at a vertex in $R_{x}^{t}$. Similarly, $(0, i, t)$ indicates the existence of a path starting in $t_{i}$ and ending in $R_{x}^{t}$. The tuple $(i, i)$ indicates the existence of a path starting in $s_{i}$ and ending in $t_{i}$. Note that there are at most $(n+1)^{z^{2}}$ possibilities for $D$. For an element of $S P$, there are $2 m z+1$ possible elements in $S P$, and thus there are at most $2^{2 k z+1}$ possibilities for $S P$. This implies that the number of possible tuples $(D, S P)$ is bounded by $(n+1)^{z^{2}} 2^{2 k z+1}$.

We define a DP table $M_{t}$ such that $M_{t}(D, S P)=1$ if there is an $X$-lenient path-partition $\mathcal{P}=\mathcal{P}_{1} \uplus \mathcal{P}_{2}$ of $G_{t}$ such that

- $\mathcal{P}_{1}$ is the subset of $\mathcal{P}$ that consists of all paths fully contained in $G_{t}-X$,
- for every $d_{b_{1}, b_{2}} \in D$, there are exactly $d_{b_{1}, b_{2}}$ distinct paths in $\mathcal{P}_{1}$ with endpoints in $R_{b_{1}}^{t}$ and $R_{b_{2}}^{t}$,
- for every $(\ell, r, p)$ or $(\ell, r) \in S P$, there is a unique path $P \in \mathcal{P}_{2}$ such that
= if $\ell=i>0$, then $\ell(P)=s_{i}$, and if $r=i>0$, then $r(P)=t_{i}$,
- if $\ell=0$, then $\ell(P) \in R_{p}^{t}$, and if $r=0$, then $r(P) \in R_{p}^{t}$,

In this case, we say that the $X$-lenient path-partition $\mathcal{P}$ is a partial solution with respect to $(D, S P)$, and also $(D, S P)$ is a characteristic of $\mathcal{P}$. We define $\mathcal{Q}_{t}$ as the set of all tuples $(D, S P)$ where $M_{t}(D, S P)=1$.

The table $M_{t}$ is filled in a leaf-to-root fashion. Since all vertices in $G-X$ appear below the root node ro, to decide whether there is a desired $X$-lenient path-partition, it suffices to confirm that there are $D$ and $S P$ such that $M_{r o}(D, S P)=1$, for every $d_{b_{1}, b_{2}} \in D, d_{b_{1}, b_{2}}=0$, and for every $i \in\{1,2, \ldots, m\},(i, i) \in S P$.

The proof can be completed by describing a dynamic program to fill in the table $M_{t}$ for each node $t \in V(T)$ in a leaf-to-root fashion.

Max-Cut. The third problem we consider is Max-Cut, where we are given an integer $\ell$ together with an $n$-vertex graph $G$ and asked whether $V(G)$ can be partitioned into sets $V_{1}$ and $V_{2}$ such that the number of edges with precisely one endpoint in $V_{1}$ (called the cut size) is at least $\ell$.

| $\mathcal{R}_{c}$-Max-Cut Extension |  |
| :--- | :--- |
| Instance: | A graph $G$, a $k$-vertex modulator $X \subseteq V(G)$ to $\mathcal{R}_{c}, s \subseteq X$, and $\ell \in \mathbb{N}$. |
| Task: | Is there a partition of $V(G)$ into sets $V_{1}$ and $V_{2}$ such that $X \cap V_{1}=s$ and the |
|  | number of edges between $V_{1}$ and $V_{2}$ is at least $\ell$. |

- Theorem 10. $\mathcal{R}_{c}$-MAX-Cut Extension can be solved in polynomial time.


## 6 Algorithmic Applications of $\boldsymbol{\mathcal { R }}_{\boldsymbol{c}}$-Treewidth

In this section, we show that Chromatic Number, Hamiltonian Cycle and Max-Cut are FPT parameterized by $\mathcal{R}_{c}$-treewidth. As our starting point, recall that each of these problems admits a fixed-parameter algorithm when parameterized by treewidth which is based on leaf-to-root dynamic programming along the nodes of a nice tree decomposition. Notably, the algorithms are based on defining a certain record $\delta(P, Q)$ (for vertex sets $P, Q$ ) such that $\delta\left(B_{t}, Y_{t}\right)$ captures all the relevant information required to solve the problem on $G\left[Y_{t}\right]$ and to propagate this information from a node $t$ to its parent. The algorithms compute these records on the leaves of the tree decomposition by brute force, and then dynamically update these records while traversing a nice tree decomposition towards the root; once the record $\delta\left(B_{r}, Y_{r}\right)$ is computed for the root $r$ of the decomposition, the algorithm outputs the correct answer.

Our general strategy for solving these problems will be to replicate the records employed by the respective dynamic programming algorithm $\mathbb{A}$ used for treewidth, but only for the nice $\mathcal{R}_{c}$-tree decomposition of the torso of the input graph $G$. Recall that aside from the "standard" simple leaf nodes, nice $\mathcal{R}_{c}$-tree decompositions also contain boundary leaf nodes, which serve as separators between the torso and a connected component $C$ with rank-width at most $c$. For $\mathbb{A}$ to work correctly with the desired runtime, we need to compute the record for each boundary leaf node using a subprocedure that exploits the bounded rank-width of $C$; in particular, we will see that this amounts to solving the problems defined in Section 5. Before proceeding to the individual problems, we provide a formalization and proof for the general ideas outlined above.

- Lemma 11. Let $\mathcal{P}$ be a graph problem which can be solved via a fixed-parameter algorithm $\mathbb{A}$ parameterized by treewidth, where $\mathbb{A}$ runs in time $f\left(k^{\prime}\right) \cdot n^{\prime a}$ and operates by computing a certain record $\delta$ in a leaves-to-root fashion along a provided nice width- $k^{\prime}$ tree decomposition of the $n^{\prime}$-vertex input graph.

Let $\mathcal{Q}$ be obtained from $\mathcal{P}$ by receiving the following additional information in the input: (1) a nice $\mathcal{R}_{c}$-tree decomposition $\left(X, T,\left\{B_{t} \mid t \in V(T)\right\}\right)$ of width $k$ for the input n-vertex graph $G$, and (2) for each boundary leaf node $t$ corresponding to the neighborhood of a connected component $C$ of $G[X]$, the record $\delta\left(B_{t}, B_{t} \cup C\right)$.

Then, $\mathcal{Q}$ can be solved in time $f(k) \cdot n^{a}$.

Chromatic Number. Chromatic Number is W[1]-hard parameterized by rank-width [17] but can be solved in time $2^{\mathcal{O}(\operatorname{tw}(G) \cdot \log \operatorname{tw}(G))} \cdot n$ on $n$-vertex graphs when a minimum-width tree-decomposition is provided with the input [28]; moreover, it is known that this runtime is essentially tight [32].

It is well known that the chromatic number is at most $\operatorname{tw}(G)+1$. One possible way of defining records in order to achieve a runtime of $2^{\mathcal{O}(\mathbf{t w}(G) \cdot \log \mathbf{t w}(G))} \cdot n$ is to track, for each proper coloring of vertices in a bag $B_{t}$, the minimum number of colors required to extend such a coloring to $Y_{t}[28]$. Formally, let $S_{t}$ be the set of all colorings of $B_{t}$ with colors $[\mathbf{t w}(G)+1]$, and let $\alpha\left(B_{t}, Y_{t}\right): S_{t} \rightarrow \mathbb{Z}$ be defined as follows:

- $\alpha\left(B_{t}, Y_{t}\right)(s)=-1$ if $s$ is not a proper coloring of $G\left[B_{t}\right]$.
- $\alpha\left(B_{t}, Y_{t}\right)(s)=q$ if $q$ is the minimum number of colors used by any proper coloring of $G\left[Y_{t}\right]$ which extends $s$.

Using Theorem 8, we can compute such $\alpha\left(B_{t}, Y_{t}\right)(s)$ for every proper coloring $s$ of $B_{t}$. Hence, combining Lemma 11 and Theorem 8, we obtain:

- Theorem 12. Chromatic Number can be solved in time $2^{\mathcal{O}(k \log (k))} \cdot n^{\mathcal{O}(1)}$ if a nice $\mathcal{R}_{c}$-tree decomposition of width $k$ is provided on the input.

Hamiltonian Cycle. Hamiltonian Cycle is W[1]-hard parameterized by rank-width [17] but can be solved in time $2^{\mathcal{O}(\operatorname{tw}(G) \cdot \log \operatorname{tw}(G))} \cdot n$ on $n$-vertex graphs when a minimum-width tree-decomposition is provided with the input via standard dynamic programming. This algorithm can be improved to run in time $\left.2^{\mathcal{O}(\operatorname{tw}(G))} \cdot n\right)$ by applying the advanced rank-based approach of Cygan, Kratsch and Nederlof [10] to prune the number of records. To simplify our exposition, here we focus on extending the standard dynamic programming algorithm which yields a slightly super-exponential runtime.

One possibility for defining the records for Hamiltonian Cycle is to track all possible ways one can cover $Y_{t}$ by paths that start and end in $B_{t}$ (intuitively, this corresponds to what remains of a hypothetical solution if we "cut off" everything above $Y_{t}$ ) [12]. Formally, let $B_{t}{ }^{\diamond}$ be defined as follows:

- if $\left|B_{t}\right|>2$, then $B_{t}{ }^{\diamond}$ is the set of graphs with at most $\left|B_{t}\right|$ edges and degree at most 2 over vertex set $B_{t}$;
- if $\left|B_{t}\right|=2$, then $B_{t}^{\diamond}$ contains three (multi)graphs over vertex set $B_{t}$ : the edgeless graph, the graph with one edge, and the multigraph with two edges and no loops;
- if $\left|B_{t}\right|=1$, then $B_{t}^{\diamond}$ contains an edgeless graph and a graph with a single loop, both over the single vertex in $B_{t}$;
- if $\left|B_{t}\right|=0$, then $B_{t}^{\diamond}=\{\mathrm{YES}, \mathrm{NO}\}$.

We let $\beta\left(B_{t}, Y_{t}\right): B_{t}^{\diamond} \rightarrow\{0,1\}$, where for $Q \in B_{t}^{\diamond}$ we set $\beta\left(B_{t}, Y_{t}\right)(Q)=1$ if and only if there exists a set $P$ of paths in $G\left[Y_{t}\right]$ and a bijection that maps each $\left(v_{1}, \ldots, v_{\ell}\right) \in P$ to an edge $\left(v_{1}, v_{\ell}\right) \in E(Q)$ such that each vertex $v \in G\left[Y_{t} \backslash B_{t}\right]$ is contained in precisely one path in $P$. In the special case where $B_{t}=\emptyset$, our records explicitly state whether $G\left[Y_{t}\right]$ contains a Hamiltonian cycle or not.

As before, we can now shift our attention to the problem of computing our records in boundary leaf nodes. We do so by looping over all of the at most $k^{2 k}$-many graphs $Q \in B_{t}{ }^{\diamond}$; for each such $Q$ we check whether $G\left[Y_{t}\right]-B_{t}$ can be covered by internally vertex-disjoint paths connecting the pairs of vertices in $B_{t}$ that form the endpoints of the edges in $Q$. Hence, we are left with the $\mathcal{R}_{c}$-Disjoint Paths Cover problem. From Theorem 9 and Lemma 11, we obtain:

- Theorem 13. Hamiltonian Cycle can be solved in time $2^{\mathcal{O}(k \log (k))} \cdot n^{\mathcal{O}(1)}$ if a nice $\mathcal{R}_{c}$-tree decomposition of width $k$ is provided on the input.

Max-Cut. Max-Cut is another problem that is W[1]-hard parameterized by rank-width [19] but admits a simple fixed-parameter algorithm parameterized by treewidth - notably, it can be solved in time $2^{\mathcal{O}(\operatorname{tw}(G))} \cdot n$ on $n$-vertex graphs when a minimum-width tree-decomposition is provided with the input via standard dynamic programming [9, 12].

The simplest way of defining the records for Max-CuT is to keep track of all possible ways the bag $B_{t}$ can be partitioned into $V_{1}$ and $V_{2}$, and for each entry in our table we keep track of the maximum number of crossing edges in $Y_{t}$ compatible with that entry. Formally, let $\gamma\left(B_{t}, Y_{t}\right): 2^{B_{t}} \rightarrow \mathbb{N}_{0}$, where for each $s \in 2^{B_{t}}$ it holds that $\gamma\left(B_{t}, Y_{t}\right)(s)$ is the maximum cut size that can be achieved in $G\left[Y_{t}\right]$ by any partition ( $V_{1}, V_{2}$ ) satisfying $V_{1} \cap B_{t}=s$. As before, from Theorem 10 and Lemma 11, we obtain:

- Theorem 14. Max-CuT can be solved in time $2^{k} \cdot n^{\mathcal{O}(1)}$, if a nice $\mathcal{R}_{c}$-tree decomposition of width $k$ is provided on the input.


## 7 Concluding Remarks

While the technical contribution of this paper mainly focused on $\mathcal{R}_{c}$-treewidth, a parameter that allows us to lift fixed-parameter algorithms parameterized by treewidth to well-structured dense graph classes, it is equally viable to consider $\mathcal{H}$-treewidth for other choices of $\mathcal{H}$. Naturally, one should aim at graph classes where problems of interest become tractable, but it is also important to make sure that a (nice) $\mathcal{H}$-tree decomposition can be computed efficiently (i.e., one needs to obtain analogues to our Lemma 7). Examples of graph classes that may be explored in this context include split graphs, interval graphs, and more generally graphs of bounded mim-width [27].
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#### Abstract

In this work we introduce a new succinct variant of the word problem in a finitely generated group $G$, which we call the power word problem: the input word may contain powers $p^{x}$, where $p$ is a finite word over generators of $G$ and $x$ is a binary encoded integer. The power word problem is a restriction of the compressed word problem, where the input word is represented by a straight-line program (i.e., an algebraic circuit over $G$ ). The main result of the paper states that the power word problem for a finitely generated free group $F$ is $\mathrm{AC}^{0}$-Turing-reducible to the word problem for $F$. Moreover, the following hardness result is shown: For a wreath product $G \imath \mathbb{Z}$, where $G$ is either free of rank at least two or finite non-solvable, the power word problem is complete for coNP. This contrasts with the situation where $G$ is abelian: then the power word problem is shown to be in $\mathrm{TC}^{0}$.
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## 1 Introduction

Algorithmic problems in group theory have a long tradition, going back to the work of Dehn from 1911 [9]. One of the fundamental group theoretic decision problems introduced by Dehn is the word problem for a finitely generated group $G$ (with a fixed finite generating set $\Sigma)$ : does a given word $w \in \Sigma^{*}$ evaluate to the group identity? Novikov [34] and Boone [8] independently proved in the 1950's the existence of finitely presented groups with undecidable word problem. On the positive side, in many important classes of groups the word problem is decidable, and in many cases also the computational complexity is quite low. Famous examples are finitely generated linear groups, where the word problem belongs to deterministic logarithmic space (L for short) [22] and hyperbolic groups where the word problem can be solved in linear time [17] as well as in LOGCFL [23].

In recent years, also compressed versions of group theoretical decision problems, where input words are represented in a succinct form, have attracted attention. One such succinct representation are so-called straight-line programs, which are context-free grammars that produce exactly one word. The size of such a grammar can be much smaller than the word it produces. For instance, the word $a^{n}$ can be produced by a straight-line program of size $\mathcal{O}(\log n)$. For the compressed word problem for the group $G$ the input consists of a straight-line program that produces a word $w$ over the generators of $G$ and it is asked whether $w$ evaluates to the identity element of $G$. This problem is a reformulation of the
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circuit evaluation problem for $G$. The compressed word problem naturally appears when one tries to solve the word problem in automorphism groups or semidirect products [25, Section 4.2]. For the following classes of groups, the compressed word problem is known to be solvable in polynomial time: finite groups (where the compressed word problem is either P-complete or in $\mathrm{NC}^{2}$ [6]), finitely generated nilpotent groups [20] (where the complexity is even in $\mathrm{NC}^{2}$ ), hyperbolic groups [18] (in particular, free groups), and virtually special groups (i.e, finite extensions of subgroups of right-angled Artin groups) [25]. The latter class covers for instance Coxeter groups, one-relator groups with torsion, fully residually free groups and fundamental groups of hyperbolic 3 -manifolds. For finitely generated linear groups there is still a randomized polynomial time algorithm for the compressed word problem [26, 25]. Simple examples of groups where the compressed word problem is intractable are wreath products $G \subset \mathbb{Z}$ with $G$ a non-abelian group: for every such group the compressed word problem is coNP-hard [25] (this includes for instance Thompson's group $F$ ); on the other hand, if, in addition, $G$ is finite, then the (ordinary) word problem for $G$ 亿 $\mathbb{Z}$ is in $\mathrm{NC}^{1}$ [37].

In this paper, we study a natural variant of the compressed word problem, called the power word problem. An input for the power word problem for the group $G$ is a tuple $\left(p_{1}, x_{1}, p_{2}, x_{2}, \ldots, p_{n}, x_{n}\right)$ where every $p_{i}$ is a word over the group generators and every $x_{i}$ is a binary encoded integer (such a tuple is called a power word); the question is whether $p_{1}^{x_{1}} p_{2}^{x_{2}} \cdots p_{n}^{x_{n}}$ evaluates to the group identity of $G$.

From a power word ( $p_{1}, x_{1}, p_{2}, x_{2}, \ldots, p_{n}, x_{n}$ ) one can easily (e.g. by an $\mathrm{AC}^{0}$-reduction) compute a straight-line program for the word $p_{1}^{x_{1}} p_{2}^{x_{2}} \cdots p_{n}^{x_{n}}$. In this sense, the power word problem is at most as difficult as the compressed word problem. On the other hand, both power words and straight-line programs achieve exponential compression in the best case; so the additional difficulty of the the compressed word problem does not come from a higher compression rate but rather because straight-line programs can generate more "complex" words.

Our main results for the power word problem are the following; in each case we compare our results with the corresponding results for the compressed word problem:

- The power word problem for every finitely generated nilpotent group is in DLOGTIMEuniform $\mathrm{TC}^{0}$ and hence has the same complexity as the word problem (or the problem of multiplying binary encoded integers). The proof is a straightforward adaption of a proof from [33]. There, the special case, where all words $p_{i}$ in the input power word are single generators, was shown to be in DLOGTIME-uniform TC ${ }^{0}$. The compressed word problem for every finitely generated nilpotent group belongs to the class DET $\subseteq \mathrm{NC}^{2}$ and is hard for the counting class $\mathrm{C}_{=} \mathrm{L}$ in case of a torsion-free nilpotent group [20].
- The power word problem for a finitely generated group $G$ is $\mathrm{NC}^{1}$-many-one-reducible to the power word problem for any finite index subgroup of $G$. An analogous result holds for the compressed word problem as well [20].
- The power word problem for a finitely generated free group is $\mathrm{AC}^{0}$-Turing-reducible to the word problem for $F_{2}$ (the free group of rank two) and therefore belongs to L . In contrast, it was shown in [24] that the compressed word problem for a finitely generated free group of rank at least two is P -complete.
- The power word problem for a wreath product $G \imath \mathbb{Z}$ with $G$ finitely generated abelian belongs to DLOGTIME-uniform $\mathrm{TC}^{0}$. For the compressed word problem for $G \imath \mathbb{Z}$ with $G$ finitely generated abelian only the existence of a randomized polynomial time algorithm for the complement is known [21].
- The power word problem for the wreath products $F_{2} \imath \mathbb{Z}$ and every wreath product $G \imath \mathbb{Z}$, where $G$ is finite and non-solvable, is coNP-complete. For these groups this sharpens the corresponding coNP-hardness result for the compressed word problem [25].

Table 1 Our results on the power word problem compared to previous results on the (compressed) word problem. Here WP stands for "word problem".

| class of groups | PowerWP | CompressedWP | WP |
| :---: | :---: | :---: | :---: |
| nilpotent groups | TC ${ }^{0}$ | DET, C=L-hard [20] | TC ${ }^{0}$ [35] |
| Grigorchuk group $G$ | $\mathrm{L}^{\text {a }}$ | PSPACE | L [13] |
| non-abelian f.g. free | $\mathrm{L}^{\text {b) }}$ | P-complete [24] | L [22] |
| $G \imath \mathbb{Z}$ for $G$ f.g. abelian | TC ${ }^{0}$ | coRP [21] | TC ${ }^{0}$ [30] |
| $G \imath \mathbb{Z}$ for $G$ finite non-solvable | coNP-complete | PSPACE, coNP-hard [25] | NC ${ }^{1}$ [37] |
| $F_{2} \backslash \mathbb{Z}$ | coNP-complete | PSPACE, coNP-hard [25] | $\mathrm{L}^{\text {b) }}$ [37] |
| finite extension of a f.g. group $H$ | NC $^{1}$-many-one-reducible to PowerWP $(H)$(resp. CompressedWP $(H)[20]$, resp. $\operatorname{WP}(H)[37])$ |  |  |

a) $\mathrm{AC}^{0}$-many-one-reducible to the word problem of $G$.
b) $\mathrm{AC}^{0}$-Turing-reducible to the word problem of $F_{2}$.

- The power word problem for the Grigorchuk group is $u A C^{0}$-many-one-reducible to the word problem. The word problem for the Grigorchuk group is in $L$ [13], which implies that the compressed word problem is in PSPACE. However, there is no non-trivial lower-bound known for the compressed word problem for the Grigorchuk group.

Table 1 summarizes the above results. Due to space constraints we present only short proof skteches for our main theorems; proofs of all lemmas can be found in the full version [27].

Related work. Implicitly, (variants of) the power word problem have been studied before. In the commutative setting, Ge [14] has shown that one can verify in polynomial time an identity $\alpha_{1}^{x_{1}} \alpha_{2}^{x_{2}} \cdots \alpha_{n}^{x_{n}}=1$, where the $\alpha_{i}$ are elements of an algebraic number field and the $x_{i}$ are binary encoded integers.

Another problem related to the power word problem is the knapsack problem [12, 28, 31] for a finitely generated group $G$ (with generating set $\Sigma$ ): for a given sequence of words $w, w_{1}, \ldots, w_{n} \in \Sigma^{*}$, the question is whether there exist $x_{1}, \ldots, x_{n} \in \mathbb{N}$ such that $w=$ $w_{1}^{x_{1}} \cdots w_{n}^{x_{n}}$ holds in $G$. For many groups $G$ one can show that if such $x_{1}, \ldots, x_{n} \in \mathbb{N}$ exist, then there exist such numbers of size $2^{\operatorname{poly}(N)}$, where $N=|w|+\left|w_{1}\right|+\cdots+\left|w_{n}\right|$ is the input length. This holds for instance for right-angled Artin groups (also known as graph groups). In this case, one nondeterministically guesses the binary encodings of numbers $x_{1}, \ldots, x_{n}$ and then verifies, using an algorithm for the power word problem, whether $w_{1}^{x_{1}} \cdots w_{n}^{x_{n}} w^{-1}=1$ holds. In this way, it was shown in [28] that for every right-angled Artin group the knapsack problem belongs to NP (using the fact that the compressed word problem and hence the power word problem for a right-angled Artin group belongs to $P$ ).

In [16], Gurevich and Schupp present a polynomial time algorithm for a compressed form of the subgroup membership problem for a free group $F$, where group elements are represented in the form $a_{1}^{x_{1}} a_{2}^{x_{2}} \cdots a_{n}^{x_{n}}$ with binary encoded integers $x_{i}$. The $a_{i}$ must be standard generators of the free group $F$. This is the same input representation as in [33] and is more restrictive then our setting, where we allow powers of the form $w^{x}$ for $w$ an arbitrary word over the group generators (on the other hand, Gurevich and Schupp consider the subgroup membership problem, which is more general than the word problem).

## 2 Preliminaries

Words. An alphabet is a (finite or infinite) set $\Sigma$; an element $a \in \Sigma$ is called a letter. The free monoid over $\Sigma$ is denoted by $\Sigma^{*}$, its elements are called words. The multiplication of the monoid is concatenation of words. The identity element is the empty word 1 . The length of a word $w$ is denoted by $|w|$. If $w, p, x, q$ are words such that $w=p x q$, then we call $x$ a factor of $w, p$ a prefix of $w$, and $q$ a suffix of $w$. We write $v \leq_{\text {pref }} w\left(\right.$ resp. $v<_{\text {pref }} w$ ) if $v$ is a (strict) prefix of $w$ and $v \leq_{\text {suff }} w\left(\right.$ resp. $\left.v<_{\text {suff }} w\right)$ if $v$ is a (strict) suffix of $w$.

String rewriting systems. Let $\Sigma$ be an alphabet and $S \subseteq \Sigma^{*} \times \Sigma^{*}$ be a set of pairs, called a string rewriting system. We write $\ell \rightarrow r$ if $(\ell, r) \in S$. The corresponding rewriting relation $\Longrightarrow$ over $\Sigma^{*}$ is defined by: $u \Longrightarrow v$ if and only if there exist $\ell \rightarrow r \in S$ and words $s, t \in \Sigma^{*}$ such that $u=$ slt and $v=s r t$. We also say that $u$ can be rewritten to $v$ in one step. We write $u \xlongequal[S]{k} v$ if $u$ can be rewritten to $v$ in exactly $k$ steps, i.e., if there are $u_{0}, \ldots, u_{k}$ with $u=u_{0}, v=u_{k}$ and $u_{i} \Longrightarrow u_{i+1}$ for $0 \leq i \leq k-1$. We denote the transitive closure of $\underset{S}{\Longrightarrow}$ by $\underset{S}{+}=\bigcup_{k \geq 1} \xlongequal[S]{k}$ and the reflexive and transitive closure by $\stackrel{*}{\vec{S}}=\bigcup_{k \geq 0} \stackrel{k}{\Longrightarrow}$. Moreover $\stackrel{\text { S }}{\stackrel{*}{\Longrightarrow}}$ is the reflexive, transitive, and symmetric closure of $\underset{S}{\Longrightarrow}$; it is the smallest congruence containing $S$. The set of irreducible word with respect to $S$ is $\operatorname{IRR}(S)=\left\{w \in \Sigma^{*} \mid\right.$ there is no $v$ with $\left.w \underset{S}{\Longrightarrow} v\right\}$.

Free groups. Let $X$ be a set and $X^{-1}=\left\{a^{-1} \mid a \in X\right\}$ be a disjoint copy of $X$. We extend the mapping $a \mapsto a^{-1}$ to an involution without fixed points on $\Sigma=X \cup X^{-1}$ by $\left(a^{-1}\right)^{-1}=a$ and finally to an involution without fixed points on $\Sigma^{*}$ by $\left(a_{1} a_{2} \cdots a_{n}\right)^{-1}=a_{n}^{-1} \cdots a_{2}^{-1} a_{1}^{-1}$. For an integer $z<0$ and $w \in \Sigma^{*}$ we write $w^{z}$ for $\left(w^{-1}\right)^{-z}$. The string rewriting system $S=\left\{a a^{-1} \rightarrow 1 \mid a \in \Sigma\right\}$ is strongly confluent and terminating meaning that for every word $w \in \Sigma^{*}$ there exists a unique word $\operatorname{red}(w) \in \operatorname{IRR}(S)$ with $w \xrightarrow{*} \operatorname{red}(w)$ (for precise definitions see e.g. [7, 19]). Words from $\operatorname{IRR}(S)$ are called freely reduced. The system $S$ defines the free group $F_{X}=\Sigma^{*} / S$ with basis $X$. More concretely, elements of $F_{X}$ can be identified with freely reduced words, and the group product of $u, v \in \operatorname{IRR}(S)$ is defined by $\operatorname{red}(u v)$. With this definition red : $\Sigma^{*} \rightarrow F_{X}$ becomes a monoid homomorphism that commutes with the involution $\cdot^{-1}: \operatorname{red}(w)^{-1}=\operatorname{red}\left(w^{-1}\right)$ for all words $w \in \Sigma^{*}$. If $|X|=2$, we write $F_{2}$ for $F_{X}$. It is known that for every countable set $X, F_{2}$ contains an isomorphic copy of $F_{X}$.

Finitely generated groups and the power word problem. A group $G$ is called finitely generated if there exist a finite a finite set $X$ and a surjective group homomorphism $h: F_{X} \rightarrow$ $G$. In this situation, the set $\Sigma=X \cup X^{-1}$ is called a finite (symmetric) generating set for $G$. For words $u, v \in \Sigma^{*}$ we usually say that $u=v$ in $G$ or $u={ }_{G} v$ in case $h(\operatorname{red}(u))=h(\operatorname{red}(v))$. The word problem for the finitely generated group $G, \mathrm{WP}(G)$ for short, is defined as follows:

- input: a word $w \in \Sigma^{*}$.
- question: does $w={ }_{G} 1$ hold?

A power word (over $\Sigma$ ) is a tuple $\left(p_{1}, x_{1}, p_{2}, x_{2}, \ldots, p_{n}, x_{n}\right)$ where $p_{1}, \ldots, p_{n} \in \Sigma^{*}$ are words over the group generators (called the periods of the power word) and $x_{1}, \ldots, x_{n} \in \mathbb{Z}$ are integers that are given in binary notation. Such a power word represents the word $p_{1}^{x_{1}} p_{2}^{x_{2}} \cdots p_{n}^{x_{n}}$. Quite often, we will identify the power word ( $p_{1}, x_{1}, p_{2}, x_{2}, \ldots, p_{n}, x_{n}$ ) with the word $p_{1}^{x_{1}} p_{2}^{x_{2}} \cdots p_{n}^{x_{n}}$. Moreover, if $x_{i}=1$, then we usually omit the exponent 1 in a power
word. The power word problem for the finitely generated group $G$, $\operatorname{PowERWP}(G)$ for short, is defined as follows:

- input: a power $\operatorname{word}\left(p_{1}, x_{1}, p_{2}, x_{2}, \ldots, p_{n}, x_{n}\right)$.
- question: does $p_{1}^{x_{1}} p_{2}^{x_{2}} \cdots p_{n}^{x_{n}}={ }_{G} 1$ hold?

Due to the binary encoded exponents, a power word can be seen as a succinct description of an ordinary word. Hence, a priori, the power word problem for a group $G$ could be computationally more difficult than the word problem. We will see examples of groups $G$, where $\operatorname{PowerWP}(G)$ is indeed more difficult than WP $(G)$ (under standard assumptions from complexity theory), as well as examples of groups $G$, where $\operatorname{PowERWP}(G)$ and WP $(G)$ are equally difficult.

Wreath products. Let $G$ and $H$ be groups. Consider the direct sum $K=\bigoplus_{h \in H} G_{h}$, where $G_{h}$ is a copy of $G$. We view $K$ as the set $G^{(H)}$ of all mappings $f: H \rightarrow G$ such that $\operatorname{supp}(f):=\{h \in H \mid f(h) \neq 1\}$ is finite, together with pointwise multiplication as the group operation. The set $\operatorname{supp}(f) \subseteq H$ is called the support of $f$. The group $H$ has a natural left action on $G^{(H)}$ given by $h f(a)=f\left(h^{-1} a\right)$, where $f \in G^{(H)}$ and $h, a \in H$. The corresponding semidirect product $G^{(H)} \rtimes H$ is the (restricted) wreath product $G \imath H$. In other words:

- Elements of $G \imath H$ are pairs $(f, h)$, where $h \in H$ and $f \in G^{(H)}$.
- The multiplication in $G \imath H$ is defined as follows: Let $\left(f_{1}, h_{1}\right),\left(f_{2}, h_{2}\right) \in G \imath H$. Then $\left(f_{1}, h_{1}\right)\left(f_{2}, h_{2}\right)=\left(f, h_{1} h_{2}\right)$, where $f(a)=f_{1}(a) f_{2}\left(h_{1}^{-1} a\right)$.

Complexity. We assume that the reader is familiar with the complexity classes P , NP, and coNP and many-one reductions; see e.g. [2] for details. We use circuit complexity for classes below deterministic logspace ( L for short).

A language $L \subseteq\{0,1\}^{*}$ is $\mathrm{AC}^{0}$-Turing-reducible to $K \subseteq\{0,1\}^{*}$ if there is a family of constant-depth, polynomial-size Boolean circuits with oracle gates for $K$ deciding $L$. More precisely, $L \subseteq\{0,1\}^{*}$ belongs to $\mathrm{AC}^{0}(K)$ if there exists a family $\left(C_{n}\right)_{n \geq 0}$ of circuits which, apart from the input gates $x_{1}, \ldots, x_{n}$ are built up from not, and, or, and oracle gates for $K$ (which output 1 if and only if their input is in $K$ ). All gates may have unbounded fan-in, but there is a polynomial bound on the number of gates and wires and a constant bound on the depth (length of a longest path from an input gate $x_{i}$ to the output gate $o$ ). Finally, $C_{n}$ accepts exactly the words from $L \cap\{0,1\}^{n}$, i.e., if each input gate $x_{i}$ receives the input $a_{i} \in\{0,1\}$, then a distinguished output gate evaluates to 1 if and only if $a_{1} a_{2} \cdots a_{n} \in L$.

In the following, we only consider DLOGTIME-uniform $\mathrm{AC}^{0}(K)$ for which we write $\mathrm{uAC}^{0}(K)$. DLOGTIME-uniform means that there is a deterministic Turing machine which decides in time $\mathcal{O}(\log n)$ on input of two gate numbers (given in binary) and the string $1^{n}$ whether there is a wire between the two gates in the $n$-input circuit and also computes the type of a given gate. For more details on these definitions we refer to [36]. If the languages $K$ and $L$ in the above definition of $\mathrm{uAC}^{0}(K)$ are defined over a non-binary alphabet $\Sigma$, then one first has to fix a binary encoding of words over $\Sigma$.

The class $u T C^{0}$ is defined as $u \mathrm{AC}^{0}$ (Majority) where MAJORITY is the problem to determine whether the input contains more 1s than 0s. The class $\mathrm{NC}^{1}$ is the class of languages accepted by Boolean circuits of bounded fan-in and logarithmic depth. When talking about hardness for $u T C^{0}$ or $N C^{1}$ we use $\mathrm{uAC}^{0}$-Turing reductions unless stated otherwise. As a consequence of Barrington's theorem [3], we have $\mathrm{NC}^{1}=\mathrm{uAC}^{0}\left(\mathrm{WP}\left(A_{5}\right)\right)$ where $A_{5}$ is the alternating group over 5 elements [36, Corollary 4.54]. Moreover, the word problem for any finite group $G$ is in $N C^{1}$. Robinson proved that the word problem for the free group $F_{2}$ is $\mathrm{NC}^{1}$-hard [35], i.e., $\mathrm{NC}^{1} \subseteq \mathrm{uAC}^{0}\left(\mathrm{WP}\left(F_{2}\right)\right)$.

## 3 Results

In this section we state our (and prove the easy) results on the power word problem. Outlines of the proofs of Theorems 2,8 and 9 can be found in Sections 4 and 5 , respectively.

- Theorem 1. If $G$ is a finitely generated nilpotent group, then $\operatorname{PowerWP}(G)$ is in $\mathrm{uTC}^{0}$.

Proof. In [33], the so-called word problem with binary exponents was shown to be in uTC ${ }^{0}$ for finitely generated nilpotent groups. We can apply the same techniques as in [33]: we compute Mal'cev normal forms of all $p_{i}$ [33, Theorem 5], then use the power polynomials from [33, Lemma 2] to compute Mal'cev normal forms with binary exponents of all $p_{i}^{x_{i}}$. Finally, we compute the Mal'cev normal form of $p_{1}^{x_{1}} \cdots p_{n}^{x_{n}}$ again using [33].

- Theorem 2. The power word problem for a finitely generated free group is $\mathrm{AC}^{0}$-Turingreducible to the word problem for the free group $F_{2}$.

Notice that if the free group has rank one, then the power word problem is in $u T C^{0}$ because iterated addition is in $\mathrm{uTC}^{0}$.

- Remark 3. If the input is of the form $\left(p_{1}, x_{1}, p_{2}, x_{2}, \ldots, p_{n}, x_{n}\right)$ where all $p_{i}$ are freely reduced, then the reduction in Theorem 2 is a $\mathrm{uTC}^{0}$-many-one reduction.
- Remark 4. One can consider variants of the power word problem, where the exponents are not given in binary representation but in even more compact forms. Power circuits as defined in [32] are such a representation that allow non-elementary compression for some integers. The proof of Theorem 2 involves iterated addition and comparison of exponents. For power circuits iterated addition is in $\mathrm{uAC}^{0}$ (just putting the power circuits next to each other), but comparison (even for equality) is P -complete [38]. Hence, the variant of the power word problem, where exponents are encoded with power circuits is P -complete for free groups.
- Remark 5. The proof of Theorem 2 can be easily generalized to free products. However, in order to have a simpler presentation we only state and prove the result for free groups and postpone the free product case to a future full version.
It is easy to see that the power word problem for every finite group belongs to $\mathrm{NC}^{1}$. The following result generalizes this fact:
- Theorem 6. Let $G$ be finitely generated and let $H \leq G$ have finite index. Then $\operatorname{PowerWP}(G)$ is $\mathrm{NC}^{1}$-many-one-reducible to $\operatorname{PowerWP}(H)$.

Proof sketch. W.l.o.g. we can assume that $H$ is a finitely generated normal subgroup and $R$ is a finite set of representatives of $Q:=G / H$ with $1 \in R$. As a first step we replace in the input power word every $p_{i}^{x_{i}}$ by $h_{i}^{y_{i}} p_{i}^{z_{i}}$ where $x_{i}=y_{i}|Q|+z_{i}, 0 \leq z_{i}<|Q|$ and $h_{i}$ is a word over the generators of $H$ with $p_{i}^{|Q|}={ }_{G} h_{i}$. Moreover, we write $p_{i}^{z_{i}}$ as a word without exponents. Using the conjugate collection process from [35, Theorem 5.2], the result can be rewritten in the form $h r$ where $h$ is a power word in the subgroup $H$ and $r \in R$.

As an immediate consequence of Theorem 2, Theorem 6 and the $\mathrm{NC}^{1}$-hardness of the word problem for $F_{2}$ [35, Theorem 6.3] we obtain:

- Corollary 7. The power word problem for every finitely generated virtually free group is $\mathrm{AC}^{0}$-Turing-reducible to the word problem for the free group $F_{2}$.
- Theorem 8. For every finitely generated abelian group $G$, $\operatorname{PowERWP}(G \imath \mathbb{Z})$ is in $\mathrm{uTC}^{0}$.
- Theorem 9. Let $G$ be either a finite non-solvable group or a finitely generated free group of rank at least two. Then PowerWP $(G \imath \mathbb{Z})$ is coNP-complete.
$\rightarrow$ Theorem 10. The power word problem for the Grigorchuk group (as defined in [15] and also known as first Grigorchuk group) is $\mathrm{uAC}^{0}$-many-one-reducible to its word problem.

Theorem 10 applies only if the generating set contains a neutral letter. Otherwise, the reduction is in $\mathrm{uTC}^{0}$. It is well-know that the word problem for the Grigorchuk group is in L (see e.g. [13]). Thus, also the power word problem is in L.

Proof sketch of Theorem 10. By [5, Theorem 6.6], every element of length $N$ in the Grigorchuk group has order at most $C N^{3 / 2}$ for some constant $C$. Since the order of every element is a power of two, we can reduce all exponents modulo the smallest power of two $\geq C N^{3 / 2}$ where $N$ is the length of the longest period $p_{i}$. After that the words are short and can be written without exponents.

## 4 Proof of Theorem 2

The proof of Theorem 2 consists of two main steps: first we do some preprocessing leading to a particularly nice instance of the power word problem. While this preprocessing is simple from a theoretical point of view, it is where the main part of the workload is performed during the execution of the algorithm. Then, in the second step, all exponents are reduced to polynomial size. After this shortening process, the power word problem can be solved by the ordinary word problem. The most difficult part is to prove correctness of the shortening process. For this, we introduce a rewriting system over an extended alphabet of words with exponents. We outline the proof in a sequence of lemmas which all follow rather easily from the previous ones and we give some small hints how to prove the lemmas.

Preprocessing. We use the notations from the paragraph on free groups in Section 2. In particular, recall that $S=\left\{a a^{-1} \rightarrow 1 \mid a \in \Sigma\right\}$. Fix an arbitrary order on the input alphabet $\Sigma$. This gives us the lexicographic order on $\Sigma^{*}$, which is denoted by $\preceq$. Let $\Omega \subseteq \operatorname{IRR}(S) \subseteq \Sigma^{*}$ denote the set of words $w$ such that

- $w$ is non-empty,
- $w$ is cyclically reduced (i.e, $w$ cannot be written as $a u a^{-1}$ for $a \in \Sigma$ ),
- $w$ is primitive (i.e, $w$ cannot be written as $u^{n}$ for $n \geq 2$ ),
- $w$ is lexicographically minimal among all cyclic permutations of $w$ and $w^{-1}$ (i.e., $w \preceq u v$ for all $u, v \in \Sigma^{*}$ with $v u=w$ or $v u=w^{-1}$ ).
Notice that $\Omega$ consists of Lyndon words [29, Chapter 5.1] with the stronger requirement of being freely reduced, cyclically reduced and also minimal among the conjugacy class of the inverse. The first aim is to rewrite the input power word in the form

$$
\begin{equation*}
w=s_{0} p_{1}^{x_{1}} s_{1} \cdots p_{n}^{x_{n}} s_{n} \quad \text { with } p_{i} \in \Omega \text { and } s_{i} \in \operatorname{IRR}(S) . \tag{1}
\end{equation*}
$$

The reason for this lies in the following crucial lemma which essentially says that, if a long factor of $p_{i}^{x_{i}}$ cancels with some $p_{j}^{x_{j}}$, then already $p_{i}=p_{j}$. Thus, only the same $p_{i}$ can cancel implying that we can make the exponents of the different $p_{i}$ independently smaller.

- Lemma 11. Let $p, q \in \Omega, x, y \in \mathbb{Z}$ and let $v$ be a factor of $p^{x}$ and $w$ a factor of $q^{y}$. If $v w \xrightarrow[S]{\stackrel{*}{\Longrightarrow}} 1$ and $|v|=|w| \geq|p|+|q|-1$, then $p=q$.

Proof. Since $p$ and $q$ are cyclically reduced, $v$ and $w$ are freely reduced, i.e., $v=w^{-1}$ as words. Thus, $v$ has two periods $|p|$ and $|q|$. Since $v$ is long enough, by the theorem of Fine and Wilf [10] it has also a period of $\operatorname{gcd}(|p|,|q|)$. This means that also $p$ and $q$ have period $\operatorname{gcd}(|p|,|q|)$ (since cyclic permutations of $p$ and $q$ are factors of $v$ ). Assuming $\operatorname{gcd}(|p|,|q|)<|p|$, would mean that $p$ is a proper power contradicting the fact that $p$ is primitive. Hence, $|p|=|q|$. Since $|v| \geq|p|+|q|-1=2|p|-1, p$ is a factor of $v$, which itself is a factor of $q^{-y}$. Thus, $p$ is a cyclic permutation of $q$ or of $q^{-1}$. By the last condition on $\Omega$, this implies $p=q$.

- Lemma 12. The following is in $\mathrm{uAC}^{0}\left(\mathrm{WP}\left(F_{2}\right)\right)$ : given a power word $v$, compute a power word $w$ of the form (1) such that $v=F_{X} w$.

The proof of this lemma is straightforward using [39, Proposition 20] in order to compute freely reduced words. We call these steps the preprocessing steps. Henceforth, we will assume that the inputs for the power word problem are given in the form (1).

The symbolic reduction system. We define the infinite alphabet $\Delta=\Delta^{\prime} \cup \Delta^{\prime \prime}$ with $\Delta^{\prime}=\Omega \times(\mathbb{Z} \backslash\{0\})$ and $\Delta^{\prime \prime}=\operatorname{IRR}(S) \backslash\{1\}$. We write $p^{x}$ for $(p, x) \in \Delta^{\prime}$. A word over $\Delta$ can be read as a word over $\Sigma$ in the natural way. Formally, we can define a canonical projection $\pi: \Delta^{*} \rightarrow \Sigma^{*}$ that maps a symbol $a \in \Delta$ to the corresponding word over $\Sigma$, but most of the times we will not write $\pi$ explicitly.

Whenever there is the risk of confusion, we write $|v|_{\Sigma}$ to denote the length of $v \in \Delta^{*}$ read over $\Sigma$ (i.e., $|v|_{\Sigma}=|\pi(v)|$ ) whereas $|v|_{\Delta}$ is the length over $\Delta$. Moreover, we denote the number of occurrences of letters from $\Delta^{\prime}$ in $w$ with $|w|_{\Delta^{\prime}}$. Finally, for a symbol $s \in \Delta^{\prime \prime}$ define $\lambda(s)=|s|_{\Sigma}$ and for $p^{x} \in \Delta^{\prime}$ set $\lambda\left(p^{x}\right)=|p|_{\Sigma}$. For $u=a_{1} \cdots a_{m} \in \Delta^{*}$ with $a_{i} \in \Delta$ for $1 \leq i \leq m$ we define $\lambda(u)=\sum_{i=1}^{m} \lambda\left(a_{i}\right)$. Thus, $\lambda(u)$ is the number of letters from $\Sigma$ required to write down $u$ ignoring the binary exponents.

A word $w$ as in (1), which has been preprocessed as in the previous section, can be viewed as word over $\Delta$ with $w \in\left(\left(\Delta^{\prime \prime} \cup\{1\}\right) \Delta^{\prime}\right)^{*}\left(\Delta^{\prime \prime} \cup\{1\}\right),|w|_{\Delta^{\prime}}=n$ and $|w|_{\Delta} \leq 2 n+1$ (we only have $\leq$ because some $s_{i}$ might be empty).

We define the infinite string rewriting system $T$ over $\Delta^{*}$ by the following rewrite rules, where $p^{x}, p^{y}, q^{y} \in \Delta^{\prime}, s, t \in \Delta^{\prime \prime}, r \in \Delta^{\prime \prime} \cup\{1\}$, and $d, e \in \mathbb{Z}$. Here, $p^{0}$ is identified with the empty word. Note that the strings in the rewrite rules are over the alphabet $\Delta$, whereas the strings in the if-conditions are over the alphabet $\Sigma$.

$$
\begin{array}{ll}
p^{x} p^{y} \rightarrow p^{x+y} \\
p^{x} q^{y} \rightarrow p^{x-d} r q^{y-e} & \text { if } p \neq q, p^{x} q^{y} \xlongequal[S]{+} p^{x-d} r q^{y-e} \in \operatorname{IRR}(S) \text { for } \\
& r=p^{\prime} q^{\prime} \text { with } p^{\prime}<_{\text {pref }} p^{\operatorname{sign}(x)} \text { and } q^{\prime}<_{\text {suff }} q^{\operatorname{sign}(y)} \\
s t \rightarrow r & \text { if } s t \xlongequal[S]{+} r \in \operatorname{IRR}(S) \\
p^{x} s \rightarrow p^{x-d} r & \text { if } p^{x} s \xlongequal[S]{+} p^{x-d} r \in \operatorname{IRR}(S) \text { for } \\
& r=p^{\prime} s^{\prime} \text { with } p^{\prime}<_{\operatorname{pref}} p^{\operatorname{sign}(x)} \text { and } s^{\prime}<_{\text {suff }} s \\
s p^{x} \rightarrow r p^{x-d} & \text { if } s p^{x} \xlongequal[S]{+} r p^{x-d} \in \operatorname{IRR}(S) \text { for } \\
& r=s^{\prime} p^{\prime} \text { with } s^{\prime}<_{\operatorname{pref}} s \text { and } p^{\prime}<_{\text {suff }} p^{\operatorname{sign}(x)} \tag{6}
\end{array}
$$

- Lemma 13. The following length bounds hold in the above rules:
- in rule (3): $0<|r|_{\Sigma} \leq|p|_{\Sigma}+|q|_{\Sigma},|d| \leq|q|_{\Sigma}$, and $|e| \leq|p|_{\Sigma}$
- in rules (5) and (6): $|d| \leq|s|_{\Sigma}$.

The inequalities $|d| \leq|q|_{\Sigma}$ and $|e| \leq|p|_{\Sigma}$ follow from Lemma 11. The other inequalities are obvious. The next lemma is also straightforward from the definition.

- Lemma 14. For $u \in \Delta^{*}$ we have $u={ }_{F_{X}} 1$ if and only if $u \xlongequal[T]{*} 1$.
- Lemma 15. Let $u \in \Delta^{*}$. If $u \xlongequal[T]{*} v$, then $u \xlongequal[T]{\stackrel{\leq k}{\Longrightarrow}} v$ for $k=2|u|_{\Delta}+4|u|_{\Delta^{\prime}} \leq 6|u|_{\Delta^{\prime}}$.

Proof sketch. The proof is based on the fact that at most $2|u|_{\Delta^{\prime}}-3$ applications of rules of the form (3) can occur. These are the only length increasing rules. All other rules either decrease the number of non-reduced two-letter factors of $u$ (this can happen at most $|u|_{\Delta}-1$ times) or decrease the length of $u$ (this can happen at most $|u|_{\Delta}+2|u|_{\Delta^{\prime}}-3$ times).

Consider a word $u \in \Delta^{*}$ and $p \in \Omega$. Let $\Delta_{p}=\left\{p^{x} \mid x \in \mathbb{Z} \backslash\{0\}\right\}$. We can write $u$ uniquely as $u=u_{0} p^{y_{1}} u_{1} \cdots p^{y_{m}} u_{m}$ with $u_{i} \in\left(\Delta \backslash \Delta_{p}\right)^{*}$. We define $\eta_{p}^{i}(u)=\sum_{j=1}^{i} y_{j}$ and $\eta_{p}(u)=\eta_{p}^{m}(u)$. By Lemma 13 we know that all rules of $T$ change $\eta_{p}(\cdot)$ by at most $\lambda(u)$. We can use this observation in order to show the next lemma by induction on $k$.

- Lemma 16. Let $u \xlongequal[T]{k} v$. Then for all $v^{\prime} \leq_{\text {pref }} v$ with $v^{\prime} \in \Delta^{*}$ there is some $u^{\prime} \in \Delta^{*}$ with $u^{\prime} \leq_{p r e f} u$ and $\left|\eta_{p}\left(u^{\prime}\right)-\eta_{p}\left(v^{\prime}\right)\right| \leq(k+1)^{2} \lambda(u)$.

The shortened version of a word. Take a word $u \in \Delta^{*}$ and $p \in \Omega$ and write $u$ as $u=u_{0} p^{y_{1}} u_{1} \cdots p^{y_{m}} u_{m}$ with $u_{i} \in\left(\Delta \backslash \Delta_{p}\right)^{*}$ (we are only interested in the case that $p^{x}$ appears as a letter in $u$ for some $x \in \mathbb{Z}$ ). Let $\mathcal{C}$ be a finite set of finite, non-empty, nonoverlapping intervals of integers, i.e., we can write $\mathcal{C}=\left\{\left[\ell_{j}, r_{j}\right] \mid 1 \leq j \leq k\right\}$ for $k=|\mathcal{C}|$ and $\ell_{j} \leq r_{j}$ for all $j$. We can assume that the intervals are ordered increasingly, i.e., we have $r_{j}<\ell_{j+1}$. We set $d_{j}=r_{j}-\ell_{j}+1>0$. We say that $u$ is compatible with $\mathcal{C}$ if $\eta_{p}^{i}(u) \notin\left[\ell_{j}, r_{j}\right]$ for any $i, j$. If $w$ is compatible with $\mathcal{C}$, we define the shortened version $\mathcal{S}_{\mathcal{C}}(u)$ of $u$ : for $i \in\{1, \ldots, m\}$ we set

$$
C_{i}=C_{i}(u)= \begin{cases}\left\{j \mid 1 \leq j \leq k, \eta_{p}^{i-1}(u)<\ell_{j} \leq r_{j}<\eta_{p}^{i}(u)\right\} & \text { if } y_{i}>0 \\ \left\{j \mid 1 \leq j \leq k, \eta_{p}^{i}(u)<\ell_{j} \leq r_{j}<\eta_{p}^{i-1}(u)\right\} & \text { if } y_{i}<0\end{cases}
$$

i.e., $C_{i}$ collects all intervals between $\eta_{p}^{i-1}(u)$ and $\eta_{p}^{i}(u)$. Then $\mathcal{S}_{\mathcal{C}}(u)$ is defined by

$$
\begin{aligned}
\mathcal{S}_{\mathcal{C}}(u) & =u_{0} p^{z_{1}} u_{1} \cdots p^{z_{m}} u_{m} \quad \text { where } \\
z_{i} & =y_{i}-\operatorname{sign}\left(y_{i}\right) \cdot \sum_{j \in C_{i}} d_{j}= \begin{cases}y_{i}-\sum_{j \in C_{i}} d_{j} & \text { if } y_{i}>0, \\
y_{i}+\sum_{j \in C_{i}} d_{j} & \text { if } y_{i}<0 .\end{cases}
\end{aligned}
$$

A straightforward computation yields the next lemma:

- Lemma 17. For all $i$ we have $z_{i} \neq 0$ and $\operatorname{sign}\left(z_{i}\right)=\operatorname{sign}\left(y_{i}\right)$. In particular, if $u \in \operatorname{IRR}(T)$, then also $\mathcal{S}_{\mathcal{C}}(u) \in \operatorname{IRR}(T)$.

Furthermore, we define $\operatorname{dist}_{p}(u, \mathcal{C})=\min \left\{\left|\eta_{p}^{i}(u)-x\right| \mid 0 \leq i \leq m, x \in[\ell, r] \in \mathcal{C}\right\}$. Note that $\operatorname{dist}_{p}(u, \mathcal{C})>0$ if and only if $u$ is compatible with $\mathcal{C}$. Moreover, $\operatorname{if~}_{\operatorname{dist}_{p}(u, \mathcal{C})=a \text {, }, ~ \text {. }}$ $v=v_{0} p^{z_{1}} v_{1} \cdots p^{z_{m}} v_{m}$, and $\left|\eta_{p}^{i}(u)-\eta_{p}^{i}(v)\right| \leq b$ for all $i \leq m$, then $\operatorname{dist}_{p}(v, \mathcal{C}) \geq a-b$.

- Lemma 18. If $\operatorname{dist}_{p}(u, \mathcal{C})>(k+1)^{2} \lambda(u)$ and $u \underset{T}{k} v$, then $S_{\mathcal{C}}(u) \xrightarrow[T]{k} S_{\mathcal{C}}(v)$.


Figure 1 The red shaded parts represent the intervals from the set $\mathcal{C}_{u, p}^{K}$ in (7). The differences $c_{3}-c_{2}, c_{6}-c_{5}, c_{7}-c_{6}$ and $c_{9}-c_{8}$ are strictly smaller than $2 K$.

Proof sketch. The first step for proving this lemma is to show that if $\operatorname{dist}_{p}(u, \mathcal{C})>\lambda(u)$ and $u \underset{T}{\Longrightarrow} v$, then $S_{\mathcal{C}}(u) \Longrightarrow S_{\mathcal{C}}(v)$. To see this this, we distinguish between the rules applied: When applying one of the rules (3)-(6), we have $C_{i}(u)=C_{i}(v)$ for all $i$ since the exponents are only changed slightly. Thus, the shortening process does the same on $v$ as on $u$. When applying a rule (2), the exponents are added, which is compatible with the shortening process. Now we obtain the lemma by induction on $k$. In order to see that $\operatorname{dist}_{p}(u, \mathcal{C})>\lambda(u)$ is satisfied in the inductive step, we use Lemma 16.

We define a set of intervals which should be "cut out" from $u$ as follows: We write $\left\{c_{1}, \ldots, c_{l}\right\}=\left\{\eta_{p}^{i}(u) \mid 0 \leq i \leq m\right\}$ with $c_{1}<\cdots<c_{l}$ and we set

$$
\begin{equation*}
\mathcal{C}_{u, p}^{K}=\left\{\left[c_{j}+K, c_{j+1}-K\right] \mid 1 \leq j \leq l-1, c_{j+1}-c_{j} \geq 2 K\right\} . \tag{7}
\end{equation*}
$$

Notice that $\operatorname{dist}_{p}\left(u, \mathcal{C}_{u, p}^{K}\right)=K$ (given that $\left.\mathcal{C}_{u, p}^{K} \neq \emptyset\right)$. The situation is shown in Figure 1.

- Proposition 19. Let $p \in \Omega, u=u_{0} p^{y_{1}} u_{1} \cdots p^{y_{m}} u_{m} \in \Delta^{*}$ with $u_{i} \in\left(\Delta \backslash \Delta_{p}\right)^{*}$, and $K=\left(6|u|_{\Delta}+1\right)^{2} \lambda(u)+1$. Then $u={ }_{F_{X}} 1$ if and only if $S_{\mathcal{C}}(u)={ }_{F_{X}} 1$ for $\mathcal{C}=\mathcal{C}_{u, p}^{K}$.

Proof. By Lemma 14 we have $u=_{F_{X}} 1$ if and only if $u \underset{T}{*} 1$. Let $k=6|u|_{\Delta}$. By Lemma 15 , for all $u \underset{T}{*} v$ we have $u \xlongequal{\text { 仡 }} v$. By the choice of $\mathcal{C}$, we have $\operatorname{dist}_{p}(u, \mathcal{C})>(k+1)^{2} \lambda(u)$. Hence, we can apply Lemma 18 , which implies that $S_{\mathcal{C}}(u) \stackrel{*}{\neq} S_{\mathcal{C}}(v)$ where $v$ is a $T$-reduced (thus freely reduced) word for $u$. Clearly, if $v$ is the empty word, then $S_{\mathcal{C}}(v)$ will be the empty word. On the other hand, if $v$ is non-empty, then $S_{\mathcal{C}}(v)$ is non-empty and $T$-reduced by Lemma 17. Hence, we have $u=F_{X} 1$ if and only if $S_{\mathcal{C}}(u)={ }_{F_{X}} 1$.

- Lemma 20. Let $p, u, K$, and $\mathcal{C}$ be as in Proposition 19 and $S_{\mathcal{C}}(u)=u_{0} p^{z_{1}} u_{1} \cdots p^{z_{m}} u_{m}$. Then $\left|z_{i}\right| \leq m \cdot\left(2 \cdot\left(6|u|_{\Delta}+1\right)^{2} \cdot \lambda(u)+1\right)$ for all $1 \leq i \leq m$.

Proof of Theorem 2. We start with the preprocessing as described in Lemma 12 leading to a word $w=s_{0} p_{1}^{x_{1}} s_{1} \cdots p_{n}^{x_{n}} s_{n}$ with $p_{i} \in \Omega$ and $s_{i} \in \operatorname{IRR}(S)$ as in (1). After that we apply the shortening procedure for all $p \in\left\{p_{i} \mid 1 \leq i \leq n\right\}$. This can be done in parallel for all $p$, as the outcome of the shortening only depends on the $p$-exponents. By Lemma 20 this leads to a word $\hat{w}$ of polynomial length. Finally, we can test whether $\hat{w}={ }_{F_{X}} 1$ using one oracle gate for $\mathrm{WP}\left(F_{2}\right)$ (recall that $F_{2}$ contains a copy of $F_{X}$ ). The computations for shortening only involve iterated addition (and comparisons of integers), which is in $\mathrm{uTC}^{0}$ and, thus, can be solved in $\mathrm{uAC}^{0}$ with oracle gates for $\mathrm{WP}\left(F_{2}\right)$.

## 5 The power word problem in wreath products

The goal of this section is to prove Theorems 8 and 9 . We first fix some notation. Let $G$ be a finitely generated group with the finite symmetric generating set $\Sigma$. For $\mathbb{Z}$ we fix the generator $a$. Hence $\Sigma \cup\left\{a, a^{-1}\right\}$ is a symmetric generating set for the wreath product $G\{\mathbb{Z}$. For a word $w=v_{0} a^{e_{1}} v_{1} \cdots a^{e_{n}} v_{n}$ with $e_{i} \in\{-1,1\}$ and $v_{i} \in \Sigma^{*}$ let $\sigma(w)=e_{1}+\cdots+e_{n}$. With $I(w)$ we denote the interval $[b, c] \subseteq \mathbb{Z}$, where $b$ (resp., $c$ ) is the minimal (resp., maximal) integer of the form $e_{1}+\cdots+e_{i}$ for $0 \leq i \leq n$. Note that if $w$ represents $(f, d) \in G \imath \mathbb{Z}$, then $d=\sigma(w), \operatorname{supp}(f) \subseteq I(w)$ and $0, d \in I(w)$.

Periodic words over groups. We recall a construction from [12]. With $G^{+}$we denote the set of all tuples $\left(g_{0}, \ldots, g_{q-1}\right)$ over $G$ of arbitrary length $q \geq 1$. With $G^{\omega}$ we denote the set of all mappings $f: \mathbb{N} \rightarrow G$. Elements of $G^{\omega}$ can be seen as infinite sequences (or words) over the set $G$. We define the binary operation $\otimes$ on $G^{\omega}$ by pointwise multiplication: $(f \otimes g)(n)=f(n) g(n)$. The identity element is the mapping id with $\operatorname{id}(n)=1$ for all $n \in \mathbb{N}$. For $f_{1}, f_{2}, \ldots, f_{n} \in G^{\omega}$ we write $\bigotimes_{i=1}^{n} f_{i}$ for $f_{1} \otimes f_{2} \otimes \cdots \otimes f_{n}$. If $G$ is abelian, we write $\sum_{i=1}^{n} f_{i}$ for $\bigotimes_{i=1}^{n} f_{i}$. A function $f \in G^{\omega}$ is periodic with period $q \geq 1$ if $f(k)=f(k+q)$ for all $k \geq 0$. In this case, $f$ can specified by the tuple $(f(0), \ldots, f(q-1))$. Vice versa, a tuple $u=\left(g_{0}, \ldots, g_{q-1}\right) \in G^{+}$defines the periodic function $f_{u} \in G^{\omega}$ with $f_{u}(n \cdot q+r)=g_{r}$ for $n \geq 0$ and $0 \leq r<q$. One can view this mapping as the sequence $u^{\omega}$ obtained by taking infinitely many repetitions of $u$. Let $G^{\rho}$ be the set of all periodic functions from $G^{\omega}$. If $f_{1}$ is periodic with period $q_{1}$ and $f_{2}$ is periodic with period $q_{2}$, then $f_{1} \otimes f_{2}$ is periodic with period $q_{1} q_{2}$ (in fact, $\operatorname{lcm}\left(q_{1}, q_{2}\right)$ ). Hence, $G^{\rho}$ forms a countable subgroup of $G^{\omega}$. Note that $G^{\rho}$ is not finitely generated: The subgroup generated by elements $f_{i} \in G^{\rho}$ with period $q_{i}$ $(1 \leq i \leq n)$ contains only functions with period $\operatorname{lcm}\left(q_{1}, \ldots, q_{n}\right)$. For $n \geq 0$ we define the subgroup $G_{n}^{\rho}$ of all $f \in G^{\rho}$ with $f(k)=1$ for all $0 \leq k \leq n-1$. We consider the uniform membership problem for subgroups $G_{n}^{\rho}$, $\operatorname{Membership}\left(G_{*}^{\rho}\right)$ for short:

- input: tuples $u_{1}, \ldots, u_{n} \in G^{+}$(elements of $G$ are represented by finite words over $\Sigma$ ) and a binary encoded number $m$.
- question: does $\bigotimes_{i=1}^{n} f_{u_{i}}$ belong to $G_{m}^{\rho}$ ?

The following result was shown in [12]:

- Theorem 21. For every finitely generated abelian group $G$, $\operatorname{Membership}\left(G_{*}^{\rho}\right)$ is in $\mathrm{uTC}^{0}$.
- Lemma 22. Let $w \in\left(\Sigma \cup\left\{a, a^{-1}\right\}\right)^{*}$ with $\sigma(w) \neq 0, n \geq 1$, and $I\left(w^{n}\right)=[b, c]$. Moreover, let $s=c-b+1$ be the size of the interval $I(w)$ and let $(g, n \cdot \sigma(w)) \in G \imath \mathbb{Z}$ be the group element represented by $w^{n}$. Then $g$ is periodic on the interval $[b+s, c-s]$ with period $|\sigma(w)|$.

Example 23. Let us consider the wreath product $\mathbb{Z} \imath \mathbb{Z}$ and let the left copy of $\mathbb{Z}$ in the wreath product be generated by $b$. Consider the word $w=b a^{-1} b a b a b^{3} a b^{3} a b^{5} a^{-1} b$ and let $n=8$. We have $\sigma(w)=2$ and $I(w)=[-1,3]$. Moreover, $w$ represents the group element
$(f, 2)$ with $f(-1)=1, f(0)=2, f(1)=3, f(2)=4$, and $f(3)=5$. Let us now consider the word $w^{8}$. The following diagram shows how to obtain the corresponding element of $\mathbb{Z} \imath \mathbb{Z}$ :

| -1 | 0 | 1 | 2 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  | 3 |  | 5 |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  | 2 | 3 |  | 5 |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 2 | 3 |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 4 |  | 6 | 9 | 6 | 9 | 6 | 9 | 6 |  | 9 | 6 | 9 | 6 | 9 | 6 | 8 | 4 | 5 |

We have $I\left(w^{8}\right)=[-1,17]$ and $\sigma\left(w^{8}\right)=8 \sigma(w)=16$. If $(g, 16)$ is the group element represented by $w^{8}$, then the function $g$ is periodic on the interval $[2,14]$ (which includes the interval $[-1+s, 17-s]$, where $s=|I(w)|=5)$ with period 2 .

Proofs of Theorem 8 and 9. A conjunctive truth-table reduction is a Turing reduction where the output is the conjunction over the outputs of all oracle gates.

- Proposition 24. For every finitely generated group $G$, $\operatorname{PowerWP}(G \imath \mathbb{Z})$ is conjunctive truth-table uTC ${ }^{0}$-reducible to $\operatorname{Membership}\left(G_{*}^{\rho}\right)$ and $\operatorname{PowerWP}(G)$.

Proof sketch. Let $w=u_{1}^{x_{1}} u_{2}^{x_{2}} \cdots u_{k}^{x_{k}}$ be the input power word and let $(f, d) \in G \imath \mathbb{Z}$ be the element represented by $w$. We can check in uTC ${ }^{0}$ whether $d=0$. The difficult part is to check whether $f$ is the zero-mapping. For this we compute an interval $I$ (of exponential size) that contains the support of $f$. We then partition $I$ into two sets $C$ and $I \backslash C$. The set $C$ has polynomial size and we can check whether $f$ is the zero-mapping on $C$ using polynomially many oracle calls to PowerWP $(G)$. The complement $I \backslash C$ can be written as a union of polynomially many intervals. The crucial property of $C$ is that on each of these intervals $f$ can be written as a sum of periodic sequences; for this we use Lemma 22. Using oracle calls to Membership $\left(G_{*}^{\rho}\right)$ allows us to check whether $f$ is the zero mapping on $I \backslash C$.

Since for a finitely generated abelian group $G$, one can solve $\operatorname{PowerWP}(G)$ in uTC ${ }^{0}$, Theorem 8 is a consequence of Proposition 24 and Theorem 21.

We split the proof of Theorem 9 into three propositions: one for the upper bound and two for the lower bounds. It is straightforward to show that if the word problem for the finitely generated group $G$ belongs to coNP, then also Membership $\left(G_{*}^{\rho}\right)$ belongs to coNP. Since coNP is closed under conjunctive truth-table uTC ${ }^{0}$-reducibility, Proposition 24 yields:

- Proposition 25. Let $G$ be a finitely generated group such that $\operatorname{PowerWP}(G)$ belongs to coNP. Then also PowerWP $(G \imath \mathbb{Z})$ belongs to coNP.
- Proposition 26. If $G$ is a finite, non-solvable group, $\operatorname{PoWERWP}(G \imath \mathbb{Z})$ is coNP-hard.

Proof sketch. Barrington [4] proved the following result: Let $C$ be a fan-in two boolean circuit of depth $d$ with $n$ input gates $x_{1}, \ldots, x_{n}$. From $C$ one can compute a sequence of triples (a so-called $G$-program) $P_{C}=\left(k_{1}, g_{1}, h_{1}\right)\left(k_{2}, g_{2}, h_{2}\right) \cdots\left(k_{\ell}, g_{\ell}, h_{\ell}\right) \in([1, n] \times G \times G)^{*}$ of length $\ell \leq(4|G|)^{d}$ such that for every input valuation $v:\left\{x_{1}, \ldots, x_{n}\right\} \rightarrow\{0,1\}$ the following two statements are equivalent:
(a) $C$ evaluates to 0 under the input valuation $v$.
(b) $c_{1} c_{2} \cdots c_{\ell}=1$ in $G$, where $c_{i}=g_{i}$ if $v\left(x_{k_{i}}\right)=0$ and $c_{i}=h_{i}$ if $v\left(x_{k_{i}}\right)=1$.

This $G$-program is constructed as a sequence of iterated commutators, based on the observation that $[g, h]=1$ if and only if $g=1$ or $h=1$ (given some reasonable assumptions on $g$ and $h$ ). Every formula $C$ in conjunctive normal form can be written as a circuit of depth $\mathcal{O}(\log |C|)$. Hence the $G$-program $P_{C}$ has length polynomial in $|C|$. From [4] it is easy to see that on input of the formula $C$, the $G$-program $P_{C}$ can be computed in logspace.

Let $P_{C}=\left(k_{1}, g_{1}, h_{1}\right) \cdots\left(k_{\ell}, g_{\ell}, h_{\ell}\right)$ and $x_{1}, \ldots, x_{n}$ be the variables in $C$. We compute in logspace the $n$ first primes $p_{1}, \ldots, p_{n}$ and $M=\prod_{i=1}^{n} p_{i}$ (the latter in binary notation). Let $a$ denote the generator of $\mathbb{Z}$ in the wreath product $G \imath \mathbb{Z}$. We now compute for every $1 \leq i \leq \ell$ the power word $w_{i}=\left(h_{i}\left(a g_{i}\right)^{p_{k_{i}}-1} a\right)^{M / p_{k_{i}}} a^{-M}$ and set $w_{C}=w_{1} w_{2} \cdots w_{\ell}$. The group element of $G \imath \mathbb{Z}$ represented by $w_{C}$ is of the form $(f, 0)$.

We claim that $w_{C}=1$ in $G \not \mathbb{Z}$ if and only if $C$ is unsatisfiable: For a number $z \in[0, M-1]$ we define the valuation $v_{z}:\left\{x_{1}, \ldots, x_{n}\right\} \rightarrow\{0,1\}$ by $v_{z}\left(x_{i}\right)=1$ if $z \equiv 0 \bmod p_{i}$ and $v_{z}\left(x_{i}\right)=$ 0 otherwise. By the Chinese remainder theorem, for every valuation $v:\left\{x_{1}, \ldots, x_{n}\right\} \rightarrow\{0,1\}$ there exists $z \in[0, M-1]$ with $v=v_{z}$. Based on the above statements (a) and (b), the final step of the proof checks that $f(z)=1$ if and only if $C$ evaluates to 0 under $v_{z}$.

Proposition 27. Let $F$ be a finitely generated free group of rank at least two. Then PowerWP $(F \imath \mathbb{Z})$ is coNP-hard.

The proof is almost the same as for Proposition 26. The difference is that we mimic Robinson's proof that the word problem for $F_{2}$ is $\mathrm{NC}^{1}$-hard [35] instead of Barrington's result.

## 6 Further Research

We conjecture that the method of Section 4 can be generalized to right-angled Artin groups (RAAGs - also known as graph groups) and hyperbolic groups, and hence that the power word problem for a RAAG (resp., hyperbolic group) $G$ is $\mathrm{AC}^{0}$-Turing-reducible to the word problem for $G$. One may also try to prove transfer results for the power word problem with respect to group theoretical constructions, e.g., graph products, HNN extensions and amalgamated products over finite subgroups. For finitely generated linear groups, the power word problem leads to the problem of computing matrix powers with binary encoded exponents. The complexity of this problem is open; variants of this problem have been studied in $[1,11]$.

Another open question is what happens if we allow nested exponents. We conjecture that in the free group for any nesting depth bounded by a constant the problem is still in $\mathrm{uAC}^{0}\left(\mathrm{WP}\left(F_{2}\right)\right)$. However, for unbounded nesting depth it is not clear what happens: we only know that it is in P since it is a special case of the compressed word problem; but it still could be in $\mathrm{uAC}^{0}\left(\mathrm{WP}\left(F_{2}\right)\right)$ or it could be P-complete or somewhere in between.
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#### Abstract

It is a long standing conjecture that the problem of deciding whether a quadratic word equation has a solution is in NP. It has also been conjectured that the length of a minimal solution to a quadratic equation is at most exponential in the length of the equation, with the latter conjecture implying the former. We show that both conjectures hold for some natural subclasses of quadratic equations, namely the classes of regular-reversed, $k$-ordered, and variable-sparse quadratic equations. We also discuss a connection of our techniques to the topic of unavoidable patterns, and the possibility of exploiting this connection to produce further similar results.
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## 1 Introduction

A word equation is an equation $\alpha=\beta$ in which the two sides, $\alpha$ and $\beta$, are words consisting of letters from a terminal alphabet $\Sigma=\{\mathrm{a}, \mathrm{b}, \ldots\}$ and variables from a set $X=\{x, y, z, \ldots\}$. It has a solution if the variables may be substituted for words over $\Sigma$ in such a way that the two sides become identical. For example, the equation $\mathrm{ab} x \mathrm{~b} y=x \mathrm{~b} y x \mathrm{~b}$ has a solution where $x$ is substituted by a, and $y$ is substituted by ab. Usually such a substitution is represented by a morphism $h:(X \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ which preserves the terminal symbols (i.e. $h(\mathrm{a})=\mathrm{a}$ for all $\mathrm{a} \in \Sigma)$. Situated in the intersection between computer science and algebra, word equations are an important tool for describing structural relations between words, and as such are of interest in a variety of areas, ranging from combinatorial group and monoid theory [20, 19, 7], to unification $[25,12,14]$, database theory [11, 10], model checking, verification and security, where there has been much interest recently in developing so-called string solvers capable of dealing with word equations such as HAMPI [17], CVC4 [3], Stranger [28], ABC [2], Norn [1], S3P [27] and Z3str3 [4]. Of course, not all equations have solutions (consider the trivial example $\mathrm{a} x=\mathrm{b} x$, or less trivial ones such as $\mathrm{abc} x=x \mathrm{cba}$ ), and the problem of deciding whether a given equation has a solution - the satisfiability problem - has been at the

[^45]centre of research on word equations since their inception. It is not difficult to see that the satisfiability problem contains an inherent degree of computational complexity. In particular, there are several simple reductions from NP-complete problems such as the membership problem for pattern languages $[9,8]$ and linear arithmetic. On the other hand, bounding the complexity from above has proven considerably more challenging. After considerable effort, Makanin [21] famously showed that the satisfiability problem for word equations is algorithmically decidable. This result was later improved by Plandowski [23] who gave an algorithm which requires only polynomial space, and more recently this has been refined further to linear space by Jeż [13, 15] using the elegant method of recompression. Nevertheless, determining the precise complexity, and in particular whether the problem is contained in NP, remains one of the outstanding open problems in the area.

One method for obtaining upper bounds on the complexity is to consider the lengths of minimal solutions - those for which no shorter solution exists to the same equation. Since it may easily be checked in polynomial time (in the length of the substitution) whether a given substitution satisfies a given word equation: simply apply the substitution to each side and compare the resulting words, we have a clear relation between the lengths of minimal solutions and the complexity of the satisfiability problem. If the minimal solutions are guaranteed to be short enough (e.g. polynomial in the length of the equation), we have a non-deterministic polynomial time algorithm which simply guesses a solution and then checks it. In fact, Plandowski and Rytter [24] showed that minimal solutions may be compressed substantially in such a way that their compressed versions may still be checked efficiently, so a similar approach works for equations whose minimal solutions are at most exponentially long in the length of the equation. Unfortunately, the best known upper bound on the length of minimal solutions to word equations in general is double exponential. It is worth pointing out that it is not difficult to construct examples of equations for which the lengths of minimal solutions are (single) exponential in the length of the equation.

In the absence of matching upper and lower bounds on the complexity for the whole class of word equations, it makes sense to first consider subclasses. For example, equations with at most two distinct variables (which may each occur multiple times) can be solved in polynomial time (see, e.g. [6]), and thus do not exhibit the same intractability as more general classes, while another class which is generally well understood is the class of equations in which variables may only occur on one side (i.e. either $\alpha \in \Sigma^{*}$ or $\beta \in \Sigma^{*}$ ). In this case, the satisfiability problem is simply the (NP-complete) problem of pattern matching with variables, for which the computational complexity has been studied extensively. Aside from these examples, however, there seem to be surprisingly few classes of equations for which the satisfiability problem is known to be contained in NP, especially amongst those with corresponding hardness results.

Quadratic word equations are word equations in which each variable may occur at most twice - although the number of variables is unrestricted. There are many reasons that the quadratic equations form a particularly interesting subclass of equations. On one hand, NP-hardness remains (see [8]) but also even for the very restricted case in which the variables must occur in exactly the same order on both sides and only the terminal symbols may vary (see [5]). On the other hand, unlike the general case, there is a straightforward proof that the satisfiability problem for quadratic word equations is decidable, using so-called Nielsen transformations (see [18]). Moreover, while examples of equations with three occurrences of each variable are known for which the minimal solutions are exponentially long in the length of the equation, no such examples are known for quadratic equations. However, while these results seem to indicate that quadratic equations may not be as complex as the general case,
understanding quadratic equations, and in particular determining whether the satisfiability of quadratic equations is in NP, has proven exceptionally difficult and as with the general case, remains a long-standing open problem.

Our Contribution. In the current paper, we further develop a method for showing upper bounds on the length of solutions to quadratic word equations first introduced in [5], and use it to obtain such bounds for several subclasses of quadratic equations. The method extends the existing technique of filling the positions (see [16, 24]), and relies on arranging the individual positions of a solution, as referenced by their origin (e.g. the third letter in the second occurrence of the variable $x$ ) into chains, which may be represented as words (chain-words). This chains-representation of solutions is discussed in detail in Section 3.

We show firstly that quadratic equations with a high concentration of terminal symbols and variables occurring only once - with few variables occurring the maximal two times - have minimal solutions at length at most $n 2^{2^{O\left(V^{4}\right)}}$ where $V$ is the number of variables occurring twice and $n$ is the length of the equation. Using the previously mentioned algorithm of Plandowski and Rytter, it follows that for the class of equations for which $V<\log (n)$, which we shall refer to as variable-sparse quadratic equations, the satisfiability problem is in NP. Moreover, by observing that variables occurring only once do not have a dramatic impact on the length of minimal solutions (Proposition 2), we also obtain that if $V$ is bounded by a constant, the satisfiability problem may be solved in polynomial time.

As a straightforward consequence, we are also able to show that equations which may be obtained by concatenating many "small" quadratic equations (over disjoint, constant-size sets of variables) also have short solutions, thus may be solved in non-deterministic polynomial time. Such equations may be arbitrarily disordered at a local level - we do not restrict the structure of each individual equation before concatenating - but possess a global order in which the sets of variables must occur from left to right in each side of the equation. Since these equations, which we shall call $k$-ordered equations, generalise the regular-ordered equations considered in [5], we also get the corresponding NP-hardness lower bound in this case. Thus, the remaining "interesting", cases must possess some global disorder among the variables.

Our main result (Theorem 21) establishes upper bounds of $n 2^{3 n}$ on the length of minimal solutions to a subclass of quadratic equations for which this necessary separation of the variables is maximal, namely the class of regular-reversed equations, in which the variables occur in the opposite order on the LHS as on the RHS. We also show (Proposition 14) that this bound is close to the best that we may expect using our approach. The proof of Theorem 21, although technical, revolves around two simple operations on the chains-representation of a solution. The first is a compression of certain subchains, which produces a new, shorter solution to an equation of the same length. In a sense, this kind of compression generalises the Nielsen transformations mentioned previously. The second operation, given by Lemma 22 and taking advantage of the structure induced by the carefully chosen compression, is a simple deletion of a variable from the equation (and solution) such that the property of being chain-square-free is preserved.

The final part to our contribution focusses on potential forward steps in the general case, and as such begins to explore a connection to the topic of avoidability of patterns within the field of combinatorics on words. Our main result in this direction is a characterisation of possible chain words in the case of regular equations (equations in which each variable occurs at most once on each side) which is considerably simpler than the more abstract definition given in Section 3. This leaves open a particular interesting problem to determine whether
there exist "long" non-repetitive (square-free) words satisfying this characterisation, where a negative answer, for an appropriate definition of "long", would, due to results presented in Section 3, yield that the satisfiability problem for this large subclass of quadratic word equations is in NP. We also discuss, with Lemma 27 as an example, how looking at various structures other than direct repetitions might also be sufficient to obtain the same result.

The rest of the paper is organised as follows. In Section 2, we establish the basic notations and definitions we will need, along with some preliminary results. In Section 3, we shall introduce the main framework used to establish our results. This section recaps the main construction (the chains representation of solutions) and lemma (Lemma 11) originally presented in [5] which form the basis of the framework, and mentions some new additional useful results such as Lemma 12 and Proposition 14. Our main results concerning upper bounds on the length of minimal solutions to equations are presented in Sections 4 and 5 . Finally, in Section 6, we present our characterisation of chain-words and discuss the connection to the topic of avoidability of patterns and the resulting possibilities for exploiting Lemma 11 in Section 3 further.

## 2 Preliminaries

Let $\Sigma$ be an alphabet. We denote by $\Sigma^{*}$ the set of all words over $\Sigma$. The empty word is denoted $\varepsilon$. A word $u$ is a prefix of a word $w$ if there exists $v$ such that $w=u v$. Similarly, $u$ is a suffix of $w$ if there exists $v$ such that $w=v u$, and $u$ is a factor of $w$ if there exist $v, v^{\prime}$ such that $w=v u v^{\prime}$. A square is a word $w w$ for some $w \in \Sigma^{*} \backslash\{\varepsilon\}$. The length of a word $w$ is denoted $|w|$, and the number of occurrences of a letter a in a word $w$ is denoted $|w|_{\text {a }}$. The $i^{t h}$ letter of $w$, as counted from the left, is denoted $w[i]$. The reversal of a word $w$ is the word $w^{R}=w[|w|] w[|w|-1] \ldots w[2] w[1]$. For two alphabets $\Sigma_{1}, \Sigma_{2}$, a morphism $h: \Sigma_{1}{ }^{*} \rightarrow \Sigma_{2}{ }^{*}$ is a mapping such that, for all $u, v \in \Sigma_{1}{ }^{*}, h(u) h(v)=h(u v)$. Thus, a morphism is uniquely defined by its image on each letter in $\Sigma_{1}$. In the rest of the paper, we shall distinguish between two alphabets: an (infinite) set $X$ of variables, and a terminal alphabet $\Sigma$. We shall generally assume that the terminal alphabet contains at least two letters, but otherwise its cardinality will not be important for our purposes. For a word $\alpha \in(X \cup \Sigma)^{*}$, we shall denote the set $\left\{x \in X\left||\alpha|_{x} \geq 1\right\}\right.$ by $\operatorname{var}(\alpha)$ and the set $\left\{\mathrm{a} \in \Sigma\left||\alpha|_{\mathrm{a}} \geq 1\right\}\right.$ by alph $(\alpha)$. We shall say a morphism $h:(X \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ is a substitution if $h(\mathrm{a})=$ a for all a $\in \Sigma$.

A word equation is a tuple $(\alpha, \beta)$ (usually written as $\alpha=\beta$ ) such that $\alpha, \beta \in(X \cup \Sigma)^{*}$. $\alpha$ and $\beta$ are called the left hand side (LHS) and right hand side (RHS) respectively. Solutions are substitutions $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ such that $h(\alpha)=h(\beta)$. The length of a word equation $\alpha=\beta$ is $|\alpha \beta|$. The length of a solution $h$ to the equation is $|h(\alpha)|$. A solution is minimal if no shorter solution exists. The Satisfiability Problem is the decision problem of determining whether, for a given word equation, there exists a solution. The following result of Plandowski and Rytter establishes a relationship between the length of minimal solutions (when they exist) and the computational complexity of the satisfiability problem.

- Theorem 1 ([24]). Suppose that for a given class of word equations, there exists a polynomial $P$ such that any equation in the class which has a solution, has one whose length is at most $2^{P(n)}$ where $n$ is the length of the equation. Then the satisfiability problem for that class is in NP.

A word equation $\alpha=\beta$ is quadratic if $|\alpha|_{x}+|\beta|_{x} \leq 2$ for every $x \in X$. It is regular if $|\alpha|_{x} \leq 1$ and $|\beta|_{x} \leq 1$ for all $x \in X$. It is regular-ordered if it is regular, and the variables occur in the same order in both sides of the equation (i.e. there do not exist $x, y \in X$ and $\alpha^{\prime}, \beta^{\prime} \in(X \cup \Sigma)^{*}$ such that $x \alpha^{\prime} y$ is a factor of $\alpha$ and $y \beta^{\prime} x$ is a factor of $\beta$ ). It was shown in [5] that the satisfiability for regular-ordered word equations is NP-hard.

Finally, we remark that, when considering asymptotic bounds on the length of minimal solutions to quadratic equations, it is not necessary to consider equations in which a variable occurs only once. Hence we shall, unless otherwise stated, consider classes of equations in which the variables occur exactly twice. All of our results providing upper bounds on the length of minimal solutions (and thus containment in NP) can easily be adapted for classes permitting variables which occur only once.

- Proposition 2. Let $\alpha=\beta$ be a quadratic word equation and let $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ be a minimal solution. Let $X_{1}$ be the set of variables occurring exactly once in $\alpha \beta$ and let $X_{2}$ be the set of variables occurring twice. Let $g:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*}$ be the morphism such that $g(x)=h(x)$ if $x \in X_{1}$ and $g(x)=x$ otherwise. Then the equation $g(\alpha)=g(\beta)$ has length less than $2|\alpha \beta|$, and has a minimal solution $h^{\prime}:\left(X_{2} \cup \Sigma\right)^{*} \rightarrow \Sigma^{*}$ such that $\left|h^{\prime}(g(\alpha))\right|=|h(\alpha)|$.


## 3 A Method for Upper Bounds

Despite Theorem 1, showing inclusion in NP often remains a challenge, particularly among those classes for which the corresponding NP-hardness lower bound exists. In the present section, we outline a framework, first presented in [5] for reasoning about the (non)-minimality of solutions which we shall rely on in the proofs of most of our results. The main idea centers around the simple principle that a solution is not minimal if we can remove some parts of it to obtain another, shorter solution. While this is in itself a trivial statement, the consequences of our approach will lead, as we shall see in Section 6, to an entirely non-trivial method of reasoning generally about the lengths of minimal solutions to quadratic equations and a surprising link to the topic of avoidability of patterns, a central theme within combinatorics on words.

Positions in a Solution. Our approach extends the method of "filling the positions", used to determine whether a word equation has a solution when the lengths of the substitutions for the variables are given explicitly (see $[16,24]$ for an overview). In this respect, we must first specify precisely what we mean by a position. For our reasoning, it will be convenient to be able to reference parts of the substitution/solution both purely from their location in the full image, and relative to the part of the equation - an occurrence of a variable or terminal symbol - from which they originate. Accordingly, for an equation $E$ given by $\alpha=\beta$ and a substitution $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ such that $|h(\alpha)|=|h(\beta)|$, we define the set of absolute positions of $h$ w.r.t. $E$ as $\mathcal{A} \mathcal{P}_{E}^{h}=\{i|1 \leq i \leq|h(\alpha)|\}$, and the set of relative positions (or just positions) of $h$ w.r.t. $E$ as $\mathcal{R} \mathcal{P}_{E}^{h}=\left\{(x, i, d)\left|x \in \operatorname{var}(\alpha \beta) \cup \operatorname{alph}(\alpha \beta), 1 \leq i \leq|\alpha \beta|_{x}\right.\right.$, and $\left.1 \leq d \leq|h(x)|\right\}$.

Intuitively, the relative position $(x, i, d)$ corresponds to "the $d^{t h}$ letter in the image of the $i^{t h}$ occurrence of $x "$, where occurrences are counted from left to right in $\alpha \beta$. As such, we have exactly two relative positions corresponding to each absolute position (one for the LHS and one for the RHS). Let $f_{E}^{h}: \mathcal{R} \mathcal{P}_{E}^{h} \rightarrow \mathcal{A} \mathcal{P}_{E}^{h}$ be the (non-injective) function mapping a relative position to the corresponding absolute position. More formally, for a relative position $r=(x, i, d)$, let $f_{E}^{h}(r)$ be the unique integer $j$ such that $j-d=|h(\gamma)| \bmod |h(\alpha)|$ where $\gamma$ is the prefix of $\alpha \beta$ up to, but not including, the $i^{t h}$ occurrence of $x$ (i.e. the longest prefix of $\alpha \beta$ such that $\left.|\gamma|_{x}<i\right)$. We shall say that a relative position $(x, i, d) \in \mathcal{R} \mathcal{P}_{E}^{h}$ is a terminal position if $x \in \Sigma$ (in which case it is guaranteed that $d=1$ ), and otherwise we shall say that the position is non-terminal and belongs to the variable $x$.


Figure 1 The solution $h$ given by $h(x)=$ aaab, $h(y)=$ baa and $h(z)=$ aa to the equation $E$ given by $x y \mathrm{a} y=\mathrm{a} z \mathrm{bb} x z$. Each individual rectangle is a position in $\mathcal{R} \mathcal{P}_{E}^{h}$. For example, $A$ is the position ( $x, 1,3$ ), while $D$ is the position ( $z, 2,2$ ), and $C$ is the (terminal) position ( $\mathrm{a}, 1,1$ ). The positions $A$ and $B$ are neighbours. $B$ and $D$ are siblings, meaning that $A$ is the successor of $D$.

Neighbours and Siblings. We shall now introduce the two relations on the set of relative positions used in the method of filling the positions. Firstly, we shall say that two relative positions $r_{1}, r_{2}$ are siblings if there exist $x, d, i, i^{\prime}$ with $i \neq i^{\prime}$ such that $r_{1}=(x, i, d)$ and $r_{2}=\left(x, i^{\prime}, d\right)$. Secondly, we shall say that two relative positions $r_{1}$ and $r_{2}$ are neighbours if $f_{E}^{h}\left(r_{1}\right)=f_{E}^{h}\left(r_{2}\right)$ and $r_{1} \neq r_{2}$. The following remarks are immediate:

- Remark 3. Each relative position $r=(x, i, d)$ has exactly one neighbour. It has exactly $|\alpha \beta|_{x}-1$ siblings. In particular, if $\alpha=\beta$ is quadratic, then either $r$ is a terminal position or $r$ has at most one sibling.

While we will not give a full description of the method of filling the positions in the present paper, it essentially consists of constructing, for a given equation $E$ and solution $h$, the equivalence relation $\mathcal{R}_{E}^{h}$ obtained by the reflexive and transitive closure of the union of the neighbour and sibling relations. The following remarks are standard facts regarding the method of filling the positions and can easily be verified.

- Remark 4. A substitution $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ is a solution to the equation $E$ given by $\alpha=\beta$ if and only if $|h(\alpha)|=|h(\beta)|$ and, for any two positions $r_{1}=(x, i, d), r_{2}=\left(x^{\prime}, i^{\prime}, d^{\prime}\right)$ such that $\left(r_{1}, r_{2}\right) \in \mathcal{R}_{E}^{h}$, we have that $h(x)[d]=h\left(x^{\prime}\right)\left[d^{\prime}\right]$.
- Remark 5. If $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ is a solution to the equation $E$ given by $\alpha=\beta$, and there exists an equivalence class of the relation $\mathcal{R}_{E}^{h}$ which does not contain a terminal position, then the positions belonging to this class can be substituted by any word without affecting the fact that $h$ is a solution. In particular, they can be substituted by the empty word (i.e. removed altogether), so the solution is not minimal.

The Chains Representation and Chain-words. Suppose now that we have a quadratic equation $E$ given by $\alpha=\beta$ and a solution $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ to $E$. From now on, we shall only consider quadratic equations. Then by Remark 3, we can organise the relative positions into sequences, or chains using the sibling and neighbour relations as follows.

- Definition 6 (Chains Representation of a Solution). A sequence $r_{1}, r_{2}, \ldots, r_{n}$ of positions from $\mathcal{R} \mathcal{P}_{E}^{h}$ is a chain-sequence of $h$ with respect to $E$ if
- $r_{1}=\left(x_{1}, i_{1}, d_{1}\right)$ where either $x_{1}$ is a terminal symbol from $\Sigma$ or $|\alpha \beta|_{x_{1}}=1$,
- $r_{2}$ is the neighbour of $r_{1}$,
- $r_{n}=\left(x_{n}, i_{n}, d_{n}\right)$ where either $x_{n}$ is a terminal symbol from $\Sigma$ or $|\alpha \beta|_{x_{n}}=1$,
- for all $j, 2<j \leq n, r_{j}$ is the neighbour of the sibling of $r_{j-1}$.

The set of all chain-sequences is the chains-representation of $h$ with respect to $E$. For $a$ position $r$ in a chain, the next position $r^{\prime}$ in the chain, if it exists, is called the successor of $r$, while $r$ is the predecessor of $r^{\prime}$. For the sake of brevity, we shall usually refer to chain-sequences simply as "chains".

- Remark 7. Throughout the rest of the paper, we shall only consider solutions for which all equivalence classes of the relation $\mathcal{R}_{E}^{h}$ contain a terminal position (otherwise, we can just erase the appropriate parts to obtain a shorter solution, see Remark 5). Under this assumption, all positions $r \in \mathcal{R} \mathcal{P}_{E}^{h}$ which are not terminal and have a sibling $r^{\prime}$ will occur (exactly once) in exactly one chain, while terminal positions and positions without a sibling will occur twice (once at the start of a chain-sequence, and once at the end). Thus the length of the solution will be at most half the sum of the lengths of all chains in the chains representation.
- Remark 8. For every chain $r_{1}, r_{2}, \ldots, r_{n}$ in the chains representation, there will also exist a dual chain $r_{n}, \overline{r_{n-1}}, \ldots, \overline{r_{2}}, r_{1}$ where, for $2 \leq i \leq n-1, \overline{r_{i}}$ denotes the sibling of $r_{i}$. Similarly, for every subchain $r_{i}, r_{i+1}, \ldots, r_{j}$ such that $r_{i}$ and $r_{j}$ are not terminal positions, there exists a dual subchain $\overline{r_{j}}, \overline{r_{j-1}}, \ldots, \overline{r_{i}}$, obtained by reversing and swapping each position for its neighbour. Each equivalence class of the relation $\mathcal{R}_{E}^{h}$ corresponds exactly to the positions contained within one chain and its dual.
- Remark 9. In the particular case of regular equations, the sibling of a position will always occur on the opposite side of the equation. Since the same is always true by definition for the neighbour of a position, it follows that the successor in the chains representation of a position will belong to the same side. In particular, every position $(x, i, d)$ in the chain which belongs to a variable, with the exception of the first, will have the same value $i$.
- Definition 10 (Chain-Words and Similarity). Let $\Gamma_{E}^{h}$ be the set $\{(x, i) \mid x \in \operatorname{var}(\alpha \beta)$ and $i \in$ $\{1,2\}\}$, and let $\rho: \mathcal{R} \mathcal{P}_{E}^{h} \rightarrow \Gamma_{E}^{h}$ be the projection of $\mathcal{R} \mathcal{P}_{E}^{h}$ onto the first two elements (so that $\rho((x, i, d))=(x, i))$. For each chain-sequence $C=r_{1}, r_{2}, \ldots, r_{n}$ of $h$ with respect to $E$, the chain-word induced by $C$ is the word $w=\rho\left(r_{2}\right) \rho\left(r_{3}\right) \ldots \rho\left(r_{n-1}\right)$ (over the alphabet $\Gamma_{E}^{h}$ ). The set of all chain-words induced by chain-sequences of $h$ w.r.t. $E$ is denoted $\Delta_{h, E}$. We shall say that two (sub)chains are similar if they induce the same chain-words.

The following lemma is the main motivation for extending the framework of filling the positions to take into account the additional order expressed in the chains representation. It shall provide the basis for our reasoning later that long solutions to (certain) equations cannot be minimal due to the fact that their chains must contain some repetitive structure.
$\rightarrow$ Lemma 11 ([5]). Let $E$ be a quadratic word equation given by $\alpha=\beta$ and let $h:(\operatorname{var}(\alpha \beta) \cup$ $\Sigma)^{*} \rightarrow \Sigma^{*}$ be a solution to $E$. If there exists a chain-word $w \in \Delta_{h, E}$ such that $w$ contains a square, then $h$ is not minimal.

If, for a solution $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ to an equation $\alpha=\beta$, there does not exist a chain-word which contains a square, we shall say that the chains-representation is square-free, or that the solution $h$ is chain-square-free. The simplest examples of solutions which are not chain-square-free are when two occurrences of the same variable overlap (i.e. the parts of the solution word corresponding to the occurrences of these variables intersect), leading to a square of length one in a chain-word. Generalising this slightly to squares of length two, the following lemma gives another simple example of when a solution is not chain-square-free, which is used in the proofs of our later results.

- Lemma 12. Let $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ be a solution to a quadratic equation $E$ given by $\alpha=\beta$. Let $i, i^{\prime}, j, j^{\prime} \in\{1,2\}$ with $i \neq i^{\prime}$ and $j \neq j^{\prime}$, and let $x, y \in \operatorname{var}(\alpha \beta)$. If $f_{E}^{h}((x, i, 1)) \leq f_{E}^{h}((y, j, 1)) \leq f_{E}^{h}((x, i,|h(x)|)) \leq f_{E}^{h}((y, j,|h(y)|))$ and $f_{E}^{h}\left(\left(x, i^{\prime}, 1\right)\right) \leq$ $f_{E}^{h}\left(\left(y, j^{\prime}, 1\right)\right) \leq f_{E}^{h}\left(\left(x, i^{\prime},|h(x)|\right)\right) \leq f_{E}^{h}\left(\left(y, j^{\prime},|h(y)|\right)\right)$, then $h$ is not chain-square-free.

The following gives a full example of a solution to a quadratic equation along with its chains representation. The solution is not chains-square-free, and thus a shorter one exists.

- Example 13. Consider the equation $E$ given by $x y \mathrm{a} y=\mathrm{a} z \mathrm{bb} x z$ over variables $x, y, z \in X$ and terminal symbols $\mathrm{a}, \mathrm{b} \in \Sigma$. Consider the solution $h:((x, y, z) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ such that $h(x)=\mathrm{aaab}, h(y)=\mathrm{baa}$ and $h(z)=\mathrm{aa}$. Then the set of relative positions is:

$$
\begin{aligned}
\mathcal{R} \mathcal{P}_{E}^{h}=\{ & (x, 1,1),(x, 1,2),(x, 1,3),(x, 1,4),(x, 2,1),(x, 2,2),(x, 2,3),(x, 2,4), \\
& (y, 1,1), y(1,2),(y, 1,3),(y, 2,1),(y, 2,2),(y, 2,3), \\
& (z, 1,1),(z, 1,2),(z, 2,1),(z, 2,2),(\mathrm{a}, 1,1),(\mathrm{a}, 2,1),(\mathrm{b}, 1,1),(\mathrm{b}, 2,1)\},
\end{aligned}
$$

the chains-representation of $h$ consists of the four chains:

$$
\begin{aligned}
& C_{1}=(\mathrm{a}, 1,1),(x, 2,3),(z, 1,2),(y, 2,3),(x, 2,2),(z, 1,1),(y, 2,2),(x, 2,1),(\mathrm{a}, 2,1) \\
& C_{2}=(\mathrm{b}, 1,1),(x, 1,4),(y, 2,1),(\mathrm{b}, 2,1) \\
& C_{3}=(\mathrm{a}, 2,1),(x, 1,1),(y, 1,2),(z, 2,1),(x, 1,2),(y, 1,3),(z, 2,2),(x, 1,3),(\mathrm{a}, 1,1) \\
& C_{4}=(\mathrm{b}, 2,1),(y, 1,1),(x, 2,4),(\mathrm{b}, 1,1)
\end{aligned}
$$

where $C_{1}$ and $C_{3}$ are dual, as are $C_{2}$ and $C_{4}$. The set of chain-words is given as follows, where for ease of reading, the elements $(x, 1),(x, 2),(y, 1),(y, 2),(z, 1)$ and $(z, 2)$ of $\Gamma_{E}^{h}$ are denoted $A, B, C, D, E$ and $F$ respectively.

$$
\Delta_{h, E}=\{B E D B E D B, A D, A C F A C F A, C B\} .
$$

The fact that one of the chain-words contains a square (e.g. $B E D B E D$ in the first one) means that, due to Lemma 11, a shorter solution exists. In this case, we have the solution $h^{\prime}$ given by $h^{\prime}(x)=\mathrm{aab}, h^{\prime}(y)=\mathrm{ba}$ and $h^{\prime}(z)=\mathrm{a}$.

Finally, we point out that this general approach of analysing the chain-words for squares can, at best, give exponential upper bounds on the length of minimal solutions to quadratic word equations, and additionally that the property of being chain-square-free, while necessary, is not sufficient for being minimal.

- Proposition 14. Let $n \in \mathbb{N}$. Then the equation $x_{n} x_{n-1} \ldots x_{1} \mathrm{a}=\mathrm{a} x_{1} \ldots x_{n-1} x_{n}$ has a solution $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ which is not minimal but is chain-square-free such that $\left|h\left(x_{n} x_{n-1} \ldots x_{1} \mathrm{a}\right)\right|=2^{n}$.


## 4 Variable-Sparse and $\boldsymbol{k}$-Ordered Quadratic Equations

We begin in the current section by considering quadratic equations without many repeating variables - those equations $\alpha=\beta$ for which the set $\left\{x\left||\alpha \beta|_{x}=2\right\}\right.$ is "small". Let the variable-sparse equations be defined as follows.

- Definition 15. A word equation $\alpha=\beta$ is variable-sparse if $\left|\left\{x\left||\alpha \beta|_{x} \geq 2\right\} \mid \leq \log (|\alpha \beta|)\right.\right.$.

While there are practical reasons to care about variable-sparse equations - it seems reasonable to expect that equations encountered in practice may often have this form - we can also take advantage of the insights gained by considering this class to settle the complexity of another, more general class, namely the $k$-ordered equations, which complements, and thus motivates, the class of regular-reversed equations considered in the next section.

As the next proposition shows, the lengths of possible chains in the chains-representation of a minimal solution is bounded by a double-exponential function in number of repeating variables, and consequently so is the length of minimal solutions. The double-exponential bound is derived from the upper bound on lengths of minimal solutions to the whole class of
word equations (see [22]), and thus we do not expect it to be tight. However, it is sufficient to show that in the case of variable-sparse quadratic equations, minimal solutions are at most single exponential in the length of the equation, and thus that the satisfiability problem for this class is contained in NP.

- Proposition 16. Let $\alpha=\beta$ be a quadratic equation and let $V=\left|\left\{\left.x| | \alpha \beta\right|_{x}=2\right\}\right|$. If there exists a solution to $\alpha=\beta$, then there exists a solution $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ to $\alpha=\beta$ such that each chain in the chains representation of $h$ w.r.t. $\alpha=\beta$ has length at most $2^{2^{O\left(V^{4}\right)}}$. Consequently, if $h$ is minimal, then $|h(\alpha)| \leq|\alpha \beta| 2^{2^{O\left(V^{4}\right)}}$. Moreover, it follows that the satisfiability problem for the class of variable-sparse quadratic equations is in NP.

If we limit the number of variables further, bounded by a constant instead of $\log (|\alpha \beta|)$, then the bound on the length of minimal solutions becomes polynomial in the length of the equation, and we are able to infer the following.

- Proposition 17. Let $V \in \mathbb{N}$ be a constant. Then the satisfiability problem for the class of quadratic equations with at most $V$ variables can be solved in polynomial time.

The $k$-ordered equations generalise the regular-ordered equations considered in [5], and essentially rely on the same idea of an order in which the variables must occur from left to right in both sides of the equation. However, this order is only enforced on small subsets of variables as a whole, and does not dictate the local order in which variables in a single subset may occur. For example, $x_{1} x_{2} x_{3} x_{4} x_{5} x_{6}=x_{3} x_{2} x_{1} x_{6} x_{4} x_{5}$ is 3 -ordered, but not 2 -ordered.

- Definition 18. Let $k \in \mathbb{N}$ and let $\alpha=\beta$ be a quadratic word equation. Then $\alpha=\beta$ is $k$-ordered if there exist pairwise disjoint sets of variables $X_{1}, X_{2}, \ldots, X_{\ell}$ with $\left|X_{i}\right| \leq k$ for $1 \leq i \leq \ell$, and $\alpha_{i}, \beta_{i} \in\left(X_{i} \cup \Sigma\right)^{*}$ for $1 \leq i \leq \ell$ such that $\alpha=\alpha_{1} \alpha_{2} \ldots \alpha_{\ell}$ and $\beta=\beta_{1} \beta_{2} \ldots \beta_{\ell}$.

Length bounds for minimal solutions to $k$-ordered equations can be derived in a relatively straightforward manner from Proposition 17: after removing variables occurring only once (see Proposition 2), a basic length argument can be used to (non-deterministically) divide a $k$-ordered equation into linearly many individual equations over pairwise disjoint sets $X_{i}$ of at most $k$ variables $X_{i}$. Since these equations do not share any variables, solutions to the original equation can be obtained by simply combining solutions to the individual equations, which if they exist, due to Proposition 16, may be chosen to be short.

- Proposition 19. Let $k \in \mathbb{N}$ be a constant and let $\alpha=\beta$ be a $k$-ordered quadratic word equation. Let $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ be a minimal solution to $\alpha=\beta$. Then $|h(\alpha)| \leq$ $|\alpha \beta| 2^{2^{O\left(k^{4}\right)}}$. Thus, the satisfiability problem for $k$-ordered quadratic equations is in NP.


## 5 Regular-Reversed Quadratic Equations

Proposition 19 settles the complexity of the satisfiability problem for a large class of quadratic equations, in which the variables occur according to some global order on both sides of the equation. In the present section, we present our main result, concerning a class of equations which are, in a sense, opposite to $k$-ordered equations, namely the regular-reversed equations, in which the orders in which variables occur on each side are reversed. More formally, we define regular-reversed equations as follows:

- Definition 20. Let $\pi:(X \cup \Sigma)^{*} \rightarrow X^{*}$ be the morphism such that $\pi(x)=x$ if $x \in X$ and $\pi(x)=\varepsilon$ otherwise. A quadratic word equation $\alpha=\beta$ is regular-reversed if $\pi(\alpha)=\pi(\beta)^{R}$.

Since the equations described in Proposition 14 are in fact regular-reversed, we cannot hope to achieve polynomial bounds on the length of minimal solutions by relying on Lemma 11; the proposition tells us that in fact, exponentially long chain-square-free solutions exist. Nevertheless, we are able to exploit Lemma 11 to obtain exponential upper bounds, which due to Theorem 1, is sufficient to show that the satisfiability problem is NP for this class.

- Theorem 21. Let $\alpha=\beta$ be a regular-reversed equation with $n$ distinct variables. Let $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ be a chain-square-free solution to $\alpha=\beta$. Then $|h(\alpha)| \leq 2^{3 n}|\alpha \beta|$. Consequently, the satisfiability of regular-reversed equations is in NP.

The proof in full is rather technical and too long to include in the main exposition. However, in order to give a flavour of the reasoning, we include the following crucial lemma. Essentially, the lemma tells us that if a regular-reversed equation has a chain-square-free solution fulfilling certain combinatorial conditions, then we may erase a variable from both the equation and solution, to obtain a shorter equation over fewer variables and a new, shorter solution which is at least half as long as the original, but which remains chain-square-free. This reduction in the number of variables allows us to apply a straightforward induction, which, due to the linear reduction in the size of the solution in each step, yields exponential bounds on the length of chain-square-free (and hence also on minimal) solutions. The majority of the remaining effort in the proof is focused on reaching a point at which these combinatorial conditions are met. It is a straightforward observation that if the conditions are met, then the solution is not minimal, highlighting the usefulness of using chain-square-free solutions in place of minimal ones.

- Lemma 22. Let $\alpha=\beta$ be a regular-reversed equation given by $u_{0} x_{1} u_{1} x_{2} \ldots x_{n} u_{n}=$ $v_{n} x_{n} v_{n-1} x_{n-1} \ldots v_{1} x_{1} v_{0}$ where $u_{i}, v_{i} \in \Sigma^{*}$ for $0 \leq i \leq n$, and $x_{i} \in X$ for $1 \leq i \leq n$. Suppose there exists a chain-square-free solution $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ such that for some $1 \leq p<q \leq n$ :
(1) $h\left(u_{0} x_{1} \ldots u_{p-1} x_{p}\right)=h\left(v_{n} x_{n} \ldots v_{p}\right)$ and $h\left(u_{p} x_{p+1} \ldots u_{n-1} x_{n} u_{n}\right)=h\left(x_{p} v_{p-1} \ldots x_{1} v_{0}\right)$, and
(2) $\left|h\left(u_{p} x_{p+1} \ldots x_{q}\right)\right|<\left|h\left(x_{p}\right)\right|$ and $\left|h\left(x_{q} v_{q-1} \ldots v_{p}\right)\right| \leq\left|h\left(x_{p}\right)\right|$, and
(3) $\left|h\left(u_{p} x_{p+1} \ldots x_{q} u_{q}\right)\right|+\left|h\left(v_{q} x_{q} v_{q-1} \ldots v_{p}\right)\right| \geq\left|h\left(x_{p}\right)\right|$.

Then the substitution $g:\left(\left(\operatorname{var}(\alpha \beta) \backslash\left\{x_{p}\right\}\right) \cup \Sigma\right)^{*} \rightarrow \Sigma^{*}$ given by $g(x)=h(x)$ for all $x \in$ $\operatorname{var}(\alpha \beta) \backslash\left\{x_{p}\right\}$ is a chain-square-free solution to the equation $\alpha^{\prime}=\beta^{\prime}$ obtained by erasing $x_{p}$ from $\alpha$ and $\beta$, and moreover $\left|g\left(\alpha^{\prime}\right)\right| \geq \frac{|h(\alpha)|}{2}$.
Proof. To see that $g$ is a solution to $\alpha^{\prime}=\beta^{\prime}$, let $w=h\left(u_{0} x_{1} \ldots u_{p-1}\right)$ and let $w^{\prime}=$ $h\left(v_{p-1} \ldots x_{1} v_{0}\right)$. Note that $g\left(v_{n} x_{n} \ldots v_{p}\right)=w h\left(x_{p}\right)$ and $g\left(u_{p} x_{p+1} \ldots u_{n-1} x_{n} u_{n}\right)=h\left(x_{p}\right) w^{\prime}$. It follows that $g\left(\alpha^{\prime}\right)=w h\left(x_{p}\right) w^{\prime}=g\left(\beta^{\prime}\right)$, while $h(\alpha)=w h\left(x_{p}\right) h\left(x_{p}\right) w^{\prime}=h(\beta)$. It follows immediately that $\left|h\left(x_{p}\right)\right| \leq \frac{|h(\alpha)|}{2}$, and thus that $\left|g\left(\alpha^{\prime}\right)\right|=|h(\alpha)|-\left|h\left(x_{p}\right)\right| \geq \frac{|h(\alpha)|}{2}$. It remains to see that $g$ is chain-square-free, for which we must understand the chains representation of $g$ compared to that of $h$. In particular, we shall show (via Claims 23 and 24) that the chain(-words) of $g$ are obtained by simply removing positions belonging to the variable $x_{p}$ from the chain(-words) of $h$. Before we prove this statement, we observe some basic facts about the sibling and neighbour relations for each solution. Note firstly that $\mathcal{R} \mathcal{P}_{\alpha^{\prime}=\beta^{\prime}}^{g}=$ $\mathcal{R} \mathcal{P}_{\alpha=\beta}^{h} \backslash\left\{\left(x_{p}, i, d\right) \mid i \in\{1,2\}, d \in\left[1 .\left|h\left(x_{p}\right)\right|\right]\right\}$. Moreover, note that two positions $r_{1}, r_{2} \in$ $\mathcal{R} \mathcal{P}_{\alpha^{\prime}=\beta^{\prime}}^{g}$ are siblings in the chains representation of $g$ if and only if they are siblings in the chains representation of $h$. Finally, for each $r \in \mathcal{R} \mathcal{P}_{\alpha^{\prime}=\beta^{\prime}}^{g}$, we have $f_{\alpha^{\prime}=\beta^{\prime}}^{g}(r)=f_{\alpha=\beta}^{h}(r)-\mu$ where $\mu=0$ if $f_{\alpha=\beta}^{h}(r) \leq\left|w h\left(x_{p}\right)\right|$ and $\mu=\left|h\left(x_{p}\right)\right|$ otherwise. Consequently, for any position $r \in \mathcal{R} \mathcal{P}_{\alpha^{\prime}=\beta^{\prime}}^{g}$ such that $f_{\alpha=\beta}^{h}(r) \leq|w|$ or $f_{\alpha=\beta}^{h}(r)>|h(\alpha)|-\left|w^{\prime}\right|$, the neighbour of $r$ in the chains representation of $g$ is the same as the neighbour of $r$ in the chains representation of $h$.

The following two claims describe the successor relation (and hence the chains) for $g$ w.r.t. $\alpha^{\prime}=\beta^{\prime}$ in terms of the successor relation for $h$ w.r.t. $\alpha=\beta$.
$\triangleright$ Claim 23. Let $r, r^{\prime}$ be a subchain of some chain in the chains representation of $h$ w.r.t. $\alpha=\beta$. Suppose that neither $r$ nor $r^{\prime}$ belongs to $x_{p}$. Then $r, r^{\prime}$ is also a subchain of some chain in the chains representation of $g$ w.r.t. $\alpha^{\prime}=\beta^{\prime}$.

Proof (Claim 23). Let $\bar{r}=r$ if $r$ belongs to a terminal symbol, and let $\bar{r}$ be the sibling of $r$ otherwise. Note that since $r$ does not belong to $x_{p}$, the definition of $\bar{r}$ is the same for both chains-representations. Moreover, note that since no variables occur only once in the equations $\alpha=\beta$ and $\alpha^{\prime}=\beta^{\prime}$, the successor of $r$ is the neighbour of $\bar{r}$ in both chains representations. If $f_{\alpha=\beta}^{h}(\bar{r}) \leq|w|$ or $f_{\alpha=\beta}^{h}(\bar{r})>|h(\alpha)|-\left|w^{\prime}\right|$, then as previously mentioned, the neighbour of $\bar{r}$, and hence successor of $r$, is the same in both chains representations and the claim follows. If instead $|w|<f_{\alpha=\beta}^{h}(\bar{r}) \leq|h(\alpha)|-\left|w^{\prime}\right|$, then either $\bar{r}$ belongs to $x_{p}$, or the neighbour of $\bar{r}$ in the chains representation of $h$ w.r.t $\alpha=\beta$ belongs to $x_{p}$. If $\bar{r}$ belongs to $x_{p}$, then $r$ belongs to $x_{p}$ which is a contradiction. Similarly, since the neighbour of $\bar{r}$ is the successor of $r$, namely $r^{\prime}$, if it belongs to $x_{p}$, then we again get a contradiction, so neither case is possible under the assumptions of the claim.
$\triangleright$ Claim 24. Let $r, r^{\prime}, r^{\prime \prime}$ be a subchain of some chain in the chains representation of $h$ w.r.t. $\alpha=\beta$ such that $r^{\prime}$ belongs to $x_{p}$. Then neither $r$ nor $r^{\prime}$ belongs to $x_{p}$, and moreover, $r, r^{\prime \prime}$ is also a subchain of some chain in the chains representation of $g$ w.r.t. $\alpha^{\prime}=\beta^{\prime}$.

Proof (Claim 24). The fact that $r$ and $r^{\prime \prime}$ do not belong to $x_{p}$ follows immediately from the fact that $h$ is chain-square-free along with Remark 9 . As before, let $\bar{r}=r$ if $r$ belongs to a terminal symbol and let $\bar{r}$ be the sibling of $r$ otherwise. Again, note that since $r$ does not belong to $x_{p}$, the definition of $\bar{r}$ is the same for both chains-representations. Let $\overline{r^{\prime}}$ be the sibling of $r^{\prime}$ in the chains representation of $h$ w.r.t $\alpha=\beta$ (recall that $x_{p}$ occurs twice in $\alpha=\beta$, so the sibling exists). Then $r^{\prime}$ is the neighbour of $\bar{r}$ and $r^{\prime \prime}$ is the neighbour of $\overline{r^{\prime}}$ in the chains representation of $h$ w.r.t $\alpha=\beta$. We shall proceed by distinguishing two cases based on $r^{\prime}$. Suppose firstly that $r^{\prime}=\left(x_{p}, 2, d\right)$ for some $d \in\left[1 . .\left|h\left(x_{p}\right)\right|\right]$ (so $r^{\prime}$ belongs to the occurrence of $x_{p}$ on the RHS). Then $\left|w h\left(x_{p}\right)\right|<f_{\alpha=\beta}^{h}\left(r^{\prime}\right)=f_{\alpha=\beta}^{h}(\bar{r}) \leq|h(\alpha)|-\left|w^{\prime}\right|$ and $f_{\alpha=\beta}^{h}\left(\overline{r^{\prime}}\right)+\left|h\left(x_{p}\right)\right|=f_{\alpha=\beta}^{h}\left(r^{\prime}\right)$. Hence $f_{\alpha^{\prime}=\beta^{\prime}}^{g}(\bar{r})=f_{\alpha=\beta}^{h}(\bar{r})-\left|h\left(x_{p}\right)\right|$, and

$$
f_{\alpha=\beta}^{h}\left(r^{\prime \prime}\right)=f_{\alpha=\beta}^{h}\left(\overline{r^{\prime}}\right)=f_{\alpha=\beta}^{h}\left(r^{\prime}\right)-\left|h\left(x_{p}\right)\right|=f_{\alpha=\beta}^{h}(\bar{r})-\left|h\left(x_{p}\right)\right| \leq|h(\alpha)|-\left|w^{\prime}\right|-\left|h\left(x_{p}\right)\right| .
$$

Since $|h(\alpha)|-\left|w^{\prime}\right|-\left|h\left(x_{p}\right)\right|=\left|w h\left(x_{p}\right)\right|$, this implies that $f_{\alpha^{\prime}=\beta^{\prime}}^{g}\left(r^{\prime \prime}\right)=f_{\alpha=\beta}^{h}\left(r^{\prime \prime}\right)$. Thus:

$$
f_{\alpha^{\prime}=\beta^{\prime}}^{g}(\bar{r})=f_{\alpha=\beta}^{h}(\bar{r})-\left|h\left(x_{p}\right)\right|=f_{\alpha=\beta}^{h}\left(r^{\prime}\right)-\left|h\left(x_{p}\right)\right|=f_{\alpha=\beta}^{h}\left(\overline{r^{\prime}}\right)=f_{\alpha=\beta}^{h}\left(r^{\prime \prime}\right)=f_{\alpha^{\prime}=\beta^{\prime}}^{g}\left(r^{\prime \prime}\right) .
$$

Symmetrically, if instead $r^{\prime}=\left(x_{p}, 1, d\right)$ for some $d \in\left[1 . .\left|h\left(x_{p}\right)\right|\right]$ (so $r^{\prime}$ belongs to the occurrence of $x_{p}$ on the LHS), then in the same manner, we can derive:

$$
f_{\alpha^{\prime}=\beta^{\prime}}^{g}(\bar{r})=f_{\alpha=\beta}^{h}(\bar{r})=f_{\alpha=\beta}^{h}\left(r^{\prime}\right)=f_{\alpha=\beta}^{h}\left(\overline{r^{\prime}}\right)-\left|h\left(x_{p}\right)\right|=f_{\alpha=\beta}^{h}\left(r^{\prime \prime}\right)-\left|h\left(x_{p}\right)\right|=f_{\alpha^{\prime}=\beta^{\prime}}^{g}\left(r^{\prime \prime}\right) .
$$

In both cases we get that $f_{\alpha^{\prime}=\beta^{\prime}}^{g}(\bar{r})=f_{\alpha^{\prime}=\beta^{\prime}}^{g}\left(r^{\prime \prime}\right)$, so $r^{\prime \prime}$ and $\bar{r}$ are neighbours in the chains representation of $g$ w.r.t $\alpha^{\prime}=\beta^{\prime}$ and hence $r^{\prime \prime}$ is the successor of $r$ in the chains representation of $g$ w.r.t $\alpha^{\prime}=\beta^{\prime}$ and the statement of the claim follows.

It follows easily from Claims 23 and 24 that each chain in the chains representation of $g$ is obtained by removing all positions belonging to $x_{p}$ from some chain in the chainsrepresentation of $h$. It remains to check that the act of removing the positions belonging to $x_{p}$ does not introduce any squares in the resulting chain-words.


Figure 2 By Condition (1), the two occurrences of $x_{p}$ are adjacent. Consequently, if $\left(x_{k}, i^{\prime}, d_{1}\right)$ and $\left(x_{p}, i, d_{2}\right)$ are neighbours, and $\left(x_{\ell}, i, d_{3}\right)$ and $\left(x_{p}, i^{\prime}, d_{2}\right)$ are neighbours, then it cannot be the case that $\left(x_{k}, i^{\prime}, d_{4}\right)$ and $\left(x_{\ell}, i, d_{5}\right)$ are neighbours. The case $i=2$ is shown. The case $i=1$ is symmetric and may be obtained by swapping the locations of $x_{k}$ and $x_{\ell}$. The positions $\left(x_{k}, i^{\prime}, d_{1}\right),\left(x_{p}, i, d_{2}\right)$, $\left(x_{p}, i^{\prime}, d_{2}\right),\left(x_{\ell}, i, d_{3}\right),\left(x_{k}, i^{\prime}, d_{4}\right)$ and $\left(x_{\ell}, i, d_{5}\right)$ are marked as $A, B, C, D, E$ and $F$ respectively.

Suppose for contradiction that a new square is introduced. That is, there exists a subchain $C$ in the chains representation of $h$ for which the induced chain-word is not a square, but for which the chain-word induced by the new subchain $\hat{C}$ obtained by removing all positions belonging to $x_{p}$ from $C$ is a square. There are two ways in which this may happen. The first is that the original subchain $C$ has the form $C^{\prime},\left(x_{p}, i, d_{1}\right), C^{\prime \prime}$ where $C^{\prime}$ and $C^{\prime \prime}$ are subchains of length at least one and are similar (thus inducing a square in the chain-word once the central $\left(x_{p}, i, d\right)$ is removed). Note that in this case there might be further positions belonging to $x_{p}$ in $C^{\prime}$ and $C^{\prime \prime}$, but the act of removing them will not alter their similarity so we do not need to keep track of them explicitly.

By Condition (3), every position belonging to $x_{p}$ is either the successor, or predecessor of a position which is either terminal or belongs to a variable $x_{j}$ with $p<j \leq q$. Since the subchains $C^{\prime}$ and $C^{\prime \prime}$ do not contain terminal positions (this would contradict the assumption that they are similar), they must both either start with a position belonging to some $x_{j}$ with $p<j \leq q$, or both end with a position to belonging to some $x_{j}$ with $p<j \leq q$. It follows from Condition (2) that the neighbour of any position belonging to $x_{j}$ must belong to $x_{p}$. Thus the successor and predecessor of a position belonging to $x_{j}$ must also belong to $x_{p}$. However, this implies that the original subchain $C$ occurs directly before, or after a position $\left(x_{p}, i, d_{2}\right)$ (by Remark 9, it will have the same index $i$ as the position $\left(x_{p}, i, d_{1}\right)$ ). However, this results in a subchain of the form $\left(x_{p}, i, d_{2}\right), C^{\prime},\left(x_{p}, i, d_{1}\right), C^{\prime \prime}$ or of the form $C^{\prime},\left(x_{p}, i, d_{1}\right), C^{\prime \prime},\left(x_{p}, i, d_{2}\right)$, which in either case induces chain-word containing a square, a contradiction to the fact that $h$ is chain-square-free.

The second possibility is that $C$ may be divided into two further subchains $C^{\prime}$ and $C^{\prime \prime}$ (so $C=C^{\prime}, C^{\prime \prime}$ ), where $C^{\prime}$ and $C^{\prime \prime}$ are not similar, but become similar once positions belonging to $x_{p}$ are removed. This implies the existence of (not necessarily consecutive) subchains $\left(x_{k}, i, d_{1}\right),\left(x_{p}, i, d_{2}\right),\left(x_{\ell}, i, d_{3}\right)$ and $\left(x_{k}, i, d_{4}\right),\left(x_{\ell}, i, d_{5}\right)$ of $C$ (one occurring in $C^{\prime}$ and the other in $\left.C^{\prime \prime}\right)$. Clearly, since $h$ is chain-square-free, we must have that $k \neq \ell \neq p$. Let $i^{\prime}=i+1 \bmod 2$. Then $\left(x_{k}, i^{\prime}, d_{1}\right)$ and $\left(x_{p}, i, d_{2}\right)$ are neighbours, $\left(x_{p}, i^{\prime}, d_{2}\right)$ and $\left(x_{\ell}, i, d_{3}\right)$ are neighbours and $\left(x_{k}, i^{\prime}, d_{4}\right)$ and $\left(x_{\ell}, i, d_{5}\right)$ are neighbours. However this is only possible if the two occurrences of $x_{p}$ in the solution $h(x)$ are not adjacent (see Fig. 2), or more precisely, it implies that $f_{\alpha=\beta}^{h}\left(\left(x_{p}, 1,\left|h\left(x_{p}\right)\right|\right)\right)<f_{\alpha=\beta}^{h}\left(\left(x_{p}, 2,1\right)\right)-1$. This clearly contradicts Condition (1). In all cases we get a contradiction, so $g$ must be chain-square-free as claimed.

## 6 Avoiding Squares and other Patterns

Lemma 11 invites an obvious question: do there exist long solutions for which the chain-words (which must then also be long) are square-free? This question is particularly interesting as a negative answer for the appropriate meaning of long would be sufficient to show that the
satisfiability of quadratic word equations is in NP. For regular equations with two variables, the chain-words will be over an alphabet of size two, meaning we get an immediate answer: a quick exhaustive search reveals that any word over two letters of length at least 4 contains a square. Thus, for a regular equation with two variables, the chain-words of a minimal solution can have length at most 3, and thus, any minimal solution must have length at most $3 n$ where $n$ is the number of terminal symbols in the equation.

Unfortunately, a famous result of Thue [26] reveals that there exist infinitely long words over three letters which do not contain squares, meaning such a simple proof will not work for equations with more variables. This does not mean, however, that Lemma 11 is of no use in more the more general case. It is easily established that not all words may occur as chain-words of some solution to an equation (note, e.g. that the number of possible different factors of length two in a chain-word is $2 n-1$ where $n$ is the number of variables, while in general there are $n^{2}$ such factors). The next theorem gives a characterisation of when a word $w$ is a chain-word of some solution to a regular word equation.

- Theorem 25. Let $w$ be a word and let $\Gamma$ be the alphabet of letters occurring in $w$. There exists a regular word equation $E$ with solution $h$ such that $w$ is a chain-word in $\Delta_{h, E}$ if and only if, there exist letters $\$, \# \notin \Gamma$ and linear orders $<_{1},<_{2}$ on the sets $\Gamma \cup\{\#\}$ and $\Gamma \cup\{\$\}$ respectively such that for every $u \in \Gamma^{*}$ and $A, B, C, D \in \Gamma \cup\{\$, \#\}$ with $A \neq B$ and $C \neq D$, if $A u C$ and $B u D$ are both factors of $\# w \$$, then either that $A<_{2} B$ and $C<_{1} D$ or that $B<{ }_{2} A$ and $D<_{1} C$.
- Corollary 26. Let $E$ be a regular word equation and let $h$ be a solution to $E$. Let $w \in \Delta_{h, E}$. Let $A, B, C, D$ be letters from $w$ such that $A \neq B$ and $C \neq D$ Then for any word $u$, at least one of $A u C, B u C, A u D, B u D$ is not a factor of $w$.

While this characterisation appears not to reveal immediately whether "long" square-free chain-words exist, we can make use of it to derive further conditions which may be more useful. As an example. we show in the following lemma that chain-words avoiding squares must also avoid other types of pattern (which are not necessarily avoidable in general).

- Lemma 27. Let $E$ be a quadratic word equation given by $\alpha=\beta$ and let $h:(\operatorname{var}(\alpha \beta) \cup \Sigma)^{*} \rightarrow$ $\Sigma^{*}$ be a solution to $E$. If there exists a chain-word $w \in \Delta_{E, h}$ which contains factor of the form $x_{1} x_{2} x_{3} x_{4} x_{2} x_{1} x_{3}$ such that $x_{3}$ is not a prefix of $x_{1}$ or $x_{2}$, then there exists a (possibly distinct from $w$ ) chain-word $w^{\prime} \in \Delta_{E, h}$ which contains a square.

Unlike squares, it follows from the famous Zimin algorithm [18] that all words which are "long enough" will encounter a factor of the form $x_{1} x_{2} x_{3} x_{4} x_{2} x_{1} x_{3}$. In other words, $x_{1} x_{2} x_{3} x_{4} x_{2} x_{1} x_{3}$ is an unavoidable pattern. Unfortunately, however, this does not guarantee the additional condition that $x_{3}$ is not a prefix of $x_{1}$ or $x_{2}$, so Lemma 27 does not immediately provide a bound on the length of chain-square-free solutions. Nevertheless, a quick exhaustive search again reveals that any word of length at least 8 over three letters contains such a factor of the form $x_{1} x_{2} x_{3} x_{4} x_{2} x_{1} x_{3}$ or its reversal where $x_{1}, x_{2}$ and $x_{3}$ are all distinct letters (and so satisfying the prefix/suffix conditions given in Lemma 27). Moreover, it is not difficult to adapt the proof of Lemma 27 to produce other "forbidden factors" which must be avoided in chain-words of chain-square-free solutions. Thus we expect it to be a promising direction to try to obtain upper bounds on the lengths of (subclasses of) quadratic word equations through the lens of unavoidable patterns: do there exist combinations of patterns which are unavoidable, at least when considered over some over-approximation of all possible chain-words which ultimately guarantee the existence of squares in the chain-words of the same solutions?
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#### Abstract

The Weisfeiler-Leman procedure is a widely-used approach for graph isomorphism testing that works by iteratively computing an isomorphism-invariant coloring of vertex tuples. Meanwhile, a fundamental tool in structural graph theory, which is often exploited in approaches to tackle the graph isomorphism problem, is the decomposition into bi- and triconnected components.

We prove that the 2-dimensional Weisfeiler-Leman algorithm implicitly computes the decomposition of a graph into its triconnected components. Thus, the dimension of the algorithm needed to distinguish two given graphs is at most the dimension required to distinguish the corresponding decompositions into 3 -connected components (assuming dimension at least 2).

Our result implies that for $k \geq 2$, the $k$-dimensional algorithm distinguishes $k$-separators, i.e., $k$-tuples of vertices that separate the graph, from other vertex $k$-tuples. As a byproduct, we also obtain insights about the connectivity of constituent graphs of association schemes.

In an application of the results, we show the new upper bound of $k$ on the Weisfeiler-Leman dimension of graphs of treewidth at most $k$. Using a construction by Cai, Fürer, and Immerman, we also provide a new lower bound that is asymptotically tight up to a factor of 2 .
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## 1 Introduction

Originally introduced in [37], the Weisfeiler-Leman (WL) algorithm has become a - if not the - fundamental subroutine in the context of isomorphism testing for graphs. It is used in theoretical as well as in practical approaches to tackle the graph isomorphism problem (see e.g. [5, 19, 31, 32, 35]), among them also Babai's recent quasipolynomial-time isomorphism test [4]. For every $k \geq 1$, there is a $k$-dimensional version of the algorithm which colors the vertex $k$-tuples of the input graph and iteratively refines the coloring in an isomorphism-invariant manner.

There are various characterizations of the algorithm, which link it to other areas in theoretical computer science (see also Further Related Work). For example, very recent results in the context of machine learning show that the 1-dimensional version of the algorithm is as expressive as graph neural networks with respect to distinguishing graphs [34]. Following Grohe [16], an indicator to investigate the expressive power of the algorithm is the so-called WL dimension of a graph, defined as the minimal dimension of the WL algorithm required in order to distinguish the graph from every other non-isomorphic graph.

There is no fixed dimension of the algorithm that decides graph isomorphism in general, as was proved by Cai, Fürer, and Immerman [9]. Still, when focusing on particular graph classes, often a bounded dimension of the algorithm suffices to identify every graph in the
class. This proves that for the considered class, graph isomorphism is solvable in polynomial time, since the $k$-dimensional algorithm can be implemented in time $\mathcal{O}\left(n^{k+1} \log n\right)$ [27]. For example, it suffices to apply the 3-dimensional WL algorithm to identify every planar graph [29]. Also, the WL dimension of graphs of treewidth at most $k$ is bounded by $k+2$ [18]. More generally, by a celebrated result by Grohe, for all graph classes with an excluded minor, the WL dimension is bounded [15]. Very recent work provides explicit upper bounds on the WL dimension, which are linear in the rank width [19] and in the Euler genus [17], respectively, of the graph.

Regarding combinatorial techniques, to handle graphs with complex structures, the decomposition into connected, biconnected, and triconnected components provides a fundamental tool from structural graph theory. The decomposition can be computed in linear time (see e.g. [25, 36]). Hopcroft and Tarjan used the decomposition of a graph into its triconnected components to obtain an algorithm that decides isomorphism for planar graphs in quasi-linear time [22, 23, 24], which was improved to linear time by Hopcroft and Wong [26].

Also, in [29], to prove the bound on the WL dimension for the class of planar graphs, the challenge of distinguishing two arbitrary planar graphs is reduced to the case of two arc-colored triconnected planar graphs, by exploiting the fact that the 3-dimensional WL algorithm is able to implicitly compute the decomposition of a graph into its triconnected components. Similarly, the bound on the WL dimension for graphs parameterized by their Euler genus from [17] relies on an isomorphism-invariant decomposition of the graphs into their triconnected components.

Our Contribution. We show that for $k \geq 2$, the $k$-dimensional WL algorithm implicitly computes the decomposition into the triconnected components of a given graph. More specifically, we prove that already the 2-dimensional WL algorithm distinguishes separating pairs, i.e., pairs of vertices that separate the given graph, from other vertex pairs. This improves on a result from [29], where an analogous statement was proved for the 3-dimensional WL algorithm. Using the decomposition techniques discussed there, we conclude that for the $k$-dimensional WL algorithm with $k \geq 2$, to identify a graph, it suffices to determine vertex orbits on all arc-colored 3 -connected components of it. Since it is easy to see that $k=1$ does not suffice to distinguish vertices contained in 2-separators from others, our upper bound of 2 is tight.

The expressive power of the $k$-dimensional algorithm corresponds to definability in the logic $\mathrm{C}^{k+1}$, the extension of the $(k+1)$-variable fragment of first-order logic by counting quantifiers [9, 27]. Exploiting this correspondence, our results imply that for every $n \in \mathbb{N}$, there is a formula $\varphi_{n}\left(x_{1}, x_{2}\right) \in \mathrm{C}^{3}$ (first-order logic with counting quantifiers over three variables) such that for an $n$-vertex graph $G$, it holds that $G \models \varphi_{n}(v, w)$ if and only if $\{v, w\}$ is a 2 -separator in $G$. With only three variables at our disposal, it is not possible to take the route of [29] by comparing certain numbers of walks between different pairs of vertices. Instead, the formulas obtained from our proof are essentially a disjunction over all $n$-vertex graphs and subformulas for two distinct graphs may look completely different, exploiting specific structural properties of the graphs. While this makes the proof rather involved, it also stresses the power of the 2-dimensional WL algorithm and equivalently, the expressive power of the $\operatorname{logic} \mathrm{C}^{3}$. We show that for all $n, s \in \mathbb{N}$, there is a formula $\varphi_{n, s}\left(x_{1}, x_{2}, x_{3}\right) \in \mathrm{C}^{3}$ such that for an $n$-vertex graph $G$, it holds that $G \models \varphi_{n, s}(u, v, w)$ if and only if $s=|C|$, where $C$ is the vertex set of the connected component containing $u$ after removing $v$ and $w$ from the graph $G$.

Our result can also be viewed in a combinatorial setting. In 1985, Brouwer and Mesner [8] proved that the vertex connectivity of a strongly regular graph equals its degree and that in fact, the only minimal disconnecting vertex sets are neighborhoods. Later, Brouwer conjectured this to be true for any constituent graph of an association scheme (i.e., any graph consisting in a single color class of the association scheme) [6]. While some progress has been made on certain special cases [13], most prominently distance-regular graphs [7], the general question is still open. Our results imply that any connected constituent graph of an association scheme is either a cycle or 3-connected. Such a statement was previously only known for symmetric association schemes [30], which are far more restricted than the general ones.

A natural use case of these results is to determine or to improve upper bounds on the WL dimension of certain graph classes. As a first application in this direction, we obtain a new upper bound of $k$ on the WL dimension for graphs of treewidth at most $k$. Based on [10], we also provide a new lower bound for this graph class, thus delimiting the value of the WL dimension of graphs of treewidth bounded by $k$ to the interval $\left[\left\lceil\frac{k}{2}\right\rceil-3, k\right]$.

Due to space restrictions, some of the proofs and proof details have been omitted. For a full version of this paper, we refer the reader to [28].

Further Related Work. Apart from its correspondence to counting logics, the WL algorithm has further surprising links to other areas. For example, the algorithm has a close connection to Sherali-Adams relaxations of particular linear programs [3, 20] and captures the same information as certain homomorphism counts [11]. It can also be characterized via winning strategies in so-called pebble games [21], which are a particular family of Ehrenfeucht-Fraissë games.

As mentioned above, the 1-dimensional WL algorithm essentially corresponds to graph neural networks. In order to make them more powerful, the authors of [34] propose an extension of graph neural networks based on the $k$-dimensional WL algorithm (see also [33]).

Towards understanding the expressive power of the algorithm, in a related direction of research, it has been studied which graph properties the WL algorithm can detect, which may become particularly relevant in the graph-learning framework. In this context, Fürer [14] as well as Arvind et al. [2] obtained results concerning the ability of the algorithm to detect and count certain subgraphs.

## 2 Preliminaries

### 2.1 Graphs

A graph is a pair $G=(V(G), E(G))$ of a vertex set $V(G)$ and an edge set $E(G) \subseteq\{\{u, v\} \mid$ $u, v \in V(G)\}$. To give explicit reference to $G$, we also write $V(G)$ for $V$ and $E(G)$ for $E$. All graphs considered in this paper are finite, simple (i.e., they contain no loops or multiple edges), and undirected. For $v, w \in V$, we also write $v w$ as a shorthand for $\{v, w\}$. The neighborhood of $v$ is denoted by $N(v)$, and the closed neighborhood of $v$ is $N[v]:=N(v) \cup\{v\}$. The degree of $v$, denoted by $\operatorname{deg}(v)$, is the number of edges incident with $v$. For $X \subseteq V(G)$ we define $N(X):=\left(\bigcup_{v \in X} N(v)\right) \backslash X$.

A walk of length $k$ from $v$ to $w$ is a sequence of vertices $v=u_{0}, u_{1}, \ldots, u_{k}=w$ such that $u_{i-1} u_{i} \in E$ for all $i \in\{1, \ldots, k\}$. A path of length $k$ from $v$ to $w$ is a walk of length $k$ from $v$ to $w$ for which all occurring vertices are pairwise distinct. We refer to the distance between two vertices $v, w \in V(G)$ by $\operatorname{dist}(v, w)$. For a set $A \subseteq V(G)$, we denote by $G[A]$ the induced subgraph of $G$ on vertex set $A$. Also, we denote by $G-A$ the subgraph induced by the
complement of $A$, that is, the graph $G-A:=G[V(G) \backslash A]$. A set $S \subseteq V(G)$ is a separator of $G$ if $G-S$ has more connected components than $G$. A $k$-separator of $G$ is a separator of $G$ of size $k$. A vertex $v \in V(G)$ is a cut vertex if $\{v\}$ is a separator of $G$. The graph $G$ is $k$-connected if it is connected and has no $(k-1)$-separator.

An isomorphism from $G$ to another graph $H$ is a bijection $\varphi: V(G) \rightarrow V(H)$ that respects the edge relation, that is, for all $v, w \in V(G)$, it holds that $v w \in E(G)$ if and only if $\varphi(v) \varphi(w) \in E(H)$. Two graphs $G$ and $H$ are isomorphic $(G \cong H)$ if there is an isomorphism from $G$ to $H$. We write $\varphi: G \cong H$ to denote that $\varphi$ is an isomorphism from $G$ to $H$.

A vertex-colored graph is a tuple $(G, \chi)$, where $G$ is a graph and $\chi: V(G) \rightarrow \mathcal{C}$ is a mapping into some set $\mathcal{C}$ of colors. Similarly, an arc-colored graph is a tuple $(G, \chi)$, where $G$ is a graph and $\chi:\{(v, v) \mid v \in V(G)\} \cup\{(u, v) \mid\{u, v\} \in E(G)\} \rightarrow \mathcal{C}$ is a mapping into some color set $\mathcal{C}$. Typically, $\mathcal{C}$ is chosen to be an initial segment $[n]:=\{1, \ldots, n\}$ of the natural numbers. Isomorphisms between vertex- and arc-colored graphs have to respect the colors of the vertices and arcs.

For details on the treewidth of a graph, we refer the reader to [12].

### 2.2 The Weisfeiler-Leman Algorithm

Let $\chi_{1}, \chi_{2}: V^{k} \rightarrow \mathcal{C}$ be colorings of the $k$-tuples of vertices of $G$, where $\mathcal{C}$ is some finite set of colors. We say $\chi_{2}$ refines $\chi_{1}$ if for all $\bar{v}, \bar{w} \in V^{k}$ we have $\left(\chi_{2}(\bar{v})=\chi_{2}(\bar{w}) \Rightarrow \chi_{1}(\bar{v})=\chi_{1}(\bar{w})\right)$. The $k$-dimensional WL algorithm is a procedure that, given a graph $G$ and a coloring $\chi$ of its $k$-tuples of vertices, computes an isomorphism-invariant refinement of the coloring.

We describe the mechanisms of the algorithm in the following. For an integer $k>1$ and a vertex-colored graph $(G, \chi)$, we let $\chi_{G, k}^{0}: V^{k} \rightarrow \mathcal{C}$ be the coloring where each $k$-tuple is colored with the isomorphism type of its underlying ordered colored subgraph. More formally, $\chi_{G, k}^{0}\left(v_{1}, \ldots, v_{k}\right)=\chi_{G, k}^{0}\left(w_{1}, \ldots, w_{k}\right)$ if and only if for all $i \in[k]$ it holds that $\chi\left(v_{i}\right)=\chi\left(w_{i}\right)$ and for all $i, j \in[k]$, it holds that $v_{i}=v_{j} \Leftrightarrow w_{i}=w_{j}$ and $v_{i} v_{j} \in E(G) \Leftrightarrow w_{i} w_{j} \in E(G)$. If $G$ is arc-colored, the arc colors must be respected accordingly.

We then recursively define the coloring $\chi_{G, k}^{i}$ obtained after $i$ rounds of the algorithm. Let $\chi_{G, k}^{i+1}\left(v_{1}, \ldots, v_{k}\right):=\left(\chi_{G, k}^{i}\left(v_{1}, \ldots, v_{k}\right) ; \mathcal{M}\right)$, where $\mathcal{M}$ is a multiset defined as

$$
\left\{\left\{\left(\chi_{G, k}^{i}(\bar{v}[w / 1]), \chi_{G, k}^{i}(\bar{v}[w / 2]), \ldots, \chi_{G, k}^{i}(\bar{v}[w / k])\right) \mid w \in V\right\}\right\}
$$

where $\bar{v}[w / i]:=\left(v_{1}, \ldots, v_{i-1}, w, v_{i+1}, \ldots, v_{k}\right)$.
For the 1-dimensional algorithm (i.e. $k=1$ ), the definition is similar, but we iterate only over the neighbors of $v_{1}$, that is, the multiset $\mathcal{M}$ equals $\left\{\chi_{G, 1}^{i}(w) \mid w \in N\left(v_{1}\right)\right\}$.

By definition, every coloring $\chi_{G, k}^{i+1}$ induces a refinement of the partition of the $k$-tuples of vertices of the graph $G$ with coloring $\chi_{G, k}^{i}$. Thus, there is a minimal $i$ such that the partition of the vertex $k$-tuples induced by $\chi_{G, k}^{i+1}$ is not strictly finer than the one induced by $\chi_{G, k}^{i}$. For this value of $i$, we call the coloring $\chi_{G, k}^{i}$ the stable coloring of $G$ and denote it by $\chi_{G, k}$.

The original WL algorithm is its 2-dimensional variant [37]. Since that version is the central algorithm of this paper, we omit the index 2 and write $\chi_{G}$ instead of $\chi_{G, 2}$.

For $k \in \mathbb{N}$, the $k$-dimensional $W L$ algorithm takes as input a (vertex- or arc-)colored graph $(G, \chi)$ and returns the coloring $\chi_{G, k}$. The procedure can be implemented in time $O\left(n^{k+1} \log n\right)$ [27]. For two graphs $G$ and $H$, we say that the $k$-dimensional WL algorithm distinguishes $G$ and $H$ if there is a color $c$ such that the sets $\left\{\bar{v} \mid \bar{v} \in(V(G))^{k}, \chi_{G, k}(\bar{v})=c\right\}$ and $\left\{\bar{w} \mid \bar{w} \in(V(H))^{k}, \chi_{H, k}(\bar{w})=c\right\}$ have different cardinalities. We write $G \simeq_{k} H$ if the $k$-dimensional WL algorithm does not distinguish $G$ and $H$. The algorithm identifies $G$ if it distinguishes $G$ from every non-isomorphic graph $H$.

Pebble Games. For further analysis, it is often cumbersome to work with the WL algorithm directly and more convenient to use the following characterization via pebble games, which is known to capture the same information. Let $k \in \mathbb{N}$. For graphs $G$ and $H$ on the same number of vertices and with vertex colorings $\chi$ and $\chi^{\prime}$, respectively, we define the bijective $k$-pebble game $\mathrm{BP}_{k}(G, H)$ as follows:

- The game has two players called Spoiler and Duplicator.
- The game proceeds in rounds, each of which is associated with a pair of positions $(\bar{v}, \bar{w})$ with $\bar{v} \in(V(G))^{\ell}$ and $\bar{w} \in(V(H))^{\ell}$, where $0 \leq \ell \leq k$.
- The initial position of the game is a pair of vertex tuples of equal length $\ell$ with $0 \leq \ell \leq k$. If not specified otherwise, the initial position is the pair $((),())$ of empty tuples.
- Each round consists of the following steps. Suppose the current position of the game is $(\bar{v}, \bar{w})=\left(\left(v_{1}, \ldots, v_{\ell}\right),\left(w_{1}, \ldots, w_{\ell}\right)\right)$. First, Spoiler chooses whether to remove a pair of pebbles or to play a new pair of pebbles. The first option is only possible if $\ell>0$, and the latter option is only possible if $\ell<k$.
If Spoiler wishes to remove a pair of pebbles, he picks some $i \in[\ell]$ and the game moves to position $(\bar{v} \backslash i, \bar{w} \backslash i)$ where $\bar{v} \backslash i:=\left(v_{1}, \ldots, v_{i-1}, v_{i+1}, \ldots, v_{\ell}\right)$, and the tuple $(\bar{w} \backslash i)$ is defined in the analogous way. Otherwise, the following steps are performed.
(D) Duplicator picks a bijection $f: V(G) \rightarrow V(H)$.
(S) Spoiler chooses $v \in V(G)$. The new position is then $\left(\left(v_{1}, \ldots, v_{\ell}, v\right),\left(w_{1}, \ldots\right.\right.$, $\left.\left.w_{\ell}, f(v)\right)\right)$.
If for the current position $\left(\left(v_{1}, \ldots, v_{\ell}\right),\left(w_{1}, \ldots, w_{\ell}\right)\right)$, the induced ordered subgraphs of $G$ and $H$ are not isomorphic, Spoiler wins the play. More precisely, Spoiler wins if there is an $i \in[\ell]$ such that $\chi\left(v_{i}\right) \neq \chi^{\prime}\left(w_{i}\right)$, or there are $i, j \in[\ell]$ such that $v_{i}=v_{j} \nLeftarrow w_{i}=w_{j}$ or $v_{i} v_{j} \in E(G) \nLeftarrow w_{i} w_{j} \in E(H)$. If there is no position of the play such that Spoiler wins, then Duplicator wins.

We say that Spoiler (and Duplicator, respectively) wins the bijective $k$-pebble game $\mathrm{BP}_{k}(G, H)$ if Spoiler (and Duplicator, respectively) has a winning strategy for the game.

The following theorem describes the correspondence between the Weisfeiler-Leman algorithm and the introduced pebble games. ${ }^{1}$

- Theorem 1 (see e.g. [9]). Let $G$ and $H$ be two graphs. Then $G \simeq_{k} H$ if and only if Duplicator wins the game $\mathrm{BP}_{k+1}(G, H)$.

Association Schemes. Let $V$ be a set. An association scheme on $V$ is an ordered partition $\left(R_{0}, \ldots, R_{d}\right)$ of $V^{2}$ such that

1. $R_{0}=\{(v, v) \mid v \in V\}$, and
2. for every $i \in[d]$, there is a $j \in[d]$ such that the set $R_{i}^{\top}:=\left\{(w, v) \mid(v, w) \in R_{i}\right\}$ equals $R_{j}$, and
3. for all $i, j, k$, there are numbers $p_{i, j}^{k}$ such that for all $(v, w) \in R_{k}$,

$$
p_{i, j}^{k}=\mid\left\{x \in V \mid(v, x) \in R_{i} \text { and }(w, x) \in R_{j}\right\} \mid
$$

An association scheme is symmetric if $R_{i}^{\top}=R_{i}$ for all $i \in[d]$. With each $R_{i}$, we associate a directed constituent graph $G\left(R_{i}\right)$ of the association scheme, defined as $G\left(R_{i}\right):=\left(V, R_{i} \cup R_{i}^{\boldsymbol{\top}}\right)$.

[^46]Every association scheme induces a coloring on $V^{2}$, in which every $(v, w)$ is colored with the relation it is contained in. This coloring is stable in the sense that it is not refined by the 2 -dimensional WL algorithm (when $V$ is interpreted as the vertex set of a complete directed graph). That is, for all $j \in[d]$ and all $\left(v_{1}, v_{2}\right),\left(w_{1}, w_{2}\right) \in R_{j}$, it holds that $\chi_{G\left(R_{i}\right)}\left(v_{1}, v_{2}\right)=\chi_{G\left(R_{i}\right)}\left(w_{1}, w_{2}\right)$. Conversely, every colored graph $G$ with $\chi_{G}(v, v)=\chi_{G}(w, w)$ for all $v, w \in V(G)$ induces an association scheme in which the relations $R_{i}$ are the color classes of the coloring $\chi_{G}=\chi_{G, 2}$.

## 3 One Color

Our first goal is to prove that the 2-dimensional WL algorithm distinguishes vertex pairs that are separators in a graph from other pairs of vertices. We start with an analysis of the graphs in which all vertices are assigned the same color by the WL algorithm. In particular, this includes all constituent graphs of association schemes.

A main tool for the analysis are distance patterns of vertices. For a graph $G$ and a vertex $v \in V(G)$, let $D(v):=\{\{\operatorname{dist}(v, w) \mid w \in V(G)\}\}$. Note that for vertices $u, v \in V(G)$ it holds that $\chi_{G}(u, u) \neq \chi_{G}(v, v)$ whenever $D(u) \neq D(v)$ since the 2-dimensional WL algorithm detects distances between vertex pairs."

- Lemma 2. Let $G$ be a graph and $u v \in E(G)$. Suppose that $D(u)=D(v)$. Then

$$
\begin{aligned}
& \{\{\operatorname{dist}(u, w) \mid w \in V(G): \operatorname{dist}(u, w)<\operatorname{dist}(v, w)\}\} \\
= & \{\{\operatorname{dist}(v, w) \mid w \in V(G): \operatorname{dist}(v, w)<\operatorname{dist}(u, w)\}\} .
\end{aligned}
$$

Throughout the remainder of this section, if not explicitly stated otherwise, we make the following assumption.

- Assumption 3. $G$ is a connected graph on $n$ vertices with the following properties:

1. $\chi_{G}(u, u)=\chi_{G}(v, v)$ for all $u, v \in V(G)$, and
2. $G$ has a 2 -separator $\left\{w_{1}, w_{2}\right\}$.

In the rest of this section, we analyze the structure of $G$ and ultimately prove that $G$ must be a cycle. In particular, this completely characterizes constituent graphs of association schemes that are connected, but not 3 -connected.

Note that Assumption 3 implies that $G$ is regular, i.e., $\operatorname{deg}(u)=\operatorname{deg}(v)$ for all $u, v \in V(G)$.

- Lemma 4. $G$ is 2 -connected, i.e., $G$ does not contain any cut vertex.

This is a consequence of Condition 1 in Assumption 3, since the 2-dimensional WL algorithm distinguishes cut vertices from other vertices (see [29, Corollary 7]). Note that the lemma implies that each of $w_{1}$ and $w_{2}$ has at least one neighbor in each of the connected components of $G-w_{1} w_{2}$.

- Lemma 5. Let $C$ be the vertex set of a connected component of $G-w_{1} w_{2}$ such that $|C|<\frac{n}{2}$ and let $v \in C$. Then there is no vertex $u \in N(v)$ such that $\operatorname{dist}\left(u, w_{1}\right)<\operatorname{dist}\left(v, w_{1}\right)$ and $\operatorname{dist}\left(u, w_{2}\right)<\operatorname{dist}\left(v, w_{2}\right)$.

Proof. Suppose towards a contradiction that such a vertex $u \in N(v)$ exists. For all $w \in$ $V(G)$, we have $|\operatorname{dist}(v, w)-\operatorname{dist}(u, w)| \leq 1$, since $u v \in E(G)$. Furthermore, it holds that $\sum_{w \in V(G)}(\operatorname{dist}(v, w)-\operatorname{dist}(u, w))=0$ because $D(u)=D(v)$ due to Condition 1 in Assumption 3. But $\operatorname{dist}(v, w)>\operatorname{dist}(u, w)$ for all $w \in V(G) \backslash C$, and $|V(G) \backslash C|>\frac{n}{2}$. This is a contradiction.

- Lemma 6. Let $d:=\operatorname{dist}\left(w_{1}, w_{2}\right)$ and let $C$ be the vertex set of a connected component of $G-w_{1} w_{2}$ such that $|C| \leq \frac{n-2}{2}$. Then for all $v \in C \cup\left\{w_{1}, w_{2}\right\}$ and all $i \in\{1,2\}$, it holds that $\operatorname{dist}\left(v, w_{i}\right) \leq d$.

Proof. By symmetry, it suffices to prove $\operatorname{dist}\left(v, w_{2}\right) \leq d$. The statement is proved by induction on $\ell:=\operatorname{dist}\left(v, w_{1}\right)$. For $\ell=0$, it holds that $v=w_{1}$ and $\operatorname{dist}\left(w_{1}, w_{2}\right)=d$. So suppose the statement holds for all $u \in C \cup\left\{w_{1}, w_{2}\right\}$ with $\operatorname{dist}\left(u, w_{1}\right) \leq \ell$. Obviously, the statement is true if $v=w_{1}$ or $v=w_{2}$. So pick $v \in C$ with $\operatorname{dist}\left(v, w_{1}\right)=\ell+1$. Let $u \in N(v)$ such that $\operatorname{dist}\left(u, w_{1}\right) \leq \ell$. Then $\operatorname{dist}\left(v, w_{2}\right) \leq \operatorname{dist}\left(u, w_{2}\right) \leq d$ by Lemma 5 and the induction hypothesis.

- Lemma 7. $w_{1} w_{2} \notin E(G)$.

Proof. Suppose towards a contradiction that $w_{1} w_{2} \in E(G)$. Let $C$ be the vertex set of a connected component of $G-w_{1} w_{2}$ such that $|C| \leq \frac{n-2}{2}$. By Lemma 6 , we conclude that $C \subseteq N\left(w_{1}\right) \cap N\left(w_{2}\right)$. Let $v \in C$. Since $G$ is 2 -connected, the vertex $w_{1}$ must have at least one neighbor in $V(G) \backslash C$, in addition to being adjacent to $C$ and to $w_{2}$. Thus, $\operatorname{deg}\left(w_{1}\right) \geq|C|+2>|C|-1+\left|\left\{w_{1}, w_{2}\right\}\right| \geq \operatorname{deg}(v)$, which contradicts $G$ being a regular graph.

- Lemma 8. Suppose that $N\left(w_{1}\right) \cap N\left(w_{2}\right) \neq \emptyset$. Then $G$ is a cycle.

Proof. By Lemma 7, it holds that $w_{1} w_{2} \notin E(G)$. Furthermore, by the assumption of the lemma, we have $\operatorname{dist}\left(w_{1}, w_{2}\right)=2$. Let $C$ be the vertex set of a connected component of $G-w_{1} w_{2}$ such that $|C| \leq \frac{n-2}{2}$. Also let $C^{\prime}:=V(G) \backslash\left(C \cup\left\{w_{1}, w_{2}\right\}\right)$. For $i, j \geq 1$ let

$$
C_{i, j}:=\left\{v \in C \mid \operatorname{dist}\left(v, w_{1}\right)=i \text { and } \operatorname{dist}\left(v, w_{2}\right)=j\right\} .
$$

By Lemma 6, we conclude that $C_{i, j}=\emptyset$ unless $(i, j) \in\{(1,1),(1,2),(2,1),(2,2)\}$.
Suppose there exists $v \in C_{1,2}$. We have $D(v)=D\left(w_{1}\right)$ and, by Lemma 4, also $N\left(w_{1}\right) \cap$ $C^{\prime} \neq \emptyset$. Thus, there is some vertex $u^{\prime} \neq w_{1}$ such that $\operatorname{dist}\left(w_{1}, u^{\prime}\right)<\operatorname{dist}\left(v, u^{\prime}\right)$ and therefore, by Lemma 2 , there is also a vertex $u \neq v$ such that $\operatorname{dist}(v, u)<\operatorname{dist}\left(w_{1}, u\right)$. For every such vertex $u$, it holds that $\operatorname{dist}\left(w_{1}, u\right) \leq 2$ and thus, $u \in N(v)$. Therefore, by Lemma 2 , for every vertex $v^{\prime} \neq w_{1}$ with $\operatorname{dist}\left(w_{1}, v^{\prime}\right)<\operatorname{dist}\left(v, v^{\prime}\right)$, it holds that $v^{\prime} \in N\left(w_{1}\right)$. This implies that there is no $v^{\prime} \in C^{\prime}$ such that $\operatorname{dist}\left(w_{1}, v^{\prime}\right)=2$ since such a vertex would satisfy $3=\operatorname{dist}\left(v, v^{\prime}\right)>\operatorname{dist}\left(w_{1}, v^{\prime}\right)$.

Because $w_{2}$ is not a cut vertex (cf. Lemma 4), from every $v^{\prime} \in C^{\prime}$, there is a path to $w_{1}$ that does not contain $w_{2}$. However, this is only possible if there is no vertex $v^{\prime} \in C^{\prime}$ such that $\operatorname{dist}\left(w_{1}, v^{\prime}\right)>1$, in other words: $C^{\prime} \subseteq N\left(w_{1}\right)$. Since $G$ is regular and $\left|N\left(w_{1}\right) \backslash C^{\prime}\right| \geq 1$, it follows that $\operatorname{deg}(v) \geq\left|C^{\prime}\right|+1$. But $N(v) \subseteq\left(C \cup\left\{w_{1}\right\}\right) \backslash\{v\}$, which implies $\operatorname{deg}(v) \leq|C|$. The combination of both inequalities yields $\left|C^{\prime}\right|+1 \leq|C|$, which implies $n=2+|C|+\left|C^{\prime}\right| \leq$ $1+2|C| \leq n-1$, a contradiction. So $C_{1,2}=\emptyset$ and by symmetry, it also holds that $C_{2,1}=\emptyset$. But then $C_{2,2}=\emptyset$ by Lemma 5 .

So $C=C_{1,1}$, which means that $C \subseteq N\left(w_{1}\right) \cap N\left(w_{2}\right)$. In particular, $\operatorname{deg}\left(w_{1}\right) \geq|C|+1$ since $\left|N\left(w_{1}\right) \cap C^{\prime}\right| \geq 1$. Since $G$ is regular, this implies that $\operatorname{deg}(v) \geq|C|+1$ for every $v \in C$, which is only possible if $N[v]=C \cup\left\{w_{1}, w_{2}\right\}$. Because $C \neq \emptyset$, this means that there is a vertex $v \in V(G)$ such that $G[N[v]]$ contains only one non-edge. Now by Condition 1 in Assumption 3, this also has to hold for $w_{1}$, and hence, since no vertex in $C \cap N\left(w_{1}\right)$ is adjacent to any vertex in $C^{\prime} \cap N\left(w_{1}\right)$, it must hold that $\operatorname{deg}\left(w_{1}\right)=2$. Therefore, by regularity, all vertices in $G$ have degree 2 and thus, being connected, $G$ is a cycle.

- Lemma 9. $G$ is a cycle.


Figure 1 Visualization of the sets $C_{i, j}$ for $d=4$ in the proof of Lemma 9. An arc between two sets indicates that there may be edges connecting vertices from the two sets.

Proof Sketch. We only present a sketch here. It suffices to prove the lemma for the case that $G$ is a graph with a maximum edge set that satisfies Assumption 3. Indeed, if such a graph $G$ is a cycle, then $G$ has $n$ edges, and the lemma trivially holds for every graph with less edges since every connected regular graph has at least $n$ edges.

Let $d:=\operatorname{dist}\left(w_{1}, w_{2}\right)$. By Lemmas 7 and 8 , we can assume that $d \geq 3$. Let $C$ be the vertex set of a connected component of $G-w_{1} w_{2}$ such that $|C| \leq \frac{n-2}{2}$. Also let $C^{\prime}:=V(G) \backslash\left(C \cup\left\{w_{1}, w_{2}\right\}\right)$. For $i, j \geq 1$ let

$$
C_{i, j}:=\left\{v \in C \mid \operatorname{dist}\left(v, w_{1}\right)=i \text { and } \operatorname{dist}\left(v, w_{2}\right)=j\right\} .
$$

By Lemma 6, we conclude that $C_{i, j}=\emptyset$ unless $i, j \leq d$. Furthermore, by the definition of $d$, we have that $C_{i, j}=\emptyset$ unless $i+j \geq d$. This situation is also visualized in Figure 1.

Using similar ideas as in the proof of Lemma 8, the first step is to show that $C_{d, d}=$ $C_{d-1, d}=C_{d, d-1}=\emptyset$. The main part of the proof is based on the following claim, which exploits the edge maximality of the graph $G$.
$\triangleright$ Claim 10. Let $u, v \in V(G)$ such that $\operatorname{dist}(u, v)<d$. Then there is a unique shortest path from $u$ to $v$.

Indeed, if there were a pair of vertices $u, v \in V(G)$ of distance $\ell<d$ with two shortest paths, then $u$ and $v$ would be "on the same side" of the separator $w_{1} w_{2}$. Hence, since the 2-dimensional WL algorithm is capable of detecting such pairs, adding all of them to the edge set of $G$ would result in a graph with a larger number of edges that still fulfills Assumption 3. Using similar arguments, we also obtain the following related insight.
$\triangleright$ Claim 11. Let $u, v \in V(G)$ such that $\ell:=\operatorname{dist}(u, v)<d$. Furthermore, suppose there is a walk $u=u_{0}, \ldots, u_{\ell+1}=v$ of length $\ell+1$ from $u$ to $v$. Then there is some $i \in[\ell]$ such that $u_{i-1} u_{i+1} \in E(G)$.

These two claims drastically restrict the structure of the graph $G$ and allow us to prove that $G$ is a cycle. Intuitively speaking, the claims imply that, when looking towards the connected component $G[C]$ from any of the $w_{i}$, the graph has a tree-like shape, i.e., the initial segments of paths up to length $d-1$ starting in $w_{i}$ form a tree rooted in $w_{i}$. However, this
only works out if $G$ is a cycle. More formally, for $k^{\prime} \in\{d, \ldots, 2 d\}$, let $\mathcal{C}_{k^{\prime}}:=\bigcup_{i, j: i+j=k^{\prime}} C_{i, j}$ and let $k \in\{d, \ldots, 2 d\}$ be the maximal number such that $\mathcal{C}_{k} \neq \emptyset$. Then $k \leq 2 d-2$ since we already know that $C_{d, d}=C_{d-1, d}=C_{d, d-1}=\emptyset$.

Consider a set $C_{i, k-i}$ for some $i$ with $k-d+1 \leq i \leq d-1$ (i.e., none of the extremal sets). Then, for all $v \in C_{i, k-i}$, it holds that $\operatorname{dist}\left(v, w_{1}\right)<d$ and $\operatorname{dist}\left(v, w_{2}\right)<d$, which allows us to apply Claims 10 and 11 for shortest paths from $v$ to $w_{1}$ and $w_{2}$. With this, we show that if $C_{i, k-i} \neq \emptyset$, then there is a vertex of degree 2 , which implies that $G$ is a cycle, since it is regular. In the other case, $C_{j, k-j}=\emptyset$ for all $j$ with $k-d+1 \leq j \leq d-1$. We then consider the extremal sets and derive a contradiction from there.

Reformulating the previous lemma, we obtain the following theorem.

- Theorem 12. Let $G$ be a graph such that $\chi_{G}(u, u)=\chi_{G}(v, v)$ for all $u, v \in V(G)$. Then (exactly) one of the following holds:

1. $G$ is not connected, or
2. $G$ is 3-connected, or
3. $G$ is a cycle of length $\ell \geq 4$.

Note that the complete graphs on two and three vertices are 3 -connected. The theorem also implies that a connected constituent graph of an association scheme is either 3-connected or a cycle (for other work on the connectivity of relations in association schemes, see e.g. [6, 7, 8, 13]). It thus provides a generalization of Kodalen's and Martin's result in [30], where they proved the theorem in case the graph stems from a symmetric association scheme.

## 4 Two Colors

Recall that our overall goal is to prove that the 2-dimensional WL algorithm assigns special colors to 2 -separators in a graph. We will use Lemma 9 to prove this in case the tuples $(u, u)$ and $(v, v)$ of a 2 -separator $\{u, v\}$ obtain the same color under the 2-dimensional WL algorithm. To treat the much more difficult case that $u$ and $v$ obtain distinct colors, we intend to generalize the results of the previous section to two vertex colors. Maybe somewhat surprisingly, we obtain a similar statement to Lemma 9. However, now we require the input graphs to be 2-connected (instead of only being connected). This is a necessary condition, since for example the star graphs $K_{1, n}$ for $n \geq 2$ are neither 3 -connected nor cycles but still have only two vertex colors under the 2-dimensional WL algorithm.

The route to proving the statement is similar to the one described in Section 3. Still, two colors allowing for more complexity in the graph structure, the statements and lemmas become more involved and additional cases need to be considered.

- Lemma 13. Let $G$ be a graph and suppose there are $c_{1} \neq c_{2}$ such that $\left\{\chi_{G}(v, v) \mid v \in\right.$ $V(G)\}=\left\{c_{1}, c_{2}\right\}$ for some $c_{1} \neq c_{2} \in \mathbb{N}$. Let $U:=\left\{u \in V(G) \mid \chi_{G}(u, u)=c_{1}\right\}$ and $V:=\left\{v \in V(G) \mid \chi_{G}(v, v)=c_{2}\right\}$. Also let $U_{1}, \ldots, U_{k}$ be the vertex sets of the connected components of $G[U]$ and let $V_{1}, \ldots, V_{\ell}$ be the vertex sets of the connected components of $G[V]$. Let $G^{\prime}$ be the graph with $V\left(G^{\prime}\right)=\left\{U_{1}, \ldots, U_{k}, V_{1}, \ldots, V_{\ell}\right\}$ and $U_{i} V_{j} \in E\left(G^{\prime}\right)$ if and only if there are $u \in U_{i}, v \in V_{j}$ such that $u v \in E(G)$.

Then $\chi_{G^{\prime}}\left(U_{i}, U_{i}\right)=\chi_{G^{\prime}}\left(U_{j}, U_{j}\right)$ for all $i, j \in[k]$ and $\chi_{G^{\prime}}\left(V_{i}, V_{i}\right)=\chi_{G^{\prime}}\left(V_{j}, V_{j}\right)$ for all $i, j \in[\ell]$.

Theorem 14. Let $G$ be a 2-connected graph with the following properties:

1. $G$ has a 2-separator $w_{1} w_{2}$, and
2. for every $v \in V(G)$, there is an $i \in\{1,2\}$ such that $\chi_{G}(v, v)=\chi_{G}\left(w_{i}, w_{i}\right)$.

Then $G$ is a cycle.

Proof Idea. By Lemma 9, we can assume without loss of generality that $\chi_{G}\left(w_{1}, w_{1}\right) \neq$ $\chi_{G}\left(w_{2}, w_{2}\right)$. The statement is proved by induction on the graph size $n$. For $n \leq 4$, a simple case analysis among the possible graphs $G$ yields the statement.

So let $n \geq 5$. Again, it suffices to prove the statement for the case that $G$ is an $n$ vertex graph with a maximum edge set that satisfies the requirements of the theorem. Let $U:=\left\{u \in V(G) \mid \chi_{G}(u, u)=\chi_{G}\left(w_{1}, w_{1}\right)\right\}$ and $V:=\left\{v \in V(G) \mid \chi_{G}(v, v)=\chi_{G}\left(w_{2}, w_{2}\right)\right\}$. Let $U_{1}, \ldots, U_{k}$ be the vertex sets of the connected components of $G[U]$ and let $V_{1}, \ldots, V_{\ell}$ be the vertex sets of the connected components of $G[V]$. Without loss of generality, assume that $w_{1} \in U_{1}$ and $w_{2} \in V_{1}$. Let $C$ be the vertex set of a connected component of $G-w_{1} w_{2}$ such that $|C| \leq \frac{n-2}{2}$. Also let $C^{\prime}:=V(G) \backslash\left(C \cup\left\{w_{1}, w_{2}\right\}\right)$.

Consider the graph $G^{\prime}$ defined in the same way as in Lemma 13. First suppose that $G^{\prime}$ has fewer vertices than the original graph $G$. If the induction hypothesis is applicable to the graph $G^{\prime}$, it follows that $G^{\prime}$ is a cycle and from there, it is not difficult to prove that $G$ also must be a cycle. However, it may happen that $G^{\prime}$ is 3-connected in which case the induction hypothesis cannot be applied. But this can only happen in very specific cases, which we then treat separately.

If $\left|V\left(G^{\prime}\right)\right|=|V(G)|$, then there are no edges connecting vertices of the same color with respect to the 2-dimensional WL algorithm and thus, $G$ is bipartite. In this case, we can proceed very similarly to the proof of Lemma 9.

## 5 Detecting Decompositions with Weisfeiler and Leman

Let $S$ be a set of colors. We say a path $u_{0}, \ldots, u_{\ell}$ avoids $S$ if $\chi_{G}\left(u_{i}, u_{i}\right) \notin S$ for every $i \in[\ell-1]$. Note that we impose no restriction on the colors of the endpoints of the path. It is easy to see that, given two vertices $u, v \in V(G)$, the 2-dimensional WL algorithm is aware of whether there is a path from $u$ to $v$ that avoids $S$.

- Lemma 15. Let $G$ be a graph and let $X:=\left\{\chi_{G}(v, v) \mid v \in V(G)\right\}$. Furthermore, let $S \subseteq X$ and define $G[[S]]=(V, E)$, where $V=\left\{v \in V(G) \mid \chi_{G}(v, v) \in S\right\}$ and
$E=\{u v \mid$ there is a path from $u$ to $v$ in $G$ that avoids $S\}$.
Then $\chi_{G[[S]]}(u, u)=\chi_{G[[S]]}(v, v)$ for all $u, v \in V$ with $\chi_{G}(u, u)=\chi_{G}(v, v)$.
- Theorem 16. Let $G$ and $H$ be 2 -connected graphs and let $w_{1}, w_{2} \in V(G)$ such that $w_{1} w_{2}$ forms a 2-separator in $G$. Also let $v_{1}, v_{2} \in V(H)$ and suppose $\chi_{G}\left(w_{1}, w_{2}\right)=\chi_{H}\left(v_{1}, v_{2}\right)$. Then $v_{1} v_{2}$ forms a 2-separator in $H$.

Proof. Let $S:=\left\{\chi_{G}\left(w_{1}, w_{1}\right), \chi_{G}\left(w_{2}, w_{2}\right)\right\}$ and let $G^{\prime}:=G[[S]]$. Clearly, the graph $G^{\prime}$ is connected. We argue that $G^{\prime}$ is 2 -connected. Suppose towards a contradiction that there is a separating vertex $w$ in $G^{\prime}$. Let $C$ and $C^{\prime}$ be the vertex sets of two connected components of $G^{\prime}-w$ and let $v \in C$ and $v^{\prime} \in C^{\prime}$. We show that $w$ separates $v$ from $v^{\prime}$ in $G$. Towards a contradiction, suppose there is a path $P$ from $v$ to $v^{\prime}$ in $G$ that does not pass $w$. Then there is a corresponding path $P^{\prime}$ in $G^{\prime}$, which simply skips all inner vertices of $P$ not contained in $S$. In particular, $P^{\prime}$ connects $v$ and $v^{\prime}$, but avoids $w$. This contradicts $w$ being a cut vertex in $G^{\prime}$. Hence, $G^{\prime}$ is 2-connected.

First suppose that $\left|V\left(G^{\prime}\right)\right|=2$. Let $A:=\left\{v \in V(H) \mid \chi_{H}(v, v) \in S\right\}$. Then $|A|=2$ and thus $A=\left\{v_{1}, v_{2}\right\}$. Moreover, $H-A$ is disconnected, since the 2-dimensional WL algorithm detects that $G-w_{1} w_{2}$ is disconnected. Hence, $v_{1} v_{2}$ forms a 2 -separator in $H$.

Now assume $\left|V\left(G^{\prime}\right)\right| \geq 3$ and suppose there is a vertex set $C$ of a connected component of $G-w_{1} w_{2}$ such that $V\left(G^{\prime}\right) \subseteq C \cup\left\{w_{1}, w_{2}\right\}$. Let $C^{\prime}$ be the vertex set of a second connected component of $G-w_{1} w_{2}$ and let $v \in C^{\prime}$. Then $w_{1}$ and $w_{2}$ are the only vertices with color in $S$ that can be reached from $v$ via a path that avoids $S$. Hence, using the expressive power of the 2-dimensional WL algorithm, it is not hard to see that there must also be some $u \in V(H)$ such that $v_{1}$ and $v_{2}$ are the only vertices with color in $S$ that can be reached from $u$ via a path that avoids $S$. Since $\left|V\left(G^{\prime}\right)\right| \geq 3$, there is some $u^{\prime} \in V(H)$ such that $v_{1} \neq u^{\prime} \neq v_{2}$ and $\chi_{H}\left(u^{\prime}, u^{\prime}\right) \in S$ because in order not to be distinguished, unions of color classes with color in $S$ must have the same cardinality in both graphs. But then $v_{1} v_{2}$ separates $u$ from $u^{\prime}$ in $H$ and thus, $v_{1} v_{2}$ forms a 2 -separator in $H$.

In the other case, $w_{1} w_{2}$ forms a 2 -separator in $G^{\prime}$ and hence, $G^{\prime}$ is a cycle by Lemma 15 and Theorem 14. Note that $\left|V\left(G^{\prime}\right)\right| \geq 4$ and $w_{1} w_{2} \notin E\left(G^{\prime}\right)$. It follows that $H[[S]]$ is also a cycle, since otherwise, the 2-dimensional WL algorithm would distinguish the graphs. Also, $|V(H[[S]])| \geq 4$ and $v_{1} v_{2} \notin E(H[[S]])$. So $v_{1} v_{2}$ forms a 2 -separator in $H[[S]]$ and thus, it also forms a 2 -separator in $H$.

- Corollary 17. Suppose $k \geq 2$. Let $G$ and $H$ be connected graphs. Suppose $\left\{w_{1}, \ldots, w_{k}\right\} \subseteq$ $V(G)$ is a $k$-separator in $G$. Let $\left\{v_{1}, \ldots, v_{k}\right\} \subseteq V(H)$ and suppose $\chi_{G, k}\left(w_{1}, \ldots, w_{k}\right)=$ $\chi_{H, k}\left(v_{1}, \ldots, v_{k}\right)$. Then $\left\{v_{1}, \ldots, v_{k}\right\}$ forms a $k$-separator in $H$.

Using the corollary, we can prove a strengthened version of Theorem 13 in [29]. Following [29], we say that the $k$-dimensional WL algorithm determines orbits in a graph class $\mathcal{G}$ if for all arc-colored graphs $(G, \lambda),\left(G^{\prime}, \lambda^{\prime}\right)$ with $G, G^{\prime} \in \mathcal{G}$, arc colorings $\lambda, \lambda^{\prime}$ and for all vertices $v \in V(G)$ and $v^{\prime} \in V\left(G^{\prime}\right)$ there exists an isomorphism from $(G, \lambda)$ to ( $G^{\prime}, \lambda^{\prime}$ ) mapping $v$ to $v^{\prime}$ if and only if $\chi_{G, k}(v, \ldots, v)=\chi_{G^{\prime}, k}\left(v^{\prime}, \ldots, v^{\prime}\right)$.

- Theorem 18. Let $\mathcal{G}$ be a minor-closed graph class and assume $k \geq 2$. Suppose the $k$ dimensional WL algorithm determines orbits on all arc-colored 3-connected graphs in $\mathcal{G}$. Then the $k$-dimensional WL algorithm distinguishes all non-isomorphic graphs in $\mathcal{G}$.

Thus, since by [29], the WL dimension of the class of planar graphs is 2 or 3 , the concrete value only depends on the dimension needed to determine orbits on arc-colored triconnected planar graphs.

For a graph $G$ and $v_{1}, v_{2}, v_{3} \in V(G)$ we define $s_{G}\left(v_{1}, v_{2}, v_{3}\right):=|C|$, where $C$ is the vertex set of the connected component of $G-v_{1} v_{2}$ that contains $v_{3}$ (if $v_{3} \in\left\{v_{1}, v_{2}\right\}$, then $\left.s_{G}\left(v_{1}, v_{2}, v_{3}\right):=0\right)$.

- Theorem 19. Let $G$ and $H$ be two 2-connected graphs. Also let $v_{1}, v_{2}, v_{3} \in V(G)$ and $w_{1}, w_{2}, w_{3} \in V(H)$ such that $\chi_{G}\left(v_{i}, v_{j}\right)=\chi_{H}\left(w_{i}, w_{j}\right)$ for all $i, j \in\{1,2,3\}$. Then $s_{G}\left(v_{1}, v_{2}, v_{3}\right)=s_{H}\left(w_{1}, w_{2}, w_{3}\right)$.

The last theorem can also be formulated in terms of the expressive power of the 3 -variable fragment $\mathrm{C}^{3}$ of first-order logic with counting quantifiers of the form $\exists^{\geq k} x \varphi(x)$. Indeed, it implies that for all $n, s \in \mathbb{N}$, there is a formula $\varphi_{n, s}\left(x_{1}, x_{2}, x_{3}\right) \in C^{3}$ such that, for every 2-connected $n$-vertex graph $G$ and $v_{1}, v_{2}, v_{3} \in V(G)$, it holds that $G \models \varphi_{n, s}\left(v_{1}, v_{2}, v_{3}\right)$ if and only if $s_{G}\left(v_{1}, v_{2}, v_{3}\right)=s$ (for details about the connection between the WL algorithm and counting logics, see e.g. [9, 27]).

## 6 New Bounds for Graphs of Treewidth $k$

As an application of the results presented so far, we investigate the WL dimension of graphs of treewidth at most $k$. Up to this point, the best known upper bound on the WL dimension
of such graphs has been $k+2$, i.e., the $(k+2)$-dimensional WL algorithm identifies every graph of treewidth at most $k$ [18]. In this section, we present new upper and lower bounds.

### 6.1 Upper Bound

The basic idea for proving a new upper bound is to provide a winning strategy for Spoiler in the corresponding bijective pebble game and it works similarly to the proof that the $(k+2)$-dimensional WL algorithm identifies every graph of treewidth at most $k$ [18]. The main difference is a much more careful implementation of the general strategy in order to get by with the desired number of pebbles. As a major ingredient, we exploit that separators can be detected using fewer pebbles.

For a $(k+1)$-tuple $\left(v_{1}, \ldots, v_{k}, v_{k+1}\right)$ of vertices of a graph $G$, we define $s_{G}\left(v_{1}, \ldots, v_{k}, v_{k+1}\right):=|C|$ where $C$ is the unique connected component of $G-\left\{v_{1}, \ldots, v_{k}\right\}$ with $v_{k+1} \in C$.

- Corollary 20. Suppose $k \geq 2$. Let $G, H$ be two graphs and let $v_{1}, \ldots, v_{k+1} \in V(G)$ and $w_{1}, \ldots, w_{k+1} \in V(H)$ such that $s_{G}\left(v_{1}, \ldots, v_{k}, v_{k+1}\right) \neq s_{H}\left(w_{1}, \ldots, w_{k}, w_{k+1}\right)$. Then Spoiler wins the game $\mathrm{BP}_{k+1}(G, H)$ from the initial position $\left(\left(v_{1}, \ldots, v_{k+1}\right),\left(w_{1}, \ldots, w_{k+1}\right)\right)$.

To build Spoiler's strategy along a given tree decomposition, we use the following characterization of treewidth. Let $G$ be a graph of treewidth $k$. For a $k$-separator $S \subseteq V(G)$ and the vertex set $C$ of a connected component of $G-S$, we define $G(S, C)$ to be the graph on vertex set $S \cup C$ obtained by inserting a clique between the vertices in $S$ into $G[S \cup C]$.

- Lemma 21 (Arnborg et al. [1]). Suppose $G(S, C)$ has at least $k+2$ vertices. Then $G(S, C)$ has treewidth at most $k$ if and only if there exists $v \in C$ such that for every connected component $A$ of $G[C \backslash\{v\}]$, there is a $k$-element separator $S_{A} \subseteq S \cup\{v\}$ such that

1. no vertex in $A$ is adjacent to the unique element from $S \backslash S_{A}$, and
2. $G\left(S_{A}, V(A)\right)$ has treewidth at most $k$.

Suppose $G(S, C)$ has treewidth at most $k$. Let $D_{G}(S, C)$ denote the set of possible vertices $v \in C$ that satisfy Lemma 21.

- Theorem 22. Suppose $k \geq 2$. Let $G$ be a graph of treewidth at most $k$. Then the $k$-dimensional $W L$ algorithm identifies $G$.

Proof Idea. Given a graph $G$ of treewidth at most $k$ and a second non-isomorphic graph $H$, we show that Spoiler wins the game $\mathrm{BP}_{k+1}(G, H)$. For simplicity of notation, we view tuples $\bar{a}=\left(a_{1}, \ldots, a_{k}\right)$ also as sets $\left\{a_{1}, \ldots, a_{k}\right\}$. Suppose the game is at a position $(\bar{a}, \bar{b}) \in(V(G))^{k} \times(V(H))^{k}$ such that $G(\bar{a}, C)$ has treewidth $k$ for every connected component $C$ of $G-\bar{a}$. Let $m:=m(\bar{a}, \bar{b})$ be the smallest number such that $G-\bar{a}$ and $H-\bar{b}$ are not isomorphic when only considering connected components of size $m$. We prove by induction on $m$ that Spoiler wins the game. The case $m=1$ is easy, since there is still one pebble left. For the case $m>1$, Spoiler finds a connected component $C_{G}$ of $G-\bar{a}$ of size $m$ that differs from the corresponding connected component $C_{H}$ (specified by Duplicator's bijection) in the graph $H-\bar{b}$. By Corollary 20, we can assume that $\left|C_{G}\right|=\left|C_{H}\right|$. Then Spoiler places a pebble on a vertex in the set $D_{G}\left(\bar{a}, C_{G}\right)$. This splits $C_{G}$ into smaller connected components. Then, it can be proved that one pebble can be removed so that afterwards, we find connected components of size at most $m-1$ in which $G$ and $H$ differ (again using Corollary 20).

### 6.2 Lower Bound

For the lower bound we use a construction introduced by Cai, Fürer, and Immerman [9]. For a graph $G$, we let $\operatorname{CFI}(G)$ be the graph obtained by applying the standard Cai, Fürer, Immerman (CFI-) construction to $G$, and $\operatorname{CFI}^{\times}(G)$ be the graph obtained by applying the CFI-construction with one pair of edges twisted (see [9]). We shall actually not require any further details on how the graphs $\operatorname{CFI}(G)$ and $\operatorname{CFI}^{\times}(G)$ look, since we exploit the following theorem.

- Theorem 23 (Dawar and Richerby [10]). Let $G$ be a connected graph such that $\mathrm{tw}(G) \geq k+1$ and $\operatorname{deg}(v) \geq 2$ for all $v \in V(G)$. Then $\operatorname{CFI}(G) \simeq_{k} \operatorname{CFI}^{\chi}(G)$.

The strategy to obtain a good lower bound is to find graphs $G$ where we can show a sufficiently good upper bound on the treewidth of $\operatorname{CFI}(G)$ and $\operatorname{CFI}^{\times}(G)$. For $n \geq 2$, let $G_{n, n}$ be the $n \times n$ grid.

- Lemma 24. For $n \geq 2$, it holds that $\operatorname{tw}\left(\operatorname{CFI}\left(G_{n, n}\right)\right) \leq 2 n+5$ and $\operatorname{tw}\left(\operatorname{CFI}^{\times}\left(G_{n, n}\right)\right) \leq 2 n+5$.
- Theorem 25. For every $k \geq 2$, there are non-isomorphic graphs $G_{k}$ and $H_{k}$ of treewidth at most $2 k+7$ such that $G_{k} \simeq_{k} H_{k}$.

Proof. Let $G_{k}:=\operatorname{CFI}\left(G_{k+1, k+1}\right)$ and $H_{k}:=\operatorname{CFI}^{\times}\left(G_{k+1, k+1}\right)$. Then the statement follows from Theorem 23 and Lemma 24.

For a graph class $\mathcal{C}$, denote by $\operatorname{dim}_{W L}(\mathcal{C})$ the $W L$ dimension of $\mathcal{C}$, i.e., the minimum $k \in \mathbb{N} \cup\{\infty\}$ such that the $k$-dimensional WL algorithm identifies every graph $G \in \mathcal{C}$. As a corollary from Theorems 22 and 25 , we obtain the following result.

- Corollary 26. Let $k \geq 2$. Then $\left\lceil\frac{k}{2}\right\rceil-3 \leq \operatorname{dim}_{W L}\left(\mathcal{T}_{k}\right) \leq k$, where $\mathcal{T}_{k}$ denotes the class of graphs of treewidth at most $k$.


## 7 Conclusion

We have proved that for $k \geq 2$, the $k$-dimensional WL algorithm implicitly computes the decomposition of its input graph into its triconnected components. As a by-product, we found that every connected constituent graph of an association scheme is either a cycle or 3 -connected.

We have applied this insight to improve on the upper bound on the WL dimension of graphs of bounded treewidth and have also provided a lower bound that is asymptotically only a factor of 2 away from the upper bound.

A natural use case of our results may be determining the WL dimension of certain graph classes that satisfy the requirements of Theorem 18 . We conjecture that the 2-dimensional WL algorithm identifies every planar graph. Indeed, using the results of this paper, it essentially suffices to show this for triconnected planar graphs.
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#### Abstract

We show that the domino problem is undecidable on orbit graphs of non-deterministic substitutions which satisfy a technical property. As an application, we prove that the domino problem is undecidable for the fundamental group of any closed orientable surface of genus at least 2 .
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## 1 Introduction

Initially studied by Wang [22], the domino problem is the algorithmic question of determining if a finite set of unit square tiles with colored edges -called Wang tiles- can be used to tile the plane in such a way that adjacent edges of neighbor Wang tiles have the same color. It was originally conjectured by Wang that the domino problem was decidable. However, Berger [5] and later Robinson [21] both combined their constructions of an aperiodic set of Wang tiles and a reduction from the halting problem of Turing machines to show that the domino problem was in fact undecidable.

The domino problem can be naturally extended to a much broader context. Let $\Gamma$ be a labeled directed infinite graph, $\mathcal{A}$ a finite set, and $F=\left\{p_{1}, \ldots, p_{n}\right\}$ a finite list of colorings $p_{i}$ of vertices of finite connected subgraphs of $\Gamma$ by $\mathcal{A}$. The domino problem of $\Gamma$ is the language of all codings of pairs $(\mathcal{A}, F)$ as above, for which there exists a coloring of the vertices of $\Gamma$ such that none of the $p_{i} \in F$ embed as a colored labeled subgraph. Naturally, Wang's domino problem can be reinterpreted in this setting by letting $\Gamma$ be the bi-infinite square $\operatorname{grid}, \mathcal{A}$ the set of Wang tiles, and $F$ the list of all horizontal or vertical pairs of tiles whose colors do not match.

A particularly interesting case is when $\Gamma$ is a labeled directed Cayley graph of a finitely generated group $G$. In this case, there is a direct correspondence between colorings of the vertices of $\Gamma$ by $\mathcal{A}$ which avoid a list of forbidden colored subgraphs as described above, and subshifts of finite type (SFT), that is, closed and translation invariant subsets of $\mathcal{A}^{G}$ which are determined by a finite list of forbidden patterns. What is more, it can be shown that the domino problems of all such Cayley graphs of $G$ are computationally many-one
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equivalent, and thus one may speak about the domino problem of $G$. In the particular case when $G=\mathbb{Z}$, the domino problem is decidable: every $\mathbb{Z}$-SFT can be represented by a labeled finite graph [18], and the existence of a configuration in the SFT (i.e. a bi-infinite word) is equivalent to the existence of a cycle in the graph. The case of $\mathbb{Z}^{2}$ coincides with the formalism of Wang tiles, and is thus undecidable.

The domino problem on graphs other than the Cayley graphs of $\mathbb{Z}$ and $\mathbb{Z}^{2}$ has been studied by several authors. The undecidability for a graph which models the hyperbolic plane was settled by Kari [15], and can also be obtained from the construction of a hierarchical aperiodic tiling on the hyperbolic plane by Goodman-Strauss [12] and by Margenstern [19]. There has also been research in the case of graphs which can be obtained by self-similar substitutions [4]. For finitely generated groups, the only groups where the domino problem is known to be decidable are virtually free groups, and it is even conjectured that they are the only ones [3].

- Conjecture 1. A finitely generated group has decidable domino problem if and only if it is virtually free.

An interesting take on this conjecture comes from the fact that the domino problem can be expressed in MSO logic [22, 2]. The MSO logic over the Cayley graph of a finitely generated group is decidable if and only if the group is context-free [17], and a group is virtually-free if and only if it is context-free and accessible [20]. Stated differently, (using that all finitely presented groups are accessible [11]) groups that are not virtually free have an undecidable MSO logic. Proven true, the domino problem conjecture would show that the domino problem fragment is "big enough" in MSO. Recent results support the conjecture: decidability of the domino problem is a quasi-isometry invariant for finitely presented groups [10] - i.e. a geometric property of the group - and the conjecture holds true for Baumslag-Solitar groups [1], polycyclic groups [13] and groups of the form $G_{1} \times G_{2}$ [14]. A survey on the domino problem for finitely generated groups can be found in [6, Chapter 9].

The results of Aubrun and Kari $[15,1]$ share a common factor: the domino problem is shown to be undecidable on two specific structures that grow exponentially with integer or rational base. But what if the structure grows with a different base? The technique employed by those authors -reduction from the immortality problem of rational piecewise affine maps- seems difficult to adapt in this case. A class of structures which can grow non-regularly is given by orbit graphs of non-deterministic substitutions (Section 3). This class of structures includes the hyperbolic plane model of [15], which can be thought of as an orbit graph of the one-letter substitution $0 \mapsto 00$. Using a technique involving the superposition of two orbit graphs of substitutions, presented in [9], we show that the domino problem is undecidable on all orbit graphs of non-deterministic substitutions that satisfy a technical property (Section 4). As an application of the previous result we show that the domino problem of the fundamental group of any closed orientable surface of genus at least 2 is undecidable (Section 5). Finally, we discuss the case of word-hyperbolic groups (Section 6) and show that if a famous conjecture of Gromov - or a weaker version- holds, then the only word-hyperbolic groups with decidable domino problem are the virtually free groups, hence confirming the conjecture for this class of groups.

## 2 Subshifts on graphs and the domino problem

We define a graph $\Gamma$ to be a triple $\left(V_{\Gamma}, E_{\Gamma}, L_{\Gamma}\right)$ where $V_{\Gamma}$ is an infinite countable set of vertices, $E_{\Gamma} \subset V_{\Gamma}^{2}$ is the set of edges, such that $\mid\left\{u \in V_{\Gamma} \mid(u, v) \in E_{\Gamma}\right.$ or $\left.(v, u) \in E_{\Gamma}\right\} \mid<M$ for every vertex $v \in V_{\Gamma}$, where $M$ is some constant, and $L_{\Gamma}: E_{\Gamma} \rightarrow L$ is a labeling function which
assigns to every edge a label in a finite set $L$. Important examples of such graphs are Cayley graphs of finitely generated groups. More precisely, given a finitely generated group $G$ and a finite set of generators $\mathcal{S}$, its Cayley graph is given by $V_{\Gamma}=G, E_{\Gamma}=\{(g, g s) \mid g \in G, s \in \mathcal{S}\}$, $L_{\Gamma}((g, g s))=s$. Let $\Gamma=\left(V_{\Gamma}, E_{\Gamma}, L_{\Gamma}\right)$ be a graph as defined above. Let $S, T$ be two finite subsets of $V_{\Gamma}$. A mapping $\phi: S \rightarrow T$ is a label preserving graph isomorphism if $\phi$ is a bijection and

- for all $u, v \in S,(u, v) \in E_{\Gamma}$ if and only if $(\phi(u), \phi(v)) \in E_{\Gamma} ;$
- for all $u, v \in S, L_{\Gamma}((u, v))=L_{\Gamma}((\phi(u), \phi(v)))$.

Let $\mathcal{A}$ be a finite alphabet and $\Gamma$ a graph. The set of mappings from $V_{\Gamma}$ to $\mathcal{A}$, denoted $\mathcal{A}^{\Gamma}$, is the set of configurations over $\Gamma$. Endowed with the prodiscrete topology, the set $\mathcal{A}^{\Gamma}$ is compact and metrizable. If $S \subset V_{\Gamma}$ is a finite and connected set of vertices, a pattern with support $S$ is a mapping $p: S \rightarrow \mathcal{A}$. A pattern $p: S \rightarrow \mathcal{A}$ appears in a configuration $x \in \mathcal{A}^{G}$ (resp. in a pattern $p^{\prime}: S^{\prime} \rightarrow \mathcal{A}$ ) if there exists a finite set of vertices $T \subset V_{\Gamma}\left(\right.$ resp. $\left.T \subset S^{\prime}\right)$ and a label preserving graph isomorphism $\phi: S \rightarrow T$ such that $p_{u}=x_{\phi(u)}\left(\right.$ resp. $\left.p_{u}=p_{\phi(u)}^{\prime}\right)$ for every $u \in S$. In this case, we denote $p \sqsubset x$ (resp. $p \sqsubset p^{\prime}$ ).

A subshift $X_{F} \subset \mathcal{A}^{\Gamma}$ is a set of configurations that avoid some set of forbidden patterns $F$, i.e. $X_{F}:=\left\{x \in \mathcal{A}^{\Gamma} \mid\right.$ no pattern of $F$ appears in $\left.x\right\}$. This notion extends the classical definition of subshift for group actions to arbitrary graphs. A subshift of finite type (SFT) is a subshift for which $F$ can be chosen finite - equivalently, an SFT may also be defined by a finite set of allowed patterns. In the case where the support of all the forbidden patterns in $F$ consist of two vertices connected by an edge, we say $X_{F}$ is a nearest neighbor subshift.

Given a graph $\Gamma$ and a finite alphabet $\mathcal{A}$, a pattern as defined above can be encoded by a finite graph, which is an induced finite subgraph of $\Gamma$, with labels on edges and letters from $\mathcal{A}$ on vertices. This is what is meant in the sequel by coding of a pattern.

Let $\Gamma$ be a graph in the previous sense. The domino problem for $\Gamma$ is defined as the set $\mathrm{DP}(\Gamma)$ of codings of finite sets of forbidden patterns $F$ such that $X_{F} \neq \emptyset$. If the set $\operatorname{DP}(\Gamma)$ is recursive, we say that $\Gamma$ has decidable domino problem.

## 3 Substitutions, orbits and tilings

Inspired by [9], we associate a tiling of $\mathbb{R}^{2}$ to the orbit of an infinite word $w \in \mathcal{A}^{\mathbb{Z}}$ under the action of a substitution, in which every tile codes a production rule of the substitution.

### 3.1 Substitution systems

We first define parent functions, which will be used to give precise descriptions of orbits of infinite words under the action of a substitution. A parent function $P: \mathbb{Z} \rightarrow \mathbb{Z}$ is an onto and non-decreasing function. In particular, such a function $P$ satisfies that for every $i \in \mathbb{Z}$, $P(i+1)-P(i) \in\{0,1\}$.

A non-deterministic substitution is a couple $(\mathcal{A}, R)$ where $\mathcal{A}$ is a finite alphabet and $R \subset \mathcal{A} \times \mathcal{A}^{*}$ is a finite set called the relation, and whose elements are called production rules. We say that an infinite word $\omega \in \mathcal{A}^{\mathbb{Z}}$ produces the word $\omega^{\prime} \in \mathcal{A}^{\mathbb{Z}}$ with respect to the parent function $P$ if for every $i \in \mathbb{Z}$, one has $\left(\omega_{i}, \omega_{\mid P^{-1}(i)}^{\prime}\right) \in R$, where $\omega_{\mid P^{-1}(i)}^{\prime}$ is the finite subword of $\omega^{\prime}$ that appears on indices $\{j \in \mathbb{Z} \mid P(j)=i\}$. In this case, by abuse of notation, we denote $\left(\omega, \omega^{\prime}\right) \in R$. An orbit of a non-deterministic substitution $(\mathcal{A}, R)$ is a set $\left\{\left(\omega^{i}, P_{i}\right)\right\}_{i \in \mathbb{Z}} \in\left(\mathcal{A}^{\mathbb{Z}} \times \mathbb{Z}^{\mathbb{Z}}\right)^{\mathbb{Z}}$ such that for every $i \in \mathbb{Z}, P_{i}$ is a parent function, and the word $\omega^{i}$ produces the word $\omega^{i+1}$ with respect to $P_{i}$. A deterministic substitution (or substitution for short) is a non-deterministic substitution where the relation is a function. A
non-deterministic substitution $(\mathcal{A}, R)$ has an expanding eigenvalue if there exist $\lambda>1$ and $v: \mathcal{A} \rightarrow \mathbb{R}_{>0}$ such that for every $(a, w) \in R$ if we write $w=w_{1} w_{2} \ldots w_{|w|}$ we have,

$$
\lambda \cdot v(a)=\sum_{i=1}^{|w|} v\left(w_{i}\right)
$$

- Example 2. The substitution given by the production rule $0 \mapsto 00$ has an expanding eigenvalue. This can be verified by choosing $\lambda=2$ and $v(0)=1$.
- Example 3. The substitution $\sigma_{\text {gold }}$ given by the production rules $a \mapsto a a b, b \mapsto b a$ has an expanding eigenvalue. This can checked with $\lambda=\frac{3+\sqrt{5}}{2}$ and $v(a)=\frac{1+\sqrt{5}}{2}, v(b)=1$.


### 3.2 Orbits as tilings of $\mathbb{R}^{2}$

Let $(\mathcal{A}, R)$ be a non-deterministic substitution with an expanding eigenvalue $\lambda>1$ and $v: \mathcal{A} \rightarrow \mathbb{R}_{>0}$. For every production rule $(a, w) \in R$, define the $(a, w)$-tile in position $(x, y) \in \mathbb{R}^{2}$ as the square polygon with $|w|+3$ edges pictured below, where $w=w_{1} \ldots w_{k}$ (horizontal edges are curved to be more visible, but are in fact just straight lines).


Remark 4. The length of the top edge and the sum of lengths of bottom edges of this tile are the same. Since $(\mathcal{A}, R)$ has an expanding eigenvalue $\lambda>1$ with $v$, one has

$$
\sum_{j=1}^{k} \frac{1}{\lambda} v\left(w_{i}\right) \cdot e^{y}=\frac{e^{y}}{\lambda} \cdot \lambda \cdot v(a)=v(a) \cdot e^{y}
$$

so that the bottom right vertex $\left(x+\frac{1}{\lambda}\left(v\left(w_{1}\right)+\cdots+v\left(w_{k}\right)\right) e^{y}, y-\log (\lambda)\right)$ is indeed $(x+$ $\left.v(a) \cdot e^{y}, y-\log (\lambda)\right)$.

The $(\mathcal{A}, R)$-tiles is the set of all $(a, w)$-tiles in position $(x, y)$ for all possible $(a, w) \in R$ and $(x, y) \in \mathbb{R}^{2}$. A tiling of $\mathbb{R}^{2}$ with $(\mathcal{A}, R)$-tiles, or $(\mathcal{A}, R)$-tiling for short, is a countable collection of $(\mathcal{A}, R)$-tiles that covers $\mathbb{R}^{2}$ and have pairwise disjoint interiors, such that tiles are edge-to-edge -the intersection of two tiles is either empty or a full edge and two vertices. In Figure 2 we illustrate a $\sigma_{\text {gold }}$-tiling (in blue) and a $0 \mapsto 00$-tiling (in grey).

- Proposition 5. If a substitution $(\mathcal{A}, R)$ with an expanding eigenvalue admits orbits, then there exists a tiling of $\mathbb{R}^{2}$ with $(\mathcal{A}, R)$-tiles.


## 4 Undecidability of the domino problem on orbit graphs

Let $u=\left(u_{i}\right)_{i \in \mathbb{Z}}$ be a bi-infinite sequence of positive integers. The accumulation function of $u$ is the function $\Delta: \mathbb{Z} \rightarrow \mathbb{Z}$ given by

$$
\Delta(i)=\left\{\begin{array}{ll}
\sum_{k=0}^{i-1} u_{k} & \text { if } i \geq 1 \\
0 & \text { if } i=0 \\
-\sum_{k=i}^{-1} u_{k} & \text { if } i \leq-1
\end{array} .\right.
$$

Note that the family of discrete intervals $\left(I_{k}\right)_{k \in \mathbb{Z}}$ where $I_{k}=[\Delta(k) ; \Delta(k+1)-1]$ forms a partition of $\mathbb{Z}$. If $P$ is a parent function, and if we define the sequence $u$ by $u_{i}=\left|P^{-1}(i)\right|$ for every $i \in \mathbb{Z}$, then we get that $P(j)=i$ for every $j \in[\Delta(i) ; \Delta(i+1)-1]$, where $\Delta$ is the accumulation function of $u$.

Let $(\mathcal{A}, R)$ be a non-deterministic substitution. Denote $M=\max _{(a, w) \in R}|w|$.

- Definition 6. The orbit graph associated with the orbit $\Omega=\left\{\left(\omega^{i}, P_{i}\right)\right\}_{i \in \mathbb{Z}}$ of $(\mathcal{A}, R)$ is the graph $\Gamma_{\Omega}$ with set of vertices $\mathbb{Z}^{2}$, edges $E_{\Omega}$ and labeling function $L_{\Omega}: E_{\Omega} \rightarrow\{n e x t\} \cup[0 ; M-1]$ given by
- for every $i, j \in \mathbb{Z},((i, j),(i, j+1)) \in E_{\Omega}$ and $L_{\Omega}(((i, j),(i, j+1)))=n e x t$;
- for every $i \in \mathbb{Z}$ and every $k \in\left[\Delta_{i+1}(j) ; \Delta_{i+1}(j+1)-1\right]$, $((i, j),(i+1, k)) \in E_{\Omega}$ and $L_{\Omega}(((i, j),(i+1, k)))=k-\Delta_{i+1}(j)$,
where $\Delta_{i}$ is the accumulation function associated with $\left(\left|P_{i}^{-1}(j)\right|\right)_{j \in \mathbb{Z}}$ for every $i \in \mathbb{Z}$.


Figure 1 Part of an orbit graph. Dashed arrow are edges of the graph labeled with next.
In this formalism, Kari's result for the hyperbolic plane [15] is equivalent to the statement that all orbit graphs of the one-letter substitution $0 \mapsto 00$ have undecidable domino problem.

- Theorem 7 (Kari [15]). For all orbit graphs of the substitution $(\{0\}, 0 \mapsto 00)$ the domino problem is undecidable.

The goal of this section is to show that the domino problem of any orbit graph associated to an orbit of a non-deterministic substitution $(\mathcal{A}, R)$ with an expanding eigenvalue $\lambda$ is undecidable. The general idea is to show that, given any SFT over an orbit graph of $0 \mapsto 00$, it is possible to encode it in an orbit graph of $(\mathcal{A}, R)$. We do this in two steps. First (Section 4.1), we show a variation of the "Technical Lemma" of Cohen and Goodman-Strauss [9], where we prove that it is possible to encode the structure of orbit graphs of $0 \mapsto 00$ in an SFT over $(\mathcal{A}, R)$. Then (Section 4.2), we prove that in addition to the structure of its orbit graph, it is also possible to encode any SFT over orbit graphs of $0 \mapsto 00$ in an $\operatorname{SFT}$ over $(\mathcal{A}, R)$.

### 4.1 Superposition of orbits

Let us fix a non-deterministic substitution $(\mathcal{A}, R)$ with an expanding eigenvalue $\lambda>2$ - this latter assumption ensures that letters of an alphabet $\mathcal{B}$ described below are nondegenerate, and will be suppressed later. Without loss of generality, we may choose the function $v: \mathcal{A} \rightarrow \mathbb{R}_{>0}$ associated to $\lambda$ such that $v(a)>4$ for each $a \in \mathcal{A}$.

Let $\Omega$ be an orbit of $(\mathcal{A}, R)$. We shall construct a finite alphabet $\mathcal{B}$ and a finite set of forbidden patterns $F$ such that the subshift $Y \subset \mathcal{B}^{\Gamma} \Omega_{\Omega}$ over orbit graph $\Gamma_{\Omega}$, defined by the set of forbidden patterns $F$ has the following properties:

1. $Y$ is non-empty,
2. every configuration $y \in Y$ encodes an orbit graph of the substitution $(\{0\}, 0 \mapsto 00)$.

Consider an orbit $\Omega$ of $(\mathcal{A}, R)$ and $\Phi$ an orbit of $(\{0\}, 0 \mapsto 00)$. By Proposition 5 both of these orbits can be realized as tilings of $\mathbb{R}^{2}$. Symbols from $\mathcal{B}$ will encode non-empty finite regions of the tiling with $(\{0\}, 0 \mapsto 00)$ that are witnessed by $(\mathcal{A}, R)$-tiles. These regions will be chosen in such a way that their union recovers the whole tiling and they are pairwise disjoint (see Figure 2).


Figure $2 \Gamma_{\Phi}$ (in black) superimposed over an orbit graph of $(\mathcal{A}, R)$ (in blue) leads to the construction of the subshift $Y \subset \mathcal{B}^{\Gamma_{\Omega}}$ : letters of the alphabet $\mathcal{B}$ are blocks of the orbit graph $\Gamma_{\Phi}$, such as
 or $\square$. !.I. .A careful examination shows that dimensions of blocks in $\mathcal{B}$ are bounded: if $(t, h)$ denotes the width and height of a block in $\mathcal{B}$, we get that $\min _{a \in \mathcal{A}}\left\lfloor\frac{v(a)}{4}\right\rfloor \leq t \leq \max _{a \in \mathcal{A}}\left\lfloor 1+\frac{v(a)}{2}\right\rfloor$ and $\frac{\log (\lambda)}{\log (2)}-1<h \leq \frac{\log (\lambda)}{\log (2)}+1$. Thus $\mathcal{B}$ is finite, and the assumption $\lambda>2$ and $v(a)>4$ ensures that blocks have non-degenerate dimensions.

The set of forbidden patterns $F$ is the finite set of patterns that do not correspond to a valid encoding of the orbit graph of $(\{0\}, 0 \mapsto 00)$. In other words, we allow only patterns in which the finite regions of $(\{0\}, 0 \mapsto 00)$ that are encoded are consistent from one neighbor to one other. We thus obtain an SFT $Y$ on $\Gamma_{\Omega}$ which encodes $\Phi$ and is non-empty.

- Lemma 8. For every orbit $\Omega$ of $(\mathcal{A}, R)$ the subshift of finite type $Y \subset \mathcal{B}^{\Gamma}$ is non-empty.


### 4.2 Simulation of SFTs over of $\mathbf{0} \mapsto \mathbf{0 0}$ on orbit graphs of $(\mathcal{A}, R)$

Let $\Omega$ and $\Phi$ be orbits of $(\mathcal{A}, R)$ and $(\{0\}, 0 \mapsto 00)$ respectively, and $\Gamma_{\Omega}, \Gamma_{\Phi}$ be orbit graphs of $\Omega$ and $\Phi$ respectively. Let $\Sigma$ be a finite alphabet and $F_{\Sigma}$ a set of nearest neighbor forbidden patterns on $\Gamma_{\Phi}$ over the alphabet $\Sigma$. We denote by $X_{\Sigma}$ the SFT defined by forbidden patterns $F_{\Sigma}$. In order to encode $X_{\Sigma}$ into $\Gamma_{\Omega}$, we use the same method as above for $Y$, but enrich the patterns of $0 \mapsto 00$ with colors taken from $\Sigma$. We then construct forbidden patterns that ensure that no forbidden patterns from $F_{\Sigma}$ appear.

More formally, we define $\mathcal{B}_{\Sigma}$ as the set of pairs $\left(b, p_{b}\right)$ such that $b \in \mathcal{B}$ and $p_{b}: \Gamma_{b} \rightarrow \Sigma$ is a pattern. For a pattern $p$ on $\Gamma_{\Omega}$ with alphabet $B_{\Sigma}$ denote by $\pi_{\mathcal{B}}(p)$ the restriction to the first coordinate of $\mathcal{B}_{\Sigma}$. And denote by $q(p): \Gamma_{\pi_{\mathcal{B}}(p)} \rightarrow \Sigma$ the pattern over $(\{0\}, 0 \mapsto 00)$ whose support is the graph $\Gamma_{\pi_{\mathcal{B}}(p)}$ and is obtained by pasting together the corresponding patterns $p_{b}$ on the second coordinate of $B_{\Sigma}$.

Define $F_{\mathcal{B}, \Sigma}$ as the set of all patterns $p$ over the alphabet $\mathcal{B}_{\Sigma}$ which have supports which consist in three vertices $\{u, v, w\}$ in $\Gamma_{\Omega}$ such that $(u, v),(u, w)$ are edges, $L((u, v))=$ next and $L((u, w))=\ell$ for some $\ell$ appearing in the parent matching labels of the orbit graph $\Gamma_{\Omega}$, and that satisfy one of the following two properties:

1. The pattern $\pi_{\mathcal{B}}(p)$ obtained by restricting $p$ to the first coordinate of $\mathcal{B}_{\Sigma}$ is in $F$;
2. The pattern $q(p)$ obtained by pasting the patterns of $p$ described by the second coordinate of $\mathcal{B}_{\Sigma}$ contains a forbidden pattern from $F_{\Sigma}$.

Clearly $F_{\mathcal{B}, \Sigma}$ has finitely many patterns (up to label preserving graph isomorphism). For any orbit $\Omega$ of $(\mathcal{A}, R)$ we define the subshift of finite type $Y_{\Sigma} \subset\left(B_{\Sigma}\right)^{\Gamma_{\Omega}}$ as the set of all colorings of $\Gamma_{\Omega}$ by $B_{\Sigma}$ where no pattern from $F_{\mathcal{B}, \Sigma}$ appears.

This construction leads to the following Lemma, expressing the fact that $X_{\Sigma}$ is indeed encoded into $Y_{\Sigma}$.

- Lemma 9. Let $X_{\Sigma}$ be the subshift on $\Gamma_{\Phi}$ with alphabet $\Sigma$ defined by the nearest neighbor forbidden patterns $F_{\Sigma}$ and let $Y_{\Sigma} \subset\left(B_{\Sigma}\right)^{\Gamma_{\Omega}}$ be defined as above. Then $Y_{\Sigma}=\emptyset$ if and only if $X_{\Sigma}=\emptyset$.

Remark 10. The alphabet $B_{\Sigma}$ and the set of forbidden patterns $F_{\mathcal{B}, \Sigma}$ which define $Y_{\Sigma}$ only depend upon $\Sigma, F_{\Sigma}$ and the substitution $(\mathcal{A}, R)$, and not on the choice of the orbit $\Omega$ of $(\mathcal{A}, R)$.

- Theorem 11. The domino problem is undecidable on any orbit graph of a non-deterministic substitution with an expanding eigenvalue.

Proof. Let us first assume that the expanding eigenvalue $\lambda$ associated to $(\mathcal{A}, R)$ satisfies $\lambda>2$. Let $\Sigma$ and $F_{\Sigma}$ be respectively an alphabet and a nearest neighbor set of forbidden patterns for an orbit graph $\Gamma_{\Phi}$ of an orbit $\Phi$ of $(\{0\}, 0 \mapsto 00)$ which define a nearest neighbor $\operatorname{SFT} X_{\Sigma}$. By Lemma 9 we know that $X_{\Sigma}=\emptyset$ if and only if $Y_{\Sigma}=\emptyset$. Furthermore, we claim that the alphabet and set of forbidden patterns which define $Y_{\Sigma}$ can be constructed effectively from $\Sigma$ and $F_{\Sigma}$. Indeed, the subshift $Y$ does not depend upon $\Sigma$ and thus its alphabet $\mathcal{B}$ and forbidden patterns $F$ can be hard-coded in the algorithm. It is easy to see that from $\mathcal{B}$ one can effectively construct the alphabet $B_{\Sigma}$ and the forbidden patterns $F_{\mathcal{B}, \Sigma}$ which define $Y_{\Sigma}$.

These two facts together show that if $\operatorname{DP}\left(\Gamma_{\Omega}\right)$ is decidable and $\lambda>2$, then so is $\operatorname{DP}\left(\Gamma_{\Phi}\right)$. Using the result of Kari (Theorem 7) we have that $\operatorname{DP}\left(\Gamma_{\Phi}\right)$ is undecidable, hence $\operatorname{DP}\left(\Gamma_{\Omega}\right)$ is also undecidable.

For the case where $1<\lambda \leq 2$, we consider the relation $R^{m}$ defined recursively by:

- $\quad R^{1}=R$.
- $R^{k+1}$ is the set of all pairs $\left(a,\left(c_{1}^{1} \ldots c_{\ell_{1}}^{1}\right)\left(c_{1}^{2} \ldots c_{\ell_{2}}^{2}\right) \ldots\left(c_{k}^{1} \ldots c_{\ell_{k}}^{1}\right)\right)$ in $\mathcal{A} \times \mathcal{A}^{*}$ for which there is a pair $\left(a, b_{1} \ldots b_{k}\right) \in R^{k}$ such that $\left(b_{i}, c_{1}^{i} \ldots c_{\ell_{i}}^{i}\right) \in R$ for each $i \in\{1, \ldots, k\}$.
In other words, $R^{m}$ is the set of all relations that can be obtained by starting with a symbol $a \in \mathcal{A}$ and replacing $m$ times each letter by the right hand side of a production rule of $R$. Let $n \in \mathbb{N}$ such that $\lambda^{n}>2$ and note that the substitution $\left(\mathcal{A}, R^{n}\right)$ has the expanding eigenvalue $\lambda^{n}>2$. Lemma 9 then provides an encoding of the substitution ( $\{0\}, 0 \mapsto 00$ ) on orbit graphs of $\left(\mathcal{A}, R^{k}\right)$ for any $k \in\{0, \ldots, n-1\}$, in the form of SFTs $Y_{\Sigma}^{n, k}$ such that $Y_{\Sigma}^{n, k}=\emptyset$ if and only if $X_{\Sigma}=\emptyset$. Then we are able to build an $\operatorname{SFT} Z$ on $\Gamma_{\Omega}$ which encodes a copy of $Y_{\Sigma}^{k, n}$ for each $k \in\{0, \ldots, n-1\}$. One can verify that $Z=\emptyset$ if and only if $X_{\Sigma}=\emptyset$, leading to the same reduction as in the case $\lambda>2$.


## 5 The domino problem for surface groups

A fundamental result of geometry is that up to homeomorphism, closed orientable surfaces are completely classified by their genus $g$ : any such surface is either homeomorphic to a sphere or to a finite connected sum of tori. In this section we shall classify the domino problem of their fundamental groups.

### 5.1 Surface groups

The surface group of genus $g$ is the group defined by the following presentation:

$$
G_{g}=\left\langle a_{1}, b_{1}, \ldots, a_{g}, b_{g} \mid\left[a_{1}, b_{1}\right] \ldots\left[a_{g}, b_{g}\right]\right\rangle,
$$

where $[a, b]=a b a^{-1} b^{-1}$ is the commutator of $a$ and $b$. It is interesting to notice that $\mathbb{Z}^{2}=\left\langle a, b \mid a b a^{-1} b^{-1}\right\rangle$ is the surface group of genus 1, and hence by Berger's result [5] its associated domino problem is undecidable.

The domino problem for a finitely generated group is known to be a commensurability invariant [6, Corollary 9.53]. It turns out that all surface groups of genus $g \geq 2$ are commensurable [8, Proposition 6.7]. By combining these two facts, it would be enough to prove the undecidability of the domino problem for just the surface group of genus 2 . In the sequel, we shall denote by $G$ the surface group of genus 2, i.e. the group with finite presentation

$$
G=\langle a, b, c, d \mid[a, b][c, d]\rangle,
$$

denote by $S$ the symmetric closure of its generating set $\{a, b, c, d\}$, and by $1_{G}$ its identity.
The Cayley graph of $G$ associated with the presentation above is not an orbit graph of some substitution with an expanding eigenvalue, but can be seen as such just by assigning different labels to the edges. Moreover we shall see that these labels can be obtained locally, which means that we can code the relabeling inside an SFT.

### 5.2 Finding a substitution in the surface group of genus 2

The goal of this section is to establish a parallel between the Cayley graph of the surface group $\mathcal{C}_{G}:=\Gamma(G, S)$ and the orbit graph of a particular substitution.

The group $G$ has only one relation $[a, b][c, d]=1_{G}$. Thus the only minimal cycles of the Cayley graph are cyclic permutations of $[a, b][c, d]$. We call them elementary cycles. Moreover, any edge in the Cayley graph is part of at least one elementary cycle, since all generators and their inverses appear in the relation. Let $d(g, h)$ be the smallest number of elementary cycles
that must be crossed to go from $g$ to $h$ in $\mathcal{C}_{G}$. Let $B_{i}=\left\{g \in G \mid d\left(1_{G}, g\right) \leq i\right\}$ be the ball of radius $i$ and $C_{i}=\left\{g \in G \mid d\left(1_{G}, g\right)=i\right\}$ be the sphere of radius $i$, so that $B_{i+1} \backslash B_{i}=C_{i+1}$.

Consider an element $g \in C_{i}$ for $i \geq 1$. There are exactly two elements $s \in S$ such that $g s \in C_{i}$. There can be either (a) one or (b) none $s \in S$ so that $g s \in C_{i-1}$. We must therefore have that there are 5 and 6 values $s \in S$ such that $g s \in C_{i+1}$ for types (a) and (b) respectively. More precisely, it can be verified that the sequence of elements of $C_{i+1}$ that is obtained by following an elementary cycle from an element of type (a) in $C_{i}$ has the type sequence $a b^{5} a b^{5} a b^{5} a b^{5} a b^{4}$ and the sequence of types for an element of type (b) is $a^{5} a^{5} a^{5} b^{5} b^{5} b^{5} a b^{4}$.

This leads us to define the substitution $s:\{\mathrm{a}, \mathrm{b}\} \rightarrow\{\mathrm{a}, \mathrm{b}\}^{*}$ given by

$$
\left\{\begin{array}{l}
s(\mathrm{a})=\left(\mathrm{ab}^{5}\right)^{4} \mathrm{ab}^{4} \\
s(\mathrm{~b})=\left(\mathrm{ab}^{5}\right)^{5} \mathrm{ab}^{4}
\end{array}\right.
$$

From now on, we fix $\Omega=\left(\omega^{i}, P_{i}\right)_{i \in \mathbb{Z}}$ an orbit of the substitution $s$ defined above, and denote by $\Gamma$ its associated orbit graph. Let us note that $s$ admits an expanding eigenvalue $\left(\lambda=17+12 \sqrt{2}\right.$ and $\left.v(\mathrm{~b}) / v(\mathrm{a})=\frac{1+\sqrt{2}}{2}\right)$.

The similarities between the two graphs will allow us to perform a reduction from the domino problem on $\Gamma$ (shown to be undecidable in Section 4) to the domino problem on the surface group of genus 2 . In order to do this reduction, all we need is a computable map which sends sets of pattern codings over $\Gamma$ into sets of pattern codings over $\mathcal{C}_{G}$ such that the sets defining a non-empty subshift are mapped into sets defining a non-empty subshift and vice-versa. This is not trivial because some of the edges are lost going from $\Gamma$ to $\mathcal{C}_{G}$. In order to recover those edges, we shall construct an SFT $X$ over $G$ which locally recovers the lost information and use it to build the bijection needed for the reduction. Note that technically we do not need an SFT to do so, a computable bijection would be enough. However doing it with an SFT provides a locally computable mapping, which is a nice bonus.

## Definition of $\boldsymbol{X}$

To define the SFT $X$, we introduce a notion of directions that corresponds to following edges of the orbit graph. These directions depend on the element of the group we consider, but can nevertheless be defined by local rules. The alphabet of $X$ contains the correspondence between generators and local directions. More formally, we first consider the general alphabet $\mathcal{A}_{0}$, consisting of the tuples $\left(c,\left(h_{1}, d_{1}\right),\left(h_{2}, d_{2}\right), \ldots,\left(h_{8}, d_{8}\right)\right)$ such that

- $c \in\{\llbracket, \square\}$ is the color of the cell,
- $\left(h_{1}, \ldots, h_{8}\right)$ is a permutation of $S \cup S^{-1}=\left\{a, a^{-1}, b, b^{-1}, c, c^{-1}, d,^{-1}\right\}$,
- $d_{1}, \ldots, d_{8} \in\left\{\leftarrow, \rightarrow, \uparrow, \downarrow_{1}, \downarrow_{2}, \downarrow_{3}, \downarrow_{4}, \downarrow_{5}, \downarrow_{6}\right\}$ the directions associated to each generator.

Let $x \in \mathcal{A}_{0}^{G}$ be a configuration over $\mathcal{A}_{0}$. For every $g \in G$, if the first coordinate of $x_{g}$ is $c=\square$ (resp. $\square$ ), we call $x_{g}$ a black (resp. white) cell.

The alphabet $\mathcal{A}_{1} \subseteq \mathcal{A}_{0}$ is made of three types of elements with more precise directions imposed, depending on the color $c$ :

$$
\begin{aligned}
& \left(■,\left(h_{1}, \leftarrow\right),\left(h_{2}, \rightarrow\right),\left(h_{3}, \uparrow\right),\left(h_{4}, \downarrow_{1}\right),\left(h_{5}, \downarrow_{2}\right),\left(h_{6}, \downarrow_{3}\right),\left(h_{7}, \downarrow_{4}\right),\left(h_{8}, \downarrow_{5}\right)\right) \\
& \left(\square,\left(h_{1}, \leftarrow\right),\left(h_{2}, \rightarrow\right),\left(h_{3}, \downarrow_{1}\right),\left(h_{4}, \downarrow_{2}\right),\left(h_{5}, \downarrow_{3}\right),\left(h_{6}, \downarrow_{4}\right),\left(h_{7}, \downarrow_{5}\right),\left(h_{8}, \downarrow_{6}\right)\right)
\end{aligned}
$$

Black cells have directions left, right, up and down, whereas whites ones have only left, right and down. Note that for black and white cells, up, left and right are unique. We can then define their top, left and right neighbors.

- Definition 12. Let $x \in \mathcal{A}_{1}^{G}$ be a configuration over $\mathcal{A}_{1}$ and $g \in G$. We define:
- $g h_{1}$ the left neighbor of $g$ in $x$, denoted by $\leftarrow_{x}(g)$,
- $g h_{2}$ is the right neighbor of $g$ in $x$, denoted by $\rightarrow_{x}(g)$,
- if $x_{g}$ is a black cell, $g h_{3}$ is the top neighbor of $g$ in $x$, denoted by $\uparrow_{x}(g)$,
- for $i \in\{1, \ldots, 5\}, g h_{3+i}$ (for a white cell, $i \in\{1, \ldots, 6\}, g h_{2+i}$ ) is the $i$-th bottom neighbor of $g$ in $x$, denoted by $\downarrow_{i, x}(g)$.

Using local rules, we forbid elementary cycles that do not have the colors shown on Figure 3. We also impose the orientations to be as drawn. For example, the right of $a$ is $g_{2}$, its top is $g_{1}^{-1}$, and the other directions of $a$ are not constrained by this cycle. Similarly, the left of $b$ is $g_{2}^{-1}$, its right $g_{3}$ and other directions unconstrained. To do so, we call $\mathcal{F}_{1}$ the set of all elementary cycles that are not of the form of Figure 3.


Figure 3 The two possible types of colorings of cycles. There are no color constraints on **, and the cycle $g_{1} \ldots g_{8}$ is any cyclic permutation of $[a, b][c, d]$.

We add the constraint that directions must be consistent between adjacent cells, by forbidding the finite set $\mathcal{F}_{2}$, which is the set of patterns on the support $\left\{1_{G}, h\right\}$ for $h \in G$, such that $x_{1_{G}}$ and $x_{h}$ are linked by mismatching directions. That is,

We define $X$ as the set of all configurations over $\mathcal{A}_{1}$ where no forbidden patterns from $\mathcal{F}_{1} \cup \mathcal{F}_{2}$ appear. By definition, $X$ is an SFT.

## The subshift of finite type $\boldsymbol{X}$

We construct a configuration $x$ in the $\mathrm{SFT} X \subset \mathcal{A}_{1}^{G}$ as the limit of a sequence of configurations $\left(y_{n}\right)_{n \in \mathbb{N}}$ of another SFT $X_{2} \subset\left(\mathcal{A}_{1} \cup\{\text { orange }\}\right)^{G}$, where

$$
\text { orange }:=\left(\square,\left(a, \downarrow_{1}\right),\left(a^{-1}, \downarrow_{2}\right),\left(b, \downarrow_{3}\right),\left(b^{-1}, \downarrow_{4}\right),\left(c, \downarrow_{5}\right),\left(c^{-1}, \downarrow_{6}\right),\left(d, \downarrow_{7}\right),\left(d^{-1}, \downarrow_{8}\right)\right),
$$

and we extend the definition of neighbors consistently. $X_{2}$ is defined by $\mathcal{F}_{1} \cup \mathcal{F}_{2}$ the same finite set of forbidden patterns as $X$. Intuitively, because the letter orange has only bottom neighbors, an orange cell can only appear once in a configuration of $X_{2}$. Moreover, one can build bigger and bigger circles around the orange cell by simply sticking elementary cycles around, colored as on Figure 3, leading to the following lemma.

- Lemma 13. For every $i$, there exists a pattern $p_{i} \in\left(\mathcal{A}_{1} \cup\{\text { orange }\}\right)^{B_{i}}$ containing no forbidden patterns of $\mathcal{F}$ and such that $\left(p_{i}\right)_{g}$ is an orange cell if and only if $g=1_{G}$.

From Lemma 13, we can build a configuration $y$ in $X_{2}$ that contains only one orange cell at the origin. And from it, we can deduce the non-emptiness of $X$.

- Proposition 14. The subshift $X$ is non-empty.

Proof. By compactness of $\left(\mathcal{A}_{1} \cup\{\text { orange }\}\right)^{G}$ and Lemma 13, there exists a configuration $y \in X_{2}$ which coincides with the pattern $p_{i}$ on $B_{i}$ for all $i \in \mathbb{N}$. In particular, the orange cell appears only at the origin. The SFT $X$ consists of all configurations on $X_{2}$ where the orange tile does not appear. By definition of $y$, we can find arbitrarily large regions where $\square$ does not appear at all. We can then extract a sequence of configurations $\left(y_{n}\right)_{n \in \mathbb{N}}$ of $X_{2}$ such that the orange cell does not appear in $\left(y_{n}\right)_{\mid B_{n}}$. Any accumulation point of the sequence $\left(y_{n}\right)_{n \in \mathbb{N}}$ does not contain the orange cell and is thus in $X$.

If we carefully look at configurations in $X$, we observe that they are all structured with infinite lines of $\rightarrow$ and $\leftarrow$. Moreover these infinite lines can be ordered with no ambiguity. This is expressed in Lemma 15: any element $g$ of $G$ can be reached from the identity $1_{G}$ by first going to the appropriate infinite line, and then moving to the left or right up to $g$. Fix some $x \in X$, and define $\rightarrow_{x}^{-1}(g):=\leftarrow_{x}(g)$ and $\downarrow_{1, x}^{-1}(g):=\uparrow_{x}(g)$.

- Lemma 15. For any $g \in G$, there exists $i, j$ such that $g=\rightarrow_{x}^{j} \circ \downarrow_{1, x}^{i}\left(1_{G}\right)$.

Proof idea. The key idea here is that we can always reorder the operations by taking another way in the graph. Starting from any path from $1_{G}$ to $g$, we can transform it into this "normal form" by taking a longer path that uses only $\downarrow_{1}$ then $\rightarrow$ operations.

### 5.2.1 A bijection between $\mathbb{Z}^{2}$ and the surface group

Let $x \in X$ be fixed. We define $f_{x}: \mathbb{Z}^{2} \rightarrow G$ by $f_{x}(i, j)=\rightarrow_{x}^{j} \circ \downarrow_{1, x}^{i}\left(1_{G}\right)$ for every $i, j \in \mathbb{Z}$.

- Lemma 16. For every $x \in X$, the function $f_{x}$ is a bijection.

Proof idea. It is enough to show that for any group element $g \in G$, there exist uniquely defined $i, j \in \mathbb{Z}$ such that $g=\rightarrow_{x}^{j} \circ \downarrow_{1, x}^{i}\left(1_{G}\right)$. The key ingredient to prove the uniqueness of this representation is to notice that any cycle in the Cayley graph of $G$ contains as many $\uparrow$ as $\downarrow$ operations, which can be proven by induction on the size of the cycle and a careful examination of different cases.

We can moreover prove that $f_{x}$ also preserves locality, in the sense that neighborhoods are almost preserved, as stated in the following lemma.

- Lemma 17. The following equivalences are true:

1. $\left\{\begin{array}{l}(u, v) \in E_{\Gamma} \\ L_{\Gamma}(u, v)=n e x t\end{array} \Leftrightarrow f_{x}(v)=\rightarrow_{x}\left(f_{x}(u)\right)\right.$
2. $\left\{\begin{array}{l}(u, v) \in E_{\Gamma} \\ L_{\Gamma}(u, v)=k \in\{0, \ldots, M-1\}\end{array} \Leftrightarrow f_{x}(v)=\rightarrow{ }_{x}^{k} \circ \downarrow_{1, x}\left(f_{x}(u)\right)\right.$
where $M$ is the number of sons of $u$.
The bijection $f_{x}$ itself cannot be a label preserving graph isomorphism, since we lack some edges of $\Gamma$ in $\mathcal{C}_{G}$, but it nevertheless enjoys a useful property: if $\varphi$ is a label preserving graph isomorphism for $\Gamma$, then so is $f_{x} \circ \varphi \circ f_{x}^{-1}$ for $\mathcal{C}_{G, x}$, and if $\varphi$ is a label preserving graph isomorphism for $\mathcal{C}_{G, x}$, then so is $f_{x}^{-1} \circ \varphi \circ f_{x}$ for $\Gamma$, where $\mathcal{C}_{G, x}$ is a relabeling of $\mathcal{C}_{g}$ according to the configuration $x$. So roughly speaking, any local pattern is preserved by $f_{x}$ or by $f_{x}^{-1}$.

- Corollary 18. Let $\mathcal{A}$ be a finite alphabet. For any configuration $c \in \mathcal{A}^{G}$, $p \sqsubset c \Rightarrow f_{x}^{-1}(p) \sqsubset f_{x}^{-1}(c)$. Conversely for any $d \in \mathcal{A}^{\Gamma}, q \sqsubset d \Rightarrow f_{x}(q) \sqsubset f_{x}(d)$.


### 5.3 The reduction

We now have everything in hand to prove the undecidability of the domino problem on the surface group of genus 2 .

- Theorem 19. The domino problem is undecidable on the surface group of genus 2.

Proof. Recall that $\Gamma$ is the orbit graph of an orbit of the substitution $s$ defined on page 9 . Let $\mathcal{A}$ be a finite alphabet and $Y \subseteq \mathcal{A}^{\Gamma}$ an SFT over $\Gamma$, given by a finite set of forbidden patterns $\mathcal{F}_{Y}$. We define $Z$ the SFT over $G$ with set of forbidden patterns $F_{Z}:=f_{x}\left(F_{Y}\right)$, where $f_{x}$ is defined in Lemma 16. We prove that $Z=\emptyset$ if and only if $Y=\emptyset$.

Assume $Z=\emptyset$ and consider a configuration $c \in \mathcal{A}^{G}$. The configuration $d:=f^{-1}(c)$ is thus in $\mathcal{A}^{\Gamma}$. Since $Z=\emptyset$, necessarily $c$ contains a forbidden pattern $p$ from the set $\mathcal{F}_{Z}$. Since $p \sqsubset c$, Corollary 18 implies that $f_{x}^{-1}(p) \sqsubset f_{x}^{-1}(c)=d$. So a pattern $f_{x}^{-1}(p)$ from $\mathcal{F}_{Y}$ appears in any configuration $c \in \mathcal{A}^{G}$, i.e. the subshift $Y$ is empty. Similar arguments show that if $Y$ is empty then so is $Z$, and the reduction is completed.

- Corollary 20. The domino problem is undecidable for every surface group of positive genus.

Proof. The undecidability of the domino problem is a commensurability invariant [6, Corollary 9.53], and all surface groups of genus $g \geq 2$ are commensurable [8, Proposition 6.7]. By combining these two facts with Theorem 19, we obtain the undecidability of domino problem for surface groups of any genus $g \geq 2$. As the domino problem on $\mathbb{Z}^{2}$-the surface group of genus 1 - is undecidable, we obtain our result.

## 6 Remarks about word-hyperbolic groups

Surface groups of genus $g \geq 2$ are special cases of a larger class of groups called word-hyperbolic. They can be characterized as the finitely presented groups for which Dehn's algorithm solves the word problem. An important property of the domino problem is that groups which contain subgroups with undecidable domino problem have themselves undecidable domino problem [6, Proposition 9.3.30]. This means that every group which contains an embedded copy of a surface group has undecidable domino problem. This is of special relevance due to the following conjecture by Gromov.

- Conjecture 21 (Gromov). Every one-ended word-hyperbolic group contains an embedded copy of the surface group of genus 2 .

In particular, if Gromov's conjecture holds, every one-ended word-hyperbolic group would automatically have undecidable domino problem. A group can have either $0,1,2$ or infinitely many ends. In the case when it has 0 ends it is finite and thus its domino problem is trivially decidable, and whenever it has 2 ends it is virtually $\mathbb{Z}$ and thus it is also decidable. In the case of a finitely presented group $G$, a fundamental result by Dunwoody [11] shows that if $G$ has infinitely many ends it can be expressed as the fundamental group of a finite graph of groups such that every edge is a finite group and all vertices are either finite or 1-ended. It can also be shown [16] that $G$ is virtually free if and only if all of the vertex groups in its decomposition are finite. Therefore, if $G$ is not virtually free, it must contain a one-ended subgroup. In the case of word-hyperbolic groups, every such group in the decomposition must also be word-hyperbolic [7]. In other words, every word-hyperbolic group which is not virtually free contains a one-ended word-hyperbolic group. This implies the following.

- Proposition 22. If Gromov's conjecture holds then the domino problem conjecture holds for all word-hyperbolic groups.

In fact, we could obtain the same result with an even weaker version of Gromov's conjecture. We say a group $G$ acts translation-like on a metric space $(X, d)$ if the action is free and $\sup _{x \in X} d(x, g x)<\infty$ for every $g \in G$. Clearly, if $H$ is a subgroup of $G$ then $H$ acts translation like on any Cayley graph of $G$ by multiplication. A theorem by Jeandel [14] shows that if a finitely presented group $H$ acts translation like on a Cayley graph of a finitely generated group $G$, then the domino problem of $H$ is many-one reducible to the domino problem on $G$, in particular, we obtain that any group on which the surface group of genus 2 acts translation-like has undecidable domino problem.

Proposition 23. If every 1 -ended word-hyperbolic group admits a translation-like action of the surface group of genus 2, then the domino problem conjecture holds for all word-hyperbolic groups.
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#### Abstract

Pudlák [17] lists several major conjectures from the field of proof complexity and asks for oracles that separate corresponding relativized conjectures. Among these conjectures are: - DisjNP: The class of all disjoint NP-pairs has no many-one complete elements. - SAT: NP contains no many-one complete sets that have P-optimal proof systems. - UP: UP has no many-one complete problems. - NP $\cap$ coNP: $\mathrm{NP} \cap$ coNP has no many-one complete problems.

As one answer to this question, we construct an oracle relative to which DisjNP, $\neg$ SAT, UP, and $N P \cap$ coNP hold, i.e., there is no relativizable proof for the implication DisjNP $\wedge U P \wedge N P \cap c o N P \Rightarrow S A T$. In particular, regarding the conjectures by Pudlák this extends a result by Khaniki [9]. Since Khaniki [9] constructs an oracle showing that the implication SAT $\Rightarrow$ DisjNP has no relativizable proof, we obtain that the conjectures DisjNP and SAT are independent in relativized worlds, i.e., none of the implications DisjNP $\Rightarrow$ SAT and SAT $\Rightarrow$ DisjNP can be proven relativizably.
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## 1 Introduction

The main motivation for the present paper is an article by Pudlák [17] that is "motivated by the problem of finding finite versions of classical incompleteness theorems", investigates major conjectures in the field of proof complexity, discusses their relations, and draws new connections between the conjectures. Among others, Pudlák conjectures the following assertions (note that within the present paper all reductions are polynomial-time-bounded): - CON (resp., SAT): coNP (resp., NP) contains no many-one complete sets that have P-optimal proof systems

- CON ${ }^{N}$ : coNP contains no many-one complete sets that have optimal proof systems, (note that $\mathrm{CON}^{\mathrm{N}}$ is the non-uniform version of CON)
- DisjNP (resp., DisjCoNP): The class of all disjoint NP-pairs (resp., coNP-pairs) has no many-one complete elements,
- TFNP: The class of all total polynomial search problems has no complete elements,
- NP $\cap$ coNP (resp., UP): NP $\cap$ coNP (resp., UP, the class of problems accepted by NP machines with at most one accepting path for each input) has no many-one complete elements.

The following figure contains the conjectures by Pudlák and illustrates the state of the art regarding (i) known implications and (ii) separations in terms of oracles that prove the non-existence of relativizable proofs for implications. $O$ denotes the oracle constructed in the present paper.


Figure 1 Solid arrows mean implications. All implications in the graphic can be proven with relativizable proofs. A dashed arrow from A to B means that there is an oracle $X$ against the implication $A \Rightarrow B$, i.e., relative to $X$, it holds $A \wedge \neg B$. Pudlák [17] also defines the conjecture RFN ${ }_{1}$ and lists it between CON $\vee S A T$ and $P \neq N P$, i.e., $C O N \vee S A T \Rightarrow R_{1} \Rightarrow P \neq N P$. Khaniki [9] even shows CON $\vee S A T \Leftrightarrow R F N_{1}$, which is why we omit $R F N_{1}$ in the figure.

The main conjectures of [17] are CON and TFNP. Let us give some background on these conjectures (for details we refer to [16]) and on the notion of disjoint pairs. The first main conjecture CON refers to the notion of proof systems introduced by Cook and Reckhow [2], who define a proof system for a set $A$ to be a polynomial-time computable function whose range is $A$. The remainder of this paragraph originates from [5]. CON has an interesting connection to some finite version of an incompleteness statement. Denote by $\mathrm{Con}_{T}(n)$ the finite consistency of a theory $T$, i.e., $\operatorname{Con}_{T}(n)$ is the statement that $T$ has no proofs of contradiction of length $\leq n$. Krajícek and Pudlák [12] raise the conjectures CON and CON ${ }^{N}$ and show that the latter is equivalent to the statement that there is no finitely axiomatized theory $S$ which proves the finite consistency $\operatorname{Con}_{T}(n)$ for every finitely axiomatized theory $T$ by a proof of polynomial length in $n$. In other words, $\neg \mathrm{CON}^{N}$ expresses that a weak version of Hilbert's program (to prove the consistency of all mathematical theories) is possible [15]. Correspondingly, $\neg$ CON is equivalent to the existence of a theory $S$ such that, for any fixed theory $T$, proofs of $\mathrm{Con}_{T}(n)$ in $S$ can be constructed in polynomial time in $n$ [12].

The conjecture TFNP was raised by Megiddo and Papadimitriou, is implied by the nonexistence of disjoint coNP-pairs [1, 17], and implies that no NP-complete set has P-optimal proof systems [1, 17]. It states the non-existence of total polynomial search problems that are complete with respect to polynomial reductions.

The notion of disjoint NP-pairs, i.e., pairs $(A, B)$ with $A \cap B=\emptyset$ and $A, B \in \mathrm{NP}$, was introduced by Grollman and Selman [7] in order to characterize promise problems. Razborov [18] connects it with the concept of propositional proof systems (pps), i.e., proof systems for the set of propositional tautologies TAUT, defining for each pps $f$ a disjoint NP-pair, the so-called canonical pair of $f$, and showing that the canonical pair of an optimal pps $f$ is complete. Hence, DisjNP $\Rightarrow \mathrm{CON}^{\mathrm{N}}$.

In contrast to the many implications only very few oracles were known separating two of the relativized conjectures [17], which is why Pudlák asks for further oracles showing relativized conjectures to be different.

Khaniki [9] partially answers this question: besides proving two of the conjectures to be equivalent, he presents two oracles $\mathcal{V}$ and $\mathcal{W}$ showing that SAT and CON (just as TFNP
and CON) are independent in relativized worlds, which means that none of the two possible implications between the two conjectures has a relativizable proof. To be more precise, relative to $\mathcal{V}$, there exist P-optimal propositional proof systems but no many-one complete disjoint coNP-pairs, where, as mentioned above, the latter implies TFNP and SAT. Relative to $\mathcal{W}$, there exist no P-optimal propositional proof systems and each total polynomial search problem has a polynomial-time solution, where the latter implies $\neg$ SAT [10].

Dose and Glaßer [5] construct an oracle $X$ that also separates some of the above relativized conjectures. Relative to $X$ there exist no many-one complete disjoint NP-pairs, UP has many-one complete problems, and $\mathrm{NP} \cap$ coNP has no many-one complete problems. In particular, relative to $X$, there do not exist P-optimal propositional proof systems. Thus, among others, $X$ shows that the conjectures CON and UP as well as NP $\cap$ coNP and UP cannot be proven equivalent with relativizable proofs.

In another paper [3], the author adds one more oracle to this list proving that there is no relativizable proof for the implication TFNP $\Rightarrow$ DisjCoNP.

## Our Contribution

In the present paper we construct an oracle $O$ relative to which

1. The class of all disjoint NP-pairs has no many-one complete elements.
2. NP contains no many-one complete sets that have P-optimal proof systems.
3. UP has no many-one complete problems.
4. $\mathrm{NP} \cap$ coNP has no many-one complete problems.

Indeed, relative to $O$ there even exist no disjoint NP-pairs hard for NP $\cap$ coNP, which implies both 1 and 4. Among others, the oracle shows that there are no relativizable proofs for the implications NP $\cap \operatorname{coNP} \Rightarrow$ SAT and UP $\Rightarrow$ SAT. Let us now focus on the properties 1 and 2 of the oracle. Regarding these, our oracle has similar properties as the aforementioned oracle $\mathcal{W}$ by Khaniki [9]: both oracles show that there is no relativizable proof for the implication $\mathrm{CON} \Rightarrow$ SAT. Relative to Khaniki's oracle $\mathcal{W}$ it even holds that each total polynomial search problem has a polynomial time solution, which implies not only $\neg$ SAT but also that all optimal proof systems for SAT are P-optimal [10]. Regarding Pudlák's conjectures, however, our oracle $O$ extends Khaniki's result as relative to $O$ we have the even stronger result that there is no relativizable proof for the implication DisjNP $\Rightarrow$ SAT. Since due to the oracle $\mathcal{V}$ by Khaniki [9] none of the implications DisjCoNP $\Rightarrow$ DisjNP, TFNP $\Rightarrow$ DisjNP, and SAT $\Rightarrow$ DisjNP can be proven relativizably, our oracle shows that DisjNP is independent of each of the conjectures DisjCoNP, TFNP, and SAT in relativized worlds, i.e., none of the six possible implications has a relativizable proof.

## 2 Preliminaries

Major parts of this section are copied from our paper [5] coauthored by Christian Glaßer. Throughout this paper let $\Sigma$ be the alphabet $\{0,1\}$. We denote the length of a word $w \in \Sigma^{*}$ by $|w|$. Let $\Sigma^{\leq n}=\left\{w \in \Sigma^{*}| | w \mid \leq n\right\}$ and $\Sigma^{>n}=\left\{w \in \Sigma^{*}| | w \mid>n\right\}$. The empty word is denoted by $\varepsilon$ and the $i$-th letter of a word $w$ for $0 \leq i<|w|$ is denoted by $w(i)$, i.e., $w=w(0) w(1) \cdots w(|w|-1)$. If $v$ is a prefix of $w$, i.e., $|v| \leq|w|$ and $v(i)=w(i)$ for all $0 \leq i<|v|$, then we write $v \sqsubseteq w$. For any finite set $Y \subseteq \Sigma^{*}$, let $\ell(Y) \stackrel{d f}{=} \sum_{w \in Y}|w|$.
$\mathbb{Z}$ denotes the set of integers, $\mathbb{N}$ denotes the set of natural numbers, and $\mathbb{N}^{+}=\mathbb{N}-\{0\}$. The set of primes is denoted by $\mathbb{P}=\{2,3,5, \ldots\}$ and $\mathbb{P} \geq 3$ denotes the set $\mathbb{P}-\{2\}$.

We identify $\Sigma^{*}$ with $\mathbb{N}$ via the polynomial-time computable, polynomial-time invertible bijection $w \mapsto \sum_{i<|w|}(1+w(i)) 2^{|w|-1-i}$, which is a variant of the dyadic encoding. Hence, notations, relations, and operations for $\Sigma^{*}$ are transferred to $\mathbb{N}$ and vice versa. In particular,
$|n|$ denotes the length of $n \in \mathbb{N}$. We eliminate the ambiguity of the expressions $0^{i}$ and $1^{i}$ by always interpreting them over $\Sigma^{*}$.

Let $\langle\cdot\rangle: \bigcup_{i \geq 0} \mathbb{N}^{i} \rightarrow \mathbb{N}$ be an injective, polynomial-time computable, polynomial-time invertible pairing function such that $\left|\left\langle u_{1}, \ldots, u_{n}\right\rangle\right|=2\left(\left|u_{1}\right|+\cdots+\left|u_{n}\right|+n\right)$.

Given two sets $A$ and $B, A-B$ denotes the set difference between $A$ and $B$. The complement of a set $A$ relative to the universe $U$ is denoted by $\bar{A}=U-A$. The universe will always be apparent from the context. Furthermore, the symmetric difference is denoted by $\triangle$, i.e., $A \triangle B=(A-B) \cup(B-A)$ for arbitrary sets $A$ and $B$.

The domain and range of a function $t$ are denoted by $\operatorname{dom}(t)$ and $\operatorname{ran}(t)$, respectively.
FP, P, and NP denote standard complexity classes [14]. Define co $\mathcal{C}=\left\{A \subseteq \Sigma^{*} \mid \bar{A} \in \mathcal{C}\right\}$ for a class $\mathcal{C}$. UP is the class of all problems accepted by nondeterministic polynomial-time Turing machines with at most one accepting path for each input. If $A, B \in \mathrm{NP}$ (resp., $A, B \in \mathrm{coNP}$ ) and $A \cap B=\emptyset$, then we call $(A, B)$ a disjoint NP-pair (resp., a disjoint coNP-pair). The set of all disjoint NP-pairs (resp., coNP-pairs) is denoted by DisjNP (resp., DisjCoNP). We also consider all these complexity classes in the presence of an oracle $O$ and denote the corresponding classes by $\mathrm{FP}^{O}, \mathrm{P}^{O}, \mathrm{NP}^{O}$, and so on.

Let $M$ be a Turing machine. $M^{D}(x)$ denotes the computation of $M$ on input $x$ with $D$ as an oracle. For an arbitrary oracle $D$ we let $L\left(M^{D}\right)=\left\{x \mid M^{D}(x)\right.$ accepts $\}$. For a deterministic polynomial-time Turing transducer (i.e., a Turing machine computing a function), depending on the context, $F^{D}(x)$ either denotes the computation of $F$ on input $x$ with $D$ as an oracle or the output of this computation.

- Definition 1. A sequence $\left(M_{i}\right)_{i \in \mathbb{N}^{+}}$is called standard enumeration of nondeterministic, polynomial-time oracle Turing machines, if it has the following properties:

1. All $M_{i}$ are nondeterministic, polynomial-time oracle Turing machines.
2. For all oracles $D$ and all inputs $x$ the computation $M_{i}^{D}(x)$ stops within $|x|^{i}+i$ steps.
3. For every nondeterministic, polynomial-time oracle Turing machine $M$ there exist infinitely many $i \in \mathbb{N}$ such that for all oracles $D$ it holds that $L\left(M^{D}\right)=L\left(M_{i}^{D}\right)$.
4. There exists a nondeterministic, polynomial-time oracle Turing machine $M$ such that for all oracles $D$ and all inputs $x$ it holds that $M^{D}\left(\left\langle i, x, 0^{|x|^{i}+i}\right\rangle\right)$ nondeterministically simulates the computation $M_{i}^{D}(x)$.
Analogously we define standard enumerations of deterministic, polynomial-time oracle Turing transducers.

Throughout this paper, we fix some standard enumerations. Let $M_{1}, M_{2}, \ldots$ be a standard enumeration of nondeterministic polynomial-time oracle Turing machines. Then for every oracle $D$, the sequence $\left(M_{i}\right)_{i \in \mathbb{N}^{+}}$represents an enumeration of the languages in $\mathrm{NP}^{D}$, i.e., $\mathrm{NP}^{D}=\left\{L\left(M_{i}^{D}\right) \mid i \in \mathbb{N}\right\}$, where as usual a computation $M_{i}^{D}(x)$ accepts if and only if it has at least one accepting path. Let $F_{1}, F_{2}, \ldots$ be a standard enumeration of polynomial time oracle Turing transducers. By the properties of standard enumerations, for each oracle $D$ the following problem is $\mathrm{NP}^{D}$-complete (in particular it is in $\mathrm{NP}^{D}$ ):

$$
K^{D}=\left\{\left\langle 0^{i}, 0^{t}, x\right\rangle \mid M_{i}^{D}(x) \text { accepts within } t \text { steps }\right\} .
$$

Let $D$ be an oracle and $A, B, A^{\prime}, B^{\prime} \subseteq \Sigma^{*}$ such that $A \cap B=A^{\prime} \cap B^{\prime}=\emptyset$. In this paper we always use the following reducibility for disjoint pairs [18]. $\left(A^{\prime}, B^{\prime}\right)$ is polynomially many-one reducible to $(A, B)$, denoted by $\left(A^{\prime}, B^{\prime}\right) \leq \leq_{\mathrm{m}}^{\mathrm{pp}, D}(A, B)$, if there exists $f \in \mathrm{FP}^{D}$ with $f\left(A^{\prime}\right) \subseteq A$ and $f\left(B^{\prime}\right) \subseteq B$. If $A^{\prime}=\overline{B^{\prime}}$, then we also write $A^{\prime} \leq_{\mathrm{m}}^{\mathrm{p}, D}(A, B)$ instead of $\left(A^{\prime}, B^{\prime}\right) \leq_{\mathrm{m}}^{\mathrm{pp}, D}(A, B)$.

We say that $(A, B)$ is $\leq_{\mathrm{m}}^{\mathrm{pp}, D}$-hard $\left(\leq_{\mathrm{m}}^{\mathrm{pp}, D}\right.$-complete) for $\operatorname{DisjNP}^{D}$ if $\left(A^{\prime}, B^{\prime}\right) \leq_{\mathrm{m}}^{\mathrm{pp}, D}(A, B)$ for all $\left(A^{\prime}, B^{\prime}\right) \in \operatorname{DisjNP}^{D}$ (and $(A, B) \in \operatorname{DisjNP}^{D}$ ). Moreover, a pair $(A, B)$ is $\leq_{\mathrm{m}}^{\mathrm{p}, D}$-hard for $\mathrm{NP}^{D} \cap \operatorname{coNP}^{D}$ if $A^{\prime} \leq_{\mathrm{m}}^{\mathrm{p}, D}(A, B)$ for every $A \in \mathrm{NP}^{D} \cap \operatorname{coNP}^{D}$.

- Definition 2 ([2]). A function $f \in \mathrm{FP}$ is called proof system for the set $\operatorname{ran}(f)$. For $f, g \in \mathrm{FP}$ we say that $f$ is simulated by $g$ (resp., $f$ is P-simulated by $g$ ) denoted by $f \leq g$ (resp., $f \leq^{\mathrm{p}} g$ ), if there exists a function $\pi$ (resp., a function $\pi \in \mathrm{FP}$ ) and a polynomial $p$ such that $|\pi(x)| \leq p(|x|)$ and $g(\pi(x))=f(x)$ for all $x$. A function $g \in \mathrm{FP}$ is optimal (resp., P-optimal), if $f \leq g$ (resp., $f \leq^{\mathrm{p}} g$ ) for all $f \in \mathrm{FP}$ with $\operatorname{ran}(\mathrm{f})=\mathrm{ran}(\mathrm{g})$. Corresponding relativized notions are obtained by using $\mathrm{P}^{O}, \mathrm{FP}^{O}$, and $\leq \mathrm{p}, O$ in the definitions above.

The following proposition states the relativized version of a result by Köbler, Messner, and Torán [11], which they show with a relativizable proof.

- Proposition 3 ([11]). For every oracle $O$, if $A$ has a $\mathrm{P}^{O}$-optimal (resp., optimal) proof system and $B \leq_{\mathrm{m}}^{\mathrm{p}, O} A$, then $B$ has a $\mathrm{P}^{O}$-optimal (resp., optimal) proof system.
- Corollary 4. For every oracle $O$, if there exists $a \leq_{\mathrm{m}}^{\mathrm{p}, O}$-complete $A \in \mathrm{NP}^{O}$ that has a $\mathrm{P}^{O}$-optimal (resp., optimal) proof system, then all sets in $\mathrm{NP}^{O}$ have $\mathrm{P}^{O}$-optimal (resp., optimal) proof systems.

Let us introduce some notations that are designed for the construction of oracles [5]. The $\operatorname{support} \operatorname{supp}(t)$ of a real-valued function $t$ is the subset of the domain that consists of all values that $t$ does not map to 0 . We say that a partial function $t$ is injective on its support if $t(i, j)=t\left(i^{\prime}, j^{\prime}\right)$ for $(i, j),\left(i^{\prime}, j^{\prime}\right) \in \operatorname{supp}(t)$ implies $(i, j)=\left(i^{\prime}, j^{\prime}\right)$. If a partial function $t$ is not defined at point $x$, then $t \cup\{x \mapsto y\}$ denotes the extension of $t$ that at $x$ has value $y$.

If $A$ is a set, then $A(x)$ denotes the characteristic function at point $x$, i.e., $A(x)$ is 1 if $x \in A$, and 0 otherwise. An oracle $D \subseteq \mathbb{N}$ is identified with its characteristic sequence $D(0) D(1) \cdots$, which is an $\omega$-word. In this way, $D(i)$ denotes both, the characteristic function at point $i$ and the $i$-th letter of the characteristic sequence, which are the same. A finite word $w$ describes an oracle that is partially defined, i.e., only defined for natural numbers $x<|w|$. We can use $w$ instead of the set $\{i \mid w(i)=1\}$ and write for example $A=w \cup B$, where $A$ and $B$ are sets. For nondeterministic oracle Turing machines $M$ we use the following phrases: a computation $M^{w}(x)$ definitely accepts, if it contains a path that accepts and the queries on this path are $<|w|$. A computation $M^{w}(x)$ definitely rejects, if all paths reject and all queries are $<|w|$. For a nondeterministic Turing machine $M$ we say that the computation $M^{w}(x)$ is defined, if it definitely accepts or definitely rejects. For a polynomial time oracle transducer $F$, the computation $F^{w}(x)$ is defined, if all queries are $<|w|$.

## 3 Oracle Construction

The following lemma is a slightly adapted variant of a result from [5].

- Lemma 5. For all $y \leq|w|$ and all $v \sqsupseteq w$ it holds $y \in K^{v} \Leftrightarrow y \in K^{w}$.
- Theorem 6. There exists an oracle $O$ such that the following statements hold:
- DisjNP ${ }^{O}$ contains no pairs that are $\leq_{\mathrm{m}}^{\mathrm{p}, O}$-hard for $\mathrm{NP}^{O} \cap \operatorname{coNP}^{O}$.
- Each $L \in \mathrm{NP}^{O}$ has $\mathrm{P}^{O}$-optimal proof systems.
- $\mathrm{UP}^{O}$ contains no $\leq_{\mathrm{m}}^{\mathrm{p}, O}$-complete problems.

Observe that the first of the three statements implies that both DisjNP ${ }^{O}$ contains no $\leq{ }_{\mathrm{m}}^{\mathrm{pp}, O}$-complete pairs and $\mathrm{NP}^{O} \cap \operatorname{coNP}^{O}$ contains no $\leq_{\mathrm{m}}^{\mathrm{p}, O}$-complete problems.

Proof. Let $D$ be a (possibly partial) oracle and $p$ (resp., $q$ ) be in $\mathbb{P}_{3}$ (resp., $\mathbb{P}_{1}$ ). We define

$$
\begin{aligned}
& A_{p}^{D}:=\left\{0^{p^{k}} \mid k \in \mathbb{N}^{+}, \exists_{x \in \Sigma^{p^{k}}} x \in D \text { and } x \text { odd }\right\} \cup \overline{\left\{0^{p^{k}} \mid k \in \mathbb{N}^{+}\right\}} \\
& B_{p}^{D}:=\left\{0^{p^{k}} \mid k \in \mathbb{N}^{+}, \exists_{x \in \Sigma^{p^{k}}} x \in D \text { and } x \text { even }\right\} \\
& C_{q}^{D}:=\left\{0^{q^{k}} \mid k \in \mathbb{N}^{+}, \exists_{x \in \Sigma^{q^{k}}} x \in D\right\}
\end{aligned}
$$

Note that $A_{p}^{D}, B_{p}^{D} \in \mathrm{NP}^{D}$ and $A_{p}^{D}=\overline{B_{p}^{D}}$ if $\left|\Sigma^{p^{k}} \cap D\right|=1$ for each $k \in \mathbb{N}^{+}$. In that case $A_{p}^{D} \in \mathrm{NP}^{D} \cap \operatorname{coNP}^{D}$. Moreover, $C_{q}^{D} \in \mathrm{UP}^{D}$ if and only if $\left|\Sigma^{q^{k}} \cap D\right| \leq 1$ for each $k \in \mathbb{N}^{+}$.

For the sake of simplicity, let us call a pair $\left(M_{i}, M_{j}\right)$ an $\mathrm{NP}^{D} \cap \operatorname{coNP}^{D}$-machine if $L\left(M_{i}^{D}\right)=\overline{L\left(M_{j}^{D}\right)}$. For $i \in \mathbb{N}^{+}$and $x, y \in \mathbb{N}$ we write $c(i, x, y):=\left\langle 0^{i}, 0^{|x|^{i}+i}, x, y\right\rangle$. Thus, $|c(i, x, y)|$ is even. Note that throughout this proof we sometimes omit the oracles in the superscript, e.g., we write NP or $A_{p}$ instead of $\mathrm{NP}^{D}$ or $A_{p}^{D}$. However, we do not do that in the "actual" proof but only when explaining ideas in a loose way in order to give the reader the intuition behind the occasionally very technical arguments.
Preview of construction. We sketch some of the very basic ideas our construction uses.

1. For all positive $i \neq j$ the construction tries to achieve that $\left(M_{i}, M_{j}\right)$ is not an NP $\cap$ coNPmachine. If this is not possible, then $\left(L\left(M_{i}\right), L\left(M_{j}\right)\right)$ inherently is an NP $\cap$ coNP-machine. Once we know this, we choose some odd prime $p$ and diagonalize against all FP-functions such that $A_{p}=\overline{B_{p}}$ and $A_{p}$ is not $\leq \leq_{\mathrm{m}}^{\mathrm{p}}$-reducible to $\left(L\left(M_{i}\right), L\left(M_{j}\right)\right)$.
2. For all $i \geq 1$ the construction intends to make sure that $F_{i}$ is not a proof system for $K$. If this is not possible, then $F_{i}$ inherently is a proof system for $K$ and then we start to encode the values of $F_{i}$ into the oracle. However, it is important to also allow encodings for functions that are not known to be proof systems for $K$ yet. Regarding the P-optimal proof systems, our construction is based on ideas by Dose and Glaßer [5].
3. For all $i \geq 1$ the construction tries to ensure that $M_{i}$ is not a UP-machine. If this is not possible, we know that $M_{i}$ inherently is a UP machine, which enables us to diagonalize against all FP-functions so that $C_{q}$ for some $q$ that we choose is not reducible to $L\left(M_{i}\right)$.
$\triangleright$ Claim 7. Let $w \in \Sigma^{*}$ be an oracle, $i \in \mathbb{N}^{+}$, and $x, y \in \mathbb{N}$ such that $c(i, x, y) \leq|w|$. Then the following holds.
4. $F_{i}^{w}(x)$ is defined and $F_{i}^{w}(x)<|w|$.
5. $F_{i}^{w}(x) \in K^{w} \Leftrightarrow F_{i}^{w}(x) \in K^{v}$ for all $v \sqsupseteq w$.

During the construction we maintain a growing collection of requirements that is represented by a partial function belonging to the set

$$
\begin{aligned}
\mathcal{T}=\left\{t: \mathbb{N}^{+} \cup\left(\mathbb{N}^{+}\right)^{2} \rightarrow \mathbb{Z} \mid\right. & \operatorname{dom}(t) \text { is finite, } t \text { is injective on its support, } \\
& t\left(\mathbb{N}^{+}\right) \subseteq\{0\} \cup \mathbb{N}^{+} \\
& t\left(\left\{(i, i) \mid i \in \mathbb{N}^{+}\right\}\right) \subseteq\{0\} \cup\left\{-q \mid q \in \mathbb{P}_{1}\right\} \\
& \left.t\left(\left\{(i, j) \in\left(\mathbb{N}^{+}\right)^{2} \mid i \neq j\right\}\right) \subseteq\{0\} \cup\left\{-p \mid p \in \mathbb{P}_{3}\right\}\right\} .
\end{aligned}
$$

A partial oracle $w$ is called $t$-valid for $t \in \mathcal{T}$ if it satisfies the following properties.
V1 For all $i \in \mathbb{N}^{+}$and all $x, y \in \mathbb{N}$, if $c(i, x, y) \in w$, then $F_{i}^{w}(x)=y \in K^{w}$.
(meaning: if the oracle contains the codeword $c(i, x, y)$, then $F_{i}^{w}(x)$ outputs $y \in K^{w}$; hence, $c(i, x, y) \in w$ is a proof for $\left.y \in K^{w}\right)$
V2 For all distinct $i, j \in \mathbb{N}^{+}$, if $t(i, j)=0$, then there exists $x$ such that $M_{i}^{w}(x)$ and $M_{j}^{w}(x)$ definitely accept.
(meaning: for every extension of the oracle, $\left(L\left(M_{i}\right), L\left(M_{j}\right)\right)$ is not a disjoint NP-pair.)

V3 For all distinct $i, j \in \mathbb{N}^{+}$with $t(i, j)=-p$ for some $p \in \mathbb{P}_{3}$ and each $k \in \mathbb{N}^{+}$, it holds (i) $\left|\Sigma^{p^{k}} \cap w\right| \leq 1$ and (ii) if $w$ is defined for all words of length $p^{k}$, then $\left|\Sigma^{p^{k}} \cap w\right|=1$.
(meaning: if $t(i, j)=-p$, then ensure that $A_{p}=\overline{B_{p}}$ (i.e., $A_{p} \in \mathrm{NP} \cap$ coNP) relative to the final oracle.)
V4 For all $i \in \mathbb{N}^{+}$with $t(i)=0$, there exists $x$ such that $F_{i}^{w}(x)$ is defined and $F_{i}^{w}(x) \notin K^{v}$ for all $v \sqsupseteq w$.
(meaning: for every extension of the oracle, $F_{i}$ is not a proof system for $K$ )
V5 For all $i \in \mathbb{N}^{+}$and $x \in \mathbb{N}$ with $0<t(i) \leq c\left(i, x, F_{i}^{w}(x)\right)<|w|$, it holds $c\left(i, x, F_{i}^{w}(x)\right) \in w$. (meaning: if $t(i)>0$, then from $t(i)$ on, we encode the values of $F_{i}$ into the oracle. Note that V5 is not in contradiction with e.g. V3 or V7 as $|c(\cdot, \cdot, \cdot)|$ is even.)
V6 For all $i \in \mathbb{N}^{+}$with $t(i, i)=0$, there exists $x$ such that $M_{i}^{w}(x)$ is defined and has two accepting paths.
(meaning: for every extension of the oracle, $M_{i}$ is not a UP-machine.)
V7 For all $i \in \mathbb{N}^{+}$with $t(i, i)=-q \in \mathbb{P}_{1}$ and each $k \in \mathbb{N}^{+}$, it holds $\left|\Sigma^{q^{k}} \cap w\right| \leq 1$. (meaning: if $t(i, i)=-q$, ensure that $C_{q}$ is in UP.)
$\triangleright$ Claim 8. Let $t, t^{\prime} \in \mathcal{T}$ such that $t^{\prime}$ is an extension of $t$. For all oracles $w \in \Sigma^{*}$, if $w$ is $t^{\prime}$-valid, then $w$ is $t$-valid.
$\triangleright$ Claim 9. Let $t \in \mathcal{T}$ and $u, v, w \in \Sigma^{*}$ be oracles such that $u \sqsubseteq v \sqsubseteq w$ and both $u$ and $w$ are $t$-valid. Then $v$ is $t$-valid.

Oracle construction. Let $T$ be an enumeration of $\bigcup_{i=1}^{3}\left(\mathbb{N}^{+}\right)^{i}$ having the property that $(i, j)$ appears earlier than $(i, j, r)$ for all $i, j, r \in \mathbb{N}^{+}$. Each element of $T$ stands for a task. We treat the tasks in the order specified by $T$ and after treating a task we remove it and possibly other tasks from $T$. We start with the nowhere defined function $t_{0}$ and the $t_{0}$-valid oracle $w_{0}=\varepsilon$. Then we define functions $t_{1}, t_{2}, \ldots$ in $\mathcal{T}$ such that $t_{i+1}$ is an extension of $t_{i}$ and partial oracles $w_{0} \sqsubseteq w_{1} \sqsubseteq w_{2} \sqsubseteq \ldots$ such that each $w_{i}$ is $t_{i}$-valid. Finally, we choose $O=\bigcup_{i=0}^{\infty} w_{i}$ (note that $O$ is totally defined since in each step we strictly extend the oracle). We describe step $s>0$, which starts with a $t_{s-1}$-valid oracle $w_{s-1}$ and extends it to a $t_{s}$-valid $w_{s} \supsetneqq w_{s-1}$ (it will be argued later that all these steps are indeed possible). Let us recall that each task is immediately deleted from $T$ after it is treated.

- Task $i$ : Let $t^{\prime}=t_{s-1} \cup\{i \mapsto 0\}$. If there exists a $t^{\prime}$-valid $v \supsetneq w_{s-1}$, then let $t_{s}=t^{\prime}$ and $w_{s}=v$. Otherwise, let $t_{s}=t_{s-1} \cup\left\{i \mapsto\left|w_{s-1}\right|\right\}$ and choose $w_{s}=w_{s-1} b$ for $b \in\{0,1\}$ such that $w_{s}$ is $t_{s}$-valid.
(meaning: try to ensure that $F_{i}$ is not a proof system for $K$. If this is impossible, require that the values of $F_{i}$ are encoded into the oracle.)
- Task $(i, j)$ with $i \neq j$ : Let $t^{\prime}=t_{s-1} \cup\{(i, j) \mapsto 0\}$. If there exists a $t^{\prime}$-valid $v \supsetneqq w_{s-1}$, then let $t_{s}=t^{\prime}$ as well as $w_{s}=v$ and delete all tasks $(i, j, \cdot)$ from $T$. Otherwise, let $z=\left|w_{s-1}\right|$, choose $p \in \mathbb{P}_{3}$ greater than $|z|$ and all $p^{\prime}$ with $p^{\prime} \in \mathbb{P}^{\geq 3}$ and $-p^{\prime} \in \operatorname{ran}\left(t_{s-1}\right)$, let $t_{s}=t_{s-1} \cup\{(i, j) \mapsto-p\}$, and choose $w_{s}=w_{s-1} b$ for $b \in\{0,1\}$ such that $w_{s}$ is $t_{s}$-valid.
(meaning: try to ensure that $\left(L\left(M_{i}\right), L\left(M_{j}\right)\right)$ is not a disjoint NP-pair. If this is impossible, choose a sufficiently large prime $p$. It will be made sure later that $A_{p}$ does not reduce to $\left.\left(L\left(M_{i}\right), L\left(M_{j}\right)\right).\right)$
- Task $(i, j, r)$ with $i \neq j$ : It holds $t_{s-1}(i, j)=-p$ for a prime $p \in \mathbb{P}_{3}$, since otherwise, this task would have been deleted in the treatment of task $(i, j)$. Define $t_{s}=t_{s-1}$ and choose a $t_{s}$-valid $w_{s} \supsetneqq w_{s-1}$ such that for some $n \in \mathbb{N}^{+}$one of the following two statements holds:
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= $0^{n} \in A_{p}^{v}$ for all $v \sqsupseteq w_{s}$ and $M_{i}^{w_{s}}\left(F_{r}^{w_{s}}\left(0^{n}\right)\right)$ definitely rejects.

- $0^{n} \in B_{p}^{v}$ for all $v \sqsupseteq w_{s}$ and $M_{j}^{w_{s}}\left(F_{r}^{w_{s}}\left(0^{n}\right)\right)$ definitely rejects.
(meaning: make sure that it does not hold $A_{p} \leq_{\mathrm{m}}^{\mathrm{p}}\left(L\left(M_{i}\right), L\left(M_{j}\right)\right)$ via $\left.F_{r}\right)$
- Task $(i, i)$ : Let $t^{\prime}=t_{s-1} \cup\{(i, i) \mapsto 0\}$. If there exists a $t^{\prime}$-valid $v \supsetneqq w_{s-1}$, then let $t_{s}=t^{\prime}$ as well as $w_{s}=v$ and delete all tasks $(i, i, \cdot)$ from $T$. Otherwise, let $z=\left|w_{s-1}\right|$, choose $q \in \mathbb{P}_{1}$ greater than $|z|$ and all $p^{\prime}$ with $p^{\prime} \in \mathbb{P}^{\geq 3}$ and $-p^{\prime} \in \operatorname{ran}\left(t_{s-1}\right)$, let $t_{s}=t_{s-1} \cup\{(i, i) \mapsto-q\}$, and choose $w_{s}=w_{s-1} b$ for $b \in\{0,1\}$ such that $w_{s}$ is $t_{s}$-valid.
(meaning: try to ensure that $M_{i}$ is not a UP-machine. If this is impossible, choose a sufficiently large prime $q$. It will be made sure later that $C_{q}$ does not reduce to $L\left(M_{i}\right)$.)
- Task $(i, i, r)$ : It holds $t_{s-1}(i, j)=-q$ for a prime $q \in \mathbb{P}_{1}$, since otherwise, this task would have been deleted in the treatment of task $(i, i)$. Define $t_{s}=t_{s-1}$ and choose a $t_{s}$-valid $w_{s} \supsetneq w_{s-1}$ such that for some $n \in \mathbb{N}^{+}$one of the following conditions holds:
= $0^{n} \in C_{q}^{v}$ for all $v \sqsupseteq w_{s}$ and $M_{i}^{w_{s}}\left(F_{r}^{w_{s}}\left(0^{n}\right)\right)$ definitely rejects.
$=0^{n} \notin C_{q}^{v}$ for all $v \sqsupseteq w_{s}$ and $M_{i}^{w_{s}}\left(F_{r}^{w_{s}}\left(0^{n}\right)\right)$ definitely accepts.
(meaning: make sure that it does not hold $C_{q} \leq{ }_{\mathrm{p}}^{\mathrm{p}} L\left(M_{i}\right)$ via $F_{r}$ )
We now show that the construction is possible. For that purpose, we first describe how a valid oracle can be extended by one bit such that it remains valid.
$\triangleright$ Claim 10. Let $s \in \mathbb{N}$ and $w \in \Sigma^{*}$ be a $t_{s}$-valid oracle with $w \sqsupseteq w_{s}$. It holds for $z=|w|$ :

1. If $z=c(i, x, y)$ for $i \in \mathbb{N}^{+}$and $x, y \in \mathbb{N}, 0<t_{s}(i) \leq z$, and $F_{i}^{w}(x)=y$, then $y \in K^{v}$ for all $v \sqsupseteq w$.
2. There exists $b \in\{0,1\}$ such that $w b$ is $t_{s}$-valid. In detail, the following statements hold. a. If $|z|$ is odd and for all $p \in \mathbb{P}$ and $k \in \mathbb{N}^{+}$with $-p \in \operatorname{ran}\left(t_{s}\right)$ it holds $|z| \neq p^{k}$, then $w 0$ and $w 1$ are $t_{s}$-valid.
b. If there exist $p \in \mathbb{P}_{3}$ and $k \in \mathbb{N}^{+}$with $-p \in \operatorname{ran}\left(t_{s}\right)$ such that $|z|=p^{k}, z \neq 1^{p^{k}}$, and $w \cap \Sigma^{p^{k}}=\emptyset$, then $w 0$ and $w 1$ are $t_{s}$-valid.
c. If there exist $p \in \mathbb{P}_{3}$ and $k \in \mathbb{N}^{+}$with $-p \in \operatorname{ran}\left(t_{s}\right)$ such that $z=1^{p^{k}}$ and $w \cap \Sigma^{p^{k}}=\emptyset$, then $w 1$ is $t_{s}$-valid.
d. If there exist $q \in \mathbb{P}_{1}$ and $k \in \mathbb{N}^{+}$with $-q \in \operatorname{ran}\left(t_{s}\right)$ such that $|z|=q^{k}$ and $w \cap \Sigma^{q^{k}}=\emptyset$, then $w 0$ and $w 1$ are $t_{s}$-valid.
e. If $z=c(i, x, y)$ for $i \in \mathbb{N}^{+}$and $x, y \in \mathbb{N}, 0<t_{s}(i) \leq z$, and $F_{i}^{w}(x)=y$, then $w 1$ is $t_{s}$-valid and $F_{i}^{w 1}(x)=y$.
f. In all other cases (i.e., none of the assumptions in (a)-(e) holds) $w 0$ is $t_{s}$-valid.

In order to show that the above construction is possible, assume that it is not possible and let $s>0$ be the least number such that it fails in step $s$.

If step $s$ treats a task $t \in \mathbb{N}^{+} \cup\left(\mathbb{N}^{+}\right)^{2}$, then $t_{s-1}(t)$ is not defined, since the value of $t$ is defined in the unique treatment of the task $t$. If $t_{s}(t)$ is chosen to be 0 , then the construction clearly is possible. Otherwise, due to the choice of $t_{s}(t)$, the $t_{s-1}$-valid oracle $w_{s-1}$ is even $t_{s}$-valid and Claim 10 ensures that there exists a $t_{s}$-valid $w_{s-1} b$ for some $b \in\{0,1\}$. Hence, the construction does not fail in step $s$, a contradiction.

For the remainder of the proof that the construction above is possible we assume that step $s$ treats a task $(i, j, r) \in\left(\mathbb{N}^{+}\right)^{3}$. We treat the cases $i=j$ and $i \neq j$ simultaneously whenever it is possible. Recall that in the case $i=j$ we work for the diagonalization ensuring that $L\left(M_{i}\right)$ is not a complete UP-set and in the case $i \neq j$ we work for the diagonalization ensuring that the pair $\left(L\left(M_{i}\right), L\left(M_{j}\right)\right)$ is not hard for NP $\cap$ coNP.

In any case, $t_{s}=t_{s-1}$ and $t_{s}(i, j)=-p$ for some $p \in \mathbb{P}^{\geq 3}$ (recall $p \in \mathbb{P}_{1}$ if $i=j$ and $p \in \mathbb{P}_{3}$ if $i \neq j$ ). Let $\gamma(x)=\left(x^{r}+r\right)^{i+j}+i+j$ and choose $n=p^{k}$ for some $k \in \mathbb{N}^{+}$such that
$2^{2 n-2}>2^{n+1} \cdot \gamma(n)$
and $w_{s-1}$ is not defined for any word of length $n$. Note that $\gamma(n)$ is not less than the running time of each of the computations $M_{i}^{D}\left(F_{r}^{D}\left(0^{n}\right)\right)$ and $M_{j}^{D}\left(F_{r}^{D}\left(0^{n}\right)\right)$ for any oracle $D$.

We define $u \sqsupseteq w_{s-1}$ to be the minimal $t_{s}$-valid oracle that is defined for all words of length $<n$. Such an oracle exists by Claim 10.2. Moreover, for $z \in \Sigma^{n}$, let $u_{z} \supsetneqq u$ be the minimal $t_{s}$-valid oracle that contains $z$ and that is defined for all words of length $\leq \gamma(n)$. By Claim 10.2, such oracles exist and $u_{z} \cap \Sigma^{n}=\{z\}$ (in detail, the second part follows from (2b, 2 c , and 2 f ) or ( 2 d and 2 f ) depending on whether $p \in \mathbb{P}_{3}$ or $p \in \mathbb{P}_{1}$, for the first part we also need that each valid oracle can be extended by one bit without losing its validity).
$\triangleright$ Claim 11. Let $z \in \Sigma^{n}$.

1. For each $\alpha \in u_{z} \cap \Sigma^{>n}$ one of the following statements holds.
$=\alpha=1^{p^{\prime \kappa}}$ for some $p^{\prime} \in \mathbb{P}_{3}$ with $-p^{\prime} \in \operatorname{ran}\left(t_{s}\right)$ and some $\kappa>0$.

- $\alpha=c\left(i^{\prime}, x, y\right)$ for some $i^{\prime}, x, y \in \mathbb{N}$ with $i^{\prime}>0,0<t_{s}\left(i^{\prime}\right) \leq c\left(i^{\prime}, x, y\right), F_{i^{\prime}}^{u_{z}}(x)=y$, and $y \in K^{u_{z}}$.

2. For all $p^{\prime} \in \mathbb{P}_{3}$ with $-p^{\prime} \in \operatorname{ran}\left(t_{s}\right)$ and all $\kappa>0$, if $n<p^{\prime \kappa} \leq \gamma(n)$, then $u_{z} \cap \Sigma^{p^{\prime \kappa}}=\left\{1^{p^{\kappa}}\right\}$.

Proof. 1. Let $\alpha \in u_{z} \cap \Sigma^{>n}$. Moreover, let $u^{\prime}$ be the prefix of $u_{z}$ that has length $\alpha$, i.e., $\alpha$ is the least word that $u^{\prime}$ is not defined for. In particular, it holds $u^{\prime} \cap \Sigma^{\leq n}=u_{z} \cap \Sigma^{\leq n}$ and thus, $z \in u^{\prime}$. As $u \sqsubseteq u^{\prime} \sqsubseteq u_{z}$ and both $u$ and $u_{z}$ are $t_{s}$-valid, Claim 9 yields that $u^{\prime}$ is also $t_{s}$-valid. Let us apply Claim 10.2 to the oracle $u^{\prime}$. If one of the cases $2 \mathrm{a}, 2 \mathrm{~b}, 2 \mathrm{~d}$, and 2 f can be applied, then $u^{\prime} 0$ is $t_{s}$-valid and can be extended to a $t_{s}$-valid oracle $u^{\prime \prime}$ with $\left|u^{\prime \prime}\right|=\left|u_{z}\right|$ by Claim 10.2. As $u^{\prime \prime}$ and $u_{z}$ agree on all words $<\alpha$ and $\alpha \in u^{\prime \prime}-u_{z}$, we obtain $z \in u^{\prime \prime}$ and $u^{\prime \prime}<u_{z}$. This is a contradiction to the choice of $u_{z}$ (recall that $u_{z}$ is the minimal $t_{s}$-valid oracle that is defined for all words of length $\leq \gamma(n)$ and contains $z$ ).

Hence, by Claim 10.2, either (i) $\alpha=1^{p^{\prime \kappa}}$ for some $p^{\prime} \in \mathbb{P}_{3}$ and $\kappa>0$ with $-p^{\prime} \in \operatorname{ran}\left(t_{s}\right)$ or (ii) $\alpha=c\left(i^{\prime}, x, y\right)$ for $i^{\prime}, x, y \in \mathbb{N}, i^{\prime}>0,0<t_{s}\left(i^{\prime}\right) \leq \alpha$, and $F_{i^{\prime}}^{u^{\prime}}(x)=y$. In the latter case $F_{i^{\prime}}^{u^{\prime}}(x)$ is defined by Claim 7 and $y \in K^{v}$ for all $v \sqsupseteq u^{\prime}$ by Claim 10.1, which implies $F_{i^{\prime}}^{u_{z}}(x)=y \in K^{u_{z}}$.
2. As $-p^{\prime} \in \operatorname{ran}\left(t_{s}\right)$ and $u_{z}$ is $t_{s}$-valid, V3 yields that there exists $\beta \in \Sigma^{p^{\prime \kappa}} \cap u_{z}$. Let $\beta$ be the minimal element of $\Sigma^{p^{\prime \kappa}} \cap u_{z}$. It suffices to show $\beta=1^{p^{\prime \kappa}}$. For a contradiction, we assume $\beta<1^{p^{\prime \kappa}}$. Let $u^{\prime}$ be the prefix of $u_{z}$ that is defined for exactly the words of length $<p^{\prime \kappa}$. Then $u \sqsubseteq u^{\prime} \sqsubseteq u_{z}$ and both $u$ and $u_{z}$ are $t_{s}$-valid. Then by Claim 9, the oracle $u^{\prime}$ is $t_{s}$-valid as well. By Claim $10.2 u^{\prime}$ can be extended to a $t_{s}$-valid oracle $u^{\prime \prime}$ that satisfies $\left|u^{\prime \prime}\right|=\left|u_{z}\right|$ and $u^{\prime \prime} \cap \Sigma^{p^{\prime \kappa}}=\left\{1^{p^{\prime \kappa}}\right\}$. The last property guarantees that $u^{\prime \prime}<u_{z}$ because $\beta \in u_{z}-u^{\prime \prime}$ and the oracles $u^{\prime \prime}$ and $u_{z}$ agree on all words smaller than $\beta$. As furthermore $z \in u^{\prime \prime}$, we obtain a contradiction to the choice of $u_{z}$. This finishes the proof of Claim 11 .

We study the case that for some odd (resp., even) $z \in \Sigma^{n}$ the computation $M_{i}^{u_{z}}\left(F_{r}^{u_{z}}\left(0^{n}\right)\right)$ (resp., $M_{j}^{u_{z}}\left(F_{r}^{u_{z}}\left(0^{n}\right)\right)$ ) rejects. Then it even definitely rejects since $u_{z}$ is defined for all words of length $\gamma(n)$. If $i \neq j$, then $p \in \mathbb{P}_{3}$ and since $z \in u_{z}$, we have $0^{n} \in A_{p}^{v}$ for all $v \sqsupseteq u_{z}$ (resp., $0^{n} \in B_{p}^{v}$ for all $v \sqsupseteq u_{z}$ if $z$ is even). Analogously, if $i=j$, then $p \in \mathbb{P}_{1}$ and as $z \in u_{z}$, we have $0^{n} \in C_{p}^{v}$ for all $v \sqsupseteq u_{z}$. Hence, in all these cases we can choose $w_{s}=u_{z}$ and obtain a contradiction to the assumption that step $s$ of the construction fails.

Therefore, for the remainder of the proof that the construction is possible we assume the following: For each $z \in \Sigma^{n}$ odd (resp., even) the computation $M_{i}^{u_{z}}\left(F_{r}^{u_{z}}\left(0^{n}\right)\right.$ ) (resp., $\left.M_{j}^{u_{z}}\left(F_{r}^{u_{z}}\left(0^{n}\right)\right)\right)$ definitely accepts.

Let $U_{z}$ for $z \in \Sigma^{n}$ odd (resp., $z \in \Sigma^{n}$ even) be the set of all those oracle queries of the least accepting path of $M_{i}^{u_{z}}\left(F_{r}^{u_{z}}\left(0^{n}\right)\right)$ (resp., $M_{j}^{u_{z}}\left(F_{r}^{u_{z}}\left(0^{n}\right)\right)$ ) that are of length $\geq n$. Observe
$\ell\left(U_{z}\right) \leq \gamma(n)$. Moreover, define $Q_{0}\left(U_{z}\right):=U_{z}$ and for $m \in \mathbb{N}$, define

$$
Q_{m+1}\left(U_{z}\right):=\bigcup_{\substack{c\left(i^{\prime}, x, y\right) \in Q_{m}\left(U_{z}\right) \\ i^{\prime}, x, y \in \mathbb{N}, i^{\prime}>0}}\left\{q \in \Sigma^{\geq n} \mid q \text { is queried by } F_{i^{\prime}}^{u_{z}}(x)\right\}
$$

Let $Q\left(U_{z}\right):=\bigcup_{m \in \mathbb{N}} Q_{m}\left(U_{z}\right)$. Note that all words in $Q\left(U_{z}\right)$ have length $\geq n$.
$\triangleright$ Claim 12. Let $z \in \Sigma^{n}$. Then $\ell\left(Q\left(U_{z}\right)\right) \leq 2 \ell\left(U_{z}\right) \leq 2 \gamma(n)$ and for all $q \in Q\left(U_{z}\right),|q| \leq \gamma(n)$.
Proof. We show that for all $m \in \mathbb{N}, \ell\left(Q_{m+1}\left(U_{z}\right)\right) \leq 1 / 2 \cdot \ell\left(Q_{m}\left(U_{z}\right)\right)$. Then $\sum_{m=0}^{s} 1 / 2^{m} \leq 2$ for all $s \in \mathbb{N}$ implies $\ell\left(Q\left(U_{z}\right)\right) \leq 2 \cdot \ell\left(U_{z}\right)$. Moreover, from $\ell\left(U_{z}\right) \leq \gamma(n)$ and $\ell\left(Q_{m+1}\left(U_{z}\right)\right) \leq$ $1 / 2 \cdot \ell\left(Q_{m}\left(U_{z}\right)\right)$ the second part of the claim follows.

Let $m \in \mathbb{N}$ and consider an arbitrary element $\alpha$ of $Q_{m}(U)$. If $\alpha$ is not of the form $c\left(i^{\prime}, x, y\right)$ for $i^{\prime} \in \mathbb{N}^{+}$and $x, y \in \mathbb{N}$, then $\alpha$ generates no elements in $Q_{m+1}(U)$. Assume $\alpha=c\left(i^{\prime}, x, y\right)$ for $i^{\prime} \in \mathbb{N}^{+}$and $x, y \in \mathbb{N}$. The computation $F_{i^{\prime}}^{u_{z}}(x)$ runs for at most $|x|^{i^{\prime}}+i^{\prime}<|\alpha| / 2$ steps, where " $<$ " holds by the definition of $c(\cdot, \cdot, \cdot)$ and the properties of the pairing function $\langle\cdot\rangle$. Hence, the set of queries $Q$ of $F_{i^{\prime}}^{u_{z}}(x)$ satisfies $\ell(Q)<|\alpha| / 2$. Consequently,

$$
\begin{aligned}
\ell\left(Q_{m+1}(U)\right) & \leq \sum_{\substack{c\left(i^{\prime}, x, y\right) \in Q_{m}\left(U_{z}\right) \\
i^{\prime}, x, y \in \mathbb{N}, i^{\prime}>0}} \ell\left(\left\{q \in \Sigma^{\geq n} \mid q \text { is queried by } F_{i^{\prime}}^{u_{z}}(x)\right\}\right) \\
& \leq \sum_{\substack{c\left(i^{\prime}, x, y\right) \in Q_{m}\left(U_{z}\right) \\
i^{\prime}, x, y \in \mathbb{N}, i^{\prime}>0}}\left|c\left(i^{\prime}, x, y\right)\right| / 2 \leq \ell\left(Q_{m}\left(U_{z}\right)\right) / 2,
\end{aligned}
$$

which finishes the proof of Claim 12.
For $z, z^{\prime} \in \Sigma^{n}$ we say that $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict if there is a word $\alpha \in Q\left(U_{z}\right) \cap Q\left(U_{z^{\prime}}\right)$ in $u_{z} \triangle u_{z^{\prime}}$. In that case, we say $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict in $\alpha$. Note that whenever $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict in a word $\alpha$, then $\alpha \in u_{z} \cup u_{z^{\prime}}$. The next three claims show that for all $z \in \Sigma^{n}$ odd and $z^{\prime} \in \Sigma^{n}$ even, the sets $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict in a word of length $n$. Indeed, then they conflict in $z$ or $z^{\prime}$ as these are the only words of length $n$ in $u_{z} \cup u_{z^{\prime}}$.
$\triangleright$ Claim 13. Let $z, z^{\prime} \in \Sigma^{n}$ such that $z$ is odd and $z^{\prime}$ is even. If $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict, then they conflict in a word of length $n$.

Proof. Let $\alpha$ be the least word in which $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict. Then $\alpha \in u_{z} \triangle u_{z^{\prime}}$. By symmetry, it suffices to consider the case $\alpha \in u_{z}-u_{z^{\prime}}$. For a contradiction, assume that $|\alpha|>n$. Then by Claim 11, two situations are possible.

1. Assume $\alpha=1^{p^{\prime \kappa}}$ for $p^{\prime} \in \mathbb{P}_{3}$ with $-p^{\prime} \in \operatorname{ran}\left(t_{s}\right)$ and $\kappa>0$. Then by Claim 11.2, $\alpha \in u_{z^{\prime}}$, a contradiction. Hence, $\alpha \neq 1^{p^{\prime \kappa}}$ for all $p^{\prime} \in \mathbb{P}_{3}$ with $-p^{\prime} \in \operatorname{ran}\left(t_{s}\right)$ and $\kappa>0$.
2. Here, $\alpha=c\left(i^{\prime}, x, y\right)$ for $i^{\prime} \in \mathbb{N}^{+}$and $x, y \in \mathbb{N}$ with $0<t_{s}\left(i^{\prime}\right) \leq c\left(i^{\prime}, x, y\right)$ and $F_{i^{\prime}}^{u_{z}}(x)=y \in K^{u_{z}}$. By construction, it holds $t_{s}\left(i^{\prime}\right)=t_{s-1}\left(i^{\prime}\right) \leq\left|w_{s-1}\right| \leq|u|<\alpha$. Thus, $F_{i^{\prime}}^{u_{z^{\prime}}}(x) \neq y$, since otherwise, by the $t_{s^{-}}$-validity of $u_{z^{\prime}}$ and V 5 , it would hold $\alpha \in u_{z^{\prime}}$. Consequently, $F_{i^{\prime}}^{u_{z^{\prime}}}(x) \neq F_{i^{\prime}}^{u_{z}}(x)$. Hence, there exists a query $\beta$ that is asked by both $F_{i^{\prime}}^{u_{z}}(x)$ and $F_{i^{\prime}}^{u_{z^{\prime}}}(x)$ and that is in $u_{z} \triangle u_{z^{\prime}}$ (otherwise, both computations would output the same word). By definition of $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$, it holds $\beta \in Q\left(U_{z}\right) \cap Q\left(U_{z^{\prime}}\right)$. Hence, $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict in $\beta$ and $|\beta| \leq|x|^{i^{\prime}}+i^{\prime}<\left|c\left(i^{\prime}, x, y\right)\right|=|\alpha|$, in contradiction to the assumption that $\alpha$ is the least word which $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict in.

For showing that for all odd $z \in \Sigma^{n}$ and all even $z^{\prime} \in \Sigma^{n}$ the sets $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict, we need one more claim. Let $t^{\prime}$ be defined such that $\operatorname{dom}\left(t^{\prime}\right)=\operatorname{dom}\left(t_{s}\right)-\{(i, j)\}$ and $t^{\prime}\left(i^{\prime}, j^{\prime}\right)=t_{s}\left(i^{\prime}, j^{\prime}\right)$ for $\left(i^{\prime}, j^{\prime}\right) \in \operatorname{dom}\left(t^{\prime}\right)$. Then $u$ and $u_{z}$ for $z \in \Sigma^{n}$ are $t^{\prime}$-valid by Claim 8 .
$\triangleright$ Claim 14. Let $t \in\left\{t^{\prime}, t_{s}\right\}$ and $z, z^{\prime} \in \Sigma^{n}$ such that $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ do not conflict. For each $t$-valid oracle $v \supsetneqq u$ that is defined for exactly the words of length $\leq n$ and that satisfies $v(q)=u_{z}(q)$ for all $|v|>q \in Q\left(U_{z}\right)$ and $v(q)=u_{z^{\prime}}(q)$ for all $|v|>q \in Q\left(U_{z}\right)$, there exists a $t$-valid oracle $v^{\prime} \supsetneqq v$ with $\left|v^{\prime}\right|=\left|u_{z}\right|, v^{\prime}(q)=u_{z}(q)$ for all $\left|v^{\prime}\right|>q \in Q\left(U_{z}\right)$, and $v^{\prime}(q)=u_{z^{\prime}}(q)$ for all $\left|v^{\prime}\right|>q \in Q\left(U_{z}\right)$.

Proof. Let $w \sqsupseteq u$ with $|w|<\left|u_{z}\right|, w(q)=u_{z}(q)$ for all $|w|>q \in Q\left(U_{z}\right)$, and $w(q)=u_{z^{\prime}}(q)$ for all $|w|>q \in Q\left(U_{z^{\prime}}\right)$. Moreover, let $\alpha=|w|$. It suffices to show the following:

- If $\alpha=0^{p^{\prime \kappa}}$ for some $p^{\prime} \in \mathbb{P}_{3}$ with $-p^{\prime} \in \operatorname{ran}(t)$ and $\kappa>0$, then there exists a $t$-valid $w^{\prime} \ni w$ that is defined for the words of length $p^{\prime \kappa}$, undefined for all words of greater length, and that satisfies $w^{\prime}(q)=u_{z}(q)$ for all $\left|w^{\prime}\right|>q \in Q\left(U_{z}\right)$ and $w^{\prime}(q)=u_{z^{\prime}}(q)$ for all $\left|w^{\prime}\right|>q \in Q\left(U_{z^{\prime}}\right)$.
Note that in this case $\left|w^{\prime}\right| \leq\left|u_{z}\right|$ as $u_{z}$ is defined for exactly the words of length $\leq \gamma(n)$.
- If $\alpha$ is not of length $p^{\prime \kappa}$ for all $p^{\prime} \in \mathbb{P}_{3}$ with $-p^{\prime} \in \operatorname{ran}(t)$ and all $\kappa>0$, then there exists $b \in\{0,1\}$ such that $w b$ is $t$-valid, $w b(q)=u_{z}(q)$ for all $|w b|>q \in Q\left(U_{z}\right)$ and $w b(q)=u_{z^{\prime}}(q)$ for all $|w b|>q \in Q\left(U_{z^{\prime}}\right)$.

We study three cases.

1. Assume $\alpha=0^{p^{\prime \kappa}}$ for some $p^{\prime} \in \mathbb{P}_{3}$ with $-p^{\prime} \in \operatorname{ran}(t)$ and $\kappa>0$. Then we let $w^{\prime} \supsetneqq w$ be the minimal oracle that is defined for all words of length $p^{\prime \kappa}$ and contains $1^{p^{\prime \kappa}}$, i.e., $w^{\prime}=w \cup\left\{1^{p^{\prime \kappa}}\right\}$ when interpreting the oracles as sets. As $u_{z} \cap \Sigma^{p^{\prime \kappa}}=u_{z^{\prime}} \cap \Sigma^{p^{\prime \kappa}}=\left\{1^{p^{\prime \kappa}}\right\}$ by Claim 11.2, we obtain $w^{\prime}(q)=u_{z}(q)$ for all $\left|w^{\prime}\right|>q \in Q\left(U_{z}\right)$ and $w^{\prime}(q)=u_{z^{\prime}}(q)$ for all $\left|w^{\prime}\right|>q \in Q\left(U_{z^{\prime}}\right)$. Moreover, by Claim 10.2b and Claim 10.2c, the oracle $w^{\prime}$ is $t$-valid.
2. Now assume that $\alpha=c\left(i^{\prime}, x, y\right)$ for $i^{\prime} \in \mathbb{N}^{+}$and $x, y \in \mathbb{N}$ with $0<t\left(i^{\prime}\right) \leq \alpha$ such that one of the conditions $F_{i^{\prime}}^{u_{z}}(x)=y$ and $F_{i^{\prime}}^{u z^{\prime}}(x)=y$ holds. By Claim 10.1, then even one of the two conditions $F_{i^{\prime}}^{u_{z}}(x)=y \in K^{u_{z}}$ and $F_{i^{\prime}}^{u_{z^{\prime}}}(x)=y \in K^{u_{z^{\prime}}}$ holds. By symmetry, if suffices to argue for the case $F_{i^{\prime}}^{u_{z}}(x)=y \in K^{u_{z}}$. Recall that the oracles $u_{z}$ and $u_{z^{\prime}}$ are $t$-valid. Hence, by V5 and $0<t\left(i^{\prime}\right) \leq \alpha<\left|u_{z}\right|$, it holds $\alpha \in u_{z}$. We consider two cases depending on whether $F_{i^{\prime}}^{w}(x)$ returns $y$. In any case, if $\alpha \in Q\left(U_{z}\right)$ (resp., $\alpha \in Q\left(U_{z^{\prime}}\right)$ ), then $F_{i^{\prime}}^{w}(x)=F_{i^{\prime}}^{u_{z}}(x)$ (resp., $F_{i^{\prime}}^{w}(x)=F_{i^{\prime}}^{u^{\prime}}(x)$ ), since for all queries $q$ of $F_{i^{\prime}}^{u_{z}}(x)$ (resp., $F_{i^{\prime}}^{u^{\prime}}(x)$ ), it holds $q \in Q\left(U_{z}\right)$ (resp., $\left.q \in Q\left(U_{z^{\prime}}\right)\right),|q| \leq|x|^{i^{\prime}}+i^{\prime}<|\alpha|$, and by assumption, $w(q)=u_{z}(q)\left(\right.$ resp., $\left.w(q)=u_{z^{\prime}}(q)\right)$.
(i) Assume $F_{i^{\prime}}^{w}(x)=y$. Choose $b=1$. As $w$ is $t$-valid, $0<t\left(i^{\prime}\right) \leq \alpha$, and $F_{i^{\prime}}^{w}(x)=y$, Claim 10.2e yields that $w 1$ is $t$-valid. As $\alpha \in u_{z}$, we have $w 1(q)=u_{z}(q)$ for all $|w 1|>q \in Q\left(U_{z}\right)$. It remains to show that $w 1(q)=u_{z^{\prime}}(q)$ for all $|w 1|>q \in Q\left(U_{z^{\prime}}\right)$. If $\alpha \notin Q\left(U_{z^{\prime}}\right)$, this trivially holds. If $\alpha \in Q\left(U_{z^{\prime}}\right)$, then as observed above, $F_{i}^{u_{z^{\prime}}}(x)=$ $F_{i}^{w}(x)=y$. Hence, as $u_{z^{\prime}}$ is $t$-valid and $0<t^{\prime}\left(i^{\prime}\right) \leq \alpha<\left|u_{z^{\prime}}\right|$, it holds $\alpha \in u_{z^{\prime}}$ by V5. Thus, $w 1(q)=u_{z^{\prime}}(q)$ for all $|w 1|>q \in Q\left(U_{z^{\prime}}\right)$.
(ii) Assume $F_{i^{\prime}}^{w}(x) \neq y$. Choose $b=0$. Then Claim 10.2 f states that $w b$ is $t$-valid. It holds $\alpha \notin Q\left(U_{z}\right)$, since otherwise, as observed above, $F_{i^{\prime}}^{w}(x)=F_{i^{\prime}}^{u_{z}}(x)=y$, which would yield a contradiction. Thus, $w b(q)=u_{z}(q)$ for all $|w b|>q \in Q\left(U_{z}\right)$. It remains to show $w b(q)=u_{z^{\prime}}(q)$ for all $|w b|>q \in Q\left(U_{z^{\prime}}\right)$. If $\alpha \notin Q\left(U_{z^{\prime}}\right)$, this trivially holds and otherwise, it also holds, since as observed above, we have $F_{i^{\prime}}^{u_{z^{\prime}}}(x)=F_{i^{\prime}}^{w}(x) \neq y$, which implies $\alpha \notin u_{z^{\prime}}$ (by V1, $\alpha \in u_{z^{\prime}}$ would imply $\left.F_{i^{\prime}}^{u z^{\prime}}(x)=y\right)$.
3. We now consider the remaining cases, i.e., we may assume: (i) $\alpha$ is not of length $p^{\prime \kappa}$ for all $p^{\prime} \in \mathbb{P}_{3}$ and $\kappa>0$ with $-p^{\prime} \in \operatorname{ran}(t)$ and (ii) if $\alpha=c\left(i^{\prime}, x, y\right)$ for some $i^{\prime} \in \mathbb{N}^{+}$and $x, y \in \mathbb{N}$ with $0<t\left(i^{\prime}\right) \leq \alpha$, then none of the conditions $F_{i^{\prime}}^{u_{z}}(x)=y$ and $F_{i^{\prime}}^{u z^{\prime}}(x)=y$ holds.
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In this case, it holds $\alpha \notin u_{z} \cup u_{z^{\prime}}$ by Claim 11.1. We choose $b=0$ and obtain that $w b(q)=u_{z}(q)$ for all $|w b|>q \in Q\left(U_{z}\right)$ and $w b(q)=u_{z^{\prime}}(q)$ for all $|w b|>q \in Q\left(U_{z^{\prime}}\right)$. Moreover, by Claim 10.2, wb is $t$-valid. This shows Claim 14.
$\triangleright$ Claim 15. For all odd $z \in \Sigma^{n}$ and all even $z^{\prime} \in \Sigma^{n}, Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict.
Proof. Let us first show that $\alpha \in Q\left(U_{\alpha}\right)$ for all $\alpha \in \Sigma^{n}$. For a contradiction, assume $\alpha \notin Q\left(U_{\alpha}\right)$ for some $\alpha \in \Sigma^{n}$. We study the cases $i=j$ and $i \neq j$ separately.

First assume $i=j$. In this case $p \in \mathbb{P}_{1}$. Let $u^{\prime}$ be the oracle that is defined for exactly the words of length $\leq n$ and satisfies $u^{\prime}=u$ when the oracles are considered as sets. Then $u^{\prime}$ is $t_{s}$-valid by Claim 10.2d and $u^{\prime}$ and $u_{\alpha}$ agree on all words in $\Sigma^{n} \cap Q\left(U_{\alpha}\right)$ as $u_{\alpha} \cap \Sigma^{n}=\{\alpha\}$ and $\alpha \notin Q\left(U_{\alpha}\right)$. Thus, we can apply Claim 14 to the oracle $u^{\prime}$ for $z=z^{\prime}=\alpha$. Hence, there exists a $t_{s}$-valid oracle $v$ satisfying $|v|=\left|u_{z}\right|, v \cap \Sigma^{n}=\emptyset$, and $v(q)=u_{\alpha}(q)$ for all $q \in Q\left(U_{\alpha}\right)$. By the latter property and the fact that $U_{\alpha} \subseteq Q\left(U_{\alpha}\right)$ contains all queries asked by the least accepting path of $M_{i}^{u_{\alpha}}\left(F_{r}^{u_{\alpha}}\left(0^{n}\right)\right)$, this path is also an accepting path of the computation $M_{i}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$. As $v$ is defined for all words of length $\leq \gamma(n)$, the computation $M_{i}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$ is defined. Thus, $0^{n} \notin C_{q}^{v^{\prime}}$ for all $v^{\prime} \sqsupseteq v$ and $M_{i}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$ definitely accepts, in contradiction to the assumption that step $s$ of the construction fails.

Now let us consider the case $i \neq j$. Here $p \in \mathbb{P}_{3}$. By symmetry, it suffices to consider the case that $\alpha$ is odd. Let $\alpha^{\prime}$ be the minimal even element of $\Sigma^{n}$ that is not in $Q\left(U_{\alpha}\right)$. Such $\alpha^{\prime}$ exists as it holds $2^{n-1}>4(\gamma(n))>2 \gamma(n)$ by $(1), \ell\left(Q\left(U_{\alpha}\right)\right) \leq 2 \gamma(n)$ by Claim 12, and hence, $\ell\left(Q\left(U_{\alpha}\right)\right) \leq 2 \gamma(n)<2^{n-1}=\mid\left\{\alpha^{\prime \prime} \in \Sigma^{n} \mid \alpha^{\prime \prime}\right.$ even $\} \mid$. Now choose $u^{\prime}$ to be the oracle that is defined for exactly the words of length $\leq n$ and that satisfies $u^{\prime}=u \cup\left\{\alpha^{\prime}\right\}$ when the oracles are considered as sets. Then $u^{\prime}$ is $t_{s}$-valid by Claim 10.2 b and Claim 10.2 f . Moreover, as $\alpha, \alpha^{\prime} \notin Q\left(U_{\alpha}\right)$, the oracles $u^{\prime}$ and $u_{\alpha}$ agree on all words in $\Sigma^{n} \cap Q\left(U_{\alpha}\right)$. Thus, we can apply Claim 14 to the oracle $u^{\prime}$ for $z=z^{\prime}=\alpha$ and obtain a $t_{s}$-valid oracle $v$ that is defined for all words of length $\leq \gamma(n)$ and satisfies both $v \cap \Sigma^{n}=\left\{\alpha^{\prime}\right\}$ and $v(q)=u_{\alpha}(q)$ for all $q \in Q\left(U_{\alpha}\right)$. The latter property and the fact that $U_{\alpha} \subseteq Q\left(U_{\alpha}\right)$ contains all queries asked by the least accepting path of $M_{i}^{u_{\alpha}}\left(F_{r}^{u_{\alpha}}\left(0^{n}\right)\right)$ yield that this path is also an accepting path of the computation $M_{i}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$. As $v$ is defined for all words of length $\leq \gamma(n)$, the computation $M_{i}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$ definitely accepts. Let us study two cases depending on whether $M_{j}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$ definitely accepts or definitely rejects (note that this computation is defined as $v$ is defined for all words of length $\leq \gamma(n)$ ):

- Assume that $M_{j}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$ definitely accept. Let $s^{\prime}$ be the step that treats the task $(i, j)$. Hence, $s^{\prime}<s$ since $t_{s}(i, j)$ is defined. By Claim 8, the oracle $v$ is $t_{s^{\prime}-1}$-valid. Now, as both $M_{i}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$ and $M_{j}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$ definitely accept, $v$ is even $t^{\prime \prime}$-valid for $t^{\prime \prime}=t_{s^{\prime}-1} \cup\{(i, j) \mapsto 0\}$. But then the construction would have chosen $t_{s^{\prime}}=t^{\prime \prime}$ and a suitable oracle $w_{s^{\prime}}$ (e.g., $w_{s^{\prime}}=v$ ), a contradiction.
- Assume that $M_{j}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$ definitely rejects. As $v \cap \Sigma^{n}=\left\{\alpha^{\prime}\right\}$, it holds $0^{n} \in B_{p}^{v^{\prime}}$ for all $v^{\prime} \sqsupseteq v$. This is a contradiction to the assumption that step $s$ of the construction fails.

Hence, from now on we may assume that $\alpha \in Q\left(U_{\alpha}\right)$ for all $\alpha \in \Sigma^{n}$. Moreover, assume there are $z$ odd and $z^{\prime}$ even such that $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ do not conflict. Then let $u^{\prime} \sqsupseteq u$ be the minimal oracle that is defined for all words of length $\leq n$ and contains $z$ and $z^{\prime}$, i.e., interpreting oracles as sets it holds $u^{\prime}=u \cup\left\{z, z^{\prime}\right\}$. Since $-p \notin \operatorname{ran}\left(t^{\prime}\right)$, the oracle $u^{\prime}$ is $t^{\prime}$-valid by Claim 10.2a. If Claim 14 cannot be applied to the oracle $u^{\prime}$ for $z$ and $z^{\prime}$, then $z \in Q\left(U_{z^{\prime}}\right)$ or $z^{\prime} \in Q\left(U_{z}\right)$. Since we observed above that $z \in Q\left(U_{z}\right)$ and $z^{\prime} \in Q\left(U_{z^{\prime}}\right)$ and moreover, $u_{z} \cap \Sigma^{n}=\{z\}$ and $u_{z^{\prime}} \cap \Sigma^{n}=\left\{z^{\prime}\right\}$, in this case $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict. Hence, it remains to consider the case that Claim 14 can be applied to the oracle $u^{\prime}$ for $z$ and $z^{\prime}$.

Applying Claim 14, we obtain a $t^{\prime}$-valid $v \sqsupseteq u^{\prime}$ that is defined for all words of length $\leq \gamma(n)$ and that satisfies $v(q)=u_{z}(q)$ for all $q \in Q\left(U_{z}\right)$ and $v(q)=u_{z^{\prime}}(q)$ for all $q \in Q\left(U_{z^{\prime}}\right)$.

Let $s^{\prime}$ be the step in which $(i, j)$ is treated. As $t_{s}(i, j)$ is defined, it holds $s^{\prime}<s$. Hence, $t^{\prime}$ is an extension of $t_{s^{\prime}-1}$ and by Claim $8, v$ is $t_{s^{\prime}-1}$-valid. We claim that $v$ is $t^{\prime \prime}$-valid for $t^{\prime \prime}=t_{s^{\prime}-1} \cup\{(i, j) \mapsto 0\}$. Once this is proven, we obtain a contradiction as then the construction would have chosen $t_{s^{\prime}}=t^{\prime \prime}$ and an appropriate $w_{s^{\prime}}\left(\right.$ e.g. $\left.w_{s^{\prime}}=v\right)$. Then our assumption is wrong and for all odd $z \in \Sigma^{n}$ and all even $z^{\prime} \in \Sigma^{n}, Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict.

It remains to prove that $v$ is $t^{\prime \prime}$-valid for $t^{\prime \prime}=t_{s^{\prime}-1} \cup\{(i, j) \mapsto 0\}$. We study two cases.
Case 1: first we assume that $i \neq j$, i.e., it suffices to prove that $M_{i}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$ and $M_{j}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$ definitely accept. Recall that $M_{i}^{u_{z}}\left(F_{r}^{u_{z}}\left(0^{n}\right)\right)$ and $M_{j}^{u_{z^{\prime}}}\left(F_{r}^{u_{z^{\prime}}}\left(0^{n}\right)\right)$ definitely accept. Moreover, $v(q)=u_{z}(q)$ for all $q \in Q\left(U_{z}\right)$ and $v(q)=u_{z^{\prime}}(q)$ for all $q \in Q\left(U_{z^{\prime}}\right)$ and in particular, $v$ is defined for all words in $Q\left(U_{z}\right) \cup Q\left(U_{z^{\prime}}\right)$. This implies that the least accepting paths of $M_{i}^{u_{z}}\left(F_{r}^{u_{z}}\left(0^{n}\right)\right)$ and $M_{i}^{u_{z}}\left(F_{r}^{u_{z}}\left(0^{n}\right)\right)$ are also accepting paths of the computations $M_{i}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$ and $M_{j}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$.
Case 2: assume that $i=j$, i.e., we have to prove that on some input $x$ the computation $M_{i}^{v}(x)$ has two accepting paths. As observed above, $z \in Q\left(U_{z}\right)$ and $z^{\prime} \in Q\left(U_{z^{\prime}}\right)$. As $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ do not conflict, it holds $z \notin Q\left(U_{z^{\prime}}\right)$, which implies $Q\left(U_{z}\right) \neq Q\left(U_{z^{\prime}}\right)$. Let $\kappa \in \mathbb{N}$ be minimal such that $Q_{\kappa}\left(U_{z}\right) \neq Q_{\kappa}\left(U_{z^{\prime}}\right)$ and for a contradiction, assume $\kappa>0$. Let $\alpha \in Q_{\kappa}\left(U_{z}\right) \triangle Q_{\kappa}\left(U_{z^{\prime}}\right)$. Without loss of generality, we assume $\alpha \in Q_{\kappa}\left(U_{z}\right)-Q_{\kappa}\left(U_{z^{\prime}}\right)$. Then there exist $i^{\prime}, x, y \in \mathbb{N}$ with $i^{\prime}>0$ such that $c\left(i^{\prime}, x, y\right) \in Q_{\kappa-1}\left(U_{z}\right)$ and $F_{i^{\prime}}^{u_{z}}(x)$ asks the query $\alpha$. By the choice of $\kappa$, it holds $Q_{\kappa-1}\left(U_{z^{\prime}}\right)=Q_{\kappa-1}\left(U_{z}\right)$ and thus, $c\left(i^{\prime}, x, y\right) \in$ $Q_{\kappa-1}\left(U_{z^{\prime}}\right)$. Consequently, all queries of $F_{i^{\prime}}^{u^{\prime}}(x)$ are in $Q_{\kappa}\left(U_{z^{\prime}}\right)$. However, $\alpha \notin Q_{\kappa}\left(U_{z^{\prime}}\right)$ and therefore, $\alpha$ cannot be asked by $F_{i^{\prime}}^{u^{\prime}}(x)$. This shows that there is a word $\beta \in u_{z} \triangle u_{z^{\prime}}$ asked by both $F_{i^{\prime}}^{u_{z}}(x)$ and $F_{i^{\prime}}^{u_{z^{\prime}}}(x)$ (otherwise, the two computations would ask the same queries). But then $\beta \in Q_{\kappa}\left(U_{z}\right) \cap Q_{\kappa}\left(U_{z^{\prime}}\right)$, which implies that $Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict, a contradiction. Hence, we obtain $\kappa=0$ and $U_{z}=Q_{0}\left(U_{z}\right) \neq Q_{0}\left(U_{z^{\prime}}\right)=U_{z^{\prime}}$. Recall that $U_{z}$ (resp., $U_{z^{\prime}}$ ) is the set consisting of all oracle queries of the least accepting path $P$ (resp., $P^{\prime}$ ) of the computation $M_{i}^{u_{z}}\left(F_{r}^{u_{z}}\left(0^{n}\right)\right)$ (resp., $M_{i}^{u_{z^{\prime}}}\left(F_{r}^{u_{z^{\prime}}}\left(0^{n}\right)\right)$ ). As $u_{z}(q)=v(q)$ for all $q \in Q\left(U_{z}\right) \supseteq U_{z}$ and $u_{z^{\prime}}(q)=v(q)$ for all $q \in Q\left(U_{z^{\prime}}\right) \supseteq U_{z^{\prime}}$, the paths $P$ and $P^{\prime}$ are accepting paths of the computation $M_{i}^{v}\left(F_{r}^{v}\left(0^{n}\right)\right)$. Finally, $P$ and $P^{\prime}$ are distinct paths since $U_{z} \neq U_{z^{\prime}}$. This finishes the proof that $v$ is $t^{\prime \prime}$-valid. Hence, the proof of Claim 15 is complete.

The remainder of the proof that the construction is possible is based on an idea by Hartmanis and Hemachandra [8]. Consider the set

$$
\begin{align*}
E & =\left\{\left\{z, z^{\prime}\right\} \mid z, z^{\prime} \in \Sigma^{n}, z \text { odd } \Leftrightarrow z^{\prime} \text { even, }\left(z \in Q\left(U_{z^{\prime}}\right) \vee z^{\prime} \in Q\left(U_{z}\right)\right)\right\} \\
& =\bigcup_{z \in \Sigma^{n}}\left\{\left\{z, z^{\prime}\right\} \mid z^{\prime} \in \Sigma^{n}, z \text { odd } \Leftrightarrow z^{\prime} \text { even, } z^{\prime} \in Q\left(U_{z}\right)\right\} . \tag{2}
\end{align*}
$$

Let $z, z^{\prime} \in \Sigma^{n}$ such that ( $z$ odd $\Leftrightarrow z^{\prime}$ even). By Claim 15 and Claim $13, Q\left(U_{z}\right)$ and $Q\left(U_{z^{\prime}}\right)$ conflict in a word of length $n$. Then, as observed above, they conflict in $z$ or $z^{\prime}$, i.e., $z \in Q\left(U_{z^{\prime}}\right)$ or $z^{\prime} \in Q\left(U_{z}\right)$. This shows $E=\left\{\left\{z, z^{\prime}\right\} \mid z, z^{\prime} \in \Sigma^{n}, z\right.$ odd $\Leftrightarrow z^{\prime}$ even $\}$ and thus, $|E|=2^{2 n-2}$. By Claim 12, for each $z \in \Sigma^{n}$ it holds $\left|Q\left(U_{z}\right)\right| \leq \ell\left(Q\left(U_{z}\right)\right) \leq 2 \gamma(n)$. Consequently,

$$
|E| \stackrel{(2)}{\leq} \sum_{z \in \Sigma^{n}}\left|Q\left(U_{z}\right)\right| \leq 2^{n} \cdot 2 \gamma(n)=2^{n+1} \cdot \gamma(n) \stackrel{(1)}{<} 2^{2 n-2}=|E|
$$

a contradiction to the assumption that the construction fails in step $s$ treating the task $(i, j, r)$. This shows that the construction is possible and $O$ is well-defined. It remains to show that DisjNP ${ }^{O}$ contains no pair $\leq \leq_{\mathrm{m}}^{\mathrm{p}, O}$-hard for $\mathrm{NP}^{O} \cap \operatorname{coNP}^{O}$, each problem in $\mathrm{NP}^{O}$ has $\mathrm{P}^{O}$-optimal proof systems, and $\mathrm{UP}^{O}$ has no $\leq_{\mathrm{m}}^{\mathrm{p}, O}$-complete problem. As the corresponding proofs are rather straightforward, we omit them. This completes the proof of Theorem 6.
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#### Abstract

We introduce the notion of a semicomputable point in $\mathbb{R}^{n}$, defined as a point having left-c.e. projections. We study the range of such a point, which is the set of directions on which its projections are left-c.e., and is a convex cone. We provide a thorough study of these notions, proving along the way new results on the computability of convex sets. We prove realization results, by identifying computability properties of convex cones that make them ranges of semicomputable points. We give two applications of the theory. The first one provides a better understanding of the Solovay derivatives. The second one is the investigation of left-c.e. quadratic polynomials. We show that this is, in fact, a particular case of the general theory of semicomputable points.
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## 1 Introduction

The general goal of this paper is to improve our understanding of weak notions of computability in computable analysis. Usually these notions are more difficult to understand than plain computability, and have a rich theory. For instance we mention the notions of computably enumerable (c.e.) subsets of $\mathbb{N}$, left-c.e. reals numbers, left-c.e. real functions, c.e. closed subsets of $\mathbb{R}^{n}$, co-c.e. closed sets, etc.

A closed subset of $\mathbb{R}^{n}$ is co-c.e. if its complement is a computable union of rational balls. When a closed set can be described by a few parameters, such as a simple geometrical figure, what properties must these parameters satisfy to make it a co-c.e. closed set? The case of filled triangles has been studied in [5], but the case of disks is more challenging.

A function $f: \mathbb{R} \rightarrow \mathbb{R}$ is left-c.e. if there is a program that takes $x$ as input and outputs better and better approximations of $f(x)$ from the left (with no assumption on the speed of convergence to $f(x)$ ). When a function is described by a few parameters, such as a polynomial, what properties must these parameters satisfy to make it a left-c.e. function?

The cases of co-c.e. disks and left-c.e. polynomials are surprisingly two instances of a common framework that we investigate in this paper. In both cases, the object can be identified with a point in some Euclidean space (for instance, a polynomial is a vector of coefficients) and the computability notion can be expressed as the point having uniformly left-c.e. projections in some set of directions (the directions $\left(1, X, X^{2}\right)$ in the case of quadratic polynomials). This observation leads us to introduce and study the notion of a semicomputable point in Euclidean spaces. It is an extension to several dimensions of a notion introduced
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in [5] in the plane. In particular we define the semicomputability range of a point as the set of directions in which it is left-c.e., and investigate the possible sets that can be obtained as ranges of semicomputable points.

The extension from the plane to higher-dimensional Euclidean spaces is not a straightforward generalization because many subtleties appear in $\mathbb{R}^{3}$. For instance, the range of a point is a convex cone, so it is determined by two angles in $\mathbb{R}^{2}$ but can have many different shapes in $\mathbb{R}^{3}$. Another example is that the operation of taking the conical hull of two convex cones, while simple in $\mathbb{R}^{2}$, is not as simple in $\mathbb{R}^{3}$ in terms of computability.

The main results of the paper are realizations results: given a convex cone in $\mathbb{R}^{n}$ with some computability property, there exists a semicomputable point in $\mathbb{R}^{n}$ whose range is exactly that cone:

- Theorem 4.6: every $\Sigma_{2}^{0}$ cone is the range of some semicomputable point. If its closure is not $\Pi_{2}^{0}$ then the point is non-uniformly left-c.e. in the directions of the cone.
- Theorem 4.8: every salient $\Pi_{2}^{0}$ convex cone is the range of some semicomputable point. Moreover, that point is uniformly left-c.e. in the directions of the cone.

In Section 2.4 we give results about computability of convex sets and convex cones. In Section 3 we define semicomputable points of $\mathbb{R}^{n}$ and develop a thorough study of this notion. In particular we define the range of a semicommputable point, which is the set of directions in which its projections are left-c.e. In Section 4 we prove the main results of the paper, in which we identify classes of convex cones that can be realized as ranges of semicomputable points. In Section 5 we use these results to study Solovay derivatives and precisely identify the possible shapes of the functions $\bar{S}(a X+b, c)$ and $\underline{S}(a X+b, c)$ when $a, b, c$ are fixed and $X$ varies over the computable reals. In Section 6 we investigate the left-c.e. quadratic polynomials, which can be identified with semicomputable points with a certain range.

## 2 Background

### 2.1 Computability in Euclidean spaces

We endow $\mathbb{R}^{n}$ with the inner product $\langle x, y\rangle=\sum_{i=1}^{n} x_{i} y_{i}$, where $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=$ $\left(y_{1}, \ldots, y_{n}\right)$, the associated norm $\|x\|=\sqrt{\langle x, x\rangle}$ and the distance $d(x, y)=\|x-y\|$. An open set $U \subseteq \mathbb{R}^{n}$ is effectively open if it is the union of a computable sequence of rational open balls (centered at rational points with rational radii). Let $A \subseteq \mathbb{R}^{n}$ be a closed set. $A$ is $\boldsymbol{c} . e$. closed if $A$ contains a dense computable sequence, or equivalently the function $x \mapsto d(x, A)=\min _{y \in A} d(x, y)$ is right-c.e. $A$ is co-c.e. closed if the complement of $A$ is effectively open, or equivalently the function $x \mapsto d(x, A)$ is left-c.e. A closed set is computably closed if it is both c.e. closed and co-c.e. closed. A compact set $K$ is effectively compact if the set of finite lists of rational balls covering $K$ is c.e. A compact set is effectively compact if and only if it is co-c.e. closed. More details on these notions can be found in [3].

A real number is left-c.e. if it is the limit of a computable increasing sequence of rational numbers. A real number $x$ is right-c.e. if $-x$ is left-c.e. It is computable if it is both left-c.e. and right-c.e. If $D \subseteq \mathbb{R}^{n}$ then a function $f: D \rightarrow[-\infty,+\infty]$ is left-c.e. if there exist uniformly effective open sets $\left(U_{q}\right)_{q \in \mathbb{Q}}$ such that for all $q \in \mathbb{Q}, f^{-1}(q,+\infty)=D \cap U_{q} . f$ is right-c.e. if $-f$ is left-c.e.

Let $f: \mathbb{R}^{m} \times \mathbb{R}^{n}$ be left-c.e.. If $K \subseteq \mathbb{R}^{n}$ is effectively compact then $f_{\min }: \mathbb{R}^{m} \rightarrow \mathbb{R}$ defined by $f_{\min }(x)=\min _{y \in K} f(x, y)$ is left-c.e. If $A \subseteq \mathbb{R}^{n}$ is c.e. closed then $f_{\text {sup }}: \mathbb{R}^{m} \rightarrow \mathbb{R}$ defined by $f_{\text {sup }}(x)=\sup _{y \in A} f(x, y)$ is left-c.e.

Each of these computability notions can be relativized to any oracle. We will be particularly interested in their relativization to the halting set, denoted by $\emptyset^{\prime}$. For instance, a real is $\emptyset^{\prime}$-left-c.e. if it is left-c.e. relative to $\emptyset^{\prime}$.

### 2.2 Solovay derivatives

The quantitative study of Solovay reducibility was initiated in [1] and continued in [7] and [5]. We briefly recall that if $a, b$ are real numbers such that $b$ is left-c.e., then we define

$$
\begin{aligned}
& \bar{S}(a, b)=\inf \{q \in \mathbb{Q}: q b-a \text { is left-c.e. }\} \\
& \underline{S}(a, b)=\sup \{q \in \mathbb{Q}: q b-a \text { is right-c.e. }\} .
\end{aligned}
$$

We say that $a$ is Solovay reducible to $b$ if $\bar{S}(a, b)<+\infty$ and $\underline{S}(a, b)>-\infty$. Intuitively, it means that $a$ is easier to approximate than $b$ in the following sense: if $\bar{S}(a, b)<q$ and $\underline{S}(a, b)>$ $r$, then there exist computable sequences $a_{i}, b_{i}$ converging to $a, b$ such that $r \leq \frac{a-a_{i}}{b-b_{i}} \leq q$.

Some left-c.e. real numbers are Solovay complete, meaning that each left-c.e. number is reducible to them, and it is proved in [1] that if $b$ is Solovay complete, then $\bar{S}(a, b)=\underline{S}(a, b)$.

### 2.3 Background on convex cones

We give the minimal amount of background on convex analysis and refer the reader to [2] for more details. A cone is a set $C \subseteq \mathbb{R}^{n}$ that is closed under multiplication by a nonnegative scalar. A convex cone is a cone that is convex, i.e. a set that is closed under addition and multiplication by a nonnegative scalar. The dual of a set $C$ is the closed convex cone $C^{*}=\left\{x \in \mathbb{R}^{n}: \forall y \in C,\langle x, y\rangle \geq 0\right\} .\left(C^{*}\right)^{*}$ is the smallest closed convex cone containing $C$. In particular if $C$ is a closed convex cone then $\left(C^{*}\right)^{*}=C$.

For $x \neq 0$, let $H_{x}=\{z:\langle x, z\rangle \geq 0\}$ be the half-space delimited by the hyperplane orthogonal to $x$, in the direction of $x$. One has $C^{*}=\bigcap_{x \in C} H_{x}$. As a result, $d\left(z, C^{*}\right) \geq$ $\sup _{x \in C} d\left(z, H_{x}\right)$ and we show that equality holds. Observe that $d\left(z, H_{x}\right)=\max \left(-\frac{\langle z, x\rangle}{\|x\|}, 0\right)$.

- Lemma 2.1. Let $C$ be a convex set. One has $d\left(z, C^{*}\right)=\sup _{x \in C} d\left(z, H_{x}\right)$.

For a convex cone $C$, let $C_{1}$ be the intersection of $C$ with the unit sphere. In the previous lemma, one has $d\left(z, C^{*}\right)=\sup _{x \in C_{1}} d\left(z, H_{x}\right)$ if $C$ is a convex cone.

A convex cone is flat if it contains some $x \neq 0$ and its opposite $-x$. It is called salient if it is not flat. $C$ is salient if and only if $C^{*}$ is full-dimensional if and only if there exist $\epsilon>0$ and $y$ such that $\langle x, y\rangle>\epsilon$ for all $x \in C_{1}$.

If $A \subseteq \mathbb{R}^{n}$ is a full-dimensional convex set, then $A \subseteq \overline{\operatorname{int}(A)}$ and $\operatorname{int}(\bar{A}) \subseteq A$. In particular, among the class of full-dimensional convex sets, every closed set is regular closed and every open set is regular open.

### 2.4 Computability of convex sets and cones

Computability of convex sets has been investigated in [6] and [9]. Here we present new results that are used to prove the results of the paper and are of independent interest.

- Proposition 2.2. Let $C \subseteq \mathbb{R}^{n}$ be a closed convex cone.
- $C$ is co-c.e. closed $\Longleftrightarrow C^{*}$ is c.e. closed,
- $C$ is c.e. closed $\Longleftrightarrow C^{*}$ is co-c.e. closed,
- $C$ is computably closed $\Longleftrightarrow C^{*}$ is computably closed.

Proof. If $C$ is c.e. closed then let $\left(x_{i}\right)_{i \in \mathbb{N}}$ be a dense computable sequence in $C$. One has $C^{*}=\bigcap_{i} H_{x_{i}}$ which is therefore co-c.e. closed.

If $C$ is co-c.e. then the intersection $C_{1}$ of $C$ with the unit sphere is effectively compact. By Lemma 2.1 one has $d\left(z, C^{*}\right)=\max _{x \in C} d\left(z, H_{x}\right)=\max _{x \in C_{1}} d\left(z, H_{x}\right)$ which is a rightc.e. function of $z$, so $C^{*}$ is c.e. closed.

The other implications can be obtained by observing that $\left(C^{*}\right)^{*}=C$.

Observe that these results relativize to any oracle. The first equivalence in the next result was proved by Ziegler [9].

- Proposition 2.3. Let $C \subseteq \mathbb{R}^{n}$ be a full-dimensional closed convex set.
- $C$ is co-c.e. closed $\Longleftrightarrow$ the set of rational points outside $C$ is c.e.,
- $C$ is c.e. closed $\Longleftrightarrow$ its interior is effectively open.

Proof. If $C$ is co-c.e. closed then the set of rational points outside $C$ is obviously c.e. Conversely, assume that the set of rational points outside $C$ is c.e. Let $C_{0} \subseteq C$ be any fixed full-dimensional rational polytope. Given $z \in \mathbb{R}^{n}$, one can compute the convex hull of $C_{0} \cup\{z\}$ and in particular enumerate its interior $U_{z}$. As $U_{z}$ is dense in that convex hull, one has $z \notin C \Longleftrightarrow U_{z}$ contains a rational point outside $C$. It gives a procedure that given $z$, halts exactly when $z \notin C$, showing that $C$ is co-c.e.

If the interior of $C$ is effectively open then one can enumerate the rational points in the interior, which are dense in $C$. Conversely, if $C$ is c.e. closed then let $\left(x_{i}\right)_{i \in \mathbb{N}}$ be a dense computable sequence in $C$. A point $z$ belongs to the interior of $C$ iff there exist $n+1$ points in the sequence such that $z$ belongs to the interior of their convex hull, which gives a procedure that halts exactly when $z \in \operatorname{int}(C)$.

The assumption that $C$ is full-dimensional is needed. For the first item, if $C$ contains no rational point then no information about $C$ can be obtained from an enumeration of the rationals ouside $C$ (i.e., all the rational points). For the second item, $C$ needs to have a non-empty interior.

- Lemma 2.4. Let $A, B \subseteq \mathbb{R}^{n}$ be c.e. closed convex sets.
- If $A \cap B$ has non-empty interior then $A \cap B$ is c.e. closed.
- $A \cap B$ is $\emptyset^{\prime}$-co-c.e. closed. There exist $A, B \subseteq \mathbb{R}^{3}$ such that $A \cap B$ is not $\emptyset^{\prime}$-c.e. closed.

Proof. The interiors of $A$ and $B$ are effectively open and dense in $A$ and $B$ respectively. Their intersection is effectively open and dense in $A \cap B$, which is then c.e. closed.

In general, if $A, B$ are c.e. closed then they are $\emptyset^{\prime}$-computable and in particular $\emptyset^{\prime}$-coc.e. closed and so is their intersection.

There exists a right-c.e. convex function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that $f^{-1}(0)$ is not $\emptyset^{\prime}$-c.e. closed. Let $\alpha>0$ be $\emptyset^{\prime}$-right-c.e. but not $\emptyset^{\prime}$-left-c.e. There exists a sequence of uniformly leftc.e. reals $\alpha_{i}>0$ such that $\alpha=\inf _{i} \alpha_{i}$. Let $f_{i}(x)=\max \left(0, x-\alpha_{i}\right)$ and $f=\sum_{i} 2^{-i} f_{i}$. The functions $f_{i}$ are uniformly right-c.e. so $f$ is right-c.e., and $f^{-1}(0)=[0, \alpha]$ is not $\emptyset^{\prime}$-c.e. closed because $\alpha$ is not $\emptyset^{\prime}$-left-c.e.

Let $A=\{(x, y): y \geq f(x)\}$ be the epigraph of $f$ and $B=\{(x, y): y \leq 0\} . A$ and $B$ are c.e. closed but $A \cap B=\{(x, 0): f(x)=0\}$ is not $\emptyset^{\prime}$-c.e. closed.

- Proposition 2.5. Let $C \subseteq \mathbb{R}^{n}$ be a full-dimensional closed convex set.
- $C$ is $\emptyset^{\prime}$-co-c.e. closed $\Longleftrightarrow$ the set of rational points outside $C$ is $\emptyset^{\prime}$-c.e. $\Longleftrightarrow C$ is $\Pi_{2}^{0}$,
- $C$ is $\emptyset^{\prime}$-c.e. closed $\Longleftrightarrow$ its interior is $\emptyset^{\prime}$-effectively open $\Longleftrightarrow C$ contains a dense $\Sigma_{2}^{0}$-set.

Proof. Several equivalences are obtained by relativizing Proposition 2.3, we prove the others. Any set that is $\emptyset^{\prime}$-co-c.e. is $\Pi_{2}^{0}$, and if $C$ is $\Pi_{2}^{0}$ then the set of rational points ouside $C$ is obviously $\emptyset^{\prime}$-c.e.

Any $\emptyset^{\prime}$-effectively open set is a $\Sigma_{2}^{0}$-set, and $\operatorname{int}(C)$ is dense in $C$. If $C$ contains a dense $\Sigma_{2}^{0}$-set, then, with $\emptyset^{\prime}$ as oracle, one can compute a dense sequence in that set, so $C$ is $\emptyset^{\prime}$-c.e. closed.

Again the full dimension assumption is needed. For the first item, there exists a $\Pi_{2}^{0}-$ singleton whose unique element is not computable relative to $\emptyset^{\prime}$ (even relative to any $\emptyset^{(n)}, n \in$ $\mathbb{N}$, see Proposition 1.8.62 in [8]). For the second item, if $x$ is $\emptyset^{\prime}$-computable but not computable, then $\{x\}$ is $\emptyset^{\prime}$-c.e. closed convex but does not contain any non-empty $\Sigma_{2}^{0}$-set.

## 3 Semicomputable point

The notions of left-c.e. and right-c.e. real number can be extended to higher dimensions. A first extension to points of the plane has been introduced in [5]. We pursue this extension to $\mathbb{R}^{n}$ for any $n \geq 1$. Although the definition extends immediately to this more general setting, the results are more involved because higher dimensions allow richer behaviors. For instance, a convex cone in $\mathbb{R}^{2}$ is delimited by two directions only, while a convex cone in $\mathbb{R}^{3}$ is a delimited by an uncountable set of directions.

- Definition 3.1. A point $x \in \mathbb{R}^{n}$ is semicomputable if there exist $n$ linearly independent rational vectors $v_{1}, \ldots, v_{n}$ such that each $\left\langle v_{i}, x\right\rangle$ is left-c.e., $1 \leq i \leq n$.

Definition 3.2. Let $D \subseteq \mathbb{R}^{n}$ be a closed convex cone. We say that $x \in \mathbb{R}^{n}$ is $D$-c.e. if the mapping $d \in D \mapsto\langle d, x\rangle$ is left-c.e.

Observe that this notion really makes sense when $D$ is full-dimensional (or full-dimensional in some computable subspace), otherwise $x$ could be $D$-c.e. only because the elements of $D$ encode information about $x$. For instance, if $\|x\|$ is left-c.e. and $D=\{\lambda x: \lambda \geq 0\}$ then the mapping $d \in D \mapsto\langle d, x\rangle=\|d\| \cdot\|x\|$ is left-c.e., which should not be interpreted as " $x$ is left-c.e. in some direction".

The closedness condition on $D$ is justified by the next observation: $D$ can always be assumed to be closed.

- Proposition 3.3. Let $x \in \mathbb{R}^{n}$ and $D \subseteq \mathbb{R}^{n}$ be a full-dimensional convex cone. If the mapping $d \in D \mapsto\langle d, x\rangle$ is left-c.e. then $x$ is $\bar{D}$-c.e.

Proof. Let $d_{0} \in D$ be a rational vector in the interior of $D$. Let $d \in \bar{D}$ be given as oracle. The vectors $d_{n}=\left(1-2^{-n}\right) d+2^{-n} d_{0}$ are uniformly computable in $d$ and belong to $D$. The number $\langle d, x\rangle$ is the effective limit of $\left\langle d_{n}, x\right\rangle$, which is left-c.e. uniformly in $n$ and $d$, so $\langle d, x\rangle$ is left-c.e. uniformly in $d$.

Being $C^{*}$-c.e. can be dually expressed in terms of $C$.

- Proposition 3.4. Let $x \in \mathbb{R}^{n}$ and $C \subseteq \mathbb{R}^{n}$ be a closed convex cone.
- When $C$ is co-c.e. closed, $x$ is $C^{*}$-c.e. $\Longleftrightarrow x+C$ is co-c.e. closed,
- When $C$ is c.e. closed and full-dimensional, $x$ is $C^{*}$-c.e. $\Longleftrightarrow x-C$ is c.e. closed.


## Proof.

- If $x$ is $C^{*}$-c.e. then the complement of $x+C$ is effectively open. Indeed, $y \notin x+C \Longleftrightarrow$ $y-x \notin C \Longleftrightarrow \inf _{d \in C^{*}}\langle d, y-x\rangle<0$ which is a c.e. condition as $C^{*}$ is c.e. closed and $\langle d, y-x\rangle$ is right c.e. in $d, y$.

If $x+C$ is co-c.e. then let $K \in \mathbb{N}$ be an upper bound on $\|x\|$ and $A=(x+C) \cap \bar{B}(0, K)$. $A$ is effectively compact, contains $x$ and for $d \in C^{*},\langle d, x\rangle=\min _{z \in A}\langle d, z\rangle$ which is a left-c.e. function of $d$.

- If $x$ is $C^{*}$-c.e. then $\operatorname{int}(x-C)$ is effectively open. Indeed $y \in \operatorname{int}(x-C) \Longleftrightarrow x-y \in$ $\operatorname{int}(C) \Longleftrightarrow \min _{d \in C_{1}^{*}}\langle d, x-y\rangle>0$ which is a c.e. condition as $C_{1}^{*}$ is effectively compact and $\langle d, x-y\rangle$ is left-c.e. in $d, y$.
If $x-C$ is c.e. closed and $\left(x_{i}\right)_{i \in \mathbb{N}}$ is a dense computable sequence in $x-C$, then for $d \in C^{*}$ one has $\langle d, x\rangle=\sup _{i}\left\langle d, x_{i}\right\rangle$ which is left-c.e. uniformly in $d$.
- Proposition 3.5. Let $C \subseteq \mathbb{R}^{n}$ be a closed convex cone.
- If $x+C$ is co-c.e. closed for some $x \in \mathbb{R}^{n}$, then $C$ is co-c.e. closed.
- If $x+C$ is c.e. closed for some $x \in \mathbb{R}^{n}$, then $C$ is c.e. closed.

Proof. Let $E \subseteq \mathbb{R}^{n}$ be a set such that 0 belongs to the convex hull of $E$. One has $C^{*}=$ $\bigcup_{e \in E}(C+e)^{*}$. Indeed, if $y \in C^{*}$ then there exists $e \in E$ such that $\langle e, y\rangle \geq 0$, so $y \in(C+e)^{*}$. Conversely, if $y \in(C+e)^{*}$ and $c \in C$ then $\langle y, c\rangle=\lim _{n \rightarrow \infty} \frac{1}{n}\langle y, e+n c\rangle \geq 0$ so $y \in C^{*}$.

Given $x$, there exists a finite set $E$ of rational points such that the convex hull of $x+E$ contains 0 . As a result, $C^{*}=\bigcup_{e \in E}(C+x+e)^{*}$. If $C+x$ is co-c.e. closed then each $(C+x+e)^{*}$ is c.e. closed so $C^{*}$ is c.e. closed, hence $C$ is co-c.e. closed. If $C+x$ is c.e. closed then each $(C+x+e)^{*}$ is co-c.e. closed so $C^{*}$ is co-c.e. closed, hence $C$ is c.e. closed.

It was proved in [7] and [5] that if $f$ is computable and differentiable at $c$ then $\underline{S}(f(c), c)=$ $\bar{S}(f(c), c)=f^{\prime}(c)$. If $x=(c, f(c))$ and $v=\left(1, f^{\prime}(c)\right)$ then it means that $\langle d, x\rangle$ is left-c.e. for all rational directions $d$ such that $\langle d, v\rangle>0$. We now investigate when this is uniform in $d$, i.e. when $x$ is $\{v\}^{*}$-c.e.

- Proposition 3.6 (Positive case). Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be computable and convex or concave. If $c \in \mathbb{R}$ is left-c.e. and $x=(c, f(c))$ and $v=\left(1, f_{-}^{\prime}(c)\right)$ where $f_{-}^{\prime}(c)$ is the left-derivative of $f$ at $c$, then $x$ is $\{v\}^{*}$-c.e.

Proof. Assume that $f$ is convex, the other case is obtained by considering $-f$. Let $c_{i}$ be a computable increasing sequence converging to $x$. Let $q, r$ be rational numbers such that $r<f_{-}^{\prime}(c)<q$. Compute $i$ such that $\frac{f\left(c_{i+1}\right)-f\left(c_{i}\right)}{c_{i+1}-c_{i}}>r$. For $j \geq i$ one has $r<$ $\frac{f(c)-f\left(c_{j}\right)}{c-c_{j}} \leq f^{\prime}(c)<q$, so $r c-f(c)=\inf _{j \geq i} r c_{j}-f\left(c_{j}\right)$ and $q c-f(c)=\sup _{j \geq i} q c_{j}-f\left(c_{j}\right)$ are respectively right-c.e. and left-c.e., uniformly in $r$ and $q$.

- Proposition 3.7 (Negative case). Let $c \in \mathbb{R}$ be left-c.e. and $f: \mathbb{R} \rightarrow \mathbb{R}$ be computable and such that $f^{\prime}(c)=0$ and $f(c)$ is not right-c.e. Let $x=(c, f(c))$ and $v=\left(1, f^{\prime}(c)\right)=(1,0)$. $x$ is not $\{v\}^{*}$-c.e.

Proof. Simply take $d=(0,-1) \in\{v\}^{*}$. $d$ is computable but $\langle d, x\rangle=-f(c)$ is not left-c.e.
Said differently, in that case $q c-f(c)$ is non-uniformly left-c.e. for rationals $q>0$.

### 3.1 Converging sequences

We may equivalently define semicomputable points to be those points which are the limit of a computable sequence converging in some restricted region of the space, namely a salient convex cone. There is a precise relation between the cones where such sequences can live and the cones of directions in which the point is left-c.e.

The first observation is straightforward.

Proposition 3.8. Let $x \in \mathbb{R}^{n}$ and $C \subseteq \mathbb{R}^{n}$ be a convex cone. If there exists a computable sequence $x_{i}$ converging to $x$ in $x-C$, then $x$ is $C^{*}$-c.e.

Proof. If $d \in C^{*}$ then $\left\langle d, x-x_{i}\right\rangle \geq 0$ so $\langle d, x\rangle=\sup _{i}\left\langle d, x_{i}\right\rangle$ is left-c.e. uniformly in $d$.

In general it is not an equivalence. However when $C$ is c.e. closed, or equivalently when $C^{*}$ is co-c.e. closed, the equivalence holds.

Proposition 3.9. Let $x \in \mathbb{R}^{n}$ and $C \subseteq \mathbb{R}^{n}$ be a salient c.e. closed convex cone. $x$ is $C^{*}$-c.e. $\Longleftrightarrow$ there exists a computable sequence converging to $x$ in $x-C$.

Proof. Assume that $x$ is $C^{*}$-c.e. The interior of $x-C$ is an effective open set. Indeed, $y$ belongs to that set iff $\min _{d \in C_{1}^{*}}\langle d, x-y\rangle>0$, which is a c.e. condition as $C_{1}^{*}$ is effectively compact. As a result, there is a computable enumeration $\left(y_{i}\right)_{i \in \mathbb{N}}$ of the rational vectors in that set. Define a computable sequence $\left(x_{i}\right)_{i \in \mathbb{N}}$ as follows: take $x_{i+1} \in \int(x-C)$ such that $y_{0}, \ldots, y_{i} \prec x_{i+1}$.

As $C$ is salient, the growing sequence $x_{i}$ converges to a point in $x-C$. As it eventually exceeds each $y_{i}$, the limit must be $x$.

### 3.2 Taking unions of convex cones

In $\mathbb{R}^{2}$, let $P, Q$ be full-dimensional closed convex cones and $R$ be the conical hull of $P \cup Q$. If $x \in \mathbb{R}^{2}$ is $P$-c.e. and $Q$-c.e., then $x$ is $R$-c.e. However we will see below (Theorem 3.12) that this property fails in higher dimensions. We first show that it can be recovered under computability assumptions on $P, Q$.

Proposition 3.10. Let $P, Q \subseteq \mathbb{R}^{n}$ be closed convex cones, $R$ be the conical hull of $P \cup Q$ and $x \in \mathbb{R}^{n}$ be $P$-c.e. and $Q$-c.e.

- If $P$ and $Q$ are c.e. closed then $R$ is c.e. closed and $x$ is $R$-c.e.,
- If $P$ and $Q$ are co-c.e. closed and $R$ is salient, then $R$ is co-c.e. closed and $x$ is $R$-c.e.

In the second statement, the condition that $R$ is salient is needed otherwise the complexity of $R$ can increase, as we now show.

- Proposition 3.11. If $P, Q \subseteq \mathbb{R}^{n}$ are co-c.e. closed convex cones and $R$ is the convex cone induced by $P \cup Q$, then $R$ is $\emptyset^{\prime}$-c.e. closed. In dimension $n \geq 3$ one can take $P, Q$ so that $R$ is not $\emptyset^{\prime}$-co-c.e. closed.

The proof essentially uses Lemma 2.4. Indeed, $P^{*}$ and $Q^{*}$ are c.e. closed and $R^{*}=P^{*} \cap Q^{*}$. One can embed the convex sets $A, B$ from Lemma 2.4 in $\mathbb{R}^{3}$ and take their conical hulls.

We will see that the second item fails when $R$ is not salient (Corollary 4.7). We now build a simpler example without the co-c.e. assumption about $P$ and $Q$.

- Theorem 3.12. In dimension $n \geq 3$, there exist closed convex cones $P, Q \subseteq \mathbb{R}^{n}$ and a point $x \in \mathbb{R}^{n}$ that is $P$-c.e. and $Q$-c.e. but not $R$-c.e., where $R$ is the conical hull of $P \cup Q$.

The idea of the proof is to build $a, b, c$ such that $q c-a$ and $r c-b$ are uniformly leftc.e. for $q>\bar{S}(a, c)$ and $r>\bar{S}(b, c)$, but $s c-(a+b)$ is non-uniformly left-c.e. for $q>\bar{S}(a+b, c)$. To do this, we take $a=f(c)$ ang $b=g(c)$ where $f, g$ satisfy the conditions of Proposition 3.6 but $f+g$ satisfies the conditions of Proposition 3.7.

### 3.3 Semicomputability range of a point

- Definition 3.13. If $x \in \mathbb{R}^{n}$ then its semicomputability range, or simply range, is the set of computable $d \in \mathbb{R}^{n}$ such that $\langle d, x\rangle$ is left-c.e., and is denoted by range $(x)$.

One of the main goals of the paper is to investigate the following problem.

- Problem 1. What sets can be realized as range $(x)$ for some $x$ ?

Let $\mathbb{R}_{c}$ be the field of computable real numbers. From the definition we see that range $(x)$ contains computable points from $\mathbb{R}_{c}^{n}$ only. By abuse of language, when we write $A \subseteq \operatorname{range}(x)$ we mean $A \cap \mathbb{R}_{c}^{n} \subseteq \operatorname{range}(x)$, and similarly, range $(x)=A$ means range $(x)=A \cap \mathbb{R}_{c}^{n}$. The interior of range $(x)$ is meant to be the interior of range $(x)$ in the subspace topology on $\mathbb{R}_{c}^{n}$.

## - Proposition 3.14. Let $x \in \mathbb{R}^{n}$ :

1. range $(x)$ is a convex cone over the field $\mathbb{R}_{c}$.
2. If $D \subseteq \mathbb{R}^{n}$ is a closed polygonal convex cone with computable coordinates, then $x$ is $D$ c.e. $\Longleftrightarrow D \subseteq \operatorname{range}(x)$.
3. If $D \subseteq \mathbb{R}^{n}$ be a closed convex cone contained in the interior of range $(x)$, then $x$ is $D$-c.e.

Proof.

1. Straightforward.
2. $x$ is $D$-c.e. $\Longleftrightarrow x$ is $d$-c.e. for each extreme direction $d \in D \Longleftrightarrow$ each such direction belongs to range $(x)$.
3. There exists a rational polygonal convex cone $E$ containing $D$ and contained in range $(x)$. By 2., $x$ is $E$-c.e. hence $D$-c.e.

We will see that range $(x)$ is not necessarily closed (in the subspace $\mathbb{R}_{c}^{n}$ ), and that the third item sometimes fails when $D$ is just contained in range $(x)$ (Theorem 4.6).

- Proposition 3.15. Let $x \in \mathbb{R}^{n}$ be a semicomputable point. Let $D \subseteq \mathbb{R}^{n}$ be a closed convex cone such that $x$ is $D$-c.e. and range $(x)=D$. Then $D$ is $\emptyset^{\prime}$-co-c.e. closed.

Proof. Let $M$ be a machine that given a rational point $d \in D$ approximates $\langle d, x\rangle$ from the left. With $\emptyset^{\prime}$ as oracle, given a rational point $d$, one can compute $x,\langle d, x\rangle$ and $M(d)$ and eventually see whether $M(d) \neq\langle d, x\rangle$, which means that $d \notin D$. As a result, the set of rational points outside $D$ is c.e. relative to $\emptyset^{\prime}$ so $D$ is $\Pi_{2}^{0}$ by Proposition 2.5.

We will see that this is tight: every $\emptyset^{\prime}$-co-c.e. closed convex cone can be obtained (Theorem 4.8).

### 3.4 Solovay complete coordinates

When one of the coordinates of $x \in \mathbb{R}^{n}$ is Solovay complete, the range of $x$ is easily described.

- Proposition 3.16. Let $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ where $x_{1}$ is Solovay complete. Let $v=$ $\left(1, S\left(x_{2}, x_{1}\right), \ldots, S\left(x_{n}, x_{1}\right)\right)$. One has $\overline{\text { range }(x)}=\{v\}^{*}$.

For a closed convex cone $C$,

$$
v \in \operatorname{int}(C) \Longrightarrow x \text { is } C^{*} \text {-c.e. } \Longrightarrow v \in C .
$$

Proof. A computable sequence $x_{i}$ converging to $x$ must asymptotically converge along the direction $v$, for each rational $d$ such that $\langle d, v\rangle>0$, one eventually has $\left\langle d, x-x_{i}\right\rangle>0$, so $\langle d, x\rangle$ is left-c.e. The set of such vectors $d$ is dense in $\{v\}^{*}$.

If $v$ belongs to the interior of $C$ then $C^{*}$ is contained in the interior of $\{v\}^{*}=\overline{\operatorname{range}(x)}$ so $x$ is $C^{*}$-c.e. by Proposition 3.14 item 3. If $x$ is $C^{*}$-c.e. then $C^{*} \subseteq \operatorname{range}(x) \subseteq\{v\}^{*}$, i.e. $v \in C$.

In particular, if $d$ is a computable vector such that $\langle d, v\rangle>0$, then $\langle d, x\rangle$ is left-c.e.

## 4 Realizing convex cones

In this section we investigate the possible ranges of semicomputable points. In order to realize a given convex cone $D$, we build a point that is left-c.e. along each computable direction in $D$, and no more. To do so, we make the point generic in some sense. Let us briefly recall from [4] the notion of genericity that we need.

### 4.1 Genericity

Definition 4.1. Let $A \subseteq \mathbb{R}^{n}$. A point $x \in A$ is generic inside $A$ if for every effective open set $U \subseteq \mathbb{R}^{n}$, either $x \in U$ or there exists a neighborhood $B$ of $x$ such that $B \cap U \cap A=\emptyset$.

## - Example 4.2.

- Taking $A=X$, being generic inside $X$ amounts to being 1-generic,
- Every $x$ is obviously generic inside $\{x\}$,
- In the space of real numbers with the Euclidean topology, a real number $x \in(0,1)$ is said to be right-generic if $x$ is generic inside $[x, 1]$,

The last example is a particular instance of the following general situation.
If $\tau^{\prime}$ is a weaker topology on $X$ then we define $S(x)$ as the intersection of the $\tau^{\prime}$-open sets containing $x$. Equivalently, $S(x)=\left\{y \in X: x \leq_{\tau^{\prime}} y\right\}$ where $\leq_{\tau^{\prime}}$ is the specialization pre-order defined by $x \leq y$ iff every $\tau^{\prime}$-neighborhood of $x$ contains $y$.

Let $\tau$ be the Euclidean topology on $\mathbb{R}^{n}$.

- Theorem 4.3 (Theorem 4.1 .1 in [4]). Let $\tau^{\prime}$ a topology that is effectively weaker than $\tau$, such that emptiness of finite intersections of basic open sets in $\tau$ and $\tau^{\prime}$ is decidable. There exists a point $x$ that is computable in $\left(\mathbb{R}^{n}, \tau^{\prime}\right)$ and generic inside $S(x)$.

For instance, the topology $\tau^{\prime}$ generated by the semi-lines $(q,+\infty)$ is effectively weaker than $\tau$, and its specialization pre-order is the natural ordering $\leq$ on $\mathbb{R}$. Theorem 4.3 implies the existence of right-generic left-c.e. reals.

- Proposition 4.4. Let $C \subseteq \mathbb{R}^{n}$ be a closed convex cone. If $x$ is generic inside $x+C$ then range $(x) \subseteq C^{*}$.

Proof. Let $d \notin C^{*}$ be computable and assume that $\alpha:=\langle d, x\rangle$ is left-c.e. The set $U=\{y$ : $\langle d, y\rangle<\alpha\}$ is effectively open and $x \notin U$. As $d \notin C^{*}$ there exists $c \in C$ such that $\langle d, c\rangle<0$. For $\epsilon>0,\langle d, x+\epsilon c\rangle<\langle d, x\rangle=\alpha$ so $x+\epsilon c \in U \cap(x+C)$. As a result, $x$ belongs to the closure of $U \cap(x+C)$ so $x$ is not generic inside $x+C$.

In particular, if $x$ is $C^{*}$-c.e. and generic inside $x+C$ then range $(x)=C^{*}$.

### 4.2 Realizing convex cones

Theorem 4.3 can now be applied to obtain a first class of cones realized as ranges of points.

- Theorem 4.5 (C.e. closed cones). Let $C \subseteq \mathbb{R}^{n}$ be a co-c.e. closed convex cone. There exists $x$ that is $C^{*}$-c.e. and generic inside $x+C$, hence range $(x)=C^{*}$.

Proof. $C^{*}$ is c.e. closed, llet $d_{i} \in C^{*}$ be a computable dense sequence. Consider the topology $\tau^{\prime}$ generated by the basic open sets $U_{i, j}=\left\{x:\left\langle d_{i}, x\right\rangle>q_{j}\right\}$, where $\left(q_{j}\right)_{j \in \mathbb{N}}$ is some computable enumeration of the positive rational numbers. One easily checks that emptiness of finite intersections of basic open sets in $\tau, \tau^{\prime}$ is decidable, so we can apply Theorem 4.3. We obtain a point $x$ that is computable in $\left(\mathbb{R}^{n}, \tau^{\prime}\right)$, i.e. the numbers $\left\langle d_{i}, x\right\rangle$ are uniformly left-c.e. hence $x$ is $C^{*}$-c.e. and $C^{*} \subseteq \operatorname{range}(x)$. Moreover $x$ is generic inside $S(x)=x+C$, hence range $(x) \subseteq C^{*}$ by Proposition 4.4.

Therefore, any c.e. closed convex cone can be realized as the range of a point. We can extend the result to other classes of closed convex cones. To do so, we need to refine the construction techniques.

- Theorem 4.6 ( $\Sigma_{2}^{0}$ cones). Let $\left(D_{k}\right)_{k \in \mathbb{N}}$ be a growing sequence of uniformly co-c.e. closed convex cones in $\mathbb{R}^{n}$. There exists $x$ such that for any co-c.e. closed convex cone $K, x$ is $K$-c.e. $\Longleftrightarrow K$ is contained in some $D_{k}$. In particular, range $(x)=\bigcup_{k} D_{k}$.

In particular, any $\emptyset^{\prime}$-effectively open convex cone is the range of a point.
We can use this result to give a counter-example to Proposition 3.10 when the cone is not salient.

- Corollary 4.7. There exists co-c.e. closed convex cones $P, Q \subseteq \mathbb{R}^{3}$ and a point $x$ that is $P$-c.e. and $Q$-c.e. but not $R$-c.e., where $R$ is the convex cone induced by $P \cup Q$.

Proof. Take $P, Q$ from Proposition 3.11. The induced cone $R$ is $\emptyset^{\prime}$-c.e. closed but not $\emptyset^{\prime}$-coc.e. closed. By Proposition $2.3, R$ contains a dense $\Sigma_{2}^{0}$-set $R^{\prime}$, and we can assume that $R^{\prime}$ contains $P$ and $Q$ (otherwise replace $R^{\prime}$ with $R^{\prime} \cup P \cup Q$ ). By Theorem 4.6 there exists $x$ such that range $(x)=R^{\prime}, x$ is $P$-c.e. and $Q$-c.e. But $x$ is not $R$-c.e., otherwise $R$ would be $\emptyset^{\prime}$-co-c.e. closed by Proposition 3.15.

- Theorem 4.8 ( $\Pi_{2}^{0}$ cones). Let $D \subseteq \mathbb{R}^{n}$ be a salient $\Pi_{2}^{0}$ convex cone. There exists $x$ that is $D$-c.e. and such that range $(x)=D$.


### 4.3 Beyond linear maps

If $x$ is $C^{*}$-c.e. and generic inside $x+C$ then we know for which computable linear maps $f$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}$ the number $f(x)$ is left-c.e.: exactly when $f \in C^{*}(f$ can be identified with the vector $v$ such that $f(x)=\langle v, x\rangle)$.

Genericity has also consequences on functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ that are not linear but totally differentiable. We recall that if $f$ is totally differentiable at $x$ then there exists a vector $\operatorname{grad} f(x)$ such that $f(x+h)=f(x)+\langle\operatorname{grad} f(x), h\rangle+o(h)$.

- Proposition 4.9. Let $C \subseteq \mathbb{R}^{n}$ be a closed convex cone. Let $x \in \mathbb{R}^{n}$ be $C^{*}$-c.e. and generic inside $x+C$. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be computable and totally differentiable at $x$.
- If $\operatorname{grad} f(x) \in \operatorname{int}\left(C^{*}\right)$ then $f(x)$ is left-c.e.
- If $\operatorname{grad} f(x) \notin C^{*}$ then $f(x)$ is not left-c.e.

Proof. Let $D^{*} \subseteq \operatorname{int}\left(C^{*}\right)$ be a computable polygonal convex salient cone containing grad $f(x)$ in its interior. There exists $\delta>0$ such that $\langle\operatorname{grad} f(x), d\rangle>\delta$ for all $d \in D_{1}$. As $x$ is $D^{*}$-c.e., there exists a computable sequence $x_{i} \in x-D$ converging to $x$ by Proposition 3.9. Therefore one has $f\left(x_{i}\right)=f(x)-\left\langle\operatorname{grad} f(x),\left(x-x_{i}\right)\right\rangle+o\left(x-x_{i}\right)<f(x)-\left\|x-x_{i}\right\| \delta+o\left(x-x_{i}\right)<f(x)$ for $i$ larger than some $i_{0}$, so $f(x)=\sup _{i \geq i_{0}} f\left(x_{i}\right)$ is left-c.e.

Assume that $\operatorname{grad} f(x) \notin C^{*}$ and that $\alpha:=f(x)$ is left-c.e. The set $U=\{y: f(y)<\alpha\}$ is effectively open. As $\operatorname{grad} f(x) \notin C^{*}$, there exists $c \in C$ such that $\langle\operatorname{grad} f(x), c\rangle<0$. One has $f(x+\epsilon c)=f(x)+\epsilon(\operatorname{grad} f(x), c\rangle+o(\epsilon)<f(x)$ for sufficiently small $\epsilon$, so $x+\epsilon c \in U \cap(x+C)$. Therefore $x \notin U$ and belongs to the closure of $(x+C) \cap U$, contradicting the assumption that $x$ is generic inside $x+C$.

## 5 Application to the Solovay derivatives

We pursue the study of the Solovay derivatives $\bar{S}(a, b)$ and $\underline{S}(a, b)$ started in [5] in the general case, i.e. without assuming that $b$ is Solovay complete. The general goal is to find ways to calculate $\underline{S}(a, b)$ and $\bar{S}(a, b)$ for given $a, b$. Although formulae are available in some cases, we investigate one of the simplest situations in which no general formula exists:

- Problem 2. If $a, b, c \in \mathbb{R}$ are fixed, what can be the shapes of the functions $\bar{S}(a X+b, c)$ and $\underline{S}(a X+b, c)$, where $X$ varies among the computable real numbers?

When $c$ is Solovay complete, one has $S(x, c):=\bar{S}(x, c)=\underline{S}(x, c)$ for any d-c.e. $x$ and

$$
S(a X+b, c)=S(a, c) X+S(b, c)
$$

However in general only inequalities can be derived (see [5]):

$$
\begin{aligned}
& \text { If } X \geq 0 \\
& \qquad \begin{array}{l}
\bar{S}(a X+b, c) \leq \bar{S}(a, c) X+\bar{S}(b, c) \\
\underline{S}(a X+b, c) \geq \underline{S}(a, c) X+\underline{S}(b, c) .
\end{array}
\end{aligned}
$$

$$
\text { If } X \leq 0
$$

$$
\bar{S}(a X+b, c) \leq \underline{S}(a, c) X+\bar{S}(b, c)
$$

$$
\underline{S}(a X+b, c)) \geq \bar{S}(a, c) X+\underline{S}(b, c) .
$$

It seems at first that these two functions of $X$ should be very rigid because $a, b, c$ are fixed, so their local shape should not depend too much on $X$. However, we will see that, up to some geometrical contraints, they can have a wide variety of possible shapes. Fortunately, we can use the notions and results of this paper to precisely identify the class of possible shapes of these two functions. The idea is geometrical: these functions can be read in some way from the convex cone range $(x)$, where $x=(a, b, c)$. Therefore their shapes are precisely the shapes that can be obtained from arbitrary convex cones. Let $\overline{\mathbb{R}}=[-\infty,+\infty]$.

- Definition 5.1. Let $\mathcal{F}$ be the family of pairs of functions $(f, g)$ from $\mathbb{R}$ to $\overline{\mathbb{R}}$ such that:
- $f \geq g$,
- $f$ is convex and $g$ is concave (i.e., the epigraphs of $f$ and $-g$ are convex sets),
- Every line segment joining the graph of $f$ to the graph of $g$ lies below the graph of $f$ and above the graph of $g$.

The third condition implies that $\lim _{x \rightarrow-\infty} f^{\prime}(x)=\lim _{x \rightarrow+\infty} g^{\prime}(x)$ and $\lim _{x \rightarrow+\infty} f^{\prime}(x)=$ $\lim _{x \rightarrow-\infty} g^{\prime}(x)$. Examples of such pairs are: $f(X)=-g(X)=\sqrt{1+X^{2}}$, or $f(X)=X^{2}$ and $g(X)=-\infty$.

The main result of this section is that $\mathcal{F}$ captures essentially the possible shapes of $(\bar{S}(a X+$ $b, c), \underline{S}(a X+b, c)$ ), up to computability conditions.

- Theorem 5.2. Let $a, b, c \in \mathbb{R}$ with $c$ left-c.e. and non-computable. One has $(\bar{S}(a X+$ $b, c), \underline{S}(a X+b, c)) \in \mathcal{F}$. Conversely,
- Any pair $(f, g) \in \mathcal{F}$ where $f$ is $\emptyset^{\prime}$-left-c.e. and $g$ is $\emptyset^{\prime}$-right-c.e. can be realized,
- Any pair $(f, g) \in \mathcal{F}$ where $f$ is $\emptyset^{\prime}$-right-c.e. and $g$ is $\emptyset^{\prime}$-left-c.e. can be realized,

To prove this result we show that the pairs $(f, g) \in \mathcal{F}$ are exactly the functions that can be read on convex cones in $\mathbb{R}^{3}$ in the following way: given a cone $C$ in $\mathbb{R}^{3}$, the intersection of $C$ with the planes $y= \pm 1$ convex sets, and the curves delimiting them are exactly the pairs $(f, g) \in \mathcal{F}$.

Now, if $x=(a, b, c) \in \mathbb{R}^{*}$ then the pair $(\bar{S}(a X+b, c), \underline{S}(a X+b, c))$ is obtained in this way from the cone $C=\operatorname{range}(x)$, so it belongs to $\mathcal{F}$. A pair $(f, g) \in \mathcal{F}$ can be realized by building a point whose range induces $(f, g)$, which can be done by imposing computability conditions on $f$ and $g$ and applying the results from Section 4.

## 6 Left-c.e. quadratic polynomials

In this section, we briefly investigate the quadratic real polynomials $P_{a, b, c}(X)=a X^{2}+b X+c$ that are left-c.e. functions of $X$. Our main problem is the following:

- Problem 3. For which triples $(a, b, c)$ is the polynomial $P_{a, b, c}$ left-c.e.?

The key observation is that $P_{a, b, c}(X)$ is linear in $(a, b, c)$, which allows to think of a left-c.e. polynomial as a semicomputable point $(a, b, c) \in \mathbb{R}^{3}$. More precisely, the ordering $(a, b, c) \preceq\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ defined by $P_{a, b, c} \leq P_{a^{\prime}, b^{\prime}, c^{\prime}}$ is a vector space ordering. Hence its positive cone is a convex cone $C=\left\{(a, b, c) \in \mathbb{R}^{3}: P_{a, b, c} \geq 0\right\}=\left\{(a, b, c) \in \mathbb{R}^{3}: a, c \geq\right.$ 0 and $\left.b^{2} \leq 4 a c\right\}$. Its dual is $C^{*}=\left\{(a, b, c) \in \mathbb{R}^{3}: a, c \geq 0\right.$ and $\left.b^{2} \leq a c\right\}$ and is the closure of the conical hull of the vectors ( $X^{2}, X, 1$ ), with $X \in \mathbb{R}$.

Thus $P_{a, b, c}$ is left-c.e. if and only if $(a, b, c)$ is $C^{*}$-c.e. This reformulation allows us to think geometrically about left-c.e. polynomials, and to apply the results of this paper to these objects. Let us list a few properties of left-c.e. polynomials, some of them being derived from the analysis developed in the paper:

1. There is a symmetry between $a$ and $c$ and between $b$ and $-b$. More precisely, $P_{a, b, c}$ is left-c.e. $\Longleftrightarrow P_{a, b, c}, P_{c, b, a}, P_{a,-b, c}$ and $P_{c,-b, a}$ are left-c.e. for $X \geq 1$.
2. If $P_{a, b, c}$ is left-c.e. then $a, c$ are left-c.e. and $b$ is d-c.e. ( $b$ is a difference of left-c.e. numbers).
3. If $a$ is Solovay complete left-c.e. then (Proposition 3.16)

$$
S(b, a)^{2}<4 S(c, a) \Longrightarrow P_{a, b, c} \text { is left-c.e. } \Longrightarrow S(b, a)^{2} \leq 4 S(c, a) .
$$

4. Let $P_{a, b, c}$ be left-c.e. For computable $X>0$,

$$
-\frac{1}{\sqrt{X}} \leq \underline{S}(b, a X+c) \quad \text { and } \quad \bar{S}(b, a X+c) \leq \frac{1}{\sqrt{X}} .
$$

Indeed, $a X^{2}+b X+c$ is left-c.e. for all computable $X \in \mathbb{R} \Longleftrightarrow \frac{1}{\sqrt{Y}}(a Y+c) \pm b$ is left-c.e. for all computable $Y>0$ (take $Y=X^{2}$ ).
5. Let $x=(a, b, c)$ be $C^{*}$-c.e. and generic inside $x+C$ (it exists as $C^{*}$ is computable, see Theorem 4.3). $P_{a, b, c}$ is left-c.e. and for computable $X>0$,

$$
-\frac{1}{\sqrt{X}}=\underline{S}(b, a X+c) \quad \text { and } \quad \bar{S}(b, a X+c)=\frac{1}{\sqrt{X}} .
$$

The second equality is obtained as follows: for a rational $q<\frac{1}{\sqrt{X}},(q X,-1, q) \notin C^{*}=$ range $(x)$ so $q(a X+c)-b$ is not left-c.e., hence $\bar{S}(b, a X+c)=\frac{1}{\sqrt{X}}$.

Although $b$ is Solovay reducible to $a X+c$ for each computable $X>0, b$ is not reducible to neither $a$ nor $c$ and $\underline{S}(b, a)=\underline{S}(b, c)=-\infty$ and $\bar{S}(b, a)=\bar{S}(b, c)=+\infty$. Indeed, for $q \in \mathbb{Q}$, both $(q, \pm 1,0)$ and $(0, \pm 1, q)$ are outside $C^{*}$.
6. The condition that $P_{a, b, c}$ is left-c.e. cannot be reduced to a finite number of linear combination of $a, b, c$ being left-c.e. Indeed, such a condition would express that the point ( $a, b, c$ ) is $D$-c.e. for some polygonal convex cone $D$, but the convex cone $C^{*}$ is not polygonal (it is determined by infinitely many directions).
7. The condition that $P_{a, b, c}$ is left-c.e. cannot be characterized by simply considering the values of $\underline{S}(b, c), \bar{S}(b, c), \underline{S}(a, c), \bar{S}(a, c), \underline{S}(b, a), \bar{S}(b, a)$. Indeed, these values only reflect the intersections of range $(a, b, c)$ with the three planes $z=0, x=0$ and $y=0$, which do not determine completely range $(a, b, c)$.

We do not know if it is possible to better understand Problem 3, i.e. whether it is possible to reduce this property to more fundamental properties of $a, b, c$. The results presented above suggest a negative answer to that question.

We mention that a similar analysis can be made of co-c.e. disks in the plane. The disk centered at $(a, b)$ with radius $c$ is co-c.e. if and only if the point $(a, b, c) \in \mathbb{R}^{3}$ is $C^{*}$-c.e., where $C=C^{*}=\left\{(x, y, z): z \leq 0, x^{2}+y^{2} \leq z^{2}\right\}$. Again $C^{*}$ is not polygonal so one cannot reduce the condition that the disk is co-c.e. to a finite number of conditions.
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#### Abstract

We prove that there is a constant $K$ such that Tseitin formulas for an undirected graph $G$ requires proofs of size $2^{\operatorname{tw}(G)^{\Omega(1 / d)}}$ in depth- $d$ Frege systems for $d<\frac{K \log n}{\log \log n}$, where $\operatorname{tw}(G)$ is the treewidth of $G$. This extends Håstad recent lower bound for the grid graph to any graph. Furthermore, we prove tightness of our bound up to a multiplicative constant in the top exponent. Namely, we show that if a Tseitin formula for a graph $G$ has size $s$, then for all large enough $d$, it has a depth- $d$ Frege proof of size $2^{\operatorname{tw}(G)^{\mathcal{O}(1 / d)}} \operatorname{poly}(s)$. Through this result we settle the question posed by M. Alekhnovich and A. Razborov of showing that the class of Tseitin formulas is quasi-automatizable for resolution.
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## 1 Introduction

Propositional proof complexity is motivated by the result of Cook and Reckhow [12] saying that if there is a propositional proof system in which any unsatisfiable formula $F$ has a short proof of unsatisfiability (of size polynomial in the size of $F$ ), then NP $=\mathrm{coNP}$. In the last 30 years the complexity of proofs was investigated for several proof systems with the aim of finding concrete evidence, and eventually a proof, that for all proof systems there is a propositional formula which is not efficiently provable, i.e. requires super-polynomial proof
size. The approach followed to prove such lower bounds was essentially borrowed from circuit complexity. Lines in a proof are Boolean formulas and we can define different proof system according to the circuit complexity of such formulas. For example resolution, a well-known refutational system for CNFs, corresponds to a system where formulas are of depth 1 . In circuit complexity we keep on trying to strength lower bounds to computationally more powerful class of circuits. In proof complexity we follow the analogous approach: to strength lower bounds to systems working on formulas computationally more powerful. The hope is that techniques used to prove lower bounds for classes of Boolean circuits could be lifted to work with proof systems operating with formulas in the same circuit class. At present however we are far from such ideal situation and in fact, in terms of circuit classes, lower bounds for proof systems are well below those for Boolean circuits.

The complexity of proofs in resolution is largely studied. The first lower bound for (a restriction of) resolution was given by Tseitin in [35]. To obtain his result Tseitin introduced a class of formulas (nowadays known as Tseitin formulas) encoding a generalisation of the principle that the sum of the degrees of all vertices in a graph is an even number. A Tseitin formula $\mathrm{T}(G, f)$ is defined for every undirected graph $G(V, E)$ and a charging function $f: V \rightarrow\{0,1\}$. We introduce a propositional variable for every edge of $G$ so that $\mathrm{T}(G, f)$ is a CNF representation of a linear system over the field GF(2) that for every vertex $v \in V$ states that the sum of all edges incident to $v$ equals $f(v)$. Tseitin formulas, usually defined on graphs with good expansion properties, are among the main examples we could prove lower bounds for in different proof systems. For unrestricted resolution it was Urquhart in [36] and later Ben-Sasson and Wigderson [8] who proved exponential lower bounds for Tseitin formulas over constant-degree expander graphs. Another example of an important principle largely studied in proof complexity is the Pigeonhole principle, $\mathrm{PHP}_{n}$. Haken [19], Beame and Pitassi [4] and Ben-Sasson Wigderson [8] proved exponential resolution lower bounds for CNF encoding of the negation of $\mathrm{PHP}_{n}$, which were later generalized and improved in several other works $[13,30,32,33,9,24]$.

Bounded-depth Frege extends resolution since the formulas in the line of proofs are computable by $\mathrm{AC}^{0}$ circuits, i.e. constant-depth circuits with unbounded fan-in gates. The importance of understanding the complexity of proofs in bounded-depth-Frege systems was due at least to two reasons: (1) for general Frege systems, where formulas have no restrictions, i.e. are of depth $\mathcal{O}(\log n)$, Buss in [10] proved that the Pigeonhole principle can be proved in polynomial size, hence obtaining an exponential separation with resolution. (2) Lower bounds for $\mathrm{AC}^{0}$-circuits were known $[21,15]$ and hence we could hope for applying lower bound techniques for $\mathrm{AC}^{0}$ to lower bounds to bounded-depth Frege. Studying the complexity of proofs in bounded-depth Frege is of the utmost importance since it is a frontier proof system, i.e. one of the strongest propositional proof systems with known significant lower bounds at the moment. Any advance is then a step towards proving lower bounds for $\mathrm{AC}^{0}[2]$-Frege, i.e. a bounded-depth Frege admitting also formulas with parity gates, which are unknown at the moment, though we know since a long time exponential lower bounds for $\mathrm{AC}^{0}[2]$ circuits [34, 31, 25]. In this work we contribute to the complexity of proofs in bounded-depth Frege proving new lower bounds for Tseitin formulas.

Ajtai in [1] was the first to prove a lower bound in bounded-depth Frege. He showed that a proof of $\mathrm{PHP}_{n}$ must have a super-polynomial size. His result was later followed by several results simplifying his technique [5] and improving the lower bound [27, 26] showing that any polynomial-size Frege proof of $\mathrm{PHP}_{n}$ must have depth $\Omega(\log \log n)$. The proof complexity of Tseitin formulas in bounded-depth Frege was first considered by Urquhart and Fu in [37], a work where they simplified and adapted the lower bound for the $\mathrm{PHP}_{n}$ to the case of Tseitin
formulas over a complete graph. Ben-Sasson in [7], proved exponential lower bounds for the Tseitin formulas over constant-degree expander graphs using a new reduction from the pigeonhole principle [37]. All these lower bounds are adaptation of the technique of [27, 26], hence vanish when the depth of formulas in the proof is more than $\log \log n$. In a very recent major breakthrough [28] showed that Tseitin formulas over a 3 -expander graph of $n$ nodes requires super-polynomial bounded-depth Frege proofs at depth $\mathcal{O}(\sqrt{\log n})$. Their result was later improved to depth up to $\frac{C \log n}{\log \log n}$ by Håstad in [22] but for Tseitin formulas defined only on the 2-dimensional grid, where $C$ is a positive constant.

Proofs of $\mathrm{T}(G, f)$ were studied in terms of the treewidth of $G, \operatorname{tw}(G)$, for resolution $[2,17]$ and for OBDD proof systems [18]. We use Håstad result to prove tight bounds on the complexity of proofs in bounded-depth Frege of $\mathrm{T}(G, f)$ over any graph $G$ in terms of the treewidth of $G$. Our main result is the following theorem:

- Theorem 1. There is a constant $K$ such that for any graph $G$ over n nodes and for all $d \leq K \frac{\log n}{\log \log n}$, every depth-d Frege proof of $\neg \mathrm{T}(G, f)$ has size at least $2^{\mathrm{tw}(G)^{\Omega(1 / d)}}$. Furthermore, for all large enough $d$ there exist depth-d Frege proofs of $\neg \mathrm{T}(G, f)$ of size $2^{\mathrm{tw}(G)^{\mathcal{O}(1 / d)}} \operatorname{poly}(|\mathrm{T}(G, f)|)$.

A class of unsatisfiable CNFs $F_{n}$ is (quasi-)automatizable in a proof systems $S$, if there exists a deterministic algorithm that, given $F$ in $F_{n}$ returns a proof in $S$ in time which is (quasi-)polynomial in $|F|+\left|\tau_{F}\right|$, where $\left|\tau_{F}\right|$ is the size of shortest proof of $F$ in $S$. Theorem 1, together with the results from $[17,20,2,3]$ implies that for any graph $G$, the class of Tseitin formulas is quasi-automatizable in all systems between treelike resolution and constant-depth Frege. This answers the problem of [2] of extending to all graphs the quasi-automazibablity of $\mathrm{T}(G, f)$ in resolution, known only for graphs with bounded cyclicity [2].

Using a result in $[3,23]$ we can also prove that the size of proofs of $\mathrm{T}(G, f)$ in proof systems between tree-like resolution and bounded-depth Frege are quasi-polynomially correlated, i.e. if $\mathrm{T}(G, f)$ has a proof of size $S$ in bounded-depth Frege, then it has a proof of size at most $2^{\text {poly }(\log (S+|\mathrm{T}(G, f)|))}$ in treelike resolution and vice versa. This result provides evidence to the conjecture of Urquhart that the shortest resolution proofs of $\mathrm{T}(G, f)$ are regular. Finally other consequences of Theorem 1 are: (1) It gives polynomial size Frege proofs of $\mathrm{T}(G, f)$ of depth $\log (\operatorname{tw}(G))$. (2) It improves the lower bounds of [7, 28] since expanders have treewidth $\Omega(n)$ and on such graphs our lower bound is $2^{n^{\Omega(1 / d)}}$, which works for larger $d$ than [7, 28]; (3) Induces a strict depth-hierarchy for the proof complexities of Tseitin formulas over an infinite sequence of graphs $G_{n}$.

## Overview of the proof technique

In Theorem 17 we prove the lower bound from Theorem 1. The proof is based on the improvement of the Excluded Grid Theorem by Robertson and Seymour recently obtained by Chuzhoy [11]: an arbitrary graph $G$ contains as a minor a $r \times r$ grid, where $r=\Omega\left(\operatorname{tw}(G)^{1 / 37}\right)$. More precisely we use the corollary of this result (see Corollary 8) stating that any graph $G$ has a wall of size $r$ as a topological minor (i.e. can be obtained from $G$ by several removing of vertices, edges and suppressions, see Fig. 1 and Fig. 3). Our proof consists of two parts: at first, we show that if $H$ is a topological minor of $G$, then any bounded-depth Frege proof of a Tseitin formula $\mathrm{T}(G, f)$ can be transformed to a proof of a $\mathrm{T}\left(H, f^{\prime}\right)$, with constant increase in depth and polynomial increase in size. And then we prove a lower bound on the size of depth- $d$ Frege proof of Tseitin formulas based on walls. In this proof we use the lower bound for grid graphs proved by Håstad [22].

In Theorem 18 we prove the upper bound from Theorem 1. We consider the compact representation of linear functions $\mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$ on variables $x_{1}, x_{2}, \ldots, x_{n}$ by propositional formulas of depth $d$ and of size $2^{n^{\mathcal{O}(1 / d)}}$. We show that for linear functions $f$ and $g$ if the equations $f(x)=a$ and $g(x)=b$ are given in our representation, then there is a derivation of $(h+g)(x)=a+b$ of depth $d$ and of size $2^{n^{\mathcal{O}(1 / d)}}$. We also show that if a linear equation is represented in CNF, then it is possible to infer its compact representation with depth $d$ and size $2^{n^{\mathcal{O}(1 / d)}}$. Since a Tseitin formula is an unsatisfiable system of linear equations written in CNF, hence it is possible to prove a Tseitin formula in size $2^{m^{\mathcal{O}(1 / d)}}$ and depth $d$, where $m$ is the number of edges in $G$. However we wish to have the treewidth of $G$ instead of $m$. We consider a tree-partition of a graph $G$, the vertices of $G$ are split into bags and there exists a tree such that bags are nodes of this tree and if two vertices of $G$ are connected, then they are either in one bag or in adjacent bags. It is known that there is a tree partition where the size of bags are at most $\mathcal{O}(\operatorname{tw}(G) \Delta(G))$ [38]. Since the number of edges touching a given bag is $\mathcal{O}\left(\operatorname{tw}(G) \Delta(G)^{2}\right)$ we can use the compact representation to take care of the equations involving the parity of sum of adjacent bags with proofs growing in terms of the treewidth of $G$.

## Organization

The paper is divided into four sections. After the Preliminary section, we have Section 3 for the lower bound (Theorem 17), Section 4 for the upper bound (Theorem 18). Proofs omitted due to space constraints may be found in [16].

## 2 Preliminaries

### 2.1 Formulas and restrictions

We consider propositional formulas over binary $\vee$ and $\wedge$, unary $\neg$ and Boolean constants $\mathbf{0}, \mathbf{1}$. We represent formulas as rooted trees such that internal vertices are labeled with connectives and leaves are labeled with propositional variables or Boolean constants. The depth of a formula is the maximal number of alternations of types of connectives over all the paths from the root to a leaf plus one.

We assume that disjunctions with unbounded fanin are represented via binary disjunctions. By default, we mean that $\bigvee_{i=1}^{n} x_{i}$ is right-associative; i.e., denotes $\left(\ldots\left(x_{1} \vee x_{2}\right) \vee \ldots\right) \vee$ $\left.x_{n-1}\right) \vee x_{n}$; we also assume the same for $\bigwedge$.

We denote by $\operatorname{vars}(F)$ the set of variables of a formula $F$. A partial assignment $\alpha$ for a formula $F$ is mapping from vars $(F) \rightarrow\{0,1, *\}$, where $\alpha(x)=*$ if $x$ is unassigned. We denote by $\operatorname{dom}(\alpha)=\alpha^{-1}(\{0,1\})$ the set of variables in $F$ which $\alpha$ assigns a Boolean value.

### 2.2 Pudlák-Buss games

We use the game interpretation of Frege proofs introduced by Pudlák and Buss [29]. Let us define a game with two players Pavel and Sam. The game starts with initial conditions of the form $\varphi_{1}=a_{1}, \ldots, \varphi_{k}=a_{k}$, where $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{k}$ are propositional formulas and $a_{1}, a_{2}, \ldots, a_{k} \in\{0,1\}$ such that $\bigwedge_{i=1}^{k}\left(\varphi_{i}=a_{i}\right)$ is identically false. Sam claims that he knows an assignment of variables that satisfies $\bigwedge_{i=1}^{k}\left(\varphi_{i}=a_{i}\right)$, the goal of Pavel is to convict Sam. At each his move Pavel asks Sam the value of a propositional formula and Sam gives an answer. The game stops when Pavel convicts Sam, namely Pavel finds an immediate contradiction among initial conditions and Sam's answers. An immediate contradiction with a Boolean
connective $\circ$ of arity $t$ is a set of $(t+1)$ formulas $\alpha_{1}, \ldots, \alpha_{t}$ and $\circ\left(\alpha_{1}, \ldots, \alpha_{t}\right)$ with claimed values $a_{1}, \ldots, a_{t}$ and $b$ such that $\circ\left(a_{1}, \ldots, a_{k}\right) \neq b$. In particular, $\mathbf{0}$ with claimed value 1 is an immediate contradiction.

A strategy of Pavel is a function that maps initial conditions and the history of a game to a propositional formula (request). A winning strategy is a strategy that allows Pavel to convict Sam for any behaviour of Sam. A winning strategy of Pavel can be represented as a binary tree whose nodes are labeled with Pavel's requests and edges correspond to Sam's answers. A leaf of the tree corresponds to an immediate contradiction among initial conditions and equalities corresponding to the path from the root to this leaf.

A Pudlák-Buss game derivation of a formula $\psi$ from formulas $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{s}$ is a tree of a Pavel's winning strategy in a game with initial conditions $\varphi_{1}=1, \varphi_{2}=1, \ldots, \varphi_{s}=1, \psi=0$. In that follows by derivations we always mean Pudlák-Buss game derivations. We are interested in the two complexity parameters of derivations: 1) the size of a derivation $S$ that equals the total size of formula $\psi$ and all formulas that are used as labels of nodes; 2) the depth of a derivation $d$ is the maximum depth of $\psi$ and formulas that are used as labels of nodes. We use the notation $\varphi_{1}, \ldots, \varphi_{s} \vdash_{d} \psi$ for a derivation of $\psi$ from $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{s}$ of depth at most $d$. A derivation of $\varphi$ is a derivation of $\varphi$ from the empty set of formulas.

- Lemma 2. Assume that there is a derivation $\varphi_{1}, \ldots, \varphi_{k} \vdash_{d_{1}} \psi_{1}$ of size $S_{1}$ and also there is a derivation $\varphi_{1}, \ldots, \varphi_{k}, \psi_{1} \vdash_{d_{2}} \psi_{2}$ of size $S_{2}$, then there is a derivation $\varphi_{1}, \ldots, \varphi_{k} \vdash_{\max \left\{d_{1}, d_{2}\right\}}$ $\psi_{2}$ of size $S_{1}+S_{2}$.

Proof. Let us create the new tree with the root labelled with $\psi_{1}$ such that edge form the root labelled with 0 goes to the root of the first derivation and edge labelled with 1 goes to the root of the second derivation.

- Lemma 3. 1. If a formula $\varphi$ has a Frege derivation of size $S$ and depth d, then $\varphi$ has a Pudlák-Buss game derivation of size $\mathcal{O}\left(S^{2}\right)$ and depth d. 2. If $\varphi$ has a Pudlák-Buss game derivation of size $S$ and depth d, then $\varphi$ has a Frege derivation of size $\mathcal{O}\left(S^{3}\right)$ and depth $d+\mathcal{O}(1)$.
- Lemma 4. Let $\psi_{1}$ and $\psi_{2}$ be two formulas of depth at most $d$ such that $\mid \operatorname{vars}\left(\psi_{1}\right) \cup$ $\operatorname{vars}\left(\psi_{2}\right) \mid=k$ and $\psi_{1}$ semantically implies $\psi_{2}$. Then there exists a derivation $\psi_{1} \vdash_{d} \psi_{2}$ of size at most $2^{k}\left(\left|\psi_{1}\right|^{2}+\left|\psi_{2}\right|^{2}\right)$.

A shortcut contradiction for the disjunction is a situation where Pavel asks Sam formulas $\bigvee_{i=1}^{k} \alpha_{i}$ and $\alpha_{j}$ for $j \in[k]$ and gets the answers 0 and 1 respectively. Similarly a shortcut contradiction for the conjunction is a situation where Pavel asks Sam formulas $\bigwedge_{i=1}^{k} \alpha_{i}$ and $\alpha_{j}$ for $j \in[k]$ and gets the answers 1 and 0 . An ordinary derivation is a derivation which does not use shortcut contradictions.

- Lemma 5. Consider a derivation of size $S$ and of depth d that uses shortcut contradictions in leaves. Then there is an ordinary derivation of size at most $S^{3}$ and of depth $d$.

Tseitin Formulas. Let $G(V, E)$ be an undirected graph and $v \in V$. We denote by $E(v)$ the set of edges in $E$ incident with $v$ and by $N(v)$ the set of neighbours $u \in V$ of $v$, i.e. the $u$ such that $(u, v) \in E(v)$.

A vertex-charging for $G(V, E)$ is a mapping $f: V \longrightarrow\{0,1\}$. We say that $f$ is an odd-charging of $G$ if $\sum_{v \in V} f(v) \equiv 1 \bmod 2$. The Tseitin formulas defined on $G$ using variables $x_{e}, e \in E$ are the formulas: $\mathrm{T}(G, f):=\bigwedge_{v \in V} \operatorname{Par}(v)$, where $\operatorname{Par}(v)$ is a CNF formula representing $\bigoplus_{e \in E(v)} x_{e}=f(v)$.

- Lemma 6 ([36]). $\mathrm{T}(G, f)$ is unsatisfiable if and only if there is a connected component $U$ of $G$ such that the restriction of $f$ on $U$ is odd-charging.

In this work we will work with the tautological form of Tseitin formulas in the form of $\neg \mathrm{T}(G, f)$.

### 2.3 Grids, Walls, Minors, Topological Minors and Treewidth

We consider 4 structural operations on undirected graphs $G=(V, E)$ possibly with parallel edges, but without loops. We follow [6, 14].

- edge removal of $e \in E$. It produces the graph $[G \backslash e]=(V, E \backslash\{e\})$.
- vertex removal of $v \in V$. It produces the graph $[G \backslash v]=(V \backslash\{v\}, E \backslash E(v))$, where $E(v)$ is the set of edges in $E$ incident with $v \in V$.
- edge contraction of $e=(u v) \in E$. Is the replacement of $u$ and $v$ with a single vertex such that edges incident to the new vertex are the edges other than $e$ that were incident with $u$ or $v$. The resulting graph $G \star e$ has one edge less than $G$.
- vertex suppression of a vertex $v$ in $G$ of degree 2 . Let $u$ and $w$ be $v$ 's neighbours in $G$. The suppression of $v$ is obtained by deleting $v$ along with two edges (uv) and (wv) and adding a new edge ( $w u$ ) (possibly parallel to an existing one). The resulting graph $\left[G \backslash_{s} v\right]$ has one vertex less than $G$. See Figure 1.


Figure 1 Suppression of $v$


Figure 2 The grid $\mathcal{H}_{5,5}$.


Figure 3 The wall $\mathcal{W}_{5}$. from $G$.

A graph $H$ is a minor of $G$ if $H$ can be obtained from $G$ by a sequences of edge and vertex removals and edge contractions. A graph $H$ is a topological minor of $G$ if $H$ can be obtained from $G$ by a sequence of edge removals, vertex removals and by vertex suppressions $[6,14]$.

The grid $\mathcal{H}_{m, n}$ is the graph of the cellular rectangle $m \times n$; it has $(m+1)(n+1)$ vertices and $n(m+1)+m(n+1)$ edges, among them $n(m+1)$ horizontal and $m(n+1)$ vertical edges. See fig. 2.

The wall $\mathcal{W}_{n}$ is a subgraph of $\mathcal{H}_{n, n}$ that is obtained by the removing of several vertical edges. Vertical edges of $\mathcal{H}_{n, n}$ are in $n$ rows and we enumerate them in every row from the left to the right. In the odd rows we remove all vertical edges with even numbers and in even rows we remove all vertical edges with odd numbers. See fig. 3.

A tree decomposition of an undirected graph $G(V, E)$ is a tree $T=\left(V_{T}, E_{T}\right)$ such that every vertex $u \in V_{T}$ corresponds to a set $X_{u} \subseteq V$ and it satisfies the following properties: 1 . The union of $X_{u}$ for $u \in V_{T}$ equals $V$. 2. For every edge $(a, b) \in E$ there exists $u \in V_{T}$ such that $a, b \in X_{u}$. 3. If a vertex $a \in V$ is in the sets $X_{u}$ and $X_{v}$ for some $u, v \in V_{T}$, then it is also in $X_{w}$ for all $w$ on the path between $u$ and $v$ in $T$.

The width of a tree decomposition is the maximum $\left|X_{u}\right|$ for $u \in V_{T}$ minus one. $A$ treewidth of a graph $G$ is the minimal value of the width among all tree decompositions of the graph $G$.

Recall the following Theorem proved in [11].

- Theorem 7 ([11]). If G has a treewidth $t$, then it has the grid $\mathcal{H}_{r, r}$ as a minor, where $r=\Omega\left(t^{1 / 37}\right)$.

The following Corollary was mentioned in [6].

- Corollary 8 ([6]). If $G$ a has treewidth $t$, then it has the wall $\mathcal{W}_{r}$ as a topological minor, where $r=\Omega\left(t^{1 / 37}\right)$.


## 3 The Lower Bound

### 3.1 Topological Minors and Tseitin Formulas

Le $\varphi$ be a formula and let $\alpha$ be a partial assignment to variables of $\varphi$. Define $\varphi[\alpha]$ to be the formula obtained from $\varphi$ substituting each variable $x$ in the domain of $\alpha$, with the constant assigned to $x$ by $\alpha$. Notice that $\varphi$ and $\varphi[\alpha]$ have the same size and depth.

- Lemma 9. Let $\Phi_{a}$ and $\Phi_{a}^{\prime}$ for $a \in A$ be propositional formulas of depth at most $d$ such that $\left|\operatorname{vars}\left(\Phi_{a}\right) \cup \operatorname{vars}\left(\Phi_{a}^{\prime}\right)\right| \leq k$. Assume that for all $a \in A$, $\Phi_{a}$ is semantically equivalent to $\Phi_{a}^{\prime}$. Then $\neg \bigwedge_{a \in A} \Phi_{a}^{\prime} \vdash_{d+\mathcal{O}(1)} \neg \bigwedge_{a \in A^{\prime}} \Phi_{a}$ of size at most $2^{k}$ poly $\left(\sum_{a \in A}\left(\left|\Phi_{a}\right|+\left|\Phi_{a}^{\prime}\right|\right)\right)$, where $A^{\prime}=\left\{a \in A \mid \Phi_{a}\right.$ is not identically true $\}$.
- Lemma $10([18])$. Let $G(V, E)$ be a connected graph and $H\left(V^{\prime}, E^{\prime}\right)$ be a connected subgraph of $G$ with $E^{\prime} \neq \emptyset$ that is obtained from $G$ by the deletion of some vertices and edges. For every unsatisfiable Tseitin formula $\mathrm{T}(G, f)$ there exists a partial assignment $\alpha$ to variables $x_{e}$ for $e \in E \backslash E^{\prime}$ such that $\alpha$ does not falsify any clause of $\mathrm{T}(G, f)$.
- Lemma 11. Let $G(V, E)$ be a connected graph and $H\left(V^{\prime}, E^{\prime}\right)$ be a connected subgraph of $G$. Assume that there is a derivation $\vdash_{d} \neg \mathrm{~T}(G, f)$ of size $S$. Then for some $f^{\prime}$ there is a derivation $\vdash_{d+\mathcal{O}(1)} \neg \mathrm{T}\left(H, f^{\prime}\right)$ of size $S+\operatorname{poly}(|\mathrm{T}(G, f)|)$.

Proof. Let $T$ be the game tree of $\vdash_{d} \neg \mathbf{T}(G, f)$. Let $\alpha$ be given by Lemma 10 that is defined on all variables $x_{e}$ for $e \in E \backslash E^{\prime}$ and does not falsify any clause of $\mathrm{T}(G, f)$. $T[\alpha]$ be the tree obtained form $T$ applying the substitution $\alpha$ to all the queried formulas. Size and depth do not change, hence $T[\alpha]$ defines a derivation $\vdash_{d} \neg \mathrm{~T}(G, f)[\alpha]$ of size $S . \neg \mathrm{T}(G, f)$ has the form $\neg \bigwedge_{v \in V} \operatorname{Par}(v)$, where $\operatorname{Par}(v)$ is a parity condition of the vertex $v$. Hence, $\neg \mathrm{T}(G, f)[\alpha]$ is of the form $\neg \bigwedge_{i} \operatorname{Par}(v)[\alpha]$. If $v \notin V^{\prime}$, then $\alpha$ assigns values to all variables from $\operatorname{Par}(v)$, since $\alpha$ does not falsify $\operatorname{Par}(v), \alpha$ satisfies $\operatorname{Par}(v)$, hence $\operatorname{Par}(v)[\alpha]$ is identically true. If $v \in V^{\prime}$, then $\operatorname{Par}(v)[\alpha]$ is a parity statement depending on variables $x_{e}$, where $e \in E^{\prime}$ is incident to $v$. Hence, for $v \in V^{\prime}, \operatorname{Par}(v)[\alpha]$ is semantically equivalent to a parity condition of a Tseitin formula $\mathrm{T}\left(H, \varphi^{\prime}\right)$ for some charging $\varphi^{\prime}$. Let $\Delta$ be the maximal degree of $G$. Then every parity condition of $\mathrm{T}\left(H, \varphi^{\prime}\right)$ or $\mathrm{T}(G, \varphi)$ depends on at most $\Delta$ variables. Notice that since we represent parities in CNF, $|\mathrm{T}(G, f)| \geq 2^{\Delta}$. By Lemma 9 , there is a derivation $\neg \mathrm{T}(G, f)[\alpha] \vdash_{\mathcal{O}(1)} \neg \mathrm{T}\left(H, f^{\prime}\right)$ of size poly $(|\mathrm{T}(G, f)|)$. The claim follows using the size $S$, depth $d$ derivation of $\neg \mathrm{T}(G, f)[\alpha]$ together with Lemma 2.

A 1-substitution for a formula $\varphi$ is a partial function mapping variables of $\varphi$ into its literals. After applying a 1 -substitution $\sigma$ to $\varphi$, the depth of the new formula $\varphi[\sigma]$ can increase by one. However 1-substitutions are closed under composition: if $\sigma_{1}$ maps $[y \mapsto \neg z]$ and $\sigma_{2}$ maps $\left[x \mapsto \neg y\right.$ ], then $\sigma=\sigma_{1} \circ \sigma_{2}$ is the 1 -substitution $[x \mapsto z, y \mapsto \neg z]$. We use 1 -substitutions to handle in $\mathrm{T}(G, f)$ the operation of vertex suppression on the graph $G$. Let $G=(V, E)$ be a graph and $v \in V$ be a node and let $\mathrm{T}(G, f)$ be a Tseitin formula on $G$. Let $v$
be a degree-2 vertex $v$ in $G$ with neighbours $u$ and $w$. Consider the following 1-substitution $\sigma_{v}$ and the charge function $f_{v}$ for $\left[G \backslash_{s} v\right]$ :

$$
\sigma_{v}=\left\{\begin{array}{ll}
{\left[x_{v w} \mapsto x_{w u}, x_{v u} \mapsto x_{w u}\right]} & \text { if } f(v)=0 \\
{\left[x_{v w} \mapsto x_{w u}, x_{v u} \mapsto \neg x_{w u}\right]} & \text { if } f(v)=1
\end{array} \quad f_{v}(z)= \begin{cases}f(z) & \text { if } z \in V \backslash\{u, v\} \\
f(u)+f(v) & \text { if } z=u\end{cases}\right.
$$

Let $G(V, E)$ be a graph and $f: V \rightarrow\{0,1\}$ be a charging. Let $A$ be a finite set. We say that a formula $\Psi$ is a pseudo Tseitin formula based on $G$ and $f$ with fake vertices in $A$, and we write $\Psi$ is $\mathrm{T}_{A}^{*}(G, f)$, if $\Psi$ has the form $\bigwedge_{v \in V \cup A} \psi_{v}$, where

1. for all $v \in V, \psi_{v}$ is a propositional formula depending on variables $x_{e}$ for all edges $e$ incident to $v$. And $\psi_{v}$ is semantically equivalent to the parity condition $\operatorname{Par}(v)$ of $\mathrm{T}(G, f)$.
2. for all $v \in A, \psi_{v}$ is a tautology.

- Lemma 12. Let $G(V, E)$ be a connected constant-degree graph over $n$ vertices. Let $[G \backslash s v]$ be the graph obtained after the suppression of a degree-2 vertex $v$ in $G$. If $\Psi$ is $\mathrm{T}_{A}^{*}(G, f)$, then $\Psi\left[\sigma_{v}\right]$ is $\mathrm{T}_{A \cup\{v\}}^{*}\left(\left[G \backslash_{s} v\right], f_{v}\right)$.

Proof. Assume that $v$ is linked to two vertices $w$ and $u$ in $G$. Let $A$ be the set of fake vertices of $\Psi$ so $\Psi$ has the form $\bigwedge_{x \in V \cup A} \psi_{x}$, hence $\Psi\left[\sigma_{v}\right]$ is $\bigwedge_{x \in V \cup A} \psi_{x}\left[\sigma_{v}\right]$. For $x \in A, \psi(x)$ is a tautology, hence $\psi_{x}\left[\sigma_{v}\right]$ is also a tautology. By the definition of $\sigma_{v}, \psi_{v}\left[\sigma_{v}\right]$ is a tautology. It is not hard to verify that for $x \in V \backslash\{v\}, \psi_{x}\left[\sigma_{v}\right]$ is equivalent to parity condition of $\mathrm{T}\left([G \backslash s v], f_{v}\right)$. Hence, $\Psi\left[\sigma_{v}\right]$ is $\mathrm{T}_{A \cup\{v\}}^{*}\left([G \backslash s v], f_{v}\right)$

- Lemma 13. Let $G(V, E)$ be a graph and $f: V \rightarrow\{0,1\}$ and $W=\left\{v_{1}, \ldots, v_{k}\right\}$ be degree 2 nodes in $V$ suppressed in that order from $G$ and $\left[G \backslash_{s} W\right]$ be the resulting graph. Let $\sigma_{i}$ be the corresponding 1 -substitutions and let $\sigma=\sigma_{k} \circ \ldots \circ \sigma_{1}$. There is a charging $f_{k}$ of $G$ such that if $\Psi$ is $\mathrm{T}_{A}^{*}(G, f)$, then $\Psi[\sigma]$ is $\mathrm{T}_{A \cup W}^{*}\left(\left[G \backslash_{s} W\right], f_{k}\right)$.
- Lemma 14. Let $G$ be a connected graph on $n$ vertices and with the maximal degree at most 3 . Let $H$ be obtained from $G$ by several suppressions. Assume that there is a derivation of $\neg \mathrm{T}(G, f)$ of size $S$ and depth $d$. Then for some charging $f_{k}$ there is a derivation of $\neg \mathrm{T}\left(H, f_{k}\right)$ of size $\mathcal{O}(S)+\operatorname{poly}(n)$ and depth $d+\mathcal{O}(1)$.

Proof. Assume that, in order, to get $H$ from $G$ we have to apply suppressions for vertices $W=\left\{v_{1}, \ldots, v_{k}\right\}$. Let $\sigma_{i}$ be the 1 -substitutions corresponding to the suppression of $v_{i}$, and let $\sigma=\sigma_{k} \circ \cdots \circ \sigma_{1} . \mathrm{T}(G, f)$ is $\mathrm{T}_{\emptyset}^{*}(G, f)$. Let $f_{k}$ be the charging given by Lemma 13 applied to $\mathrm{T}(G, f)$ and $\left[G \backslash_{s} W\right]=H$. Then $\mathrm{T}(G, f)[\sigma]$ is $\mathrm{T}_{W}^{*}\left(H, f_{k}\right)$. We apply the 1-substitution $\sigma$ to the given derivation of $\neg \mathrm{T}(G, f)$ and we get a derivation of $\neg \mathrm{T}(G, f)[\sigma]$ of size $\mathcal{O}(S)$ and depth at most $d+1$. By Lemma 9 , applied on $\mathrm{T}(G, f)[\sigma]$ and $\mathrm{T}\left(H, f_{k}\right)$, there is a derivation $\neg \mathrm{T}(G, f)[\sigma] \vdash_{d+\mathcal{O}(1)} \neg \mathrm{T}\left(H, f_{k}\right)$ of size poly $(n)$. Combining the two derivations together by Lemma 2 we obtain a derivation $\vdash_{d+\mathcal{O}(1)} \mathrm{T}\left(H, f_{k}\right)$ of size $\mathcal{O}(s)+\operatorname{poly}(n)$.

### 3.2 From Walls To Grids

- Lemma 15. If there exists a derivation $\vdash_{d} \neg \mathrm{~T}\left(\mathcal{W}_{n}, f\right)$ of size $S$, then there exists a derivation $\vdash_{d+\mathcal{O}(1)} \neg \mathrm{T}\left(M_{n}, f^{\prime}\right)$ of size $\mathcal{O}(S)+\operatorname{poly}(n)$, where $M_{n}$ is a connected constantdegree graph that contains $\mathcal{H}_{n,\left\lfloor\frac{n-1}{2}\right\rfloor}$ as a subgraph.
Proof. Consider a set $I$ of all the horizontal edges of $\mathcal{W}_{n}$ that belong to odd columns (on fig. 4 and 5 edges from $I$ are red). $I$ is a matching, i.e. no two edges from $I$ are incident to the same vertex. If we contract all edges from $I$, we get the graph $M_{n}$ that for odd $n$
coincides with $\mathcal{H}_{n, \frac{n-1}{2}}$ and for even $n$ coincides with a graph that is obtained from $\mathcal{H}_{n,\left\lfloor\frac{n}{2}\right\rfloor}$ by the removal of several edges from the last vertical (see fig. 4 and 5). For every $e \in I$ we denote its left vertex by $u_{e}$ and the right vertex by $v_{e}$. Let $E_{u_{e}}$ be the set of edges of $\mathcal{W}_{n}$ incident to $u_{e}$ except $e$. Let $\tau_{e}$ denote a CNF formula encoding $\bigoplus_{f \in E_{u_{e}}} x_{f}=f\left(u_{e}\right)$.

Consider a game tree $T$ for the derivation of the Tseitin tautology $\neg \mathrm{T}\left(\mathcal{W}_{n}, f\right)$ of size $S$ and depth $d$. To every formula used in this tree we apply the substitution that replaces every occurrence of $x_{e}$ with $\tau_{e}$. We denote the resulting tree by $T^{\prime}$.

Notice that $T^{\prime}$ is a correct game tree of a derivation $\vdash_{d+\mathcal{O}(1)} \neg F$, where $F$ is obtained from $\mathrm{T}\left(\mathcal{W}_{n}, f\right)$ by the same substitution. The depth of this derivation is increased by at most a constant since in several leaves we hang a formula of constant depth; here we also use that $I$ is a matching and thus we do not add new occurrences of variables corresponding edges from $I$. The size of $\tau_{e}$ is $\mathcal{O}(1)$, hence any formula from the derivation is increased in at most a constant factor, thus the size of the derivation defined by the tree $T^{\prime}$ is $\mathcal{O}(S)$.

We define a function $f^{\prime}$ on vertices of $M_{n}$ as follows. If a vertex $w$ of the graph $M_{n}$ is obtained by merging the vertices $w^{\prime}, w^{\prime \prime}$ of the graph $\mathcal{W}_{n}$, then $f^{\prime}(w)=\left(f\left(w^{\prime}\right)+f\left(w^{\prime \prime}\right)\right) \bmod 2$. If the vertex $w$ of $\mathcal{H}_{n,\lfloor n / 2\rfloor}$ is obtained from the vertex $w$ of $\mathcal{W}_{n}$, then $f^{\prime}(w)=f(w)$.

Now we show how to derive $\neg \mathrm{T}\left(M_{n}, f^{\prime}\right)$ from $\neg F . \mathrm{T}\left(\mathcal{W}_{n}, f\right)$ is a Tseitin formula and it has the following structure: $\bigwedge_{v \in V} \psi_{v}$, where $V$ is the set of vertices of $\mathcal{W}_{n}$ and $\psi_{v}$ is a CNF formula encoding a parity condition for the vertex $v . F$ differs from $\mathrm{T}\left(\mathcal{W}_{n}, f\right)$ only in conditions corresponding to vertices that are incident to an edge from $I$ (if $n$ is even, then there are vertices in $\mathcal{W}_{n}$ that are not incident to any edge from $\left.I\right)$. Notice that $F$ has the form $\bigwedge_{v \in V} \psi_{v}^{\prime}$ where $\psi_{v}^{\prime}$ is obtained by substitution from $\psi_{v}$. Let $w=u_{e}$ for some $e \in I$, then the formula $\psi_{w}^{\prime}$ is identically true. If $w=v_{e}$, then the condition $\psi_{w}^{\prime}$ is equivalent to the parity condition of the merged vertex $\left\{u_{e}, v_{e}\right\}$ in the Tseitin formula $\mathrm{T}\left(M_{n}, f^{\prime}\right)$, but $\psi_{w}^{\prime}$ is not written in canonical form.

Since all degrees in $M_{n}$ are at most 4 , then by Lemma 9 there exists a derivation $\neg F \vdash_{d+\mathcal{O}(1)} \neg \mathrm{T}\left(M_{n}, f^{\prime}\right)$ of size poly $(n)$. The claim follows by Lemma 2.


- Figure $4 \mathcal{W}_{6}$ is contracted to $M_{6}$.


Figure $5 \mathcal{W}_{5}$ is contracted to $M_{5}$.

### 3.3 Putting it all together

We use Håstad's Theorem from [22].

- Theorem 16 ([22]). There is a constant $K>0$ such that for $d \leq \frac{K \log n}{\log \log n}$ any depth $d$ derivation of $\left.\neg \mathrm{T}\left(\mathcal{H}_{n, n}, f\right)\right)$ has size at least $2^{n^{\Omega(1 / d)}}$.
- Theorem 17. There exist constants $K>0$ and $C>0$ such that for every connected graph $G$ of treewidth $t$ and every $d \leq \frac{K \log n}{\log \log n}-C$, any depth $d$ derivation of $\left.\neg \mathrm{T}(G, f)\right)$ has size at least $2^{t^{\Omega(1 / d)}}$.

Proof. Suppose that $\neg \mathrm{T}(G, f)$ have a derivation of size $S$ and depth $d$. By Corollary 8 we know that $G$ contains the wall $\mathcal{W}_{r}$ as a topological minor, where $r=\Omega\left(t^{1 / 37}\right)$. Consider a sequence of operations (edge/vertex removals and suppressions) that transform $G$ to $\mathcal{W}_{r}$. Assume that removals do not follow suppressions. And let $G^{\prime}$ be a subgraph of $G$ that is obtained from $G$ by application of all removals (hence, $\mathcal{W}_{r}$ can be obtained from $G^{\prime}$ by application of several suppressions).

By Lemma 11, for some $f^{\prime}$ there is a derivation of $\neg \mathrm{T}\left(G^{\prime}, f^{\prime}\right)$ of size poly $(|\mathrm{T}(G, f)|)+S$ and depth $d+\mathcal{O}(1)$. Since $\mathcal{W}_{r}$ can be obtained from $G^{\prime}$ by application of several suppressions, $G^{\prime}$ is connected. Suppressions can not increase the degrees, hence all degrees in $G^{\prime}$ are at most 3. By Lemma 14, for some $f^{\prime \prime}$ there is a derivation of $\neg \mathrm{T}\left(\mathcal{W}_{r}, f^{\prime \prime}\right)$ of size poly $(|\mathrm{T}(G, f)|)+S$ and depth $d+\mathcal{O}(1)$. By Lemma 15, for some $f^{\prime \prime \prime}$ there is a derivation of $\neg \mathrm{T}\left(M_{r}, f^{\prime \prime \prime}\right)$ of size poly $(|\mathrm{T}(G, f)|)+\mathcal{O}(S)$ and depth $d+\mathcal{O}(1)$, where $M_{r}$ is connected constant-degree graph containing $\mathcal{H}_{\lfloor(r-1) / 2\rfloor}$ as a subgraph. And finally by Lemma 11 , for some $f^{\prime \prime \prime \prime}$ there is a Frege derivation of $\mathrm{T}\left(\mathcal{H}_{\lfloor(r-1) / 2\rfloor}, f^{\prime \prime \prime \prime}\right)$ of size poly $(|\mathrm{T}(G, f)|)+\mathcal{O}(S)$ and depth $d+\mathcal{O}(1)$. Notice that $S$ is the size of a derivation of $\neg \mathrm{T}(G, f)$, hence $S \geq|\mathrm{T}(G, f)|$. Thus, for some constants $C$ and $c$ there is a derivation of $\neg \mathrm{T}\left(\mathcal{H}_{\lfloor(r-1) / 2\rfloor}, f^{\prime \prime \prime \prime}\right)$ of size $S^{c}$ and depth $d+C$.

By Theorem 16, there is a constant $K$ such that if $d+C \leq \frac{K \log n}{\log \log n}$, then $S^{c} \geq$ $2^{\lfloor(r-1) / 2\rfloor^{\Omega(1 /(d+C))}}$. Hence $S \geq 2^{r^{\Omega(1 / d)}}$ and, thus, $S \geq 2^{\Omega^{\Omega(1 / d)}}$.

## 4 The Upper Bound

In this section we prove the following Theorem:

- Theorem 18. Let $G(V, E)$ be a connected undirected graph and $\mathrm{T}(G, f)$ be an unsatisfiable Tseitin formula. Then for all large enough $d$ the formula $\neg \mathrm{T}(G, f)$ has a derivation of depth $d$ and size $2^{\operatorname{tw}(G)^{\mathcal{O}(1 / d)}} \operatorname{poly}(|\mathrm{T}(G, f)|)$.

In order to prove Theorem 18 we define a compact representation of parity by depth- $d$ formulas, then we show that we can efficiently derive the sum of $\mathbb{F}_{2}$-linear equations using the compact representation of parities. And then we prove Theorem 18 using a tree-partition of the graph $G$.

### 4.1 A compact representation of parity

Let $t_{1}, t_{2}, \ldots, t_{d}$ be natural numbers, where $d$ is a non-negative integer. Let $U_{0}, U_{1}, \ldots, U_{d}$ be partitions of a finite set $F$. We say that a list of partitions $U=\left(U_{0}, U_{1}, \ldots, U_{d}\right)$ is a $\left(t_{1}, \ldots, t_{d}\right)$-refinement of $F$ if the following conditions hold:

1. $U_{0}$ consists of the only element $U_{0,1}=F$.
2. For every $i, U_{i+1}$ is a subpartition of $U_{i}$ such that every element of $U_{i}$ is split into $t_{i+1}$ parts. Hence, $U_{i}$ split $F$ into $m_{i}$ parts: $U_{i, 1}, U_{i, 2}, \ldots, U_{i, m_{i}}$, where $m_{i}=\prod_{j=1}^{i} t_{j}$.
3. All elements of $U_{d}$ have cardinality at most 1 .

Let $U$ be a $\left(t_{1}, \ldots, t_{d}\right)$-refinement of a set $F$ and let $U_{i, j}$ be one of the blocks of this refinement. Then $U$ induces on each of the blocks $U_{i j}$ a $\left(t_{i+1}, \ldots, t_{d}\right)$-refinement $U^{\prime}$ which is obtained by restricting $U_{i}, \ldots, U_{d}$ to the set $U_{i j} . U^{\prime}$ is called a sub-refinement of $U_{i j}$ in $U$.

- Lemma 19. Let $F$ be a set of size $n$ and $d \geq 0$ be an integer. Let $t_{1}, \ldots, t_{d}$ be integers such that $t_{1} \cdot t_{2} \cdot \ldots \cdot t_{d} \geq n$. Then there exists a $\left(t_{1}, \ldots, t_{d}\right)$-refinement $U$ of $F$.

For $a \in\{0,1\}$ and natural number $n$ we define a Boolean function PARITY $_{n}^{a}:\{0,1\}^{n} \rightarrow$ $\{0,1\}^{n}$ such that $\operatorname{PARITY}_{n}^{a}\left(x_{1}, \ldots, x_{n}\right)=1$ iff $\bigoplus_{i=1}^{n} x_{i}=a$ for all $x_{1}, \ldots, x_{n} \in\{0,1\}$.

Lemma 20. Let $n$ and $d$ be positive integers and $U$ be a $\left(t_{1}, t_{2}, \ldots, t_{d}\right)$-refinement of $[n]$. Then there exists a formula representing PARITY $_{n}^{b}$ of depth at most $3 d+1$ and of size $\prod_{i=1}^{d} 2^{t_{i}+1} t_{i}$.

Proof. Let us prove by backward induction on $i$ from $d$ to 0 that for every $j \in\left[\prod_{k=1}^{i} t_{k}\right]$, there is a formula representing $\bigoplus_{k \in U_{i, j}} x_{k}$ of depth $3(d-i)$ and of size $\prod_{q=i+1}^{d} 2^{t_{q}+1} t_{q}$. If $i=d$, then $\left|U_{d, j}\right| \leq 1$, hence $\bigoplus_{k \in U_{i, j}} x_{k}$ is either 0 or a variable $x_{k}$ and thus has size 1 and depth 0 .

Assume that $i<d$. Let $\ell_{1}, \ell_{2}, \ldots, \ell_{t_{i+1}}$ be such that $U_{i, j}=U_{i+1, \ell_{1}} \sqcup U_{i+1, \ell_{2}} \sqcup \cdots \sqcup U_{i+1, \ell_{t_{i+1}}}$. Let for $r \in\left[t_{i_{1}}\right], \beta_{r}$ be a representation of $\bigoplus_{k \in U_{i+1, \ell_{r}}} x_{k}$ of size $\prod_{q=i+2}^{d} 2^{t_{q}+1} t_{q}$ and depth $3(d-i-1)$ that exists by the induction hypothesis. Consider a CNF-representation of $\beta_{1} \oplus$ $\ldots \oplus \beta_{t_{i+1}}: \bigoplus_{k \in U_{i, j}} x_{k}=\bigwedge_{\substack{S \subseteq\left\{1, \ldots, t_{i+1}\right\} \\|S| \bmod 2=0}}\left(\bigvee_{s \in S} \neg \beta_{s} \vee \bigvee_{s \notin S} \beta_{s}\right)$. After the substitution of the representations of $\beta_{1}, \ldots, \beta_{t_{i+1}}$ we obtain a formula of size at most $2^{t_{i+1}} t_{i+1} \cdot \prod_{q=i+2}^{d} 2^{t_{q}+1} t_{q}+$ $2^{t_{i+1}} t_{i+1} \leq \prod_{q=i+1}^{q} 2^{t_{q}+1} t_{q}$ and of depth $3(d-i-1)+3=3(d-i)$.

Therefore we have constructed a representation of PARITY ${ }_{n}^{1}$ of the needed size and depth. The representation of PARITY ${ }_{n}^{0}$ could be constructed as $\neg \varphi$ where $\varphi$ is the obtained representation of PARITY ${ }_{n}^{1}$.

We call the representation of PARITY ${ }_{n}^{a}$ obtained by Lemma 20 the compact representation of PARITY ${ }_{n}^{a}$ with respect to a $\left(t_{1}, \ldots, t_{d}\right)$-refinement $U$.

Let us define for $S \subseteq[n]$ and for $a \in\{0,1\}, \operatorname{PARITY}_{n, S}^{a}\left(x_{1}, \ldots, x_{n}\right)=(\neg a) \oplus \bigoplus_{i \in S} x_{i}$. We define a compact representation of PARITY ${ }_{n, S}^{a}$ with respect to a $\left(t_{1}, \ldots, t_{d}\right)$-refinement $U$ as the result of substitutions $x_{j}:=\mathbf{0}$ for all $j \notin S$ to the compact representation of PARITY ${ }_{n}^{a}$ with respect to $U$. We denote the compact representation of $\operatorname{PARITY}_{n, S}^{a}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ w.r.t. $U$ by $\Phi^{a}(S, U)$.

- Lemma 21. Let $U$ be a $\left(t_{1}, \ldots, t_{d}\right)$-refinement of $[n]$ and $U^{\prime}$ be a sub-refinement of $U_{i j}$ in $U$. Then for every $S \subseteq U_{i j}$ there exists a derivation $\Phi^{a}\left(S, U^{\prime}\right) \vdash_{3 d+\mathcal{O}(1)} \Phi^{a}(S, U)$ of size at most $4\left|\Phi^{a}(S, U)\right|^{3}$.


### 4.2 Summation of linear equations

Let $S \triangle T$ be the symmetric difference of sets $S$ and $T$ i.e. $S \triangle T=(S \cup T) \backslash(S \cap T)$.

- Lemma 22. Let $U$ be a $\left(t_{1}, \ldots, t_{d}\right)$-refinement of $[n]$. Let $S_{1}, S_{2}, \ldots, S_{k} \subseteq[n]$ and $a_{1}, \ldots, a_{k} \in\{0,1\}$. Then there exists a constant $c$ such that:

1. There exists a derivation $\Phi^{a_{1}}\left(S_{1}, U\right), \Phi^{a_{2}}\left(S_{2}, U\right), \ldots, \Phi^{a_{k}}\left(S_{k}, U\right) \vdash_{3 d+\mathcal{O}(1)} \Phi^{a_{1} \oplus \ldots \oplus a_{k}}$ $\left(S_{1} \triangle \ldots \triangle S_{k}, U\right)$ of size at most $c \cdot k \cdot\left|\Phi^{1}(\varnothing, U)\right|^{6}$.
2. If $\bigwedge_{i \in[k]}\left(\bigoplus_{j \in S_{i}} x_{j}=a_{i}\right)$ is unsatisfiable then there exists a derivation $\Phi^{a_{1}}\left(S_{1}, U\right), \Phi^{a_{2}}\left(S_{2}, U\right), \ldots, \Phi^{a_{k}}\left(S_{k}, U\right) \vdash_{3 d+\mathcal{O}(1)} \mathbf{0}$ of size at most $c \cdot k \cdot\left|\Phi^{1}(\varnothing, U)\right|^{6}$.

### 4.3 Tree-partition width

Let $G(V, E)$ be an undirected graph and $S_{1}, \ldots, S_{m}$ be a partition of $V . S_{1}, \ldots, S_{m}$ is a tree-partition of $G$ if there exists a tree $T\left([m], E_{T}\right)$ such that every edge $e$ of $G$ connects either two vertices from the same part $S_{i}$ or connects a vertex from $S_{i}$ and a vertex from $S_{j}$, where $i$ and $j$ are adjacent in $T$, i.e. $(i, j) \in E_{T}$. A width of a tree-partition $S_{1}, S_{2}, \ldots, S_{m}$ is the size of the largest set $S_{i}$ for $i \in[m]$. A tree-partition width of a graph $G$ is the smallest width among all tree-partitions of $G$. We denote the tree-partition width of $G$ by $\operatorname{tpw}(G)$.

If we add a new vertex in the middle of every edge $(i, j)$ of the tree $T$ and put the set $S_{i} \cup S_{j}$ on it, we will get a tree decomposition of $G$, hence $\operatorname{tw}(G) \leq 2 \operatorname{tpw}(G)-1$.

The following theorem shows an inequality in the other direction.

- Theorem 23 ([38]). If $\operatorname{tw}(G) \geq 1$, then $\operatorname{tpw}(G) \leq 10 \Delta(G) \operatorname{tw}(G)$, where $\Delta(G)$ is the maximum degree of $G$.

So, $\operatorname{tw}(G)$ and $\operatorname{tpw}(G)$ coincide up to a multiplicative constants for constant degree graphs.

- Theorem 24. Let $G(V, E)$ be a connected graph and let a Tseitin formula $\mathrm{T}(G, f)$ be unsatisfiable. Then there exists a derivation $\vdash_{3 d+\mathcal{O}(1)} \mathrm{T}(G, f)$ of size at most $\operatorname{poly}(|\mathrm{T}(G, f)|)$. $2^{(\operatorname{tpw}(G) \Delta(G))^{\mathcal{O}(1 / d)}}$, where $\Delta(G)$ is the maximum degree of $G$.
Proof. Let $S_{1}, \ldots, S_{m}$ be a tree-partition of $G$ with width $\operatorname{tpw}(G)$ and let $T\left([m], E_{T}\right)$ be the corresponding tree. W.l.o.g. we assume that $T$ is a rooted tree with the root $m$; for all $i \in[m-1], p(i)$ denotes its parent and for all $i \in[m], \mathrm{s}(i)$ denotes the set of direct successors of $i$. W.l.o.g. we assume that $p(i)>i$ for all $i \in[m-1]$.

Since $\mathrm{T}(G, f)$ is unsatisfiable and $G$ is connected, $\bigoplus_{v \in V} f(v)=\bigoplus_{i \in[m]} \bigoplus_{v \in S_{i}} f(v)=1$. We consider the sum $\bigoplus_{i \in[m]} \bigoplus_{e \in E\left(S_{i}, V \backslash S_{i}\right)} x_{e}$. Since each $x_{e}$ occurs in the sum exactly twice, the sum (modulo 2) is 0 for all values of $x_{e}$. Then for each assignment to $\left\{x_{e}\right\}_{e \in E}$ there exists $i_{0}$ such that $\bigoplus_{v \in S_{i_{0}}} f(v) \neq \bigoplus_{e \in E\left(S_{i_{0}}, V \backslash S_{i_{0}}\right)} x_{e}$. The first part of Pavel's strategy is to find such $i_{0}$.

Pavel will request parity of the sum of all edges between $S_{i}$ and $S_{j}$ for all $(i, j) \in E_{T}$. In order to represent these formulas in a compact way we now define $m$ different $\left(t_{1}, \ldots, t_{d}\right)$ refinements $W^{1}, \ldots, W^{m}$; for every $i, W^{i}$ is a refinement of the set $E\left(S_{i}, \bigcup_{j \in \mathrm{~s}(i)} S_{j}\right)$ of all edges connecting a vertex from $S_{i}$ with a vertex from $\bigcup_{j \in s(i)} S_{j}$. We construct appropriate refinements $W^{i}$ later.

Pavel asks Sam the values of $\bigoplus_{e \in E\left(S_{i}, S_{p(i)}\right)} x_{e}$ represented as $\Phi^{1}\left(E\left(S_{i}, S_{p(i)}\right), W^{p(i)}\right)$ for $i \in[m-1]$ in the increasing order until he finds $i_{0}$ such that $\bigoplus_{e \in E\left(S_{i_{0}}, V \backslash S_{i_{0}}\right)} x_{e} \neq$ $\bigoplus_{v \in S_{i_{0}}} f(v)$.

At the moment when Sam has answered the value of $\Phi^{1}\left(E\left(S_{i}, S_{p(i)}\right)\right.$, $\left.W^{p(i)}\right)$ the values of $\bigoplus_{e \in E\left(S_{i}, S_{j}\right)} x_{e}$ for each $j$ such that $(i, j) \in E_{T}$ are all determined, thus, the value of $\bigoplus_{e \in E\left(S_{i}, V \backslash S_{i}\right)} x_{e}$ is determined. If $\bigoplus_{e \in E\left(S_{i}, V \backslash S_{i}\right)} x_{e} \neq \bigoplus_{v \in S_{i}} f(v)$ Pavel proceeds to the next part of his strategy. Otherwise he continues to ask Sam similar questions corresponding to the vertices with larger indices.

Now we describe the strategy of Pavel in case if he finds $i_{0}$. We are going to describe this case in terms of derivation using Lemma 2 multiple times. Consider a linear system that consists of the equation $\bigoplus_{e \in E\left(S_{i_{0}}, V \backslash S_{i_{0}}\right)} x_{e}=1 \oplus \bigoplus_{v \in S_{i_{0}}} f(v)$ and all parity conditions of $\mathrm{T}(G, f)$ of the vertices from $S_{i_{0}}$. This linear system is unsatisfiable. We are going to use Lemma 22. In order to do it we need to derive the representations of these linear equations w.r.t. some refinement $Q$ of a superset of $E\left(S_{i_{0}}, V\right)$.

Let for $i \in[m], U^{i}$ be a $\left(t_{1}, t_{2}, \ldots, t_{d}\right)$-refinement of the set $E\left(S_{i}\right)$ of all edges connecting two vertices from $S_{i}$ (we construct these refinements in the end of the proof together with the refinements $W^{i}$. Let us define a $\left(3, t_{1}, \ldots, t_{d}\right)$-refinement $Q$ as a union of $\left(t_{1}, \ldots, t_{d}\right)$ refinements $W^{i_{0}}, W^{p\left(i_{0}\right)}$ and $U^{i_{0}}$ such that $Q_{1}=\left\{E\left(S_{i_{0}}, \bigcup_{j \in \mathrm{~s}\left(i_{0}\right)} S_{j}\right)\right.$, $\left.E\left(S_{p\left(i_{0}\right)}, \bigcup_{j \in \mathrm{~s}\left(p\left(i_{0}\right)\right)} S_{j}\right), E\left(S_{i_{0}}\right)\right\}$ and for every $j \in\{2,3, \ldots, d+1\}, Q_{j}$ is the union of $W_{j-1}^{i_{0}}, W_{j-1}^{p\left(i_{0}\right)}$ and $U_{j-1}^{i_{0}}$.

Let $a_{j}$ be Sam's answer to the question $\bigoplus_{e \in E\left(S_{i_{0}}, S_{j}\right)} x_{e}$ for each $j$ that is a neighbour of $i_{0}$ in $T$, hence we may assume that $\Phi^{a_{j}}\left(E\left(S_{i_{0}}, S_{j}\right), W^{i_{0}}\right)$ for $j \in \mathrm{~s}\left(i_{0}\right)$ and $\Phi^{a_{p\left(i_{0}\right)}}\left(E\left(S_{i_{0}}, E_{p\left(i_{0}\right)}\right)\right.$,
$\left.W^{p\left(i_{0}\right)}\right)$ are already derived. By Lemma 21, we derive $\Phi^{a_{j}}\left(E\left(S_{i_{0}}, S_{j}\right), Q\right)$ from $\Phi^{a_{j}}\left(E\left(S_{i_{0}}, S_{j}\right)\right.$, $\left.W^{i_{0}}\right)$ for $j \in \mathrm{~s}\left(i_{0}\right)$ and $\Phi^{a_{p\left(i_{0}\right)}}\left(E\left(S_{i_{0}}, S_{p\left(i_{0}\right)}\right), Q\right)$ from $\Phi^{a_{p\left(i_{0}\right)}}\left(E\left(S_{i_{0}}, S_{p\left(i_{0}\right)}\right), W^{p\left(i_{0}\right)}\right)$, where $a_{j}$ are Sam's answers to the corresponding questions.

By the first part of Lemma 22 we derive $\left.\Phi^{1 \oplus\left(\bigoplus_{v \in S_{i_{0}}} f(v)\right.}\right)\left(E\left(S_{i_{0}}, V \backslash S_{i_{0}}\right), Q\right)$ from the set of formulas $\left\{\Phi^{a_{j}}\left(E\left(S_{i_{0}}, S_{j}\right), Q\right) \mid\left(i_{0}, j\right) \in E_{T}\right\}$. We assume that the parity conditions of the vertices of $G$ in $\mathrm{T}(G, f)$ represented as CNF are asked at the beginning of the game i.e. for each $v \in V$ we know that the CNF representation of $\bigoplus_{u:(u, v) \in E} x_{e}$ is true (if any clause of $\mathrm{T}(G, f)$ is false Pavel queries all subformulas of $\mathrm{T}(G, f)$ except subformulas of the clauses and gets an immediate contradiction, if any of the parity conditions is false it yields an immediate contradiction with the corresponding subset of clauses). Thus, by Lemma 4 we derive the representations of parity conditions of the vertices from $S_{i_{0}}$ w.r.t. $Q$. Since the corresponding linear system is unsatisfiable, using the second part of Lemma 22 we get a contradiction.
$\triangleright$ Claim 25. The size of the described game tree is at most $m \cdot 2^{3 \Delta(G)} \Delta^{2}(G) \operatorname{tpw}(G) 2^{\mathcal{O}\left(\sum_{i=1}^{d} t_{i}\right)}$.

Let us choose $t_{i}=(\Delta(G) \operatorname{tpw}(G))^{2 / d}$ for all $i \in[d]$. Since $\left|S_{i}\right| \leq \operatorname{tpw}(G),\left|E\left(S_{i}\right)\right|+$ $\left|E\left(S_{i}, \bigcup_{j \in \mathrm{~s}(i)} S_{j}\right)\right| \leq \Delta(G) \operatorname{tpw}(G)$. Hence, the condition $\prod_{i=1}^{d} t_{i} \geq \Delta(G) \operatorname{tpw}(G) \geq$ $\left|E\left(S_{i}\right)\right|+\left|E\left(S_{i}, \bigcup_{j \in \mathrm{~s}(i)} S_{j}\right)\right|$ holds and, thus, for all $i \in[m]$ the refinements $U^{i}, W^{i}$ exist by Lemma 19. If we substitute choosen values in the bound from Clam 25, we get the upper bound $\left.m \cdot 2^{\mathcal{O}\left(3 \Delta(G)+d(\Delta(G) \operatorname{tpw}(G))^{2 / d}\right.}\right)=\operatorname{poly}(|\mathrm{T}(G, f)|) \cdot 2^{(\Delta(G) \operatorname{tpw}(G))^{\mathcal{O}(1 / d)}}$.

Now we are ready to prove Theorem 18.
Proof of Theorem 18. Theorem 24 and Theorem 23 imply that there exists a constant $c$ and a derivation $\vdash_{3 d+\mathcal{O}(1)} \neg \mathrm{T}(G, f)$ of size at most $\operatorname{poly}(|\mathrm{T}(G, f)|) 2^{\left(10 \Delta^{2}(G) \operatorname{tw}(G)\right)^{c / d}}$. If $\operatorname{tw}(G)>$ $\Delta(G)$ then we can rewrite our upper bound on the size as poly $(|\mathrm{T}(G, f)|) 2^{(10 \operatorname{tw}(G))^{3 c / d}}$. If $\operatorname{tw}(G)>1$ then it is poly $(|\mathrm{T}(G, f)|) 2^{(\operatorname{tw}(G))^{\mathcal{O}(1 / d)}}$. If $\operatorname{tw}(G)=1$ then it is simply $\operatorname{poly}(|\mathrm{T}(G, f)|)$. Otherwise if $\operatorname{tw}(G) \leq \Delta(G)$ we can rewrite the upper bound as $\operatorname{poly}(|\mathrm{T}(G, f)|) \cdot 2^{(10 \Delta(G))^{3 c / d}}=\operatorname{poly}(|\mathrm{T}(G, f)|)$ if $3 c / d \leq 1$. Thus, for $d \geq 3 c$ the upper bound is poly $(|\mathrm{T}(G, f)|) \cdot 2^{\operatorname{tw}(G)^{3 c / d}}$. Therefore, for the both cases we have the needed upper bound.
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#### Abstract

We investigate the expressive power of higher-order recursion schemes (HORS) restricted to linear types. Two formalisms are considered: multiplicative additive HORS (MAHORS), which feature both linear function types and products, and multiplicative HORS (MHORS), based on linear function types only.

For MAHORS, we establish an equi-expressivity result with a variant of tree-stack automata. Consequently, we can show that MAHORS are strictly more expressive than first-order HORS, that they are incomparable with second-order HORS, and that the associated branch languages lie at the third level of the collapsible pushdown hierarchy.

In the multiplicative case, we show that MHORS are equivalent to a special kind of pushdown automata. It follows that any MHORS can be translated to an equivalent first-order MHORS in polynomial time. Further, we show that MHORS generate regular trees and can be translated to equivalent order-0 HORS in exponential time. Consequently, MHORS turn out to have the same expressive power as 0 -HORS but they can be exponentially more concise.

Our results are obtained through a combination of techniques from game semantics, the geometry of interaction and automata theory.
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## 1 Introduction

Higher-order recursion schemes (HORS) have recently emerged as a promising technique for model-checking higher-order programs [17]. Linear higher-order recursion schemes (LHORS) were introduced in [5] to facilitate a finer analysis of HORS by mixing intuitionistic and linear types. In this paper, we investigate the expressivity of their purely linear fragment.

First, we consider multiplicative additive HORS (MAHORS), which in addition to the linear function types ( - ) feature product types (\&), and thus allow for sharing but not re-use. We show that MAHORS are equivalent to a tree-generating variant of tree-stack automata (TSA), originally introduced to capture multiple context-free languages in the word language setting [7]. The translation from MAHORS to TSA amounts to representing the game semantics of MAHORS in the spirit of abstract machines derived from Girard's Geometry of Interaction (GoI) [11, 6]. The GoI view of computation makes it possible to interpret computation as a token machine that traverses a graph strongly related to the syntactic structure of the term. Somewhat suprisingly, so far this nearly automata-theoretic
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$\frac{\Gamma}{\Gamma, x: \varphi \mid \Delta \vdash x: \varphi} \quad \frac{\Gamma \mid \Delta \vdash t: \varphi_{1} \& \varphi_{2}}{\Gamma \mid \Delta, x: \varphi \vdash x: \varphi}$
$\frac{\Gamma \mid \Delta_{1} \vdash t: \varphi \multimap \psi}{\Gamma \mid \Delta_{1}, \Delta_{2} \vdash t u: \psi} \quad \frac{\Gamma \mid \Delta_{2} \vdash u: \varphi}{\Gamma \mid \Delta \vdash \pi_{i} t: \varphi_{i}} \quad \overline{\Gamma \mid \Delta \vdash \perp: \varphi}$
$\frac{\Gamma \mid \Delta, x: \kappa \vdash t: \varphi}{\Gamma \mid \Delta \vdash \lambda x^{\kappa} \cdot t: \kappa \multimap \varphi} \quad \frac{\Gamma \mid \Delta \vdash t_{i}: \varphi_{i}}{\Gamma \mid \Delta \vdash\left\langle t_{1}, t_{2}\right\rangle: \varphi_{1} \& \varphi_{2}}$

Figure 1 Typing rules for the additive linear $\lambda$-calculus.
flavour of GoI has not been exploited to establish connections with automata models, and we believe we are the first to do so explicitly. As a consequence, we can conclude that the branch languages of trees generated by MAHORS are multiple context-free and, thus, that they belong to the third level of the collapsible pushdown hierarchy [12]. In addition, we show that MAHORS are strictly more expressive than first-order HORS ${ }^{1}$, and that they are not comparable with second-order HORS.

Secondly, we consider multiplicative HORS (MHORS), featuring linear function types only. In this case, our earlier MAHORS-to-TSA translation specialises to a translation into a special kind of tree-generating pushdown automata (LPDA) in which reachable configurations must be reached in a unique run. We show that MHORS and LPDA are equi-expressive and, moreover, that any MHORS can be translated to an equivalent MHORS of order 1. Further, using reachability techniques for pushdown automata, we show that LPDA are equivalent to bounded pushdown automata that forget elements stored at the bottom of the stack after the stack height exceeds a certain depth. It follows that MHORS generate regular trees, though the MHORS representation may be exponentially more succinct than order-0 HORS.

## 2 Linear Recursion Schemes

In this section we introduce the object of study of this paper, MAHORS and MHORS.
The main ingredient of MAHORS is the linear $\lambda$-calculus with products - also called the additive linear $\lambda$-calculus, as the product is an additive connective in the sense of Linear Logic [10]. The following definitions follow [5], restricting type formers to linear connectives (note that [5] imposes some syntactic restrictions on the shape of types and terms that we can drop here to simplify presentation, as they play no role in the technical development).

Types are formed with the ground type $o$ and the connectives $\multimap$ and $\&$. We define the typed terms directly by the typing rules of Figure 1. Typing judgments have the form $\Gamma \mid \Delta \vdash t: \varphi$, where $\Gamma$ and $\Delta$ are two lists of variable declarations. Intuitively, $\Delta$ is the main context containing variables that can be used at most once (such terms are often called affine but we opt for the name linear nonetheless). In contrast, $\Gamma$ comprises duplicable variables that may be reused at will, as witnessed by the application rule. In M(A)HORS, $\Gamma$ will be used only for terminal and non-terminal symbols. Linear $\lambda$-terms are equipped with standard reduction rules; we write $\triangleright_{\beta}$ for $\beta$-reduction for functions and products, whose definition can be found e.g. in [5]. Any term $t$ has a normal form, written $\mathrm{BT}(t)$.

Trees arise as ground-type terms typable in replicable contexts representing a ranked alphabet. Recall that in HORS, a symbol b of arity $n$ is represented as a constant $\mathrm{b}: o \rightarrow$ $\cdots \rightarrow o \rightarrow o$ with $n$ arguments. Here, a ranked alphabet $\Sigma$ may be represented in two distinct

[^47]ways: multiplicatively, with $\mathrm{b}: o \multimap \ldots \multimap o \multimap o$, or additively, with $\mathrm{b}: \&_{n} o \multimap o$, where $\&_{n} o$ stands for $o \& \cdots \& o(n \text { copies })^{2}$. The choice does not impact how finite trees are represented: in both cases a $\triangleright_{\beta}$-normal $\left.\Sigma\right|_{\_} \vdash t: o($ if not $\perp)$ must start with a variable from $\Sigma$ with some arity $n$, followed by $n \triangleright_{\beta}$-normal sub-trees; i.e. it represents a tree (with certain branches possibly leading to $\perp$ ). The multiplicative vs additive distinction matters in the definition of schemes, though: with additive typing, resources (variables) may be shared when calculating two sub-branches of an infinite tree, which is disallowed with multiplicative typing.

Linear recursion schemes consist of a system of recursive equations, where each clause is given by a $\lambda$-term with a restricted shape. A term $\Gamma \mid \_\vdash t: \varphi$ is called applicative if it is $\triangleright_{\beta}$-normal, and has the form $\lambda x_{1}^{\varphi_{1}} \ldots \lambda x_{n}^{\varphi_{n}} . t^{\prime}$ where $t^{\prime}$ has no abstraction.

- Definition 1. A Multiplicative Additive Recursion Scheme (MAHORS) is a 4tuple $\mathcal{G}=\langle\Sigma, \mathcal{N}, \mathcal{R}, S\rangle$ where: (1) $\Sigma$ is a ranked alphabet; (2) $\mathcal{N}$ is a finite set of typed non-terminals; we use upper-case letters $F, G, H, \ldots$ to range over them. We denote the type of $F$ by $\mathcal{N}(F)$ and write $F: \mathcal{N}(F) ;(3) S \in \mathcal{N}$ is a distinguished start symbol of type $o$; and (4) $\mathcal{R}$ is a function associating to each $F$ in $\mathcal{N}$ an applicative term $\Sigma,\left.\mathcal{N}\right|_{\_} \vdash \mathcal{R}(F): \mathcal{N}(F)$, with $\Sigma$ represented additively. A MHORS is defined as a MAHORS where $\Sigma$ is represented multiplicatively and the typing of $\mathcal{N}$ does not involve products.

If $\mathcal{G}=\langle\Sigma, \mathcal{N}, \mathcal{R}, S\rangle$ is a MAHORS, then for each $F \in \mathcal{N}$ and $n \in \mathbb{N}$ there is $\Sigma \mid \_\vdash$ $\operatorname{unf}_{n}(F): \mathcal{N}(F)$ defined by $\operatorname{unf}_{0}(F)=\perp$ and $\operatorname{unf}_{n+1}(F)=\mathcal{R}(F)\left[\operatorname{unf}_{n}(G) / G \mid G \in \mathcal{N}\right]$. The family $\left(\operatorname{unf}_{i}(F)\right)_{i \in \mathbb{N}}$ forms a chain for $\leq$ defined as usual by $\perp \leq t$, closed by congruence. As evaluation is monotone, $\left(\mathrm{BT}\left(\operatorname{unf}_{i}(F)\right)_{i \in \mathbb{N}}\right.$ also forms a chain, hence it has a lub which may be defined as the ideal completion of finite normal terms $\left.\Sigma\right|_{\ldots} \vdash t: o$ ordered by $\leq$. We may then define $\mathrm{BT}(\mathcal{G})=\bigsqcup_{i \in \mathbb{N}} \mathrm{BT}\left(\operatorname{unf}_{i}(S)\right)$, the infinite tree generated by $\mathcal{G}$.

Our schemes comprise an explicit divergence symbol $\perp$. This is unusual, but does not affect expressivity as it could always be defined with a new non-terminal with rule $\mathcal{R}(\Omega)=\Omega$. Finally, we identify silently trees and terms $\left.\Sigma\right|_{\_} \vdash t: o$.

## 3 Finite Memory Game Semantics and Geometry of Interaction

Game semantics is a semantic technique to give a compositional interpretation of higher-order programs [14]. By presenting higher-order computation as a game between two players embodying the program and its execution environment (Player for the program, Opponent for the environment), it effectively reduces higher-order computation to an exchange of tokens between terms. At first forgetting recursion, we briefly review the interpretation of the linear $\lambda$-calculus with products in simple games, then introduce its refined interpretation as finite-memory strategies, which will inform the translation of M(A)HORS to TSA.

### 3.1 Games and strategies

A game is a tuple $A=\left\langle M_{A}, \lambda_{A}, P_{A}\right\rangle$ where $M_{A}$ is a set of moves, $\lambda_{A}: M_{A} \rightarrow\{O, P\}$ is a polarity function (we write $M_{A}^{O}=\lambda_{A}^{-1}(\{O\})$ and $M_{A}^{P}=\lambda_{A}^{-1}(\{P\})$ ), and $P_{A} \subseteq M_{A}^{*}$ is a non-empty prefix-closed set of valid plays, whose elements are O-starting and alternating: if $s=s_{1} \ldots s_{n} \in P_{A}$, then $\lambda_{A}\left(s_{1}\right)=O$ and $\lambda_{A}\left(s_{i}\right) \neq \lambda_{A}\left(s_{i+1}\right)$. We write $\epsilon \in P_{A}$ for the empty play and $s \sqsubseteq s^{\prime}$ for the prefix ordering.
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Figure 2 A play on $\llbracket(o \multimap o) \multimap o \multimap o \rrbracket$.


Figure 3 Composition of history-free skeletons.

Games represent types. Plays in a game for a type $\varphi$ represent executions on $\varphi$ following (for this paper) a call-by-name evaluation strategy. For instance, Figure 2 shows a play in the game for $(o \multimap o) \multimap o \multimap o$, read from top to bottom. We use indices on atom occurrences and moves for disambiguation, but the usual convention in game semantics is to signify the identity of moves simply by their position under the corresponding type component. After Opponent ( $\circ$, the environment) starts computation by the initial move on the right, Player $(\bullet$, the program) responds by interrogating its function argument. Opponent, playing for this argument, calls its argument. Player terminates by calling its second argument. This play is, in fact, the maximal play of the interpretation of $\lambda f^{o-o o} . \lambda x^{o}$. f $x:(o \multimap o) \multimap o \multimap o$.

Each type $\varphi$ may be interpreted as a game $\llbracket \varphi \rrbracket$. The game $\llbracket o \rrbracket$ has $M_{\llbracket o \rrbracket}=\{0\}$ with $\lambda(o)=O$, and $P_{\llbracket o \rrbracket}=\{\epsilon, \circ\}$. To match the type constructor - , the linear arrow game $A \multimap B$ has as moves the tagged disjoint union $M_{A \multimap B}=M_{A}+M_{B}=\{1\} \times M_{A} \cup\{2\} \times M_{B}$ with polarity $\lambda_{A \rightarrow B}(1, a)=\overline{\lambda_{A}(a)}$ and $\lambda_{A \rightarrow B}(2, b)=\lambda_{B}(b)$, where $\bar{O}=P$ and $\bar{P}=O$. The plays $P_{A \rightarrow B}$ include all O-starting, alternating sequences $s \in M_{A \rightarrow B}^{*}$ such that the restrictions $s \upharpoonright A \in M_{A}^{*}$ and $s \upharpoonright B \in M_{B}^{*}$, defined in the obvious way, are in $P_{A}$ and $P_{B}$ respectively. Hence, $A \multimap B$ can be viewed as playing the two games $A$ and $B$ in parallel, with the polarity reversed in $A$, in such a way that any play must start in $B$ and Player is able to switch between the components. With these definitions the reader can check that $\llbracket(o \multimap o) \multimap o \multimap o \rrbracket=(\llbracket o \rrbracket \multimap \llbracket o \rrbracket) \multimap(\llbracket o \rrbracket \multimap \llbracket o \rrbracket)$ includes four moves corresponding to the four atom occurrences, and has only two maximal plays: the one in Figure 2, and $\circ_{4} \bullet_{3}$.

The tensor game $A \otimes B$ has moves $M_{A \otimes B}=M_{A}+M_{B}$, polarity $\lambda_{A \otimes B}(1, a)=\lambda_{A}(a)$ and $\lambda_{A \otimes B}(2, b)=\lambda_{B}(b)$, and plays are those $s \in M_{A \otimes B}^{*}$ that are alternating, O-starting and such that $s \upharpoonright A \in P_{A}$ and $s \upharpoonright B \in P_{B}$. Dually to - , it follows from the definition that here only O can change between components. The product game $A \& B$ has the same moves and polarity as $A \otimes B$, but only the plays where either $s \upharpoonright A$ or $s \upharpoonright B$ is empty. Hence, with their first move, Opponent fixes the component in which the rest of the game will be played.

A strategy $\sigma$ on $A$, written $\sigma: A$, is $\sigma \subseteq P_{A}^{e v}$ (writing $P_{A}^{e v}$ for the set of even-length plays) which is non-empty, closed under even-length prefix, and deterministic, in the sense that if $s a b, s a b^{\prime} \in \sigma$, then $b=b^{\prime}$. The interpretation of terms yields strategies; for instance

$$
\llbracket \lambda f^{o \multimap o} . \lambda x^{o} . f x:(o \multimap o) \multimap o \multimap o \rrbracket=\left\{\epsilon, \circ_{4} \bullet_{2}, \circ_{4} \bullet_{2} \circ_{1} \bullet_{3}\right\}
$$

is a strategy on $\llbracket(o \multimap o) \multimap o \multimap o \rrbracket$ with moves following the naming convention of Figure 2.
The interpretation of terms exploits a number of constructions on strategies. In particular, to compute the composition of $\sigma: A \multimap B$ and $\tau: B \multimap C$ we first let $\sigma, \tau$ interact by considering all sequences in $\left(M_{A}+M_{B}+M_{C}\right)^{*}$ whose restrictions to $A, B$ and $B, C$ are respectively in $\sigma$ and $\tau$; and then project those to $P_{A \multimap C}$ to obtain $\tau \circ \sigma: A \multimap C$. We omit the details [14]. Overall, the structure needed to interpret the linear $\lambda$-calculus with products is succinctly summarized by stating that games and strategies form a symmetric monoidal closed category with products [14] - to any _ $\mid x_{1}: \varphi_{1}, \ldots, x_{n}: \varphi_{n} \vdash t: \varphi$ this lets us associate $\llbracket t \rrbracket: \otimes_{1 \leq i \leq n} \llbracket \varphi_{i} \rrbracket \multimap \llbracket \varphi \rrbracket$ in such a way that this is invariant under reduction - note however that in this paper, we avoid the categorical language as much as possible.
$\bullet 3$
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Figure 4 The two maximal plays of contraction on \(\llbracket o \multimap o \rrbracket\).

\subsection*{3.2 History-free and finite memory strategies}

A strategy \(\sigma: A\) is history-free if its behaviour only depends on the last move, i.e. there is a partial function \(f: M_{A}^{O} \rightarrow M_{A}^{P}\) such that for all \(s \in \sigma\), for all \(s a \in P_{A}\), we have \(s a b \in \sigma\) iff \(f(a)\) is defined and \(b=f(a)\). It is key in AJM games [1] that, without products, terms yield historyfree strategies. If \(\sigma: A\) is history-free, it is characterized by the corresponding partial function \(f: M_{A}^{O} \rightharpoonup M_{A}^{P}\), known as its history-free skeleton. For instance, the strategy \(\llbracket \lambda f^{o \rightarrow o} . \lambda x^{o} . f x \rrbracket\) with a unique maximal play in Figure 2, has history-free skeleton \(\left\{\circ_{4} \mapsto \bullet_{2}, \circ_{1} \mapsto \bullet_{3}\right\}\).

One can also directly interpret terms as history-free skeletons: this is usually referred to as Geometry of Interaction [11], which has close ties with game semantics [3]. In particular, composition of history-free strategies can be performed directly on skeletons. If \(\sigma: A \multimap B\) and \(\tau: B \multimap C\) are history-free, their history-free skeletons, which have the types
\[
f_{\sigma}: M_{A}^{P}+M_{B}^{O} \rightharpoonup M_{A}^{O}+M_{B}^{P} \quad f_{\tau}: M_{B}^{P}+M_{C}^{O} \rightharpoonup M_{B}^{O}+M_{B}^{P}
\]
may be composed via feedback on \(B\), pictured in Figure 3. For any Opponent move in \(A \multimap C\), we apply the corresponding function \(f_{\sigma}\) or \(f_{\tau}\). As long as the response is in \(B\), we keep applying \(f_{\sigma}\) and \(f_{\tau}\) alternately. This process may stay in \(B\) forever (a livelock, in which case the composition \(f_{\tau \circ \sigma}\) is undefined), but otherwise we eventually get a Player move in \(A \multimap C\) as required; defining a partial function \(f_{\tau \circ \sigma}: M_{A \multimap C}^{O} \rightharpoonup M_{A \rightarrow C}^{P}\). One may visualize a token entering on the left carrying an Opponent move, then bouncing in \(B\) until it eventually exits on the right. Other constructions used in the interpretation may be presented similarly, altogether giving (for the linear \(\lambda\)-calculus) a presentation of evaluation through a finite automaton called a token machine, where a token enters through an Opponent move, and bounces through the term until it eventually exits, giving the result of computation [18].

This is our starting point to represent evaluation of M(A)HORS via an automaton. However, there is an issue: strategies for linear \(\lambda\)-terms with products are not in general historyfree. For instance, Figure 4 displays the two maximal plays of a contraction/duplication strategy \(\llbracket \lambda f^{o \rightarrow o} .\langle f, f\rangle:(o \multimap o) \multimap((o \multimap o) \&(o \multimap o)) \rrbracket\). It reacts to \(\circ_{1}\) differently depending on the history. To account for this, one may replace partial functions \(f: M_{A}^{O} \rightharpoonup M_{A}^{P}\) with \(f: M_{A}^{O} \times \mathcal{M} \rightarrow M_{A}^{P} \times \mathcal{M}\), i.e. transducers, where \(\mathcal{M}\), the memory, is a finite set (see the memoryful geometry of interaction of [13] - however, we are not aware of this being used to define finite memory strategies). We give below a definition in this spirit, adapted to ease the translation to TSA and to deal with the branching in M(A)HORS due to terminal symbols.

We fix a ranked alphabet \(\Sigma\) (the multiplicative/additive distinction plays no role here).
- Definition 2. A transducer \(\mathcal{T}\) on a game \(A\), written \(\mathcal{T}\) : \(A\), is \(\mathcal{T}=\left\langle\mathcal{M}_{-} \uplus \mathcal{M}_{+}, m_{0}, \delta_{-}, \delta_{+}\right\rangle\) where \(\mathcal{M}_{-}\)is a finite set of passive memory states with a distinguished initial memory state \(m_{0} \in \mathcal{M}_{-}, \mathcal{M}_{+}\)is a finite set of active memory states, and transition functions:
\[
\begin{aligned}
\delta_{-} & : & \mathcal{M}_{-} \times M_{A}^{O} & \rightarrow \mathcal{M}_{+} \\
\delta_{+} & : & \mathcal{M}_{+} & \rightarrow \mathcal{M}_{+}+\mathcal{M}_{-} \times M_{A}^{P}+\left\{\mathrm{b}\left(m_{1}, \ldots, m_{|b|}\right) \mid m_{i} \in \mathcal{M}_{+}, \mathrm{b} \in \Sigma\right\} .
\end{aligned}
\]
\begin{tabular}{|c|c|}
\hline ( \(m_{s,}, m^{\prime}\) ) & if \(\delta^{\top}\left(m_{\tau}^{+}\right)=m^{\prime}\) \\
\hline \(\mathrm{b}\left(\left(m_{\overline{\mathcal{S}}}, m_{1}\right), \ldots,\left(m_{\mathcal{S}}, m_{\text {| }}\right)\right.\) & if \(\delta_{+}^{\top}\left(m_{\mathcal{T}}^{+}\right)=\mathrm{b}\left(m_{1}\right.\) \\
\hline \(\left(\left(m_{\bar{s}}, m_{\overline{\mathcal{T}}}\right),(2, c)\right)\) & if \(\delta_{+}^{\top}\left(m_{\mathcal{T}}^{+}\right)=\left(m_{\bar{\tau}},(2, c)\right)\) \\
\hline \(\left(\delta_{-}^{\mathcal{S}}\left(m_{S}^{-},(2, b)\right), m_{\bar{\tau}}^{-}\right)\) & if \(\delta_{+}^{\top}\left(m_{\mathcal{T}}^{+}\right)=\left(m_{\bar{\tau}}^{-},(1, b)\right)\) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline ( \(m^{\prime}, m_{\bar{T}}\) ) & if \(\delta_{+}^{S}\left(m_{s}^{+}\right)=m^{\prime}\) \\
\hline \(\mathrm{b}\left(\left(m_{1}, m_{\overline{\mathcal{T}}}\right), \ldots,\left(m_{|\overrightarrow{\mid}|}, m_{\overline{\mathcal{T}}}^{-}\right)\right)\) & if \(\delta_{+}^{S}\left(m_{\mathcal{S}}^{*}\right)=\mathrm{b}\left(m_{1}, \ldots, m^{\prime}\right.\) \\
\hline \(\left(\left(m_{\bar{S}}, m_{\bar{T}}\right),(1, a)\right)\) & if \(\delta_{+}^{\mathcal{S}}\left(m_{\mathcal{S}}^{*}\right)=\left(m_{\bar{S}}^{-},(1, a)\right)\) \\
\hline \(\left(m_{S}^{-}, \delta_{-}^{\top}\left(m_{-}^{\top},(1, b)\right)\right)\) & if \(\delta_{+}^{\delta}\left(m_{s}^{+}\right)=\left(m_{\mathcal{S}}^{-},(2, b)\right)\) \\
\hline
\end{tabular}

Figure 5 Positive transitions of the composition of strategic transducers.

Any transducer \(\mathcal{T}\) on \(\llbracket o \rrbracket\) will be called closed. Apart from the forced initial \(\delta_{-}\left(m_{0}, \circ\right)\), it is a finite tree-generating automaton, producing a tree \(\operatorname{Tree}(\mathcal{T})\). But in general transducers may play on arbitrary games. In passive states, a transducer is waiting for an Opponent move, while in active states, it is performing internal computation that may result in a terminal symbol or in a Player move and the transition to a passive state. If \(\delta_{+}(m)=\mathrm{b}\left(m_{1}, \ldots, m_{|b|}\right)\), it produces the terminal symbol b ; exploring the \(i\) th child results in continuing with \(m_{i}\).

Like strategies, transducers can be composed.
- Definition 3. Let \(\mathcal{S}=\left(\mathcal{M}_{-}^{\mathcal{S}} \uplus \mathcal{M}_{+}^{\mathcal{S}}, m_{0}^{\mathcal{S}}, \delta_{-}^{\mathcal{S}}, \delta_{+}^{\mathcal{S}}\right): A \multimap B\) and \(\mathcal{T}=\left(\mathcal{M}_{-}^{\mathcal{T}} \uplus \mathcal{M}_{+}^{\mathcal{T}}, m_{0}^{\mathcal{T}}, \delta_{-}^{\mathcal{T}}, \delta_{+}^{\mathcal{T}}\right):\) \(B \multimap C\) be transducers. The transducer \(\mathcal{T} \odot \mathcal{S}\) on game \(A \multimap C\) has \(\mathcal{M}_{-}^{\mathcal{T} \odot \mathcal{S}}=\mathcal{M}_{-}^{\mathcal{S}} \times \mathcal{M}_{-}^{\mathcal{T}}\) and \(\mathcal{M}_{+}^{\mathcal{T} \odot \mathcal{S}}=\mathcal{M}_{+}^{\mathcal{S}} \times \mathcal{M}_{-}^{\mathcal{T}} \uplus \mathcal{M}_{-}^{S} \times \mathcal{M}_{+}^{\mathcal{T}}\), with initial state \(\left(m_{0}^{\mathcal{S}}, m_{0}^{\mathcal{T}}\right)\). The transition function is defined via \(\delta_{-}^{\mathcal{T} \odot \mathcal{S}}\left(\left(m_{\mathcal{S}}^{-}, m_{\mathcal{T}}^{-}\right),(2, c)\right)=\left(m_{\mathcal{S}}^{-}, \delta_{-}^{\mathcal{T}}\left(m_{\mathcal{T}}^{-},(2, c)\right)\right), \delta_{-}^{\mathcal{T} \odot \mathcal{S}}\left(\left(m_{\mathcal{S}}^{-}, m_{\mathcal{T}}^{-}\right),(1, a)\right)=\) \(\left(\delta_{-}^{\mathcal{S}}\left(m_{\mathcal{S}}^{-},(1, a)\right), m_{\mathcal{T}}^{-}\right)\), and positive transitions given in Figure 5.

Besides composition, all operations on strategies used in the interpretation of the linear \(\lambda\)-calculus with products have a counterpart on transducers. Altogether, for any \(\Sigma \mid x_{1}\) : \(\varphi_{1}, \ldots, x_{n}: \varphi_{n} \vdash t: \varphi\), this yields a transducer \(\langle t\rangle: \otimes_{1 \leq i \leq n} \llbracket \varphi_{i} \rrbracket \multimap \llbracket \varphi \rrbracket\). In particular, if \(\Sigma \mid \ldots \vdash t: o\), this yields a closed transducer \(\langle t\rangle: \llbracket o \rrbracket\). It is obtained directly by induction on syntax following denotational semantics, and in particular in polynomial time. We can prove:
- Proposition 4. For any \(\left.\Sigma\right|_{\_} \vdash t: o\), \(\operatorname{Tree}(\langle t\rangle)=\mathrm{BT}(t)\).

The proof works by linking transducers with game semantics. The simple game semantics presented above cannot directly deal with the presence of non-terminals replicable at will and the associated branching, so we must first extend it to "tree-generating game semantics". The details, though rather direct, are too lengthy for the paper, so we instead present the connection ignoring the terminal symbols.

Ignoring branching transitions, transducers generate strategies. Writing \(m^{-} \xrightarrow{a} m^{+}\)when \(\delta_{-}\left(m^{-}, a\right)=m^{+}, m_{1}^{+} \rightarrow m_{2}^{+}\)when \(\delta_{+}\left(m_{1}^{+}\right)=m_{2}^{+}\)and \(m^{+} \xrightarrow{b} m^{-}\)when \(\delta_{+}\left(m^{+}\right)=\left(m^{-}, b\right)\); the set \(\operatorname{Traces}(\mathcal{T})\) comprises all sequences \(s_{1} \ldots s_{2 n} \in M_{A}^{*}\) such that (with \(m_{0}, \ldots, m_{n} \in \mathcal{M}_{-}\))
\[
m_{0} \xrightarrow{s_{1}} \rightarrow \xrightarrow{* s_{2}} m_{1} \xrightarrow{s_{3}} \xrightarrow{* s_{4}} m_{2} \ldots m_{n-1} \xrightarrow{s_{2 n-1}} \rightarrow \xrightarrow{* s_{2 n}} m_{n}
\]

We say that \(\mathcal{T}\) is a strategic transducer if for all \(s \in \operatorname{Traces}(\mathcal{T}) \cap P_{A}\), if \(s a \in P_{A}\) and \(s a b \in \operatorname{Traces}(\mathcal{T})\), then \(s a b \in P_{A}\). Then, \(\operatorname{Traces}(\mathcal{T}) \cap P_{A}\) is a strategy written \(\operatorname{Strat}(\mathcal{T})\). We say that \(\sigma: A\) has finite memory if \(\sigma=\operatorname{Strat}(\mathcal{T})\) for a strategic transducer \(\mathcal{T}\). We also recover history-free strategies as those for which \(\mathcal{M}_{-}\)is a singleton. For instance, the strategy in Figure 4 is generated using \(\mathcal{M}_{-}=\left\{m_{0}, m_{1}\right\}\) and \(\mathcal{M}_{+}=\mathcal{M}_{-} \times M_{\llbracket o-o \rrbracket \rrbracket}^{O}, \delta_{-}(m, a)=(m, a)\), \(\delta_{+}\left(\ldots, \circ_{4}\right)=\left(m_{0}, \bullet_{2}\right), \delta_{+}\left(\ldots, \circ_{6}\right)=\left(m_{1}, \bullet_{2}\right), \delta_{+}\left(m_{0}, \circ_{1}\right)=\left(m_{0}, \bullet_{3}\right)\) and \(\delta_{+}\left(m_{1}, \circ_{1}\right)=\left(m_{1}, \bullet_{5}\right)\).

Proposition 4 boils down to the fact that all constructions on transducers in the interpretation preserve strategic transducers, and match operations on strategies - for instance, \(\operatorname{Strat}(\mathcal{T} \odot \mathcal{S})=\operatorname{Strat}(\mathcal{T}) \circ \operatorname{Strat}(\mathcal{S})\). This entails that for all \(t\), \(\operatorname{Strat}(\langle t\rangle)=\llbracket t \rrbracket\). But for closed transducers \(\langle t\rangle\) and tree-generating game semantics, Tree \((\langle t\rangle)=\operatorname{Strat}(\langle t\rangle)\). Since game semantics is invariant under reduction, \(\llbracket t \rrbracket=\llbracket \mathrm{BT}(t) \rrbracket=\mathrm{BT}(t)\), and Proposition 4 follows.


Figure 6 Illustration of a state of the \(n\)-th unfolding.

\section*{4 Game Semantics to TSA}

The previous section lets us associate, to any \(\Sigma \mid \ldots \vdash t: o\), a finite tree-generating automaton. We extend this with recursion in two steps: first we evaluate finite unfoldings using finite automata, and then we build a single automaton with additional memory (a Tree Stack Automaton) whose runs amount to dynamically exploring these finite unfoldings.

\subsection*{4.1 Unfolding recursive calls}

Let us fix a \(\mathrm{M}(\mathrm{A}) \operatorname{HORS} \mathcal{G}=\langle\Sigma, \mathcal{N}, \mathcal{R}, S\rangle\). By definition, for each \(F \in \mathcal{N}\) we have \(\Sigma,\left.\mathcal{N}\right|_{\ldots} \vdash\) \(\mathcal{R}(F): \mathcal{N}(F)\). Let \(N \in \mathbb{N}\) be such that for all \(F, G \in \mathcal{N}, G\) appears at most \(N\) times in \(\mathcal{R}(F)\). For all \(F \in \mathcal{N}\), we choose a term \(\Sigma \mid \mathcal{N}_{1}, \ldots, \mathcal{N}_{N} \vdash \mathcal{R}^{\prime}(F): \mathcal{N}(F)\) obtained by giving different names \(G_{1}, \ldots, G_{p}(p \leq N)\) to all occurrences of \(G \in \mathcal{N}\) in \(\mathcal{R}(F)\). How these names are assigned does not matter. Although \(\mathcal{R}^{\prime}\) differs from \(\mathcal{R}\), it can be equivalently used to define the finite approximations of \(\operatorname{BT}(\mathcal{G})\). For each \(F \in \mathcal{N}\) and \(n \in \mathbb{N}\), we redefine \(\left.\Sigma\right|_{\_} \vdash \operatorname{unf}_{n}(F): \mathcal{N}(F)\) by setting \(\operatorname{unf}_{0}(F)=\perp\), and \(\operatorname{unf}_{n+1}(F)=\mathcal{R}^{\prime}(F)\left[\operatorname{unf}_{n}(G) / G_{i} \mid G \in \mathcal{N}_{i}, 1 \leq i \leq N\right]\). Although defined differently, this gives the same result as in Section 2.

But, unlike the original unfolding, this one can be replicated with strategic transducers. For each \(F \in \mathcal{N}\), the interpretation of the previous section yields a strategic transducer:
\[
\left\langle\mathcal{R}^{\prime}(F)\right\rangle: \bigotimes_{1 \leq i \leq N} \bigotimes_{G \in \mathcal{N}} \llbracket \mathcal{N}(G) \rrbracket \multimap \llbracket \mathcal{N}(F) \rrbracket .
\]

The unfolding above can then be replicated as follows.
Proposition 5. Setting \(\mathcal{T}_{F}^{0}=\perp\) with all positive transitions undefined, and \(\mathcal{T}_{F}^{n+1}=\left\langle\mathcal{R}^{\prime}(F)\right\rangle \odot\) \(\left(\otimes_{1 \leq i \leq N} \otimes_{G \in \mathcal{N}} \mathcal{T}_{G}^{n}\right): \llbracket \mathcal{N}(F) \rrbracket\), for all \(n \in \mathbb{N}\), we have \(\operatorname{Tree}\left(\mathcal{T}_{S}^{n}\right)=\operatorname{BT}\left(\operatorname{unf}_{n}(S)\right)\).

Proof. By the substitution lemma for symmetric monoidal closed categories with products, syntactic substitution matches composition in the denotational model. It follows by induction that for all \(F \in \mathcal{N}\), for all \(n \in \mathbb{N},\left\langle\operatorname{unf}_{n}(F)\right\rangle\) and \(\mathcal{T}_{F}^{n}\) are transducers generating the same finite memory strategy. By Proposition \(4, \operatorname{Tree}\left(\mathcal{T}_{S}^{n}\right)=\operatorname{Tree}\left(\left\langle\operatorname{unf}_{n}(S)\right\rangle\right)=\mathrm{BT}\left(\operatorname{unf}_{n}(S)\right)\).

Figure 6 displays the structure of transducer compositions arriving at the finite tree automaton \(\mathcal{T}_{S}^{n}\), for a M(A)HORS \(\mathcal{G}\) where \(\mathcal{R}(S)\) has two occurrences of \(F\) and two occurrences of \(G, \mathcal{R}(F)\) has two occurrences of \(G\), and \(\mathcal{R}(G)\) has two occurrences of \(F\). Each node stands
for the matching strategic transducer (corresponding to a non-terminal), edges represent compositions. Running \(\mathcal{T}_{S}^{n}\) passes control between the composed transducers, with always exactly one active after the initial transition. Figure 6 shows a possible state during a run: the grey area marks nodes that have already been explored. Outside of the grey area, the (local) transducer memory must be \(m_{0}\). The green node is active, and all others passive. Following the transition function of \(\langle\mathcal{R}(G)\rangle\), we may next update the local memory \(m_{4}\), produce a terminal and branch, or update to a passive state and send control up or down.

\subsection*{4.2 Tree Stack Automata}

Now we give a single automaton with infinite memory whose bounded restrictions match the approximations above. It has a stack to deal with recursion, such that each state of the stack corresponds to a node in Figure 6. As these nodes stand for strategic transducers, they all have a finite memory. Accordingly, the automaton maintains a store associating, to each previously visited stack state/node, its local memory, accessed or updated only when visiting that node. We think of the store as a tree: the stack alphabet denotes directions, and stack values denote positions in the tree, i.e. nodes in (the infinite version of) Figure 6. Pushes and pops correspond to moving up and down the tree. Such an automata model is known as a Tree Stack Automaton (TSA) [7] - here, we introduce tree-generating TSA.
- Definition 6. A tree-generating TSA \(\mathcal{A}\) is a tuple \(\left\langle\Sigma, Q, \Gamma, \mathcal{M}, \delta, q_{0}, \gamma_{0}, m_{0}\right\rangle\) where \(\Sigma\) is a ranked alphabet of terminals, \(Q\) is a set of states, \(\Gamma\) is a finite stack alphabet, \(\mathcal{M}\) is a finite memory alphabet, \(q_{0} \in Q\) is the starting state, \(\gamma_{0} \notin \Gamma\) is the bottom-of-stack marker and \(m_{0} \in \mathcal{M}\) is the initial local memory. Letting \(\Gamma^{\bullet}=\Gamma \uplus\left\{\gamma_{0}\right\}\), the transition function \(\delta\) has type:
\[
\delta: Q \times \mathcal{M} \times \Gamma^{\bullet} \rightharpoonup Q+\left\{\mathrm{b}\left(q_{1}, \ldots, q_{|\mathbf{b}|}\right) \mid q_{i} \in Q, \mathrm{~b} \in \Sigma\right\}+Q \times \mathcal{M} \times\left(\left\{u p_{\gamma} \mid \gamma \in \Gamma\right\}+\{d o w n\}\right) .
\]

Informally, the transitions operate as follows. Initially, only \(\gamma_{0}\) is on the stack. Subsequently, given state \(q\), local memory \(m\), and top of the stack \(\gamma \in \Gamma^{\bullet}\) :
1. if \(\delta(q, m, \gamma)=q^{\prime}\), the automaton changes state to \(q^{\prime}\), leaving the stack and local memory unchanged;
2. if \(\delta(q, m, \gamma)=\mathrm{b}\left(q_{1}, \ldots, q_{|\mathrm{b}|}\right)\), it outputs \(\mathrm{b} \in \Sigma\) and branches - to explore the \(i\) th child \((1 \leq i \leq|b|)\) it proceeds to state \(q_{i}\) leaving other components unchanged;
3. if \(\delta(q, m, \gamma)=\left(q^{\prime}, m^{\prime}, u p_{\gamma^{\prime}}\right)\), it updates the local memory to \(m^{\prime}\), changes state to \(q^{\prime}\) and pushes \(\gamma^{\prime}\) onto the stack / moves up in direction \(\gamma^{\prime}\) (if this is the first visit to that node, its local memory is set to \(m_{0}\) );
4. if \(\delta(q, m, \gamma)=\left(q^{\prime}, m^{\prime}\right.\), down \()\), it updates the local memory to \(m^{\prime}\) and the state to \(q^{\prime}\), and then pops / moves down (we adopt the convention that \(\gamma_{0}\) cannot be popped so, if \(\gamma=\gamma_{0}\) in this case, the automaton blocks).
Running a TSA \(\mathcal{A}\) produces a possibly infinite tree \(\operatorname{Tree}(\mathcal{A})\).
In the degenerate case where \(\mathcal{M}=\left\{m_{0}\right\}\), tree-generating TSAs turn out to be precisely tree-generating deterministic pushdown automata (PDA): the local memory cannot store information, so only the stack remains. In general, however, it is not hard to see that TSAs are Turing-complete; fortunately we will only need TSAs satisfying a further condition called restriction [7]. A tree-generating TSA is \(k\)-restricted if every node can be accessed from below at most \(k\) times. It is restricted if it is \(k\)-restricted for some \(k \in \mathbb{N}\).

We implement the evaluation of a MAHORS \(\mathcal{G}\) with a restricted TSA \(\mathcal{A}(\mathcal{G})\) with states
\[
\mathcal{Q}=\left(\sum_{F \in \mathcal{N}} M_{\bigotimes_{1 \leq i \leq N}}^{O} \otimes_{G \in \mathcal{N}} \llbracket \mathcal{N}(G) \rrbracket-\llbracket \mathbb{N}(F) \rrbracket\right)+\left(\sum_{F \in \mathcal{N}} \mathcal{M}_{+}^{\left(\mathcal{R}^{\prime}(F)\right\rangle}\right) .
\]
```

$\left(\operatorname{Move}(F, a),(F, m),_{-}\right) \quad \mapsto \quad \operatorname{State}\left(F, \delta_{-}^{F}(m, a)\right)$
(State $(F, m), \ldots, \ldots) \quad$ if $\delta_{+}^{F}(m)=m^{\prime}$
$(\operatorname{State}(F, m), \ldots, \ldots) \quad \mapsto \quad \mathrm{b}\left(\operatorname{State}\left(F, m_{1}\right), \ldots, \operatorname{State}\left(F, m_{|\mathrm{b}|}\right)\right) \quad$ if $\delta_{+}^{F}(m)=\mathrm{b}\left(m_{1}, \ldots, m_{|\mathrm{b}|}\right)$
$(\operatorname{State}(F, m), \ldots, \ldots) \mapsto\left(\operatorname{Move}(G,(2, a)),\left(F, m^{\prime}\right), u p_{(F, i)}\right) \quad$ if $\delta_{+}^{F}(m)=\left(m^{\prime},(1, i, G, a)\right)$ with $a \in M_{\mathcal{N}(G)}^{O}$
$($ State $(G, m), \ldots,(F, i)) \mapsto\left(\operatorname{Move}(F,(1, i, G, a)),\left(G, m^{\prime}\right)\right.$, down $) \quad$ if $\delta_{+}^{G}(m)=\left(m^{\prime},(2, a)\right)$ with $a \in M_{\mathcal{N}(G)}^{P}$

```

Figure 7 Transition function for the GoI TSA.

We use constructors Move and State to refer to elements from the left and right components of \(\mathcal{Q}\) respectively. The memory alphabet is \(\mathcal{M}=\sum_{F \in \mathcal{N}} \mathcal{M}_{-}^{\left\langle\mathcal{R}^{\prime}(F)\right\rangle} / \equiv\), where \(\equiv\) is the smallest equivalence relation with \(\left(F, m_{0}\right) \equiv\left(G, m_{0}\right)\) for all \(F, G \in \mathcal{N}\). We write \(m_{0}\) for this equivalence class, providing the initial memory state. The stack alphabet is \(\Gamma=N \times \mathcal{N}\) where \(N\) is the smallest integer such that all non-terminals have fewer than \(N\) occurrences in \(\mathcal{R}(F)\), for all \(F \in \mathcal{N}\). The start state is \(q_{0}=\operatorname{Move}(S, \circ)\) and the transition function is given in Figure 7.

The TSA \(\mathcal{A}(\mathcal{G})\) is designed so that a run of stack size bounded by \(n\) simulates a run of \(\mathcal{T}_{S}^{n}\). When in state State \((F, m)\), the automaton is currently operating in a \(F\) node of \(\mathcal{T}_{S}^{n}\) (as in Figure 6), performing internal computation following \(\delta_{+}^{F}\). If this internal computation produces a move, this move will be addressed either up or down the stack, depending of whether it is a Player move in \(\mathcal{N}(F)\) (in which case we must move down), or an Opponent move in \(\otimes_{1 \leq i \leq N} \otimes_{G \in \mathcal{N}} \llbracket \mathcal{N}(G) \rrbracket\) (in which case we must move up, passing the control to a recursive call). If the state is \(\operatorname{State}(G, m)\) and the top of the stack is \((F, i)\), that means that we are currently running non-terminal \(G\), which was called as the \(i\)-th occurrence of \(G\) in \(F\). So the stack, together with the non-terminal symbol in the state, indicate the address of a node in Figure 6. When moving up or down the stack, we first change to a transient state Move \((F, a)\) in which the automaton reads the input move using \(\delta_{-}^{F}\) and resumes as above.
- Theorem 7. For any MAHORS \(\mathcal{G}\), there exists a restricted TSA \(\mathcal{A}(\mathcal{G})\) (constructed in polynomial time) such that \(\operatorname{Tree}(\mathcal{A}(\mathcal{G}))=\mathrm{BT}(\mathcal{G})\).
Proof. For \(n \geq 1\), write \(\operatorname{Tree}_{n}(\mathcal{A}(\mathcal{G}))\) for the tree obtained from the truncated run-tree where the stack size is bounded by \(n-1\) (where \(\gamma_{0}\) has size 0 ). By construction, this truncated runtree is weakly bisimilar to that of \(\mathcal{T}_{S}^{n}\). In particular, \(\operatorname{Tree}_{n}(\mathcal{A}(\mathcal{G}))=\operatorname{Tree}\left(\mathcal{T}_{S}^{n}\right)=\mathrm{BT}\left(\operatorname{unf}_{n}(S)\right)\) by Proposition 5 , so \(\operatorname{Tree}(\mathcal{A}(\mathcal{G}))=\mathrm{BT}(\mathcal{G})\) by continuity.

This TSA is restricted: for any type \(\varphi\), there is a bound on the length of plays in \(P_{\llbracket \varphi \rrbracket}-\) in fact \(M_{\llbracket \varphi \rrbracket}\) is finite, and plays in \(P_{\llbracket \varphi \rrbracket}\) cannot use the same move twice. Let \(k\) be an upper bound to the maximal length of a play in \(P_{\otimes_{G \in \mathcal{N}} \llbracket \mathcal{N}(G) \rrbracket}\). Then, \(\mathcal{A}(\mathcal{G})\) is \(k\)-restricted. Indeed, fix a stack value \(\gamma_{n+1} \gamma_{n} \ldots \gamma_{0}\) with \(\gamma_{n+1}=(F, i)\). Then, all transitions moving between \(\gamma_{n+1} \ldots \gamma_{0}\) and \(\gamma_{n} \ldots \gamma_{0}\) carry a move from \(M_{\otimes_{G \epsilon \mathcal{N}} \llbracket \mathcal{N}(G) \rrbracket}\). By construction, the sequence of


If the input scheme is an MHORS then each \(\mathcal{R}^{\prime}(F)\) is interpreted by a history-free strategy: \(\mathcal{M}_{-}^{\left\{\mathcal{R}^{\prime}(F)\right\rangle}\) is a singleton. Consequently, \(\mathcal{A}(\mathcal{G})\) has trivial memory and is in fact simply a PDA. This PDA is still \(k\)-restricted but also satisfies a stronger linearity property:
- Lemma 8. Let \(\mathcal{G}\) be an MHORS. Then the tree-generating PDA \(\mathcal{A}(\mathcal{G})\) is linear, in the sense that the associated graph of reachable configurations is a tree.

Proof. A strategic transducer on \(A\) is reversible if for each \(a \in M_{A}^{P}\) there is at most one \(m \in \mathcal{M}_{+}\)such that \(\delta_{+}(m)=(\ldots, a)\) and for each \(m \in \mathcal{M}_{+}\)there is at most one \(\left(m^{\prime}, a\right) \in\) \(\mathcal{M}_{-} \times M_{A}^{O}\) such that \(\delta_{-}\left(m^{\prime}, a\right)=m\) or at most one \(m^{\prime} \in \mathcal{M}_{+}\)such that \(\delta\left(m^{\prime}\right)=m\), and the two possibilities are mutually exclusive. Reversible strategic transducers are closed under all operations used in the interpretation, hence if \(\Sigma \mid \Delta \vdash t: A\) involves no product, \(\langle t\rangle\) is reversible (this phenomenon is well-known in GoI [6]). This entails that \(\mathcal{A}(\mathcal{G})\) is linear.

\section*{5 TSA to MAHORS}

In this section we show how to simulate a \(k\)-restricted TSA \(\mathcal{A}=\left\langle\Sigma, Q, \Gamma, \mathcal{M}, \delta, q_{0}, \gamma_{0}, m_{0}\right\rangle\) in MAHORS, i.e. we establish the converse of Theorem 7.

Let \(B=|\Gamma|\) and \(\Gamma=\left\{\gamma_{1}, \cdots, \gamma_{B}\right\}\). Nodes of the tree store will be represented using nonterminals \(F_{q, m, \gamma}^{u_{1}, \cdots, u_{B} ; d}\), where \((q, m, \gamma) \in Q \times \mathcal{M} \times \Gamma^{\bullet}\) represent the current state, node label and top of the stack respectively, \(d(1 \leq d \leq k+1)\) is the number of times the node has already been visited from below and each \(u_{j}\left(0 \leq u_{j} \leq k, 1 \leq j \leq B\right)\) is the number of times that the \(j\) th child has been visited from below. For brevity, we will write \(\vec{u}\) instead of \(u_{1}, \cdots, u_{B}\).

For \(1 \leq d \leq k, F_{q, m, \gamma}^{\vec{u} ; d}\) has \(B+1\) arguments: the first \(B\) arguments are used to simulate \(u p_{\gamma_{j}}\) \((1 \leq j \leq B)\) and the last one corresponds to down. Each of the arguments is a \(Q\)-indexed tuple of continuations, so that projection can be used to select the right component to model the associated state change. When moving up the tree \(\left(u p_{\gamma_{j}}\right)\), we call the \(j\) th argument passing as an argument another continuation that makes it possible to return (move down) later. Dually, when moving down the tree, we call the last argument passing as an argument a continuation that represents a further visit up. Using these ideas, one could code unrestricted TSA in an untyped setting, but we shall rely on carefully crafted types that allow, for each node, for up to \(k\) visits from below. In particular, if the automaton is moving down having visited a node \(k\) times from below, the corresponding upwards continuation for the \(k+1\) visit is of type \(o\), i.e. it is not usable for any future calls. The rules for \(1 \leq d \leq k\) are summarised in the table below, using \(\lambda\) notation for brevity (for \(F_{q, m, \gamma}^{\vec{u} ; k+1}\) we set \(F_{q, m, \gamma}^{\vec{u} ; k+1} x_{1} \cdots x_{B}=\perp\) ).
\begin{tabular}{|c|c|}
\hline \(\delta(q, m, \gamma)\) & rule \\
\hline \(q^{\prime}\) & \(F_{q, m, \gamma}^{\vec{u} ; d} x_{1} \cdots x_{B} y=F_{q^{\prime}, m, \gamma}^{\vec{z} ; d} x_{1} \cdots x_{B} y\) \\
\hline \(\mathrm{b}\left(q_{1}, \cdots, q_{|\mathbf{|}|}\right)\) & \(F_{q, m, \gamma}^{\vec{u} ; d} x_{1} \cdots x_{B} y=\mathrm{b}\left\langle F_{q_{1}, m, \gamma}^{\vec{u} ; d} x_{1} \cdots x_{B} y, \cdots, F_{q \mid \mathrm{l}, m, \gamma}^{\vec{u} ; d} x_{1} \cdots x_{B} y\right\rangle\) \\
\hline ( \(q^{\prime}, m^{\prime}\), down) & \(F_{q, m, \gamma}^{\vec{u} ; d} x_{1} \cdots x_{B} y=\left(\pi_{q^{\prime}} y\right)\left\langle F_{q^{\prime}, m^{\prime}, \gamma}^{\vec{u} ; d+1} x_{1} \cdots x_{B} \mid q^{\prime \prime} \in Q\right\rangle\) \\
\hline \(\left(q^{\prime}, m^{\prime}, u p_{\gamma_{j}}\right)\) & \(F_{q, m, \gamma}^{\vec{u}, d} x_{1} \cdots x_{B} y=\left(\pi_{q^{\prime}} x_{j}\right)\left\langle\lambda z^{\overline{T_{j}^{\prime}}} . F_{q^{\prime \prime}, m^{\prime}, \gamma}^{\vec{u}+e_{j}, d} x_{1} \cdots x_{j-1} z x_{j+1} \cdots x_{B} y \mid q^{\prime \prime} \in Q\right\rangle\) \\
\hline
\end{tabular}

In the down case, note that the \(q^{\prime}\) th component of \(y\) is used to model state change and that the continuation features \(m^{\prime}\) instead of \(m\) to reflect the local memory update. Note also the change from \(d\) to \(d+1\), which updates the count of visits from below.

In the up case, the \(q^{\prime}\) th component of \(x_{j}\) is used to model state change and the direction of the upward move \(\left(\gamma_{j}\right)\). The use of the same \(\gamma\) on both sides captures the same position on the stack and \(m^{\prime}\) is used on the rhs to simulate the local memory update. \(d\) does not change, because the continuation represents revisiting the node from above (rather than from below). However, once the node is revisited from above in the future, its \(j\) th child will have been visited \(u_{j}+1\) times from below: hence the change to \(u_{j}\) (we write \(\vec{u}+e_{j}\) for \(\vec{u}\) with the \(j\) th component incremented by 1). In the \(u p\) case, we use a \(\lambda\)-term inside a rule to highlight the intention more clearly, this can be avoided by using an auxiliary non-terminal.

The start symbol \(S\) : o has rule \(S=\left(F_{q_{0}, m_{0}, \gamma_{0}}^{0, \cdots, 0 ; 1}\right) N_{1} \cdots N_{B}\langle\perp \mid q \in Q\rangle\). The divergent terms correspond to our convention that the automaton blocks when down is called at the root node. \(N_{j}(1 \leq j \leq B)\) stands for \(\left\langle N_{q, j} \mid q \in Q\right\rangle\), where \(N_{q, j}\) are auxiliary non-terminals that represent nodes visited for the first time. They are subject to the rule \(N_{q, j} y=F_{q, m_{0}, \gamma_{j}}^{0, \cdots, 0,1} N_{1} \cdots N_{B} y\).

The scheme depends on types of the form \(T_{i}(0 \leq i \leq k)\) defined by \(T_{k}=o\) and \(T_{i}=\) \(\overline{\left(\overline{T_{i+1}} \multimap o\right)} \multimap o\), where \(\bar{T}\) stands for \(\&_{q \in Q} T\), i.e. \(|Q|\) copies of \(T\). In particular, we have \(F_{q, m, \gamma}^{\vec{u} ; d}: \overline{T_{u_{1}}} \multimap \cdots \multimap \overline{T_{u_{B}}} \multimap T_{d-1}\) and \(N_{q, j}: T_{0}\).
- Theorem 9. For any restricted TSA, there exists an equivalent MAHORS (constructible in exponential time).

In conjunction with Theorem 7, this shows that MAHORS and restricted TSA are equivalent.

\section*{6 Expressivity of MAHORS}

It is easy to see that any (classic) first-order recursion scheme (1-HORS) can be viewed as a MAHORS, simply by giving the terminals types of the form \(o \& \cdots \& o \multimap o\). Hence, MAHORS are at least as expressive as first-order HORS. Next, informed by results from the preceding sections, we can discuss their relationship with schemes of higher orders. Because our TSA model is a tree-generating variant of the automata from [7], which capture multiple context-free languages [21], we can immediately conclude the following.
- Lemma 10. The branch language of a tree generated by a MAHORS is multiple context-free.

Thanks to the Lemma, we can show that MAHORS and second-order HORS are incomparable.
- Example 11. There exists a second-order HORS, which is not equivalent to any MAHORS. For example, consider the 2-HORS given by: \(S=F b, F f=a(f \$)(F(G f)), G f x=f(f x)\), where \(a: o \rightarrow o \rightarrow o, b: o \rightarrow o\) and \(\$: o\) are terminals and \(F:(o \rightarrow o) \rightarrow o\) and \(G:(o \rightarrow\) \(o) \rightarrow o \rightarrow o\) are non-terminals. The scheme generates an infinite tree whose finite branches correspond to the language \(L=\left\{a^{n} b^{2^{n-1}} \$ \mid n \geq 1\right\}\). Because it is known that \(L\) is not multiple context-free [21, Lemma 3.5], it cannot be the branch language of a MAHORS by Lemma 10.
- Example 12. We give a MAHORS that is not equivalent to any second-order HORS, exploiting the fact that the language \(L=\{w \# w \# w \mid w \in D\}\), where \(D\) is the Dyck language \((D=\epsilon \mid[D] D)\), is not indexed [8] (see also page 2 of [16]). The MAHORS given below (using \(\lambda\)-syntax for brevity) has been obtained by lifting the grammar rules for \(D\) to triples of words, encoded with the type \(\mathrm{T}_{3}=((o \multimap o) \multimap(o \multimap o) \multimap(o \multimap o) \multimap o) \multimap o\). Consequently, it generates a tree whose finite branches are the words of \(L\) prefixed by a segment of b's and followed by \(\$\). The terminal \(\mathrm{b}:(o \& o) \multimap o\) represents rule choice and the other terminals ([,],\#:o \(\multimap o, \$: o\) ) are used to build the word. The scheme relies on the following non-terminals: \(S: o, D: \mathrm{T}_{3}, K:(o \multimap o) \multimap(o \multimap o) \multimap(o \multimap o)\) and \(I: o \multimap o\), which are subject to the following rules:
\[
\begin{aligned}
& S=D(\lambda x y z \cdot x(\#(y(\#(z \$))))), \quad K x y v=[(x(](y v))), \quad I v=v, \\
& D f=\mathrm{b}\left\langle f I I I, D\left(\lambda x_{1} y_{1} z_{1} \cdot D\left(\lambda x_{2} y_{2} z_{2} \cdot f\left(K x_{1} x_{2}\right)\left(K y_{1} y_{2}\right)\left(K z_{1} z_{2}\right)\right)\right)\right\rangle
\end{aligned}
\]

If the scheme were equivalent to a 2 -HORS, the language of its branches would be accepted by a 2-CPDA [12], i.e. it would be indexed [2]. However, indexed languages are closed under homomorphism, so \(L\) would be indexed too, because erasing b's and \(\$\) is a homomorphism.

Lemma 10 identifies a strong restriction on branch languages of trees generated by MAHORS. Since multiple context-free languages form a subset of third-order collapsible pushdown languages [20], it is natural to ask whether every MAHORS might be equivalent to a third-order HORS. One could try to establish this, for example, by showing that, for every restricted TSA, there is an equivalent MAHORS that uses third-order types. Unfortunately, our proof of Theorem 7 uses types whose order grows linearly in the restriction parameter \(k\). At the time of writing, we believe this necessary to capture the complexity of run-trees generated by our (infinite-)tree-generating TSA, though we are aware that similar hierarchies for (finite-)word languages and (finite-)tree languages do collapse, e.g. second-order abstract categorial grammars [19, 15]. The main difficulty that prevents us from translating TSA into MAHORS of order 3 is that there may be infinitely many (sub)runs that start from a given node, visit only nodes above it and return to the same node, and all such runs have to be captured in a single MAHORS. In contrast, for word languages, when TSA are seen as acceptors of finite words, it suffices to focus on the representation of a single run [7].

\section*{7 Multiplicative HORS (MHORS)}

In this section we consider MHORS, i.e. \&-free MAHORS. Recall from Lemma 8 that, for any MHORS, there exists an equivalent linear PDA (LPDA) \(\left\langle\Sigma, Q, \Gamma, \delta, q_{0}, \gamma_{0}\right\rangle\) with transition function \(\delta: Q \times \Gamma^{\bullet} \rightharpoonup Q+\left\{\mathrm{b}\left(q_{1}, \ldots, q_{\mid \mathrm{b}}\right) \mid q_{i} \in Q, \mathrm{~b} \in \Sigma\right\}+Q \times\left(\left\{u p_{\gamma} \mid \gamma \in \Gamma\right\}+\{\right.\) down \(\left.\}\right)\) such that any reachable configuration must be reachable through a unique path. Next we prove the converse using first-order MHORS only. In combination with Lemma 8, this amounts to a polynomial-time translation from arbitrary MHORS to first-order MHORS.

In what follows, we view an LPDA as a pushdown system with a successor relation \(\Rightarrow\), in order to exploit standard reachability techniques \([4,9]\). We work with configurations of the form \((q, t) \in Q \times\left(\Gamma^{\bullet}\right)^{*}\). As we do not have the space to review all the necessary definitions, let us just recall that the techniques employ multi-automata over \(\Gamma^{\bullet}\) to recognise sets of configurations. Multi-automata are finite-state machines with multiple initial states, one for each state of the analysed pushdown system. Let \(i_{q}\) be the initial state of a multi-automaton corresponding to \(q \in Q\). Then a multi-automaton is said to recognise ( \(q, t\) ) if it accepts \(t\) once started from \(i_{q}\) (this corresponds to processing stack content top-down). In particular, we take advantage of the following facts.
- For any LPDA \(\mathcal{A}\), there exists a multi-automaton \(\mathcal{A}_{\text {era }}\), constructible in polynomial time, which captures erasable stack content, i.e. \(\left\{(q, t) \in Q \times \Gamma^{*} \mid \exists q^{\prime} \in Q .(q, t) \Rightarrow^{*}\left(q^{\prime}, \epsilon\right)\right\}\). Using terminology from [4], this corresponds to \(\operatorname{pre}^{*}(Q \times\{\epsilon\})\). Hence, given \(\mathcal{A}\), one can calculate the relation \(R_{\mathcal{A}}=\left\{\left(q, \gamma, q^{\prime}\right) \in Q \times \Gamma \times Q \mid(q, \gamma) \Rightarrow^{*}\left(q^{\prime}, \epsilon\right)\right\}\) in polynomial time.
- For any LPDA \(\mathcal{A}\), there exists a multi-automaton \(\mathcal{A}_{\text {rea }}\), constructible in polynomial time, which represents all configurations reachable from \(\left(q_{0}, \gamma_{0}\right)\), i.e. all \(\left(q, t \gamma_{0}\right)\) such that \(\left(q_{0}, \gamma_{0}\right) \Rightarrow^{*}\left(q, t \gamma_{0}\right)\). This corresponds to representing post* \(\left(\left\{\left(q_{0}, \gamma_{0}\right)\right\}\right)\) [9].
- Lemma 13. For any LPDA \(\mathcal{A}\), there exists an equivalent MHORS (of order 1 ) and its construction can be carried out in polynomial time.

Proof. The translation is similar to the PDA-to-1-HORS translation in [12] except that reachability analysis \(\left(R_{\mathcal{A}}\right)\) is used to identify places where variables actually get used. This is needed to produce a term that is linearly typable.

Consequently, LPDA and MHORS are equivalent. We end this section by showing they generate regular trees. Our first lemma states that, if the stack of an LPDA grows sufficiently, there is a point after which elements lying below a certain level will no longer be accessible.
- Lemma 14. Let \(s \in \Gamma^{*}\). There exists a bound \(H_{s} \geq 0\) such that, for any \(t \in \Gamma^{*}\), if ( \(q, t s \gamma_{0}\) ) is reachable and \(|t|>H_{s}\) then there is no \(q^{\prime}\) such that \((q, t) \Rightarrow^{*}\left(q^{\prime}, \epsilon\right)\).

Proof. Consider \(X=\left\{\left(q, s \gamma_{0}\right) \mid\left(q_{0}, \gamma_{0}\right) \Rightarrow^{*}\left(q, s \gamma_{0}\right)\right\}\). Observe that \(0 \leq|X| \leq|Q|\). Because we work with an LPDA, there can be at most \(|Q|\) runs from \(\left(q_{0}, \gamma_{0}\right)\) to \(X\). Let \(H_{s}\) be the maximum stack height occurring in these runs (take 0 if \(X=\varnothing\) ). Suppose ( \(q, t s \gamma_{0}\) ) is reachable and \(|t|>H_{s}\). If we had \((q, t) \Rightarrow^{*}\left(q^{\prime}, \epsilon\right)\) for some \(q^{\prime}\) then there would be a run \(\left(q_{0}, \gamma_{0}\right) \Rightarrow^{*}\left(q, t s \gamma_{0}\right) \Rightarrow^{*}\left(q^{\prime}, s \gamma_{0}\right)\) in which the stack height exceeds \(H_{s}\) (because it visits \(\left.\left(q, t s \gamma_{0}\right)\right)\). This contradicts the choice of \(H_{s}\).

The above bound depends on \(s\). We show that there is a uniform bound, polynomial with respect to the size of \(\mathcal{A}\). First, given \(s \in \Gamma^{*}\), the multi-automaton \(\mathcal{A}_{\text {rea }}\) discussed earlier can be modified to represent \(\left\{(q, t) \mid\left(q_{0}, \gamma_{0}\right) \Rightarrow^{*}\left(q, t s \gamma_{0}\right)\right\}\) simply by changing the accepting states of \(\mathcal{A}_{\text {rea }}\) (to those from which an original accepting state is reachable via an \(s \gamma_{0}\)-labelled path). Let \(\mathcal{A}_{\text {rea }}^{s}\) be the resultant automaton. Note that the size of \(\mathcal{A}_{\text {rea }}^{s}\) is bounded by a polynomial in \(|\mathcal{A}|\) that is independent of \(s\), because the only difference between \(\mathcal{A}_{\text {rea }}^{s}\) and \(\mathcal{A}_{\text {rea }}\) is the set of accepting states, and its size bounded by \(|Q|\).

Observe that \(\left\{(q, t) \mid\left(q_{0}, \gamma_{0}\right) \Rightarrow^{*}\left(q, t s \gamma_{0}\right),(q, t) \Rightarrow^{*}\left(q^{\prime}, \epsilon\right)\right.\) for some \(\left.q^{\prime}\right\}\) is exactly the set of configurations that are represented by both \(\mathcal{A}_{\text {rea }}^{s}\) and \(\mathcal{A}_{\text {era }}\). Consider the product \(\mathcal{A}^{\prime}\) of the two multi-automata. By Lemma \(14, \mathcal{A}^{\prime}\) cannot have reachable loops. Consequently, the longest word that it accepts from any initial state is bounded by the number of states of the automaton, which is polynomial in \(|\mathcal{A}|\). As this reasoning is independent of \(s\), we obtain:
- Lemma 15. For any LPDA \(\mathcal{A}\), there exists a bound \(H\), polynomial in \(|\mathcal{A}|\), such that, for any \(s, t \in \Gamma^{*}\), if \(\left(q, t s \gamma_{0}\right)\) is reachable and \(|t|>H\) then there is no \(q^{\prime}\) such that \((q, t) \Rightarrow^{*}\left(q^{\prime}, \epsilon\right)\).

This implies that an LPDA can only use \(H\) top elements from its stack, i.e. its stack can be simulated by a finite state automaton, which is exponentially bigger. Because any 0 -HORS is also an MHORS, MHORS and 0 -HORS are equivalent, i.e. they generate exactly the regular trees. However, it is worth noting that MHORS may be more succinct.
- Example 16. The MHORS built from terminals \(a, b: o \multimap o\), non-terminals \(S: o, F_{i}: o \multimap o\) \((1 \leq i \leq n)\) with \(S=F_{n}(b S), F_{0}(x)=a x\) and \(F_{i}(x)=F_{i-1}\left(F_{i-1} x\right)\) for \(1 \leq i \leq n\) generates an infinite branch \(\left(a^{2^{n}} b\right)^{\omega}\), which could only be generated by a 0 -HORS of exponential size in \(n\).
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\begin{abstract}
In this article, we question the relevance of uniform random models for algorithms that use expressions as inputs. Using a general framework to describe expressions, we prove that if there is a subexpression that is absorbing for a given operator, then, after repeatedly applying the induced simplification to a uniform random expression of size \(n\), we obtain an equivalent expression of constant expected size. This proves that uniform random expressions lack expressivity, as soon as there is an absorbing pattern. For instance, \((a+b)^{\star}\) is absorbing for the union for regular expressions on \(\{a, b\}\), hence random regular expressions can be drastically reduced using the induced simplification.
\end{abstract}
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\section*{1 Introduction}

Although the classical paradigm to analyze the efficiency of an algorithm is to study its worst case complexity, in many situations it is not a relevant way to describe what is observed in practice, when one actually implements and tests the algorithm. This is typically the case when worst case instances are very unlikely, and when the algorithm behaves well on most inputs. A natural way to deal with this issue is to set a probability distribution on the inputs of size \(n\), for each \(n\), and to study the average running time of the algorithm when the inputs are randomly chosen following the prescribed distribution. \({ }^{1}\) The textbook example is QuickSort algorithm with a simple choice of pivot, which runs in \(\mathcal{O}(n \log n)\) expected time and \(\mathcal{O}\left(n^{2}\right)\) in the worst case. But the average case analysis raises the question of the input distribution, which is usually a difficult one. The result on QuickSort holds when the input is a permutation taken uniformly at random, but are real-life arrays uniformly shuffled? Probably not, whatever "real-life" means. For QuickSort, one can randomize the choice of the pivot to ensure the \(\mathcal{O}(n \log n)\) expected running time, which is equivalent to uniformly shuffling the input. This is probably not a good idea in practice though, since we lose the property that some input can be often partially sorted: popular programming languages as Python or Java now use the recent TimSort algorithm that takes advantage of the presortedness of the input.

\footnotetext{
1 There are other relevant theoretical alternatives, as the smoothed analysis of algorithms, but we will only consider average case analysis in this article.
}
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Still, if one wants to test the efficiency of an implementation of an algorithm, or to compare two tools, and if there are not sufficiently many benchmarks available, doing the analysis on random inputs sounds reasonable. In addition, using the uniform distribution has several advantages: it ensures a lot of diversity on the generated input (as they are all equally likely) and there are several very generic methods to perform the random generation efficiently: the two main ones being the recursive method [20] and Boltzmann samplers [7]; both directly translate a combinatorial description of the inputs into a uniform random generator. And also, beyond the experiments, the theoretical average case analysis of the algorithm can be done using techniques from discrete probabilities or from analytic combinatorics.

In this article we focus on algorithms whose inputs are formulas, encoded by expressions. Informally, an expression is a tree, whose internal nodes are labelled with operators, and whose leaves are labelled with variables or constants. Such trees are very natural ways to represent formulas in many different contexts; several examples are given in Fig. 1. Observe that the equivalent reverse polish notation of the expression can be obtained by a simple tree traversal.

\(\left(x_{1} \wedge \neg x_{3}\right) \vee \neg x_{2}\)

\((b \cdot(a+\varepsilon))^{\star}\)

\(\square(a \vee b) \Rightarrow \bigcirc \neg c\)

\(\exp \left(\frac{x}{1+x}\right)\)

Figure 1 Four expression trees and their associated formulas. From left to right: a logical formula, a regular expression, an LTL formula and a function.

We define the set of expressions by the finite sets of operators of any given degree: for regular expressions on an alphabet \(\{a, b\}\), we consider that there are three kinds of leaves \(\{a, b, \varepsilon\}\), one unary internal node \(\{\star\}\) for the Kleene star and two binary internal nodes \(\{\bullet,+\}\) for the concatenation and the union. We define the size of an expression as its number of nodes (including leaves). For the set of regular expressions \(\mathcal{L}_{R}\), we have the following formal inductive description:
\[
\begin{equation*}
\mathcal{L}_{R}=a+b+\varepsilon+\stackrel{\star}{\stackrel{\star}{\mathcal{L}_{R}}}+\underset{\mathcal{L}_{R}}{\stackrel{\bullet}{\mathcal{L}_{R}}}+\stackrel{+}{\mathcal{L}_{R} \mathcal{L}_{R}} . \tag{1}
\end{equation*}
\]

Observe that if we consider plane trees (where the children of a node are ordered, as when they are drawn on a plan), Eq. (1) is an unambiguous description of the expressions in \(\mathcal{L}_{R}\). It is, of course, not an unambiguous description of the associated languages, since a given language admits several representations using expressions. It is clear that the other expressions of Fig. 1 also have a specification that is similar to Eq. (1). Efficient methods were developed in the field of analytic combinatorics to deal with that kind of combinatorial inductive descriptions. In a nutshell, we first associate the formal power series \(L(z):=\sum_{n \geq 0} \ell_{n} z^{n}\), where \(\ell_{n}\) is the number of expressions of size \(n\). Eq. (1) translates into an equation on \(L(z)\) :
\[
\begin{equation*}
L(z)=z \phi(L(z)), \text { with } \phi(X)=3+X+2 X^{2} . \tag{2}
\end{equation*}
\]

Then we see \(L(z)\) as a function from \(\mathbb{C}\) to \(\mathbb{C}\), which is analytic at 0 , and use its functional equation Eq. (2) to derive a lot of information on \(\ell_{n}\), typically asymptotic equivalents. When considering the uniform distribution, one can easily go further and introduce formal parameters in the specification (for instance, the number of unary operators), which can also
be interpreted in the analytic world, and directly obtain statistics of interest (for instance, the asymptotic equivalent of the expected number of unary operators). Combinatorial structures whose generating series satisfy an implicit functional equation \(L(z)=z \phi(L(z))\) are called simple varieties of trees (there are some analytic conditions on \(\phi\), which are always satisfied in the sequel), and we refer the reader to the textbook on analytic combinatorics [9, VII.3.] for further information. For the remainder of this introduction, the reader has just to keep in mind that the technical framework used to deal with uniform random expressions is well established.

As can be expected at this point of the discussion, there are a lot of results in the literature on simple varieties of trees and on specific random expressions. They exhibit some kind of "universal" behavior: for instance, the number of such trees always grows in \(\ell_{n} \sim \alpha \beta^{n} n^{-3 / 2}\), for some computable constants \(\alpha\) and \(\beta\) [16]. Their expected height is asymptotically equivalent to \(\gamma \sqrt{n}\), for some computable \(\gamma[8]\). In [10], the authors proved that if a uniform random expression is compressed by identifying common subexpressions (changing the tree into a directed acyclic graph), the expected size of the result is asymptotically equivalent to \(\frac{\delta n}{\sqrt{\log n}}\). It was also established [11] that computing the derivative of a random function, defined by a tree as in Fig. 1, costs \(\Theta\left(n^{3 / 2}\right)\) in expected time and space. Concerning regular expressions, the second author studied a standard construction that builds an \(\varepsilon\)-free nondeterministic automaton recognizing the same language [18]: he proved that there is an expected linear number of transitions in the resulting automaton, although it is \(\Theta\left(n^{2}\right)\) in the worst case. This result was subsequently refined and adapted to various other similar constructions by Moreira, Reis and their co-authors (see [2] for a survey). A lot of efforts were also made for Boolean formulas, in slightly different settings: we consider the set \(\mathcal{F}_{k}\) of the \(2^{2^{k}}\) Boolean formulas on \(k\) variables. For a suitable set of logical operators, for instance \(\{\vee, \wedge\}\), and for any \(n \geq 1\), we consider the probability \(p_{n}(f)\) that a random Boolean expression represents the Boolean function \(f \in \mathcal{F}_{k}\); then we let \(n\) tend to infinity, and it can be proved that \(p_{n}(f)\) has a limit \(p(f)\), and that \(p\) is a probability distribution on \(\mathcal{F}_{k}\). So the distribution is different, and more theoretical than what is usually used for testing implementations. But, since it relies on uniform random expressions, that kind of distributions has a lot of similarities with uniform random expressions (see [12] for a survey). While investigating this distribution on Boolean formulas, its lack of complexity was discovered: with high probability the formulas obtained are very simple [13, 14]. In fact, there is an older result in Nguyên Thê PhD's dissertation [17, Ch 4.4], where he considered and/or Boolean expressions whose leaves are either true, false or a literal; he studied the impact of inductively applying 8 different reduction rules, such as true \(\vee \phi \rightarrow\) true, on uniform random expressions of size \(n\), and proved that the expected size of the simplified expression tends to a constant as \(n\) tends to infinity. This was a very negative result for uniformly chosen random Boolean expressions (with \(\{\vee, \wedge\}\) operators and \(\{\) true, false, \(x\}\) leaves), as most of them can be drastically simplified using simple rules.

In this article, we aim at extending Nguyên Thê's result to much more general families of expressions, proving its universality in the context of simple varieties of trees. Informally, our main result is the following:
- Theorem. Consider a simple variety of expressions, where there is a tree pattern \(\mathcal{P}\) that is an absorbing element for one of the operators \(\circledast\). We consider the simplification algorithm that consists in inductively changing \(a \circledast\)-node by \(\mathcal{P}\) whenever one of its children can be simplified into \(\mathcal{P}\). Then the expected size of the simplification of a uniform random expression of size \(n\) tends to a constant as \(n\) tends to infinity.
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Figure 2 Experimental study of the size of a random uniform regular expression after applying the simplification rules \(E+\mathcal{P} \rightsquigarrow \mathcal{P}\) and \(\mathcal{P}+E \rightsquigarrow \mathcal{P}\).

As an example, the tree pattern \(\mathcal{P}\) corresponding to \((a+b)^{\star}\) is absorbing for the union + of regular expressions: for any regular expression \(E\), one can simplify \(E+\mathcal{P}\) or \(\mathcal{P}+E\) into \(\mathcal{P}\) without changing the described language. Hence, applying this simple simplification rule to a very large random regular expression results in an expression of constant expected size. Also, the tree pattern associated with \(x_{1} \vee \neg x_{1}\) is absorbing for \(\vee\), since it evaluates to true: random Boolean expressions are also drastically simplified using this transformation rule. It is the same for LTL formulas, and for functions: if there is the constant 0 (or a way to produce it with a tree pattern) and the multiplication, then the same phenomenon occurs. In fact, for most natural notions of expressions, there are absorbing patterns for some operators, and uniform random expressions lack expressivity, since they can be simplified into much smaller equivalent expressions with high probability. This is a universal and negative result on uniform random expressions, which is worth knowing when designing empirical tests. Indeed, comparing two tools on uniform random expressions probably consists in simply comparing their efficiency for simplifying the input (preprocessing step). It also questions the relevance of further theoretical studies on that kind of models. The consequences are discussed in details in Section 4.

To conclude this introduction, we would like to mention that our result is not always easy to observe experimentally. We implemented uniform random samplers for regular expressions, and computed (experimentally) the expected size when using the fact that \((a+b)^{\star}\) is absorbing for + . The results are depicted on Fig. 2. It is not clear that the curve converges to some constant, as stated by our theorem. In fact, if we compute the value of the limit (we used SageMath software for the computations) we obtain a bit more than 3624217 , a huge constant. This value can be considerably reduced if we introduce several more rewriting rules (see Section 4 for the details).

\section*{2 Definitions and settings}

\subsection*{2.1 Combinatorial constructions and analytic combinatorics}

In this article, the proofs rely on mathematical techniques developed in the framework of analytic combinatorics [9]. In this section, we recall the basic tools of this theory that will be used in the sequel (more advanced results will be introduced when needed). A combinatorial class is a set \(\mathcal{C}\) equipped with a notion of size \(|\cdot|\) (a mapping from \(\mathcal{C}\) to \(\mathbb{Z}_{\geq 0}\) ) such that for any \(n \in \mathbb{Z}_{\geq 0}\) there are finitely many elements of \(\mathcal{C}\) of size \(n\). Let \(\mathcal{C}_{n}=\{C \in \mathcal{C}:|C|=n\}\)
and let \(c_{n}=\left|C_{n}\right|\) be its cardinality. The ordinary generating series (OGS for short) of the combinatorial class \(\mathcal{C}\) is the formal power series \(C(z):=\sum_{C \in \mathcal{C}} z^{|C|}=\sum_{>0} c_{n} z^{n}\). Let \(\left[z^{n}\right] C(z):=c_{n}\) denote the \(n\)-th coefficient of \(C(z)\).

Let \(\mathcal{A}\) and \(\mathcal{B}\) be two combinatorial classes, and let \(A(z)\) and \(B(z)\) be their OGS, respectively. If \(\mathcal{A}\) and \(\mathcal{B}\) are disjoint, then the OGS of their union is simply \(A(z)+B(z)\). Moreover, if we define the size of a pair \((\alpha, \beta)\) in \(\mathcal{A} \times \mathcal{B}\) as the sum of the sizes of \(\alpha\) and \(\beta\), then \(\mathcal{A} \times \mathcal{B}\) is a combinatorial class with OGS \(A(z) B(z)\), as a simple computation shows. There are many other set constructions on combinatorial classes that directly translate on OGS, but we will not need them in the sequel (see [9, Part A]).

Let us take an example that will be used throughout this article, the combinatorial set \(\mathcal{L}_{R}\) of regular expressions on the alphabet \(\{a, b\}\). Its elements are plane rooted trees, whose nodes (internal and leaves) are labelled: leaves are labelled with \(a, b\) or \(\varepsilon\), unary nodes are labelled with \(\star\), and binary nodes with \(\bullet\) or + . Rooted means that there is a root (contrary to the graph-theory notion of tree), and plane means that the order of the children matters: \(\underset{a}{\underset{~}{\wedge}} \underset{+}{+}\) and \(\underset{b}{\underset{a}{\wedge}}\) are different elements of \(\mathcal{L}_{R}\). Encoding trees as tuples (for instance ( \(\bullet\), left, right) for a tree of root - and left and right children left and right), we have the identity:
\[
\begin{equation*}
\mathcal{L}_{R}=\{a, b, \varepsilon\} \cup\{\star\} \times \mathcal{L}_{R} \cup\{\bullet,+\} \times \mathcal{L}_{R} \times \mathcal{L}_{R} \tag{3}
\end{equation*}
\]
which we rewrite as in Eq. (1) for readability: \(\mathcal{L}_{R}=a+b+\varepsilon+\stackrel{\star}{\mathcal{L}_{R}}+\underset{\mathcal{L}_{R}}{\stackrel{\bullet}{\mathcal{L}_{R}}}+\stackrel{+}{\mathcal{L}_{R}} \stackrel{+}{\mathcal{L}_{R}}\). From this we directly obtain the following functional equation for the associated OGS \(L_{R}(z)\) :
\[
L_{R}(z)=3 z+z L_{R}(z)+2 z L_{R}(z)^{2}=z \phi\left(L_{R}(z)\right), \text { with } \phi(y)=3+y+2 y^{2}
\]

Going further, one can also encode statistics on the elements of a combinatorial class into generating series. Let \(\xi\) be a mapping from a combinatorial class \(\mathcal{C}\) to \(\mathbb{Z}_{\geq 0}\). We are interested in the double sequence \(c_{n, k}\) that counts the number of elements \(C \in \mathcal{C}_{n}\) such that \(\xi(C)=k\). The associated bivariate generating series (BGS for short) is by definition: \({ }^{2}\)
\[
C(z, u):=\sum_{C \in \mathcal{C}} z^{|C|} u^{\xi(C)}=\sum_{n, k \geq 0} c_{n, k} z^{n} u^{k}
\]

When the statistics \(\xi\) is additive, which means that it is defined on pairs by \(\xi((\alpha, \beta))=\) \(\xi(\alpha)+\xi(\beta)\), then we also have a generic dictionary to translate combinatorial constructions into BGS directly (see \([9, \mathrm{Ch} \mathrm{III}]\) ). This is for instance the case if \(\xi\) is the number of \(a\)-leaves in a regular expression. Moreover, formal differentiation with respect to \(u\) allows us to compute the expected value of \(\xi\) for the uniform distribution: by definition, the expectation of \(\xi\) for objects of size \(n\) is \(\mathbb{E}_{n}[\xi]=\frac{1}{\left|\mathcal{C}_{n}\right|} \sum_{C \in \mathcal{C}_{n}} \xi(C)\). But observe that
\[
\frac{d}{d u} C(z, u)=\frac{d}{d u} \sum_{C \in \mathcal{C}} z^{|C|} u^{\xi(C)}=\sum_{n \geq 0}\left(\sum_{C \in \mathcal{C}_{n}} \xi(C) u^{\xi(C)-1}\right) z^{n}
\]

Hence, if we extract the \(n\)-th coefficient \({ }^{3}\) in \(z\), and set \(u=1\), we have \(c_{n}\) times the expectation. We thus get the following formula to compute the expectation for the uniform distribution:
\[
\begin{equation*}
\mathbb{E}_{n}[\xi]=\frac{\left.\left[z^{n}\right] \frac{d}{d u} C(z, u)\right|_{u=1}}{\left[z^{n}\right] C(z, 1)} \tag{4}
\end{equation*}
\]

\footnotetext{
\({ }^{2}\) Observe that \(C(z, 1)=C(z)\).
\({ }^{3}\) Recall that it is exactly what the operator \(\left[z^{n}\right]\) does.
}

Higher moments are obtained similarly, by differentiating several times with respect to \(u\).
Let us continue our example on regular expressions over a binary alphabet by studying the statistics \(\xi\) associated with the number of unary operators \(\star\) in an expression. The technique consists in marking the \(\star\)-nodes (we use a circle, symbolically) and in changing the marks into the formal variable \(u\) when translating the combinatorial specification:
\[
\mathcal{L}_{R}=a+b+\varepsilon+\stackrel{\otimes}{\stackrel{\otimes}{\mathcal{L}_{R}}}+\underset{\mathcal{L}_{R} \mathcal{L}_{R}}{\stackrel{\bullet}{\wedge}}+\underset{\mathcal{L}_{R} \mathcal{L}_{R}}{\stackrel{+}{( }} \longrightarrow L_{R}(z, u)=3 z+z u L_{R}(z, u)+2 z L_{R}(z, u)^{2} .
\]

After differentiating with respect to \(u\) and setting \(u=1\) we get:
\[
\begin{equation*}
\left.\frac{d}{d u} L_{R}(z, u)\right|_{u=1}=\frac{z L_{R}(z)}{1-z-4 z L_{R}(z)} \tag{5}
\end{equation*}
\]

At this point, the values of interests are hidden as coefficients of formal power series, and we need to extract or estimate them. This is where we use complex analysis: when their radius of convergence at 0 is not zero, the formal power series are seen as functions from \(\mathbb{C}\) to \(\mathbb{C}\). Using theorems developed in the field, this proves very useful to obtain an asymptotic equivalent of the \(n\)-th coefficient. We will not state formally the theorems here, because there are some analytic conditions on the series that must be satisfied and that are a bit too long for this extended abstract (we refer to the textbook [9] for all the details). What is needed to know is the following: since we are doing combinatorics, the coefficients in our series \(C(z)\) are non-negative reals. Hence, Pringsheim's theorem applies and yields that, if finite, the radius of convergence \(\rho\) of \(C(z)\) is a singularity. If there are no other singularity of modulus \(\rho\) then, together with other analytic conditions, the behavior of the function \(C(z)\) as \(z \rightarrow \rho\) determines the asymptotic equivalent of \(\left[z^{n}\right] C(z)\) as \(n \rightarrow \infty\). For instance, the Transfer Theorem [9, Ch VI.3] states that, under analytic conditions, if \(C(z) \sim_{z \rightarrow \rho} \lambda(1-z / \rho)^{-\alpha}\) with \(\alpha \notin\{0,-1,-2, \ldots\}\), then \(\left[z^{n}\right] C(z) \sim \lambda \rho^{-n} n^{\alpha-1} / \Gamma(\alpha)\), where \(\Gamma\) is Euler's gamma-function, the generalization of factorial.

Back to our example, as a polynomial equation of degree two, Eq. (2) can be solved in \(L_{R}(z)\). Only one of the two solutions is combinatorially meaningful (the other one has negative coefficients). The result is amenable to the Transfer Theorem, with \(\rho_{R}=\frac{2 \sqrt{6}-1}{23}\) and an exponent \(-\alpha=-1 / 2\) near \(\rho_{R}\), yielding \(\left[z^{n}\right] L_{R}(z) \sim \lambda \rho_{R}^{-n} n^{-3 / 2}\), for some computable \(\lambda>0\). Similarly, we can estimate the expected number of \(\star\)-nodes using Eq. (4) and applying the Transfer Theorem to Eq. (5). This routine exercise yields that the expected number of \(\star\)-nodes is asymptotically equivalent to \(\gamma n\), for some computable positive constant \(\gamma\).

Observe that the latter result has a direct consequence on the algorithm applying the simplification pattern \(\left(\mathcal{T}^{\star}\right)^{\star} \rightsquigarrow \mathcal{T}^{\star}\) : since it cannot remove more nodes than there are stars in the expression, the expected size after simplification is in \(\Theta(n)\). In fact, we can easily be more precise using our tools, as stated in the following proposition.
- Proposition 1. Consider the algorithm that simplifies consecutive stars in a regular expression. For the uniform distribution on \(\mathcal{L}_{R}\), the expected size after reduction is asymptotically equivalent to \(\kappa n\), with \(\kappa=\frac{4}{529}(126+\sqrt{6}) \approx 0.97\).

Hence, this simplification rule is not powerful enough to demonstrate the lack of expressivity.

\subsection*{2.2 Combinatorial expressions: simple varieties of trees}

As announced above, our combinatorial model for expressions is the notion of simple varieties of trees [9, VII.3]. We consider expressions as a combinatorial class of \(\mathcal{L}\) defined in terms of a sequence of sets of labels \(\mathcal{A}=\left(\mathcal{A}_{i}\right)_{i \in \mathbb{Z} \geq 0}\) indexed by their arity (or degree): \(f \in \mathcal{A}_{i}\) has
arity \(i\) and labels nodes with \(i\) children. For instance, the set of regular expressions over the alphabet \(\{a, b\}\), can be described in this formalism using \(\mathcal{A}_{0}=\{\varepsilon, a, b\}, \mathcal{A}_{1}=\{\star\}\), and \(\mathcal{A}_{2}=\{+, \bullet\}\), the other \(\mathcal{A}_{i}\) 's being empty for \(i \geq 3\).

To avoid trivially uninteresting cases, we define combinatorial expressions as follows:
- Definition 2. A set of combinatorial expressions of labels \(\mathcal{A}=\left(\mathcal{A}_{i}\right)_{i \in \mathbb{Z} \geq 0}\) is a combinatorial set of rooted plane trees whose nodes of arity \(i\) are labelled with elements of a finite set \(\mathcal{A}_{i}\), under the additional conditions that \(\mathcal{A}_{0} \neq \emptyset\) and that there exists \(i \geq 2\) such that \(\mathcal{A}_{i} \neq \emptyset\). Its characteristic series is the formal power series \(\phi(y)=\sum_{i \geq 0} \phi_{i} z^{i}\), where \(\phi_{i}=\left|\mathcal{A}_{i}\right|\).
Note that there can be infinitely many non-empty \(\mathcal{A}_{i}\) and that a label can be in several \(\mathcal{A}_{i}\) 's: we can have the union label in \(\mathcal{A}_{i}\) for any \(i \geq 2\), to take its associativity into account.

If \(\mathcal{L}\) is a set of combinatorial expressions of characteristic series \(\phi(y)\), then we have the fundamental formal equation for its OGS \(L(z)\) :
\[
\begin{equation*}
L(z)=z \phi(L(z)) . \tag{6}
\end{equation*}
\]

In our running example, rational expressions, \(\phi\) is a quadratic polynomial and Eq. (6) can be solved explicitly. But usually this is not the case. Fortunately, we can still work out the asymptotic equivalents directly from the functional equation Eq. (6), using implicit functions. Several conditions, gathered under the name of Smooth inverse-function schema for trees [9, Definition VII.3], need to be checked in order to apply this fundamental result:
- Definition 3 (Smooth inverse-function schema for trees [9]). A function \(L(z)\) satisfying the functional equation \(L(z)=z \phi(L(z))\) is said to belong to the smooth inverse-function schema if \(L(z)\) is analytic at \(z=0, \phi(y)\) is analytic at \(y=0, \phi(0) \neq 0\), the coefficients of \(\phi\) are non-negative, \(\phi\) is not linear, and finally there exists a solution \(\tau\) of the equation \(\phi(\tau)-\tau \phi^{\prime}(\tau)=0\), with \(0<\tau<\rho_{\phi}\) where \(\rho_{\phi}\) is the radius of convergence of \(\phi\).

Let us check this definition when \(\mathcal{L}\) is a set of combinatorial expressions of characteristic series \(\phi(y)\). The fact that \(\phi(y)\) is analytic at 0 means that there are not too many operators of arity \(i\) (typically, not super-exponential in \(i\) ), which is indeed the case for all the examples of Fig. 1. The other conditions are satisfied by definition, except the last one. The solution \(\tau\) always exists, but we have to ensure that it is smaller than the radius of convergence of \(\phi\). The following elementary observation is quite useful:
Remark 4. If \(\phi\) is a polynomial, i.e. only finitely many \(\mathcal{A}_{i}\) 's are non-empty, then a set of expressions of characteristic series \(\phi\) belongs to the smooth inverse-function schema.
Consider a variation on regular expressions \(\mathcal{L}_{R}^{\prime}\), where \(\mathcal{A}_{0}=\{\varepsilon, a, b\}, \mathcal{A}_{1}=\{\star\}, \mathcal{A}_{2}=\{+, \bullet\}\), and \(\mathcal{A}_{i}=\{+\}\) for any \(i \geq 3\). Its characteristic series is \(\phi(y)=3+y+2 y^{2}+\frac{y^{3}}{1-y}=\frac{1}{1-y}+y^{2}+2\). Its radius of convergence is \(\rho_{\phi}=1\), and the positive solution of \(\phi(\tau)-\tau \phi^{\prime}(\tau)=0\) is \(\frac{\sqrt{5}-1}{2} \approx 0.618\). Then the characteristic series belong to the smooth inverse-function schema.

The following theorem is a key property in analytic combinatorics for the functions belonging to the smooth inverse-function schema. It is stated when \(\phi(y)\) is aperiodic, i.e. when \(\phi(y)=\psi\left(y^{d}\right)\) implies \(d=1\). This is not a real restriction as shown in [9, Ex. VI.17], and this implies that \(L(z)\) is also aperiodic and then has a unique dominant singularity.
- Theorem 5 (see \([5,9,16])\). Let \(L(z)\) that belongs to the smooth inverse-function schema with \(L(z)=z \phi(L(z))\). Assume that \(\phi(y)\) is aperiodic, then \(L(z)\) has a unique dominant singularity \(\rho_{L}=\tau / \phi(\tau)\). Moreover, there exist two analytic functions \(g(z)\) and \(h(z)\) analytic at \(z=\rho_{L}\), such that, around \(z=\rho_{L}\) we have:
\[
\begin{equation*}
L(z)=g(z)-h(z) \sqrt{1-z / \rho_{L}}, \text { with } h\left(\rho_{L}\right) \neq 0 \tag{7}
\end{equation*}
\]

Moreover, we have \(\left[z^{n}\right] L(z) \sim C_{L} \frac{\rho_{L}^{-n}}{n^{3 / 2}}\), for some computable positive constant \(C_{L}\).

\section*{3 Main results}

\subsection*{3.1 Simplification using an absorbing pattern: main result}

Let \(\mathcal{L}\) be a set of combinatorial expressions of sets of labels \(\left(\mathcal{A}_{i}\right)_{i \geq 0}\). Let \(\mathcal{P}\) be an element of \(\mathcal{L}\) and let \(\circledast\) be an element of \(\mathcal{A}_{a}\) for some \(a \geq 2\). If \(L \in \mathcal{L}\), the simplification of \(L\) following the absorbing pattern \(\mathcal{P}\) for \(\circledast\) is the element \(S \in \mathcal{L}\) obtained by applying bottom-up the following rewriting rule:
\[
/_{C_{1} \cdots C_{a}}^{\circledast} \rightsquigarrow \mathcal{P} \text {, whenever } C_{i}=\mathcal{P} \text { for some } i \in\{1, \ldots, a\} \text {. }
\]

More formally, the simplification \(s(L, \mathcal{P}, \circledast)\) of \(L\) following the absorbing pattern \(\mathcal{P}\) for \(\circledast\) is inductively defined by: \(s(L, \mathcal{P}, \circledast)=L\) if \(L\) has size \(1, s(L, \mathcal{P}, \circledast)=\mathcal{P}\) if the root of \(L\) is \(\circledast\) and at least one of its children \(C\) is such that \(s(C, \mathcal{P}, \circledast)=\mathcal{P}\), and
\[
s(L, \mathcal{P}, \circledast)=\left(\oplus, s\left(C_{1}, \mathcal{P}, \circledast\right), \ldots, s\left(C_{d}, \mathcal{P}, \circledast\right)\right), \text { otherwise for } L=\left(\oplus, C_{1}, \ldots, C_{d}\right) .
\]

Of course, this simplification is purely syntactic, but the idea behind is that, when interpreted, the pattern \(\mathcal{P}\) represents an absorbing element for the operator \(\circledast\), hence the name. For instance, the pattern \(\mathcal{P}=(a+b)^{\star}\) and operator \(\circledast=+\) correspond to the fact that for languages, \(\mathcal{P}\) represents \(\Sigma^{\star}\), which is absorbing for the union + .

Let \(\sigma_{\mathcal{P}, \circledast}(L)=|s(L, \mathcal{P}, \circledast)|\) denote the size of the simplification of \(L\), or just \(\sigma(L)\) when there is no ambiguity about the \(\mathcal{P}\) and the \(\circledast\) considered. Our main result concerns the random variable \(\sigma\) when \(L\) is taken uniformly at random in \(\mathcal{L}_{n}\).
- Theorem 6. Let \(\mathcal{L}\) be a set of combinatorial expressions whose OGS L(z) belongs to the smooth inverse-function schema \(L(z)=\phi(L(z))\), with \(\phi\) aperiodic. Let \(\mathcal{P} \in \mathcal{L}\) and let \(\circledast\) be an operator of arity at least 2 of \(\mathcal{L}\). Then the expected size of the simplification of a uniform random expression of size \(n\) in \(\mathcal{L}\) following the absorbing pattern \(\mathcal{P}\) for \(\circledast\) tends to a constant as \(n\) tends to infinity: \(\lim _{n \rightarrow \infty} \mathbb{E}_{n}[\sigma]=\delta\), for some positive \(\delta\). Furthermore, all moments of \(\sigma\) also converge: for every \(i \in \mathbb{Z}_{\geq 1}, \lim _{n \rightarrow \infty} \mathbb{E}_{n}\left[\sigma^{i}\right]=\delta_{i}\) for some positive \(\delta_{i}\).

Observe that it is not because the expectation converges that the moments converge too. Moreover, convergence of the moments has an implication in the analysis of algorithm, as stated in the following corollary.
- Corollary 7. Let \(\mathcal{L}\) be a set of expressions that satisfies the conditions of Theorem 6. Consider a polynomial time algorithm working on elements of \(\mathcal{L}\). If we first simplify the expression before running the algorithm, then the process takes \(\mathcal{O}(1)\) expected time. The simplification itself is done in linear expected time.

Hence, the automaton construction studied in [18] is useless in the uniform random setting, since the output automaton has size polynomial in the input in the worst case. It is thus of expected constant size if we first simplify the input, according to Corollary 7.

We fix \(\mathcal{L}, \phi, \mathcal{P}\) and \(\circledast\) for the remainder of Section 3 , which is devoted to the proof of our main theorem, i.e., Theorem 6. A discussion of its consequences can be found in Section 4.

\subsection*{3.2 Completely reducible expression trees}

An expression tree \(L \in \mathcal{L}\) is completely reducible when \(s(L, \mathcal{P}, \circledast)=\mathcal{P}\). We first study the set \(\mathcal{R} \subset \mathcal{L}\) of all the completely reducible expression trees and denote by \(R(z)\) its OGS.

Let \(p=|\mathcal{P}|\) and let \(a\) be the arity of \(\circledast\). An element of \(\mathcal{R}\) is either \(\mathcal{P}\) itself, or a tree of root \(\circledast\) such that at least one of its subexpression is completely reducible. Hence, translating into OGS, we have the following equation for \(R(z)\) :
\[
\begin{equation*}
R(z)=z^{p}+z\left((L(z))^{a}-(L(z)-R(z))^{a}\right) . \tag{8}
\end{equation*}
\]

We can also easily establish the following property:
- Lemma 8. The radii of convergence of \(R(z)\) and \(L(z)\) are equal. Moreover, there exists \(N_{R} \in \mathbb{Z}_{\geq 0}\) such that for every \(n \geq N_{R},\left[z^{n}\right] R(z)>0\).

We need to be more precise, as a fine grain description of \(R(z)\) is an important ingredient of our proof of Theorem 6. We use an advanced analytic result established \({ }^{4}\) by Drmota [5, Th. 1 and Prop. 3]. His theorem provides a precise estimate of the solutions of strongly connected systems of equations involving analytic functions around their (then) shared dominant singularity.
Proposition 9. The probability that a uniform random expression in \(\mathcal{L}_{n}\) is completely reducible tends to a strictly positive constant \(\gamma\) as \(n \rightarrow \infty\). Furthermore, locally around \(z=\rho\), we have
\[
\begin{equation*}
R(z)=g_{R}(z)-h_{R}(z) \sqrt{1-\frac{z}{\rho}} \tag{9}
\end{equation*}
\]
where \(\rho\) is the radius of convergence of \(L(z)\) and \(R(z)\), and the functions \(g_{R}(z)\) and \(h_{R}(z)\) are analytic around \(z=\rho\), and \(h_{R}(\rho) \neq 0\).
Proof sketch. We define a complementary class \(\mathcal{G}:=\mathcal{L} \backslash \mathcal{R}\) of elements that do not reduce (completely) to \(\mathcal{P}\). Let \(G(z)\) denote its OGS. We observe that from Eq. (8) we have
\[
\left\{\begin{array}{lc}
R(z)= & z^{p}+z\left((G(z)+R(z))^{a}-G(z)^{a}\right),  \tag{10}\\
G(z) & =z \underline{\phi}(G(z)+R(z))+z G(z)^{a},
\end{array}\right.
\]
where \(\phi(x)=\phi(x)-x^{a}\). We demonstrate, simultaneously, that \(R(z)\) and \(G(z)\) verify the conclusions of the proposition by applying Drmota's multidimensional version of Theorem 5 (see [5, Thm. 1 and Prop. 3]). Thus we consider the implicit system above, in the variables \(z, R\) and \(G\), and prove that it satisfies the conditions of Drmota's Theorem. This will then imply immediately our desired conclusions. We consider the corresponding algebraic system
\[
[R, G]=\boldsymbol{F}(z, R, G), \text { where } \boldsymbol{F}(z, R, G)=\left[z^{p}+z\left((G+R)^{a}-G^{a}\right), \quad z \underline{\phi}(G+R)+z G^{a}\right] .
\]

Now we need to check that all the hypotheses of Drmota's theorem are satisfied; this includes studying the Jacobian matrix of the system, which is
\[
\boldsymbol{J}(z, R, G)=\left(\begin{array}{cc}
z a(G+R)^{a-1} & z a\left((G+R)^{a-1}-G^{a-1}\right) \\
z \underline{\phi^{\prime}}(G+R) & z \underline{\phi^{\prime}}(G+R)+z a G^{a-1}
\end{array}\right) .
\]

Once done, we obtain Eq. (9).
From this formula and the Transfer Theorem, we conclude that \(\left[z^{n}\right] R(z)\) satisfies an asymptotic formula similar to the one of \(\left[z^{n}\right] L(z)\) in Theorem 5 , but with a different multiplicative constant. This yields the existence of \(\gamma\) and thus concludes the proof.

\footnotetext{
\({ }^{4}\) It turns out that Drmota's theorem needs a little rectification, given in [1]. The theorem, among other things, gives a way to localize the dominant singularity, which was proved wrong. Fortunately, we do not need to rely on this to characterize the singularity in our case, so there is no issue for us, as we do not use the incorrect part of this result.
}

Remark 10. If we had several reduction rules with the same pattern, rather than just one, the conclusions from Proposition 9 remain true. For instance, for regular expressions, we could add the reduction rule \(\mathcal{P}^{\star} \rightsquigarrow \mathcal{P}\) in addition to the fact that \(\mathcal{P}\) is absorbing for + .

For this we introduce an auxiliary series \(A(x)=\sum_{i \geq 1} a_{i} x^{i}\) where \(a_{i}\) is the number of operations of arity \(i\) having \(\mathcal{P}\) as an absorbing element. The system in the proof of Proposition 9 rewrites
\[
\left\{\begin{array}{l}
R(z)=z^{p}+z(A(G(z)+R(z))-A(G(z)))  \tag{11}\\
G(z)=z \underline{\phi}(G(z)+R(z))+z A(G(z))
\end{array}\right.
\]
with \(\underline{\phi}(x)=\phi(x)-A(x)\). The limit probability \(\gamma\) of Proposition 9 admits an elegant formula
\[
\gamma=\frac{A^{\prime}\left(\tau_{L}\right)-A^{\prime}\left(\tau_{L}-\tau_{R}\right)}{\phi^{\prime}\left(\tau_{L}\right)-A^{\prime}\left(\tau_{L}-\tau_{R}\right)}, \text { where } \tau_{L}=L(\rho) \text { and } \tau_{R}=R(\rho)
\]

\subsection*{3.3 Estimating the expectation and the moments}

Following the method explained in Section 2.1, we use bivariate generating series to keep track of the size of the reduced expression. We therefore define \(L(z, u)\) and \(R(z, u)\) by (recall that \(\sigma(L)\) is the size of the simplification of \(L\) ):
\[
L(z, u)=\sum_{L \in \mathcal{L}} z^{|L|} u^{\sigma(L)} \text { and } R(z, u)=\sum_{R \in \mathcal{R}} z^{|R|} u^{\sigma(R)}
\]

Of course, since all elements of \(\mathcal{R}\) simplify to \(\mathcal{P}\), we have \(R(z, u)=u^{p} R(z)\), with \(p=|\mathcal{P}|\).
As in Section 2.1, we want to mark the expressions so that the number of marks is equal to the size of the simplified expression. For this, we put one mark on the nodes that are not simplified, and \(p\) marks on the root of a subtree that simplifies to \(\mathcal{P}\), to take into account the size of \(\mathcal{P}\) once reduced. We just have to reformulate the combinatorial specification and to enrich it with marks. As an example, let us consider regular expressions \(\mathcal{L}_{R}\), with \(\mathcal{P}=(a+b)^{\star}\) and \(\circledast=+\). We mark an element \(L \in \mathcal{L}_{R}\) the following way (we denote by \(\mathcal{R}_{R}\) the completely reducible regular expressions):
- If \(L \in \mathcal{R}_{R}\) then we add \(p\) marks at the root.
- If the root of \(L\) is not + , then we mark its children inductively (if any), and mark the root of \(L\).
- If the root of \(L\) is + and its children are all not in \(\mathcal{R}_{R}\), then we mark its children inductively, and mark the root of \(L\).


\footnotetext{
This expression has size 9 after simplificiation.
}

This way of rewriting the decomposition of \(\mathcal{L}_{R}\) is unambiguous except for \(\mathcal{P}\) which is in \(\mathcal{R}_{R}\) and which can also be built by the standard induction, so we have to remove it once in the specification. This yields, where \(\mathcal{L}_{R}^{\circ}\) and \(\mathcal{R}_{R}^{\circ}\) respectively denote the marked versions of \(\mathcal{L}_{R}\) and \(\mathcal{R}_{R}\), and where \(\mathcal{G}_{R}^{\circ}:=\mathcal{L}_{R}^{\circ} \backslash \mathcal{R}_{R}^{\circ}\) :
\[
\mathcal{L}_{R}^{\circ}=\left(\mathcal{R}_{R}-\mathcal{P}\right)_{\circ \circ}^{\circ \circ}+(a)+(b)+(®)+\stackrel{\oplus}{\mathcal{L}_{R}^{\circ}}+\underset{\mathcal{L}_{R}^{\circ} \backslash \mathcal{L}_{R}^{\circ}}{\stackrel{\ominus}{1}}+\underset{\mathcal{G}_{R}^{\circ} \wedge_{\mathcal{G}_{R}^{\circ}}^{\oplus}}{\oplus} .
\]

From this we get \(L_{R}(z, u)=\left(R(z)-z^{4}\right) u^{4}+3 z u+u z L_{R}(z, u)+z u L_{R}(z, u)^{2}+z u G_{R}(z, u)^{2}\). This construction generalizes easily, and we get the following lemma.
- Lemma 11. We have the following equation for the \(B G S L(z, u)\) where \(z\) counts the size of an expression and \(u\) the size of its simplification:
\[
\begin{equation*}
L(z, u)=\left(R(z)-z^{p}\right) u^{p}+z u\left(\underline{\phi}(L(z, u))+(L(z, u)-R(z, u))^{a}\right), \tag{12}
\end{equation*}
\]
where \(\phi(x)=\phi(x)-x^{a}\) and where \(a\) is the arity of \(\circledast\).
At this point, we want to apply Eq. (4) to compute the expectation of \(\sigma\). Hence, we differentiate with respect to \(u\), set \(u=1\) and re-arrange the expression, obtaining
\[
\begin{equation*}
\left.\frac{d}{d u} L(z, u)\right|_{u=1}=\frac{N(z, L(z), R(z))}{D\left(z, L(z), R(z), \phi^{\prime}(L(z))\right)}, \text { where } N \text { and } D \text { are polynomials. } \tag{13}
\end{equation*}
\]

From this, and using an adaptation of another result of Drmota [6, Lemma 2.26] to handle quotients, we get the following lemma.
- Lemma 12. There exist two functions \(\tilde{g}(z)\) and \(\tilde{h}(z)\) that are analytic at \(z=\rho\), such that locally around \(z=\rho\) we have the expansion \(\left.\frac{d}{d u} L(z, u)\right|_{u=1}=\tilde{g}(z)-\tilde{h}(z) \sqrt{1-z / \rho}\).

We can now conclude the proof of the first part of Theorem 6: using the Transfer Theorem, we obtain from Lemma 12 that, if \(\tilde{h}(\rho)>0\), then \(\left.\left[z^{n}\right] \frac{d}{d u} L(z, u)\right|_{u=1} \sim \frac{\tilde{h}(\rho)}{2 \sqrt{\pi}} \rho^{-n} n^{-3 / 2}\), so that, by Theorem \(5, \underset{\tilde{L}}{\mathbb{E}_{n}}[\sigma]\) tends to the constant \(\delta=\frac{\tilde{h}(\rho)}{2 C_{L} \sqrt{\pi}}\), since \(\rho=\rho_{L}\). The other cases are not possible, as \(\tilde{h}(\rho)<0\) yields a negative asymptotic equivalent and \(\tilde{h}(\rho)=0\) implies that the expected size of the simplification tends to 0 , but it is not possible as it is at least \(p>0\).
- Remark 13. Using a computer algebra software, we can deal symbolically with all the formulas obtained in the article. When applied to regular expressions, we obtain that \(\delta \approx 3,624,217.39\), which is a prohibitively large number for most simulations, while the proportion of completely reducible expressions tends to \(\gamma \approx 0.0016336\).

The proof for higher moments follows a similar principle as for the expectation; when we differentiate several times on \(u\) Eq. (12) from Lemma 11, we get the same factor for the highest order derivative, hence the same denominator \(D\left(z, L(z), R(z), \phi^{\prime}(L(z))\right)\) as in Eq. (13). As the remaining terms also fulfill a local expansion like the one in Lemma 12, we can conclude exactly as for the expectation.

\section*{4 Conclusion}

We have seen in this paper that uniform random expressions have to be considered with great care when using them to analyze the efficiency of algorithms or tools. As soon as there is an absorbing pattern, everything becomes mostly trivial, even for polynomial algorithms or constructions, as stated in Corollary 7.

One could alter the specifications to try to obtain a different behavior. For instance, by weighting some of the labels (trying to get less \(\star\) in random expressions). This can easily be done directly on the specification, by adding several identical operators or even positive weights on the operators. The random generation can still be done quite efficiently. However, we have not changed the framework, and if we try to specify weighted regular expressions with, for instance:
\[
\begin{equation*}
\mathcal{L}_{R}=10 \times a+10 \times b+\varepsilon+\stackrel{\stackrel{\star}{\mathcal{L}_{R}}}{ }+20 \times \underset{\mathcal{L}_{R}}{\stackrel{\wedge}{\mathcal{L}_{R}}}+15 \times \stackrel{+}{\stackrel{+}{\mathcal{L}_{R}}}{ }_{\mathcal{L}_{R}}, \tag{14}
\end{equation*}
\]
we can still apply Theorem 6 , we just get a larger limit for the expected size.
Another idea is to specify expressions using combinatorial systems. For instance, we can prevent consecutive stars in regular expressions using the system:
\[
\mathcal{L}_{R}=\mathcal{S}+\mathcal{T} ; \quad \mathcal{S}=\stackrel{\star}{\stackrel{\star}{\mid}} ; \quad \mathcal{T}=a+b+\varepsilon+\underset{\mathcal{L}_{R} \mathcal{L}_{R}}{\stackrel{\wedge}{\mathcal{L}_{R}}}+\stackrel{+}{\stackrel{八}{\mathcal{L}_{R}} \mathcal{L}_{R}} .
\]

This is not covered by our main theorem, but it is work in progress to prove that the same result holds, using Drmota's tools to handle systems of equations like this one.


Figure 3 Experimental study of the proportion of completely reducible, for BST-like distribution, with \(\mathbb{P}(\star)=\mathbb{P}(\bullet)=\mathbb{P}(+)=\frac{1}{3}\).


Figure 4 Experimental study of the size of a random uniform regular expression after applying a large set of simplification rules.

Yet a third idea is to completely change the distribution on the set of expressions. The other natural probability on trees is the so-called BST-like distribution, obtained on regular expressions as follows to generate an expression of size \(n\) : if \(n=1\) return \(a, b\) or \(\varepsilon\); if \(n=2\) return \(a^{\star}, b^{\star}\) or \(\varepsilon^{\star}\); otherwise, randomly choose an operator in \(\{\star, \bullet,+\}\) and if it is binary, choose the size of its left child uniformly in \(\{1, \ldots, n-2\}\). This distribution is not uniform, but it is often used for testing tools. See [19] for a theoretical study using this distribution on regular expressions. It is not clear if the conclusion of Theorem 6 still holds for these distributions, but we believe that they are not interesting either: on Fig. 3, we experimentally computed the ratio of expressions that can be simplified into \((a+b)^{\star}\), using a whole set of simplification rules, and obtained that this ratio tends to 1 as \(n\) tends to infinity: the situation is even worse than in the uniform case (see also [3, 4]).

If we apply this whole set of simplification rules to uniform random regular expressions, we get the curve depicted in Fig. 4. Apparently, the expected size of the simplified expression tends to a value around 75 , which is large, but much smaller than the value \(3,624,217\) obtained for just using the absorbing pattern.

The real conclusion is that natural distributions on trees seem to be useless when it comes to obtaining good distributions on formulas. At this point, we have no idea on how to produce a good distribution in the general framework, sufficiently simple to have efficient random samplers and to be amenable to mathematical analysis.
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\begin{abstract}
Proving super-polynomial lower bounds on the size of syntactic multilinear Algebraic Branching Programs (smABPs) computing an explicit polynomial is a challenging problem in Algebraic Complexity Theory. The order in which variables in \(\left\{x_{1}, \ldots, x_{n}\right\}\) appear along any source to sink path in an smABP can be viewed as a permutation in \(S_{n}\). In this article, we consider the following special classes of smABPs where the order of occurrence of variables along a source to sink path is restricted:
1. Strict circular-interval ABPs: For every sub-program the index set of variables occurring in it is contained in some circular interval of \(\{1, \ldots, n\}\).
2. \(\mathcal{L}\)-ordered ABPs: There is a set of \(\mathcal{L}\) permutations (orders) of variables such that every source to sink path in the smABP reads variables in one of these \(\mathcal{L}\) orders, where \(\mathcal{L} \leq 2^{n^{1 / 2-\epsilon}}\) for some \(\epsilon>0\).
We prove exponential (i.e., \(2^{\Omega\left(n^{\delta}\right)}, \delta>0\) ) lower bounds on the size of above models computing an explicit multilinear \(2 n\)-variate polynomial in VP.

As a main ingredient in our lower bounds, we show that any polynomial that can be computed by an smABP of size \(S\), can be written as a sum of \(O(S)\) many multilinear polynomials where each summand is a product of two polynomials in at most \(2 n / 3\) variables, computable by smABPs. As a corollary, we show that any size \(S\) syntactic multilinear ABP can be transformed into a size \(S^{O(\sqrt{n})}\) depth four syntactic multilinear \(\Sigma \Pi \Sigma \Pi\) circuit where the bottom \(\Sigma\) gates compute polynomials on at most \(O(\sqrt{n})\) variables.

Finally, we compare the above models with other standard models for computing multilinear polynomials.
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\section*{1 Introduction}

Algebraic Complexity Theory is concerned with the classification of polynomials based on the number of arithmetic operations required to compute a polynomial from variables and constants. Arithmetic circuits are standard models for algebraic computation. One of the primary tasks in Algebraic Complexity Theory is to prove lower bounds on the size of arithmetic circuits computing an explicit polynomial. Valiant [23] conjectured that the polynomial defined by the permanent of an \(n \times n\) symbolic matrix is not computable by polynomial size arithmetic circuits. This is known as Valiant's hypothesis and is one of the central questions in Algebraic Complexity Theory.
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The best known size lower bound for general classes of arithmetic circuits is only superlinear in the number of variables [5]. Despite several approaches, the problem of proving lower bounds for general classes of arithmetic circuits has remained elusive. Naturally, there have been efforts to prove lower bounds for special classes of arithmetic circuits which led to the development of several lower bound techniques. Structural restrictions such as depth and fan-out, semantic restrictions such as multilinearity and homogeneity have received widespread attention in the literature.

Agrawal and Vinay [1] showed that proving exponential lower bounds for depth four circuits is sufficient to prove Valiant's hypothesis. This initiated several attempts at proving lower bounds for constant depth circuits. (See [21] for a detailed survey of these results.)

Among other restrictions, multilinear circuits where every gate computes a multilinear polynomial are well studied. Multilinear circuits are natural models for computing multilinear polynomials. It is sometimes more useful to consider a natural syntactic sub-class of multilinear circuits. A circuit is syntactic multilinear if the children of every product gate depend on disjoint sets of variables. Raz [18] obtained super-polynomial lower bounds on the size of syntactic multilinear formulas computing the determinant or permanent polynomial. This was improved to an exponential lower bound for constant-depth multilinear circuits \([20,7,6]\). However, the best known lower bound for general syntactic multilinear circuits is almost quadratic in the number of variables [2].

Algebraic Branching Programs (ABPs) are special classes of arithmetic circuits that have been studied extensively in the past. Nisan [15] obtained an exact complexity characterization of ABPs in the non-commutative setting. The problem of proving size lower bounds for the class of algebraic branching programs is widely open, even with restrictions such as homogeneity or syntactic multilinearity. When the ABP is restricted to be homogeneous, the best known lower bound is only quadratic in the number of variables [13]. The situation is not better in the case of syntactic multilinear ABPs , where no super-quadratic lower bound is known [2].

Models and results. In this article, we are interested in syntactic multilinear ABPs in which the order of appearance of variables along any path in the ABP is restricted. To begin with, we give a decomposition theorem for smABPs. The decomposition obtains two disjoint sets \(E_{1}\) and \(E_{2}\) of edges in the branching program \(P\) with source \(s\) and \(\operatorname{sink} t\) such that the polynomial computed by \(P\) can be expressed as a sum of \(\sum_{(u, v) \in E_{1}}[s, u] \cdot \operatorname{label}(u, v) \cdot[v, t]\) and \(\sum_{(w, a) \in E_{2}}[s, w] \cdot \operatorname{label}(w, a) \cdot[a, t]\), where \([p, q]\) is the polynomial computed by sub-program in \(P\) with source \(p\) and \(\operatorname{sink} q\). Also, the sets \(E_{1}\) and \(E_{2}\) are chosen carefully such that the sub-programs obtained are more or less balanced in terms of the number of variables.

In the following theorem, for nodes \(u, v\) in an \(\operatorname{smABP} P\), we denote \([u, v]\) is the polynomial computed by sub-program in \(P\) with source \(u\) and \(\operatorname{sink} v\). Also, let \(X_{u, v}\) denote the set of all variables that occur as labels in any path from node \(u\) to node \(v\) in \(P\). More formally, we prove:
- Theorem 1. Let \(P\) be an smABP of size \(S\) computing \(f \in \mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\). There exists edges \(\left\{\left(u_{1}, v_{1}\right), \ldots,\left(u_{m}, v_{m}\right)\right\}\) and \(\left\{\left(w_{1}, a_{1}\right), \ldots,\left(w_{r}, a_{r}\right)\right\}\) in \(P\) such that
(1) For \(i \in[m], n / 3 \leq\left|X_{s, u_{i}}\right| \leq 2 n / 3\); and
(2) For \(i \in[r],\left|X_{s, w_{i}}\right|<n / 3\) and \(\left|X_{a_{i}, t}\right| \leq 2 n / 3\); and
(3) \(f=\sum_{i=1}^{m}\left[s, u_{i}\right] \cdot \operatorname{label}\left(u_{i}, v_{i}\right) \cdot\left[v_{i}, t\right]+\sum_{i=1}^{r}\left[s, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right) \cdot\left[a_{i}, t\right]\).

Let \(\Sigma \Pi^{[\sqrt{n}]}(\Sigma \Pi)^{[\sqrt{n}]}\) denote the class of depth four arithmetic circuits where the top layer of \(\Pi\) gates are products of at most \(O(\sqrt{n})\) polynomials each being a multilinear polynomial on \(O(\sqrt{n})\) variables. As an immediate corollary of the above decomposition, we obtain the following low-arity version of the depth reduction in \([1,22]\) for the case of smABPs:
- Corollary 1. Let \(P\) be a syntactic multilinear ABP of size \(S\) computing a polynomial \(f\) in \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\). Then there exists a \(\Sigma \Pi^{[\sqrt{n}]}(\Sigma \Pi)^{[\sqrt{n}]}\) syntactic multilinear formula of size \(2^{O(\sqrt{n} \log S)}\) computing \(f\).

Using the structural property of the parse trees of formulas obtained from smABPs, we prove exponential size lower bounds for two classes of smABPs with restrictions on the variable order.
(1) Strict circular-interval ABPs: A strict circular-interval ABP is an smABP in which the index set of variables in every subprogram is contained in some circular-interval in \(\{1, \ldots, n\}\) (see Section 4.1 for a formal definition). Every multilinear polynomial can be computed by a strict circular-interval ABP and hence it is a universal model for computing multilinear polynomials. We obtain an exponential lower bound on the size of any strict circular-interval ABP computing the explicit multilinear polynomial defined by Raz and Yehudayoff in [19] (see Section 2 for definition of the polynomial).
- Theorem 2. There exists an explicit multilinear polynomial \(g\) in \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\) such that any strict circular-interval ABP computing g requires size \(2^{\Omega(\sqrt{n} / \log n)}\).

Another sub-class of smABPs that we study is the class of bounded-order smABPs.
(2) \(\mathcal{L}\)-ordered smABPs: Jansen [11] introduced Ordered \(s m A B P s\) which are branching programs with source \(s\) and \(\operatorname{sink} t\) such that every path from \(s\) to \(t\) reads variables in a fixed order \(\pi \in S_{n}\). Jansen [11] translated the exponential lower bound for the non-commutative model in [15] to ordered smABPs. Ordered smABPs have also been studied in the context of the polynomial identity testing problem. Further, it is shown in [12] that ordered smABPs are equivalent to Read-Once Oblivious Algebraic Branching Programs (ROABPs for short., see Section 2 for a definition). Polynomial time white-box and quasi-polynomial time black-box algorithms were obtained for identity testing of polynomials computed by ordered smABPs, (see \([12,9,10]\) and the references therein).

A natural generalization of ordered smABPs is to allow multiple orders. An smABP is \(\mathcal{L}\)-ordered if variables can occur along any source to sink path in one of the \(\mathcal{L}\) fixed orders. Since there are at most \(2^{n}\) multilinear monomials in \(n\) variables, any multilinear \(n\) variate polynomial can be computed by \(2^{n}\)-ordered ABPs. In this article, by exploiting a simple structural property of \(\mathcal{L}\)-ordered ABPs, we prove a sub-exponential lower bound for sum of \(\mathcal{L}\)-ordered smABPs when \(\mathcal{L}=O\left(2^{n^{1 / 2-\epsilon}}\right)\) for some \(\epsilon>0\) :
- Theorem 3. Let \(\mathcal{L} \leq 2^{n^{1 / 2-\epsilon}}, \epsilon>0\) and \(f_{1}, \ldots, f_{m} \in \mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\) be multilinear polynomials computed by \(\mathcal{L}\)-ordered \(A B P s\) of size \(S_{1}, \ldots, S_{m}\) respectively. There exists an explicit multilinear polynomial \(g\) in \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\) such that if \(g=f_{1}+\cdots+f_{m}\) then either \(m=2^{\Omega\left(n^{1 / 40}\right)}\) or there is an \(i \in[m]\) such that \(S_{i}=2^{\Omega\left(n^{1 / 40}\right)}\).

Further, we compare strict circular-interval ABPs and \(\mathcal{L}\)-ordered ABPs to other mulitlinear models of computation. We show that the construction given in [12] for the equivalence of ROABPs and 1 -ordered ABPs can be generalized to \(\mathcal{L}\)-ordered smABPs. In particular, in Theorem 11 we prove that an \(\mathcal{L}\)-ordered ABP of size \(S\) can be transformed into an equivalent \(\mathcal{L}\)-pass smABP (see Section 2 for a definition) of size poly \((S, \mathcal{L})\). Though the overall idea is simple, the construction requires a lot of book-keeping of variable orders. In the context of strict circular-interval ABPs, we compare strict circular-interval ABPs with the simplest class of smABPs: Read-Once Oblivious Algebraic Branching Programs. [15] gives exponential size lower bounds for ROABPs (ABPs on \(n\) variables with \(n+1\) layers such that every edge from a node in one layer \(L_{i}\) to a node in the successive layer is labeled by a uni-variate polynomial in \(\mathbb{F}\left[x_{i}\right]\) ). Trivially, every strict circular-interval ABP is an ROABP. In Corollary 16, we show that a generalization of strict circular-interval ABPs called circular-interval ABPs are more powerful than sum of ROABPs.

Related works. In an independent and simultaneous work, Kumar, Oliveira and Saptharishi [14] show an improved depth reduction (along with several other results) for syntactic multilinear circuits. In [14] (Lemma 6.1 together with Theorem 5.1), the authors show that any multi-k-ic circuit of size \(S\) can be transformed into an equivalent multi- \(k\)-ic \(\Sigma \Pi(\Sigma \Pi)^{t}\) circuit of size \(2^{k t} \cdot S^{O(k n / t)}\). Thus, we have \(k=1\) in the case of syntactic multilinear circuits and the circuit size bound in Lemma 6.1 of [14] matches the size bound in Corollary 1 of this paper when \(t=\sqrt{n}\). However, Corollary 1 works for syntactic multilinear ABPs while the result in [14] is for the more general class of syntactic multilinear circuits.

In [16], the authors prove lower bounds for sum of \(\mathcal{L}\)-pass ABPs computing a multilinear polynomial in VP. The result in Theorem 3 is much stronger than the results in [16], since it allows exponentially many orders, whereas the arguments in [16] work only when \(\mathcal{L}=o\left(n^{1 / 12}\right)\).

Saptharishi and coauthors (through a personal communication) have shown that \(\mathcal{L}\) ordered smABPs can be written as a sum of \(\mathcal{L}\) ROABPs. While, this will help in significantly improving the lower bound given in Theorem 3, the restriction on \(\mathcal{L}\) will be much smaller than \(2^{n^{1 / 2-\epsilon}}\) as far as we are aware.

In [4], Arvind and Raja considered interval ABPs where for every node \(v\) reachable from the source, the index set of variables in the sub-program with \(v\) as the sink node must be an interval in \([1, n]\). They proved an exponential size lower bound for interval ABPs assuming the sum-of-squares conjecture. Although our model is more restrictive than the one in [4], our lower bound argument is unconditional.

Proofs that are omitted due to space constraints can be found int he full version [17].

\section*{2 Preliminaries}

In this section, we include necessary definitions of models and notations used in this article. Let \(\mathbb{F}\) be a field and \(X=\left\{x_{1}, \ldots, x_{n}\right\}\) denote a finite set of variables.

An arithmetic circuit \(\mathcal{C}\) over \(\mathbb{F}\) is a directed acyclic graph with vertices of in-degree zero or two. A vertex of out-degree 0 is called an output gate. A node of in-degree zero is called an input gate and is labeled by elements from \(X \cup \mathbb{F}\). Every other gate is labeled either by + or \(\times\). Every gate in \(\mathcal{C}\) naturally computes a polynomial in \(\mathbb{F}[X]\) and the polynomial computed by \(\mathcal{C}\) is the polynomial computed at the output gate. When the circuit has more than one output gate, the circuit computes a set of polynomials. The size of \(\mathcal{C}\) is the number of gates in \(\mathcal{C}\) and depth of \(\mathcal{C}\) is the length of the longest path from an input gate to the output gate in \(\mathcal{C}\). An arithmetic formula is an arithmetic circuit where the underlying undirected graph is a tree.

A parse tree \(T\) of an arithmetic formula \(F\) is a sub-tree of \(F\) containing the output gate of \(F\) such that for every + gate \(v\) of \(F\) that is included in \(T\), exactly one child of \(v\) is in \(T\) and for every \(\times\) gate \(u\) that is in \(T\), both children of \(u\) are in \(T\).

An algebraic branching program (ABP) \(P\) is a directed acyclic graph with one vertex \(s\) of in-degree zero (source) and one vertex \(t\) of out-degree zero (sink). The vertices of the graph are partitioned into layers \(L_{0}, L_{1}, \ldots, L_{\ell}\) where edges are from vertices in layer \(L_{i}\) to those in \(L_{i+1}\) for every \(0 \leq i \leq \ell-1\). The source node \(s\) is the only vertex in layer \(L_{0}\) and the \(\operatorname{sink} t\) is the only vertex in layer \(L_{\ell}\). Every edge in \(e\) in \(P\) is labeled by an element in \(X \cup \mathbb{F}\) (denoted by label \((e)\) ). The width of \(P\) is \(\max _{i}\left\{\left|L_{i}\right|\right\}\) and size is the number of nodes in \(P\). For a path \(\rho\) the weight, \(w t(\rho)\) be the product of its edge labels. The polynomial computed by an ABP \(P\) is the sum of weights of all \(s\) to \(t\) paths in \(P\). For nodes \(u\) and \(v\) in \(P\), let \([u, v]_{P}\) denote the polynomial computed by the sub-program of \(P\) with \(u\) as the source node and \(v\) as the sink node. We drop the subscript from \([u, v]_{P}\) when \(P\) is clear from the context.

Let \(X_{u, v}\) denote the set of all variables that occur as labels in any path from \(u\) to \(v\) in \(P\).
An ABP \(P\) is said to be syntactic multilinear ( smABP ) if every variable occurs at most once in every \(s\) to \(t\) path in \(P\), it is said to be an oblivious ABP if for every layer \(L\) in \(P\), there is a variable \(x_{i_{L}}\) such that every edge from the layer \(L\) is labeled from \(\left\{x_{i_{L}}\right\} \cup \mathbb{F}\). A Read-Once Oblivious (ROABP) is an oblivious smABP such that every variable appears as an edge label in at most one layer.

Anderson et al. [3] defined the class of \(\mathcal{L}\)-pass smABPs. An oblivious smABP \(P\) is \(\mathcal{L}\)-pass, if there are layers \(i_{1}<i_{2}<\ldots<i_{\mathcal{L}}\) such that for every \(j\), between layers \(i_{j}\) and \(i_{j+1}\) the program \(P\) is an ROABP. Let \(\pi\) be a permutation of \(\{1, \ldots, n\}\) and \(P\) be an smABP computing an \(n\)-variate multilinear polynomial. An \(s\) to \(t\) path \(\rho\) in \(P\) is said to be consistent with \(\pi\), if the variable labels in \(\rho\) occur as per the order given by \(\pi\), i.e., if \(x_{i}\) and \(x_{j}\) occur as edge labels in \(\rho\) in that order, then \(\pi(i)<\pi(j)\). For a node \(v\) of \(P, v\) is said to be consistent with \(\pi\), if every \(s\) to \(v\) path is consistent with \(\pi\).

An smABP \(P\) is said to be \(\mathcal{L}\)-ordered, if there are \(\mathcal{L}\) permutations \(\pi_{1}, \ldots, \pi_{\mathcal{L}}\) such that for every \(s\) to \(t\) path \(\rho\) in \(P\), there is an \(1 \leq i \leq \mathcal{L}\) such that \(\rho\) is consistent with \(\pi_{i}\).

We now review the partial derivative matrix of a polynomial introduced in [18]. Let \(X=Y \cup Z\) be such that \(Y \cap Z=\emptyset\) and \(|Y|=|Z|\). It is convenient to represent the partition \(X=Y \cup Z\) as an injective function \(\varphi: X \rightarrow Y \cup Z\). For a polynomial \(f\), let \(f^{\varphi}\) be the polynomial obtained by substituting each variable \(x_{i}=\varphi\left(x_{i}\right)\) for \(1 \leq i \leq n\).
- Definition 1 (Partial Derivative Matrix., [18]). Let \(f \in \mathbb{F}[X]\) be a multilinear polynomial. The partial derivative matrix of \(f\) (denoted by \(M_{f}\) ) with respect to the partition \(\varphi: X \rightarrow Y \cup Z\) is a \(2^{m} \times 2^{m}\) matrix defined as follows. For multilinear monomials \(p\) and \(q\) in variables \(Y\) and \(Z\) respectively, the entry \(M_{f}[p, q]\) is the coefficient of the monomial \(p q\) in \(f^{\varphi}\).
For a polynomial \(f\) and a partition \(\varphi\), let \(\operatorname{rank}_{\varphi}(f)\) denote the rank of the matrix \(M_{f \varphi}\) over the field \(\mathbb{F}\). The following properties of \(\operatorname{rank}_{\varphi}(f)\) are useful:
- Lemma 4 ([18], Propositions 3.1, 3.2 and 3.3). Let \(f, g \in \mathbb{F}[Y, Z]\) be multilinear polynomials. Then, (1) \(\operatorname{rank}_{\varphi}(f+g) \leq \operatorname{rank}_{\varphi}(f)+\operatorname{rank}_{\varphi}(g)\); (2) If \(\operatorname{var}(f) \cap \operatorname{var}(g)=\emptyset\), then \(\operatorname{rank}_{\varphi}(f g)=\operatorname{rank}_{\varphi}(f) \cdot \operatorname{rank}_{\varphi}(g)\); and (3) If \(f \in \mathbb{F}\left[Y_{1}, Z_{1}\right]\) for \(Y_{1} \subseteq Y, Z_{1} \subseteq Z\), then \(\operatorname{rank}_{\varphi}(f) \leq 2^{\min \left\{\left|Y_{1}\right|,\left|Z_{1}\right|\right\}}\).

Let \(\mathcal{D}\) denote the uniform distribution on the set of all partitions \(\varphi: X \rightarrow Y \cup Z\), where \(|Y|=|Z|=|X| / 2\). The following is known about the rank of ROABPs:
- Lemma 5 ([16], Corollary 1). Let \(f\) be an \(N\)-variate multilinear polynomial computed by an ROABP of size \(S\). Then,
\[
\operatorname{Pr}_{\varphi \sim \mathcal{D}}\left[\operatorname{rank}_{\varphi}(f) \leq S^{\log N} 2^{N / 2-N^{1 / 5}}\right] \geq 1-2^{-N^{1 / 5}}
\]

We need the following polynomial defined in [19] to prove lower bounds:
- Definition 2 (Full rank Polynomial., [19]). Let \(n \in \mathbb{N}\) be even and \(\mathcal{W}=\left\{w_{i, k, j}\right\}_{i, k, j \in[n]}\). For any two integers \(i, j \in \mathbb{N}\), we define an interval \([i, j]=\{k \in \mathbb{N}, i \leq k \leq j\}\). Let \(|[i, j]|=j-i+1, X_{i, j}=\left\{x_{p} \mid p \in[i, j]\right\}\). Let \(\mathbb{G}=\mathbb{F}(\mathcal{W})\), the rational function field. For every \([i, j]\) such that \(|[i, j]|\) is even we define a polynomial \(g_{i, j} \in \mathbb{G}[X]\) as \(g_{i, j}=1\) when \(|[i, j]|=0\) and if \(|[i, j]|>0\) then, \(g_{i, j} \triangleq\left(1+x_{i} x_{j}\right) g_{i+1, j-1}+\sum_{k} w_{i, k, j} g_{i, k} g_{k+1, j}\). where \(x_{k}, w_{i, k, j}\) are distinct variables, \(i \leq k \leq j\) and the summation is over \(k \in[i+1, j-2]\) such that \(|[i, k]|\) is even. Let \(g \triangleq g_{1, n}\).

It is known that for any partition \(\varphi \sim \mathcal{D}, \operatorname{rank}_{\varphi}(g)\) is the maximum possible value:
- Lemma 6 ([19], Lemma 4.3). Let \(n \in \mathbb{N}\) be even and \(\mathbb{G}\) be as above. Let \(g \in \mathbb{G}[X]\) be the polynomial in Definition 2. Then for any \(\varphi \sim \mathcal{D}\), \(\operatorname{rank}_{\varphi}(g)=2^{n / 2}\).

\section*{3 A variable-balanced decomposition for syntactic multilinear ABPs}

In this section, we give a new decomposition for smABPs. The decomposition can be seen as a variable-balanced version of the well known decomposition of arithmetic circuits given by Valiant et al. [24] for the case of smABPs. In fact, we show that a smABP can be divided into sub-programs that are almost balanced in terms of the number of variables.
- Theorem 1. Let \(P\) be an smABP of size \(S\) computing \(f \in \mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\). There exists edges \(\left\{\left(u_{1}, v_{1}\right), \ldots,\left(u_{m}, v_{m}\right)\right\}\) and \(\left\{\left(w_{1}, a_{1}\right), \ldots,\left(w_{r}, a_{r}\right)\right\}\) in \(P\) such that
(1) For \(i \in[m], n / 3 \leq\left|X_{s, u_{i}}\right| \leq 2 n / 3\); and
(2) For \(i \in[r],\left|X_{s, w_{i}}\right|<n / 3\) and \(\left|X_{a_{i}, t}\right| \leq 2 n / 3\); and
(3) \(f=\sum_{i=1}^{m}\left[s, u_{i}\right] \cdot \operatorname{label}\left(u_{i}, v_{i}\right) \cdot\left[v_{i}, t\right]+\sum_{i=1}^{r}\left[s, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right) \cdot\left[a_{i}, t\right]\).

Proof. The proof is by a careful subdivision of the program \(P\). We assume without loss of generality that \(t\) is reachable from every node in \(P\) and that every node in \(P\) has in-degree and out-degree at most 2 . Consider the following coloring procedure:
(1) Initialize by coloring \(t\) as blue. Repeat (2) until no new node is colored.
(2) Consider node \(u\) that is colored blue such that at least one of nodes \(v\) or \(w\) are uncolored, where \((v, u)\) and \((w, u)\) are the only edges incoming to \(u\). For \(a \in\{v, w\}\) do following :
a. If \(\left|X_{s, a}\right|>2 n / 3\), then color \(a\) as blue.
b. If \(n / 3 \leq\left|X_{s, a}\right| \leq 2 n / 3\), then color \(a\) as red.
c. If \(\left|X_{s, a}\right|<n / 3\), then color \(a\) as green.

At the end of the above coloring procedure we have the following:
1. For every node \(u\) with incoming edges \((v, u)\) and \((w, u)\), if \(u\) is colored blue then both \(v\) and \(w\) are colored.
2. For every directed \(s \rightsquigarrow t\) path \(\rho\) in \(P\), exactly one of the following holds:
a. \(\rho\) has exactly one edge \((v, w)\) such that \(v\) is colored red and \(w\) is colored blue.
b. \(\rho\) has exactly one edge \((v, w)\) such that \(v\) is colored green and \(w\) is colored blue.
3. If a node \(u\) is colored blue, then every node \(v\) reachable from \(u\) must have color blue.

Property 1 follows from the fact that a node \(v\) is colored if and only if there is an edge \((v, u)\) such that \(u\) is colored blue. For property 3 , clearly, a node \(u\) is colored blue if and only if \(\left|X_{s, u}\right|>2 n / 3\), thus every node reachable from a blue node is also colored blue. For property 2 , let \(\rho\) be a directed \(s \rightsquigarrow t\) path and \(v\) be the first node along \(\rho\) that is colored blue. Note \(\left|X_{s, s}\right|=0\), so \(s\) cannot be colored blue. Clearly, every node that follows \(v\) in \(\rho\) is colored blue and \(v \neq s\). Let \(u\) be the node that immediately precedes \(v\) in \(\rho\), then clearly, \(u\) is either red or green. Uniqueness follows from the fact that no node that precedes \(u\) in \(\rho\) is colored blue and every node that succeeds \(v\) in \(\rho\) is colored blue, hence there cannot be another such edge.

Let \(E_{r b}=\{(u, v) \in P \mid u\) is colored red and \(v\) is colored blue \(\}\) and \(E_{g b}=\{(u, v) \in\) \(P \mid u\) is colored green and \(v\) is colored blue \(\}\). Let \(E_{r b}=\left\{\left(u_{1}, v_{1}\right), \ldots,\left(u_{m}, v_{m}\right)\right\}\) and \(E_{g b}=\) \(\left\{\left(w_{1}, a_{1}\right), \ldots,\left(w_{r}, a_{r}\right)\right\}\) where \(m, r \leq 2 S\). We now prove that sets \(E_{r b}\) and \(E_{g b}\) satisfy the required properties.
(1) For \(i \in[m]\), since \(\left(u_{i}, v_{i}\right) \in E_{r b}, u_{i}\) is colored red. By Step 2(b) of the coloring procedure, \(n / 3 \leq\left|X_{s, u_{i}}\right| \leq 2 n / 3\).
(2) For \(i \in[r]\), since \(\left(w_{i}, a_{i}\right) \in E_{g b}, w_{i}\) is colored green and \(a_{i}\) is colored blue. By Step 2(c) of the coloring procedure, \(\left|X_{s, w_{i}}\right|<n / 3\) and by Step 2(a), \(\left|X_{s, a_{i}}\right|>2 n / 3\). Since \(P\) is syntactic multilinear, \(\left|X_{s, a_{i}}\right|+\left|X_{a_{i}, t}\right| \leq n\) implying \(\left|X_{a_{i}, t}\right| \leq n / 3\).
(3) By Property 2, \(s \rightsquigarrow t\) paths in \(P\) are partitioned into paths that have exactly one edge in \(E_{r b}\) and paths that have exactly one edge in \(E_{g b}\). Therefore,
\[
\begin{aligned}
f & =\sum_{\rho: s \rightsquigarrow t} \mathrm{wt}(\rho)=\sum_{\rho: s \rightsquigarrow t,} \mathrm{p} \mathrm{\cap E}_{r b} \neq \emptyset \mathrm{wt}(\rho)+\sum_{\rho: s \rightsquigarrow t, \rho \cap E_{g b} \neq \emptyset} \mathrm{wt}(\rho) \\
& =\sum_{i=1}^{m}\left[s, u_{i}\right] \cdot \operatorname{label}\left(u_{i}, v_{i}\right) \cdot\left[v_{i}, t\right]+\sum_{i=1}^{r}\left[s, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right) \cdot\left[a_{i}, t\right] .
\end{aligned}
\]

The above decomposition allows us to obtain low-depth formulas for syntactic multilinear ABPs with quasi-polynomial blow-up in size. In the following, we show that a syntactic multilinear ABP can be computed by a log-depth syntactic multilinear formula where each leaf represents a multilinear polynomial in \(O(\sqrt{n})\) variables.
- Lemma 7. Let \(P\) be a syntactic multilinear ABP of size \(S\) computing a multilinear polynomial \(f \in \mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\). Then, there is a syntactic multilinear formula \(\Phi\) with gates of unbounded fan-in computing \(f\) of size \(S^{O(\log n)}\) and depth \(O(\log n)\) such that every leaf \(w\) in \(\Phi\) represents a multilinear polynomial \([u, v]_{P_{w}}\) for some nodes \(u, v\) in \(P_{w}\) with \(\left|X_{u, v}\right| \leq \sqrt{n}\), where \(P_{w}\) is a sub-program of \(P\). Further, any parse tree of \(\Phi\) has at most \(3 \sqrt{n}\) leaves.

Proof. Let nodes \(s\) and \(t\) be source and sink of \(P\). The proof constructs a formula \(\Phi\) by induction on the number of variables \(\left|X_{s, t}\right|\) in the program \(P\).
Base Case: If \(\left|X_{s, t}\right| \leq \sqrt{n}\), then \(\phi_{s, t}\) is a leaf gate with label \([s, t]\).
Induction Step : For induction step, suppose \(\left|X_{s, t}\right|>\sqrt{n}\). By Theorem 1, we have
\[
\begin{equation*}
f=\sum_{i=1}^{m}\left[s, u_{i}\right] \cdot \operatorname{label}\left(u_{i}, v_{i}\right) \cdot\left[v_{i}, t\right]+\sum_{i=1}^{r}\left[s, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right) \cdot\left[a_{i}, t\right] \tag{1}
\end{equation*}
\]
where \(u_{i}, v_{i}, w_{i}\) and \(a_{i}\) are nodes in \(P\), with \(\left|X_{s, t}\right| / 3 \leq\left|X_{s, u_{i}}\right| \leq 2\left|X_{s, t}\right| / 3\) and \(\left|X_{s, w_{i}}\right|+\) \(\left|X_{a_{i}, t}\right| \leq 2\left|X_{s, t}\right| / 3\). Further, \(\left[s, u_{i}\right] \cdot \operatorname{label}\left(u_{i}, v_{i}\right)\) (resp., \(\left.\left[s, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right)\right)\) is an smABP with at most \(2\left|X_{s, t}\right| / 3+1\) (resp., \(\left|X_{s, t}\right| / 3\) ) variables. Let
\[
\begin{equation*}
f=\sum_{i=1}^{m} g_{i} h_{i}+\sum_{i=1}^{r} g_{i}^{\prime} h_{i}^{\prime}, \tag{2}
\end{equation*}
\]
where \(g_{i}=\left[s, u_{i}\right] \cdot \operatorname{label}\left(u_{i}, v_{i}\right), h_{i}=\left[v_{i}, t\right], g_{i}^{\prime}=\left[s, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right)\) and \(h_{i}^{\prime}=\left[a_{i}, t\right]\). For any \(i\), if \(\left|X_{s, w_{i}}\right|+\left|X_{a_{i}, t}\right|<\sqrt{n}\), then we set \(g_{i}^{\prime}=\left[s, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right) \cdot\left[a_{i}, t\right]\) and \(h_{i}^{\prime}=1\). By induction, suppose \(\phi_{i}\) (resp. \(\phi_{i}^{\prime}\) ) be the multilinear formula that computes \(g_{i}\) (resp. \(g_{i}^{\prime}\) ) and \(\psi_{i}\) (resp. \(\psi_{i}^{\prime}\) ) be that for \(h_{i}\) (resp. \(h_{i}^{\prime}\) ). Set \(\Phi=\sum_{i=1}^{m}\left(\phi_{i} \times \psi_{i}\right)+\sum_{i=1}^{r}\left(\phi_{i}^{\prime} \times \psi_{i}^{\prime}\right)\). Let \(T(n)\) denote the size of the resulting formula on \(n\) variables. Then, \(T(n) \leq 2 \cdot S \cdot 2 \cdot T(2 n / 3)=S^{O(\log n)}\). Thus, \(\Phi\) is a syntactic multilinear formula of size \(S^{O(\log n)}\) and depth \(O(\log n)\) computing \(f\). By construction, every leaf represents a multilinear polynomial \([u, v]_{P}\) for some nodes \(u, v\) in \(P\) with \(\left|X_{u, v}\right| \leq \sqrt{n}\).

It remains to prove that any parse tree of \(\Phi\) has at most \(3 \sqrt{n}\) leaves. We begin with a description of the process for constructing parse sub-trees of \(\Phi\). By Equation (2), constructing a parse tree of \(\Phi\) is equivalent to the process:
1. Choose \(b \in\{0,1\}\) (corresponds to choosing one of the summations in Equation (2)).
2. If \(b=0\) choose \(i \in\{1, \ldots, m\}\), else if \(b=1\) choose \(j \in\{1, \ldots, r\}\).
3. Repeat steps 1 and 2 for sub-formulas \(\phi_{i}, \phi_{i}^{\prime}, \psi_{i}\) and \(\psi_{i}^{\prime}\) (depending on choice of \(b\) ).

Consider any parse tree \(T\) of \(\Phi\). It is enough to prove that every leaf in \(T\) that is not labeled by 1 is a polynomial in at least \(\sqrt{n} / 3\) variables. Since \(\Phi\) is syntactic multilinear, it follows that any parse tree of \(\Phi\) has at most \(3 \sqrt{n}\) leaves, as required. However, it may
be noted that this may not be true always. Instead, we argue that every leaf in \(T\) can be associated with a set of at least \(\sqrt{n} / 3\) variables such that no other leaf in \(T\) can be associated with these variables, hence implying that the number of leaves in any parse tree \(T\) of \(\Phi\) is at most \(3 \sqrt{n}\).

Consider a leaf \(v\) in \(T\) having less than \(\sqrt{n} / 3\) variables. Let \(u\) be the first sum gate on the path from \(v\) to root with \(\left|X_{u}\right|>\sqrt{n}\). Note that such a node \(u\) exists always, excluding the cases when the smABP \(P\) is a just a product of variable disjoint ABPs. Rest of the argument is split based on whether \(b=0\) or \(b=1\) at the step for choosing \(v\) in the construction of parse tree \(T\). For the remainder of this proof, for any gate \(u\), let \(X_{u}\) denote the set of variables in the sub-formula rooted at \(u\) in \(\Phi\).

Firstly, suppose that in the construction of \(T, b=0\) at the step for choosing \(v\). Then, either \(v=\left[p, u_{i}\right] \cdot\) label \(\left(u_{i}, v_{i}\right)\) or \(v=\left[v_{i}, q\right]\) for some nodes \(p, q, u_{i}, v_{i}\) in \(P\), where \(u_{i}\) (respectively \(v_{i}\) ) is colored red (respectively blue) when the coloring procedure (described in the proof of Theorem 1) is performed on the sub-program with source \(p\) and \(\operatorname{sink} q\). If \(v=\left[p, u_{i}\right] \cdot \operatorname{label}\left(u_{i}, v_{i}\right)\), \(\left|X_{v}\right| \geq\left|X_{p, u_{i}}\right| \geq\left|X_{u}\right| / 3 \geq \sqrt{n} / 3\), a contradiction to fact that \(v\) is a leaf in \(T\) with fewer than \(\sqrt{n} / 3\) variables. Hence, \(v=\left[v_{i}, q\right]\). Set \(A(v)=X_{u} \backslash\left(X_{p, u_{i}} \cup\left\{\operatorname{label}\left(u_{i}, v_{i}\right)\right\}\right)\). Clearly, as \(\left|X_{u}\right| \geq \sqrt{n}\) and \(\left|X_{p, u_{i}}\right| \leq 2\left|X_{u}\right| / 3\), we have \(|A(v)| \geq \sqrt{n} / 3\).

When \(b=1\), we have the following possibilities:
Case \(1 v=\left[p, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right) \cdot\left[a_{i}, q\right]\). In this case, set \(A(v)=X_{u}\). Then \(|A(v)| \geq \sqrt{n} / 3\).
Case \(2 v=\left[p, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right)\). In this case, set \(A(v)=X_{u} \backslash X_{a_{i}, q}\). Then \(|A(v)|=\) \(\left|X_{u}\right|-\left|X_{a_{i}, q}\right| \geq \sqrt{n} / 3\) as \(\left|X_{a_{i}, q}\right| \leq 2\left|X_{u}\right| / 3\) and \(\left|X_{u}\right|>\sqrt{n}\).
Case \(3 v=\left[a_{i}, q\right]\). Set \(A(v)=X_{u} \backslash\left(X_{p, w_{i}} \cup\left\{\operatorname{label}\left(w_{i}, a_{i}\right)\right\}\right)\). Then \(|A(v)|=\left|X_{u}\right|-\left|X_{p, w_{i}}\right| \geq\) \(\sqrt{n} / 3\) as \(\left|X_{p, w_{i}}\right| \leq 2\left|X_{u}\right| / 3\) and \(\left|X_{u}\right|>\sqrt{n}\).

It remains to prove that, for any two distinct leaves \(v\) and \(v^{\prime}\) in \(T\) such that \(A(v)\) and \(A\left(v^{\prime}\right)\) are defined, \(A(v) \cap A\left(v^{\prime}\right)=\emptyset\). Let \(u\) and \(u^{\prime}\) respectively be parents of \(v\) and \(v^{\prime}\) in \(T\).

When \(u=u^{\prime}\), there are four possibilities for \(v\) and \(v^{\prime}: v=\left[p, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right) \cdot\left[a_{i}, q\right]\) and \(v^{\prime}=1, v=1\) and \(v^{\prime}=\left[p, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right) \cdot\left[a_{i}, q\right], v=\left[p, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right)\) and \(v^{\prime}=\left[a_{i}, q\right]\), or \(v^{\prime}=\left[p, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right)\) and \(v=\left[a_{i}, q\right]\). As \(A(v)\) is defined only for non-constant leaves, the only case is when \(v=\left[p, w_{i}\right] \cdot \operatorname{label}\left(w_{i}, a_{i}\right), v^{\prime}=\left[a_{i}, q\right]\) or vice-versa. In either of the cases, we have \(A(v) \cap A\left(v^{\prime}\right)=\emptyset\). Now suppose, \(u \neq u^{\prime}\) and \(A(v) \cap A\left(v^{\prime}\right) \neq \emptyset\). Then, we have \(X_{u} \cap X_{u^{\prime}} \neq \emptyset\) as \(A(v) \subseteq X_{u}\) and \(A\left(v^{\prime}\right) \subseteq X_{u^{\prime}}\). From the fact that \(u\) and \(u^{\prime}\) appear in the same parse tree we can conclude that the least common ancestor of \(u\) and \(u^{\prime}\) in \(\Phi\) must be a \(\times\) gate. Let \([p, q]\) and \(\left[p^{\prime} q^{\prime}\right]\) be the sub-programs of \(P\) that correspond to \(u\) and \(u^{\prime}\) respectively. By the construction of \(\Phi\), we can conclude that either there is a path from \(q\) to \(p^{\prime}\) or there is a path from \(q^{\prime}\) to \(p\) in \(P\). Either of the cases is a contradiction to the fact that \(P\) is syntactic multilinear.

Now, we obtain a reduction to depth-4 formulas for syntactic multilinear ABPs. Denote by \(\Sigma^{[T]} \Pi^{[d]}(\Sigma \Pi)^{[r]}\) the class \(\Sigma_{i=1}^{T} \Pi_{j=1}^{O(d)} Q_{i j}\) where \(Q_{i j}\) 's are mulitlinear polynomials in \(O(r)\) variables. As a corollary to Lemma 7 , we have the following reduction to syntactic multilinear \(\Sigma \Pi^{[\sqrt{n}]}(\Sigma \Pi)^{[\sqrt{n}]}\) formulas for smABPs.
- Corollary 1. Let \(P\) be a syntactic multilinear ABP of size \(S\) computing a polynomial \(f\) in \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\). Then there exists a \(\Sigma^{[\sqrt{n}]}(\Sigma \Pi)^{[\sqrt{n}]}\) syntactic multilinear formula of size \(2^{O(\sqrt{n} \log S)}\) computing \(f\).

Proof. Let \(P\) be a syntactic multilinear ABP of size \(S\) computing a multilinear polynomial \(f\) in \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\) and \(\Phi\) be the equivalent syntactic multilinear formula with the properties mentioned in Lemma 7. The leaves of any parse tree of \(\Phi\) represents the multilinear
polynomial \([u, v]_{P_{w}}\) for some nodes \(u, v\) in \(P_{w}\), a sub-program of \(P\). As \(\Phi\) is a formula, every parse tree \(T\) of \(\Phi\) is uniquely identified by the set of \(3 \sqrt{n}\) leaves in \(T\) where every leaf in \(\Phi\) represents a multilinear polynomial computed by some sub-program \([u, v]_{P_{w}}\) for some nodes \(u, v\) in \(P_{w}\), a sub-program of \(P\). Hence, it suffices to count the number of sub-programs of \(P\). As every sub-program \(([u, v])\) in \(P\) is obtained by choosing two vertices \(u\) and \(v\) in \(P\), there are at most \(\binom{S}{2}\) sub-programs of \(P\). The number of parse trees of \(\Phi\) are \(S^{O(\sqrt{n})}=2^{O(\sqrt{n} \log S)}\). As \(f=\sum_{T \text { :parse tree of } \Phi} m(T)\) where \(m(T)\) is the product of multilinear polynomials corresponding to the leaves of \(\Phi\) in \(T\), there exists a \(\Sigma \Pi^{[\sqrt{n}]}(\Sigma \Pi)^{[\sqrt{n}]}\) syntactic multilinear formula with gates of unbounded fan-in of size \(2^{O(\sqrt{n} \log S)}\) computing \(f\).

\section*{4 Lower Bounds for special classes of smABPs}

This section is devoted to lower bounds for restricted classes of smABPs. Our arguments rely on the depth reduction proved in Section 3 and the full rank polynomial given by Raz and Yehhudayoff [19] (see Defintion 2).

\subsection*{4.1 Lower Bounds for strict circular-interval ABPs}

In this section, we prove an exponential size lower bound for a special class of smABPs that we call as strict circular-interval ABPs.

An set \(I \subseteq\{1, \ldots, n\}\) is a circular \(\pi\)-interval if \(I=\{\pi(i), \pi(i+1), \ldots, \pi(j)\}\) for some \(i, j \in[n], i<j\) or \(I=\{\pi(i), \pi(i+1), \ldots, \pi(n), \pi(1), \ldots, \pi(j)\}\) for some \(i, j \in[n], i>j\). These intervals are called circular intervals as every such interval \([i, j]\) in \(\{1, \ldots, n\}\) can be viewed as a chord on the circle containing \(n\) points. Two circular intervals \(I\) and \(J\) are said to be overlapping if the corresponding chords in the circle intersect and non-overlapping otherwise. We define a special class of syntactic multilinear ABPs where the set of variables involved in every sub-program is in some circular \(\pi\)-interval.
- Definition 3 (Strict circular-interval ABP). Let \(\pi \in S_{n}\) be a permutation. A syntactic mulitlinear ABP P is said to be a strict \(\pi\)-circular-interval ABP if
1. For any pair of nodes \(u, v\) in \(P\), the index set of \(X_{u, v}\) is contained in some circular \(\pi\)-interval \(I_{u v}\) in \([1, n]\); and
2. For any \(u, a, v\) in \(P\), the circular \(\pi\)-intervals \(I_{u a}\) and \(I_{a v}\) are non-overlapping.
\(P\) is said to be strict circular-interval \(A B P\) if it is a strict \(\pi\)-circular-interval ABP for some permutation \(\pi\).

We require a few preliminaries to prove the lower bound:
1. For every permutation \(\pi\) in \(S_{n}\), define the partition \(\varphi_{\pi}: X \rightarrow Y \cup Z\) such that
\[
\begin{equation*}
\text { for all } 1 \leq i \leq n / 2 \varphi\left(x_{\pi(i)}\right)=y_{i} \text { and } \varphi\left(x_{\pi(n / 2+i)}\right)=z_{i} \text {. } \tag{3}
\end{equation*}
\]
2. For any \(\pi\) in \(S_{n},\left|\varphi_{\pi}(X) \cap Y\right|=\left|\varphi_{\pi}(X) \cap Z\right|=|X| / 2\). For the polynomial \(g\) in Definition 2, rank \(_{\varphi_{\pi}}(g)=2^{n / 2}\) by Lemma 6.
3. For any set \(X_{i} \subseteq X\), let \(\varphi_{\pi}\left(X_{i}\right)=\left\{\varphi_{\pi}(x) \mid x \in X_{i}\right\}\). We say \(X_{i}\) is monochromatic if either \(\varphi_{\pi}\left(X_{i}\right) \cap Y=\emptyset\) or \(\varphi_{\pi}\left(X_{i}\right) \cap Z=\emptyset\). Observe that if \(X_{i}\) is monochromatic then for any polynomial \(p_{i} \in \mathbb{F}\left[X_{i}\right]\), we have \(\operatorname{rank}_{\varphi_{\pi}}\left(p_{i}\right) \leq 1\). Further, we say set \(X_{i} \subseteq X\) is bi-chromatic if \(\varphi_{\pi}\left(X_{i}\right) \cap Y \neq \emptyset\) and \(\varphi_{\pi}\left(X_{i}\right) \cap Z \neq \emptyset\).

In the following theorem, we show that for any strict circular-interval ABP \(P\) computing a polynomial \(f\), there is a partition \(\varphi\) such that \(\operatorname{rank}_{\varphi}(f)\) is small.
- Theorem 8. Let \(P\) be a strict circular-interval \(A B P\) of size \(S\) computing \(f\) in \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\). There exists a \(\varphi: X \rightarrow Y \cup Z\) with \(|\varphi(X) \cap Y|=|\varphi(X) \cap Z|=|X| / 2\) such that rank \({ }_{\varphi}(f) \leq\) \(2^{\sqrt{n} \log n \log S+\sqrt{n}}\).

Proof. Let \(\Phi\) be the syntactic multilinear formula constructed from \(P\) as given by Lemma 7 . Note that any parse tree of \(\Phi\) has at most \(3 \sqrt{n}\) leaves. The number of parse trees of \(\Phi\) is at \(\operatorname{most}\binom{2^{\circ(\sqrt{n} \log n \log S)}}{3 \sqrt{n}} \leq 2^{\epsilon \sqrt{n} \log n \log S}\). Let \(T\) be any parse tree of \(\Phi\) with leaves \(w_{1}, \ldots, w_{\ell}\) computing polynomials \(p_{1}, \ldots, p_{\ell}\). We have \(f=\sum_{T \text { :parse tree of } \Phi} m(T)\) where \(m(T)\) be the product of multilinear polynomials corresponding to the leaves of \(\Phi\) in \(T\). Let \(X_{1}, \ldots, X_{\ell} \subseteq X\) be such that \(p_{i}\) is a polynomial in \(\mathbb{F}\left[X_{i}\right]\). For every \(i \in[\ell]\), let \(M_{i}=\left\{j \mid x_{j} \in X_{i}\right\}\) be the index set of \(X_{i}\). As \(P\) is a strict circular-interval ABP, we have that sets \(M_{1}, \ldots, M_{\ell}\) are circular \(\pi\)-intervals in \(\{1, \ldots, n\}\) for some \(\pi \in S_{n}\). Let \(\varphi_{\pi}: X \rightarrow Y \cup Z\) be the partition function described in Equation (3). If \(X_{i}\) is bi-chromatic then \(\operatorname{rank}_{\varphi_{\pi}}\left(p_{i}\right) \leq 2^{\sqrt{n} / 2}\) as \(\left|X_{i}\right| \leq \sqrt{n}\) by construction of formula \(\Phi\) when \(w_{i}\) is a leaf in \(\Phi\).

A crucial observation is that for any parse tree \(T\) of \(\Phi\), at most two of \(\varphi_{\pi}\left(X_{1}\right), \ldots, \varphi_{\pi}\left(X_{\ell}\right)\) are bi-chromatic. This is because the existence of bi-chromatic sets \(\varphi_{\pi}\left(X_{i}\right), \varphi_{\pi}\left(X_{j}\right), \varphi_{\pi}\left(X_{k}\right)\) for some \(i, j, k \in[\ell]\) implies that the circular \(\pi\)-intervals \(M_{i}, M_{j}, M_{k}\) are overlapping from the way partition \(\varphi_{\pi}\) is defined. As \(X_{i}, X_{j}, X_{k}\) are variable sets associated with leaves of the same parse tree \(T\), we can conclude that when \(\varphi_{\pi}\left(X_{i}\right), \varphi_{\pi}\left(X_{j}\right), \varphi_{\pi}\left(X_{k}\right)\) are bi-chromatic there exists nodes \(u, a, v\) in \(P\) such that circular \(\pi\)-intervals \(I_{u a}\) and \(I_{a v}\) are overlapping, a contradiction to the fact that \(P\) is a strict circular-interval ABP.

Therefore, in any parse tree \(T\) of \(\Phi\), at most two of \(\varphi_{\pi}\left(X_{1}\right), \ldots, \varphi_{\pi}\left(X_{\ell}\right)\) are bi-chromatic say \(\varphi_{\pi}\left(X_{i}\right)\) and \(\varphi_{\pi}\left(X_{j}\right)\). Hence \(\operatorname{rank}_{\varphi_{\pi}}\left(p_{i}\right) \leq 2^{\sqrt{n} / 2}\) and \(\operatorname{rank}_{\varphi_{\pi}}\left(p_{j}\right) \leq 2^{\sqrt{n} / 2}\). Also, \(\operatorname{rank}_{\varphi_{\pi}}\left(p_{k}\right) \leq 1\) for all \(k \neq i, j\). Thus, \(\operatorname{rank}_{\varphi_{\pi}}(f) \leq 2^{\epsilon \log n \log S \sqrt{n}+\sqrt{n}}\).

With the above, we can prove Theorem 2:
- Theorem 2. There exists an explicit multilinear polynomial \(g\) in \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\) such that any strict circular-interval \(A B P\) computing \(g\) requires size \(2^{\Omega(\sqrt{n} / \log n)}\).

Proof. Let \(P\) be a strict circular-interval ABP of size \(S=2^{o(\sqrt{n} / \log n)}\) computing \(g\) and \(\Phi\) be the syntactic multilinear formula obtained from \(P\) using Lemma 7. By Theorem 8, there exists a partition \(\varphi: X \rightarrow Y \cup Z\) with \(|\varphi(X) \cap Y|=|\varphi(X) \cap Z|=|X| / 2\) such that \(\operatorname{rank}_{\varphi}(g) \leq 2^{\sqrt{n}+\epsilon \log n \log S \sqrt{n}}<2^{n / 2}\). However, by Lemma 6, \(\operatorname{rank}_{\varphi}(g)=2^{n / 2}\), a contradiction. Hence, \(S=2^{\Omega(\sqrt{n} / \log n)}\).

\subsection*{4.2 Lower bound for sum of \(\mathcal{L}\)-ordered ABPs}

In this section, we show that by observing a simple property of the ABP to formula conversion given in Lemma 7, we can obtain lower bounds for \(\mathcal{L}\)-ordered ABPs for larger sub-exponential values \(\mathcal{L}\). In the following lemma, we observe that in the formula obtained from an \(\mathcal{L}\)-ordered ABP using Lemma 7, a lot of the leaves in any parse tree are in fact 1-ordered ABPs:
- Lemma 9. Let \(P\) be an \(\mathcal{L}\)-ordered \(A B P\) and \(F\) be the syntactic multilinear formula obtained from \(P\) using Lemma 7. Then, for any parse tree \(T\) of \(F\), all but at most \(O(\log \mathcal{L})\) many leaves of \(T\) are 1 -ordered ABPs (ROABPs).
Proof. Let \(T\) be any parse tree of \(F\) with leaves \(w_{1}, \ldots, w_{\ell}\) and let \(p_{1}, \ldots, p_{\ell}\) be the polynomials labeling \(w_{1}, \ldots, w_{\ell}\). From the construction given in the proof of Lemma 7, corresponding to each leaf \(w_{i}\) there are nodes \(u_{i}, v_{i}\) in \(P\) such that polynomial \(p_{i}=\left[u_{i}, v_{i}\right] \cdot \operatorname{label}\left(v_{i}, u_{i+1}\right)\). Consider the syntactic multilinear ABP \(P^{\prime}\) obtained by placing programs
\[
\left[u_{1}, v_{1}\right] \cdot \operatorname{label}\left(v_{1}, u_{2}\right),\left[u_{2}, v_{2}\right] \cdot \operatorname{label}\left(v_{2}, u_{3}\right), \ldots,\left[u_{i}, v_{i}\right] \cdot \operatorname{label}\left(v_{i}, u_{i+1}\right), \ldots,\left[u_{\ell}, v_{\ell}\right]
\]
in the above order. From the construction above, \(P^{\prime}\) is a sub-program of \(P\) and hence the number of variable orders in \(P^{\prime}\) is a lower bound on the number of variable orders in \(P\). If \(r_{i}\) is the number of variable orders in the sub-program \(\left[u_{i}, v_{i}\right]\), the total number of variable orders in the sub-program \(P^{\prime}\) (and hence \(P\) ) is at least \(r_{1} \cdot r_{2} \cdots r_{\ell}\). Since the number of distinct orders is at most \(\mathcal{L}\), we conclude that \(\left|\left\{i \mid r_{i} \geq 2\right\}\right| \leq \log \mathcal{L}\), as required.

Let \(\mathcal{D}\) denote the uniform distribution on the set of all partitions \(\varphi: X \rightarrow Y \cup Z\) with \(|Y|=|Z|\). In the following lemma, we show that rank of a polynomial computed by an \(\mathcal{L}\)-ordered ABP is far from being full. Proof can be found in the full version of the article [17].
- Lemma 10. Let \(P\) be an \(\mathcal{L}\)-ordered \(A B P\) of size \(S\) computing a polynomial \(f\) in \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\). Then for \(k=n^{1 / 20}, \operatorname{Pr}_{\varphi \sim \mathcal{D}}\left[\operatorname{rank}_{\varphi}(f)>2^{\log n \log S \sqrt{n}} \cdot 2^{n / 2-k \sqrt{n}}\right] \leq S^{2} \cdot 2^{-O\left(n^{1 / 20}\right)}\).

Now, we are ready to prove Theorem 3:
- Theorem 3. Let \(\mathcal{L} \leq 2^{n^{1 / 2-\epsilon}}, \epsilon>0\) and \(f_{1}, \ldots, f_{m} \in \mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\) be multilinear polynomials computed by \(\mathcal{L}\)-ordered \(A B P\) s of size \(S_{1}, \ldots, S_{m}\) respectively. There exists an explicit multilinear polynomial \(g\) in \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\) such that if \(g=f_{1}+\cdots+f_{m}\) then either \(m=2^{\Omega\left(n^{1 / 40}\right)}\) or there is an \(i \in[m]\) such that \(S_{i}=2^{\Omega\left(n^{1 / 40}\right)}\).
Proof. Set \(k=n^{1 / 20}\). Suppose, for every \(i, f_{i}\) is computed by \(\mathcal{L}\)-ordered ABP of size \(2^{n^{1 / 40}}\). Then, \(\operatorname{rank}_{\varphi}\left(f_{i}\right)>2^{\sqrt{n} \log n \log \left(2^{n^{1 / 40}}\right)} 2^{n / 2-k \sqrt{n}}\) with probability at most \(2^{2 n^{1 / 40}} 2^{-n^{1 / 20}}\) when \(\varphi \sim \mathcal{D}\). Therefore, probability that there is a \(i\) such that \(\operatorname{rank}_{\varphi}\left(f_{i}\right)>2^{\sqrt{n} \log n \log S} 2^{n / 2-k \sqrt{n}}\) is at most \(m 2^{2 n^{1 / 40}} 2^{-n^{1 / 20}}<1\) for \(m<2^{n^{1 / 40}}\). By union bound, there is a \(\varphi \sim \mathcal{D}\) such that for every \(i\), \(\operatorname{rank}_{\varphi}\left(f_{i}\right)<2^{\sqrt{n} \log n \log \left(2^{n^{1 / 40}}\right)} 2^{n / 2-k \sqrt{n}}<2^{n / 2}\). But by Lemma 6, rank \(_{\varphi}(g)=2^{n / 2}\) for every partition \(\varphi\), which is a contradiction. Hence, either \(m=2^{\Omega\left(n^{1 / 40}\right)}\) or there is an \(i \in[m]\) such that \(S_{i}=2^{\Omega\left(n^{1 / 40}\right)}\).

\section*{5 Comparison with other multilinear circuit models}

In this section, we compare strict circular-interval ABPs and \(\mathcal{L}\)-ordered ABPs to other well known models for computing mulitlinear polynomials.

\section*{\(5.1 \mathcal{L}\)-ordered to \(\mathcal{L}\)-pass}

In this section, we show that \(\mathcal{L}\)-ordered ABPs can be transformed into ABPs that make at most \(\mathcal{L}\) passes on the input, although in different orders.
- Theorem 11. Let \(P\) be an \(\mathcal{L}\)-ordered \(A B P\) of size \(S\) computing a polynomial \(f \in\) \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\). Then there is an \(\mathcal{L}\)-pass \(A B P Q\) of size \(\operatorname{poly}(\mathcal{L}, S)\) computing \(f\).

Proof. Let \(P\) be an \(\mathcal{L}\)-ordered ABP of size \(S\) computing a polynomial \(f\). Let \(L_{0}, L_{1}, \ldots, L_{\ell}\) be the layers of \(P\) where source \(s\) and sink \(t\) are the only nodes in layers \(L_{0}\) and \(L_{\ell}\) respectively. Let \(u_{i 1}, \ldots, u_{i w}\) be nodes in \(L_{i}\), where \(w \leq S\) is the width of \(P\). Without loss of generality assume every node in \(P\) has in-degree and out-degree at most two, and every layer except \(L_{0}\) and \(L_{\ell}\) has exactly \(w\) nodes. Also, every \(s\) to \(t\) path in \(P\) respects one of the permutations \(\pi_{1}, \pi_{2}, \ldots, \pi_{\mathcal{L}}\). We now construct an \(\mathcal{L}\)-pass ABP \(\mathcal{Q}\) that reads variables in the order \(\left(x_{\pi_{1}(1)}, x_{\pi_{1}(2)}, \ldots, x_{\pi_{1}(n)}\right), \ldots,\left(x_{\pi_{\mathcal{L}}(1)}, x_{\pi_{\mathcal{L}}(2)}, \ldots, x_{\pi_{\mathcal{L}}(n)}\right)\). The source and sink of \(\mathrm{ABP} \mathcal{Q}\) are denoted by \(s^{\prime}\) and \(t^{\prime}\) respectively. The number of layers in \(\mathcal{Q}\) will be bounded by \(\mathcal{L}(\ell+1)\) and are labeled as \(L_{i r}, i \in[\mathcal{L}], r \in\{0, \ldots, \ell\}\). Intuitively, for a node \(u_{r j}\) in layer \(L_{r}\) in \(P\), we have \(\mathcal{L}\) copies, \(u_{1 r j}, u_{2 r j} \ldots, u_{\mathcal{L} r j}\) in \(\mathcal{Q}\), where \(u_{i r j}\) is a vertex in layer \(L_{i r}\).

Intuitively, \(u_{i r j}\) would have all paths from \(s\) to \(u_{r j}\) that respect the permutation \(\pi_{i}\), but none of the permutations \(\pi_{p}\) for \(p<i\). To ensure that the resulting ABP is \(\mathcal{L}\)-pass, we place the layers as follows : \(L_{11}, \ldots, L_{1 \ell}, L_{21}, \ldots, L_{2 \ell}, \ldots, L_{\mathcal{L} 1}, \ldots, L_{\mathcal{L} \ell}\). We construct \(\mathcal{Q}\) as follows :
(1) Base Case: In ABP \(P\), for every edge \(e\) from source \(s\) in layer \(L_{0}\) to node \(u_{1 j}, j \leq w\) in layer \(L_{1}\) labeled by \(\operatorname{label}(e) \in X \cup \mathbb{F}\), if \(\operatorname{label}(e)=x_{k}\), then add the edge \(\left(s^{\prime}, u_{m 1 j}\right)\) with label \(x_{k}\) where \(m\) is the smallest value such that \(x_{k}\) is consistent with \(\pi_{m}\), if label \((e)=\alpha \in \mathbb{F}\), then add the edge \(\left(s^{\prime}, u_{m 1 j}\right)\) with label \(\alpha\).
(2) Induction Step: Consider layer \(L_{r}, r \in\{1, \ldots, \ell\}\) :
a. For every node \(u_{r j}\) in layer \(L_{r}\) of \(P\), with \(1 \leq j \leq w\) and every edge \(e\) of the form \(e=\left(u_{r j}, u_{r+1, j^{\prime}}\right)\) do the following:
Case 1: label \((e)=x_{k} \in X\). For every \(1 \leq i \leq \mathcal{L}\), let \(m\) be the smallest index such that every path from \(s^{\prime}\) to \(u_{i r j}\) concatenated with the edge \(e\) is consistent with \(\pi_{m}\). Note that, by the construction, \(m \geq i\). Add the edge ( \(u_{i r j}, u_{m r+1 j^{\prime}}\) ) in \(\mathcal{Q}\) for every \(i\) with label \(x_{k}\). For every \(1 \leq i \leq \mathcal{L}\), note that the choice of \(m\) is unique.
Case 2: \(\operatorname{label}(e)=\alpha \in \mathbb{F}\). For every \(1 \leq i \leq \mathcal{L}\), add edge \(\left(u_{i r j}, u_{i r+1 j}\right)\) with label \(\alpha\).
b. Create the node \(t^{\prime}\) in \(\mathcal{Q}\), and add edges \(\left(u_{i \ell 1}, t^{\prime}\right)\) with label 1 for every \(1 \leq i \leq \mathcal{L}\).

Note that in the above construction, the resulting branching program will not be layered. It can be made layered by adding suitable new vertices and edges labeled by \(1 \in \mathbb{F}\). The correctness of the construction follows from the following claim whose proof is can be found in the full version [17].
\(\triangleright\) Claim 12.
(1) \(\mathcal{Q}\) is an \(\mathcal{L}\)-pass syntactic multilinear ABP and has size \(\operatorname{poly}(\mathcal{L}, S)\).
(2) For \(1 \leq r \leq \ell\) and node \(u_{r j}\) in layer \(L_{r}\) in \(P, 1 \leq j \leq w,\left[s, u_{r j}\right]_{P}=\sum_{i=1}^{\mathcal{L}}\left[s^{\prime}, u_{i r j}\right]_{\mathcal{Q}}\).

\subsection*{5.2 Circular-Interval ABP vs. Sum of ROABPs}

In this section, we define circular-interval ABPs (a generalization of strict circular-interval ABPs ) and compare them to sum of ROABPs (and sum of strict circular-interval ABPs ).
- Definition 4 (Circular-Interval ABP). Let \(\pi \in S_{n}\) be a permutation. A syntactic mulitlinear \(A B P P\) is said to a \(\pi\)-circular-interval ABP if for any node \(v\) in \(P\), the index set of \(X_{s, v}\) is contained in some circular \(\pi\)-interval \(I_{s v}\) in \([1, n] . P\) is said to be circular-interval ABP if it is a \(\pi\)-circular-interval \(A B P\) for some permutation \(\pi\) in \(S_{n}\).

Let \(h=\left(h_{n}\right)_{n \geq 0}\) be the family of multilinear polynomials defined by Dvir et al. [8].
The following properties of the polynomial \(h\) are straightforward from Theorem 3.4 of [8] and the definition of circular-interval ABPs:
- Lemma 13 ([8], Theorem 3.4). (i) Over any field \(\mathbb{F}\), the mulitlinear ABP \(R\) computing \(h\) is a circular-interval \(A B P\) of polynomial size. (ii) For any partition \(\Pi \sim \mathcal{D}\), \(\operatorname{rank}_{\Pi}(h)=2^{n / 2}\).

Now, in order to separate circular-interval ABPs from ROABPs, it suffices to construct one partition \(\Pi\) such that \(\operatorname{rank}_{\Pi}(f)<2^{n / 2}\) where \(f\) is the polynomial computed by an ROABP. This is guaranteed by the following lemma, whose proof is based on the ideas in [8] and [16]:
- Lemma 14. Let \(Q\) be an \(R O A B P\) computing a multilinear polynomial \(f \in \mathbb{F}\left[x_{1}, \ldots, x_{N}\right]\) and \(\Phi_{Q}\) be the multilinear formula obtained from \(Q\) computing \(f\). Then \(\operatorname{rank}_{\Pi}(f) \leq\left|\Phi_{Q}\right|\). \(2^{n / 2-n^{1 / 5000}}\) with probability at least \(1-n^{\Omega(\log n)}\) for \(\Pi \sim \mathcal{D}\).
- Theorem 15. Let \(f_{1}, \ldots f_{m}\) in \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\) be multilinear polynomials computed by ROABPs of size \(R_{1}, \ldots, R_{m}\) respectively. There exists an explicit multilinear polynomial \(h\) in \(\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]\) computable by circular-interval ABPs of polynomial size, such that if \(h=f_{1}+\cdots+f_{m}\) then, either \(m=n^{\Omega(\log n)}\) or there is an \(i \in[m]\) with \(R_{i}=2^{\Omega\left(n^{1 / 6000} / \log N\right)}\).

As an immediate corollary to Theorem 15, we have the following:
- Corollary 16. There is a super-polynomial separation between \(R O A B P\) s and circular interval ABPs.
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\begin{abstract}
In a Nisan-Wigderson design polynomial (in short, a design polynomial), every pair of monomials share a few common variables. A useful example of such a polynomial, introduced in [34], is the following:
\end{abstract}
\[
\mathrm{NW}_{d, k}(\mathbf{x})=\sum_{h \in \mathbb{F}_{d}[z], \operatorname{deg}(h) \leq k} \prod_{i=0}^{d-1} x_{i, h(i)}
\]
where \(d\) is a prime, \(\mathbb{F}_{d}\) is the finite field with \(d\) elements, and \(k \ll d\). The degree of the gcd of every pair of monomials in \(\mathrm{NW}_{d, k}\) is at most \(k\). For concreteness, we fix \(k=\lceil\sqrt{d}\rceil\). The family of polynomials \(\mathcal{N W}:=\left\{\mathrm{NW}_{d, k}: d\right.\) is a prime \(\}\) and close variants of it have been used as hard explicit polynomial families in several recent arithmetic circuit lower bound proofs. But, unlike the permanent, very little is known about the various structural and algorithmic/complexity aspects of \(\mathcal{N} \mathcal{W}\) beyond the fact that \(\mathcal{N W} \in V N P\). Is \(\mathrm{NW}_{d, k}\) characterized by its symmetries? Is it circuittestable, i.e., given a circuit C can we check efficiently if C computes \(\mathrm{NW}_{d, k}\) ? What is the complexity of equivalence test for \(\mathcal{N W}\), i.e., given black-box access to a \(f \in \mathbb{F}[\mathbf{x}]\), can we check efficiently if there exists an invertible linear transformation \(A\) such that \(f=\operatorname{NW}_{d, k}(A \cdot \mathbf{x})\) ? Characterization of polynomials by their symmetries plays a central role in the geometric complexity theory program. Here, we answer the first two questions and partially answer the third.

We show that \(\mathrm{NW}_{d, k}\) is characterized by its group of symmetries over \(\mathbb{C}\), but not over \(\mathbb{R}\). We also show that \(\mathrm{NW}_{d, k}\) is characterized by circuit identities which implies that \(\mathrm{NW}_{d, k}\) is circuit-testable in randomized polynomial time. As another application of this characterization, we obtain the "flip theorem" for \(\mathcal{N W}\).

We give an efficient equivalence test for \(\mathcal{N W}\) in the case where the transformation \(A\) is a block-diagonal permutation-scaling matrix. The design of this algorithm is facilitated by an almost complete understanding of the group of symmetries of \(\mathrm{NW}_{d, k}\) : We show that if \(A\) is in the group of symmetries of \(\mathrm{NW}_{d, k}\) then \(A=D \cdot P\), where \(D\) and \(P\) are diagonal and permutation matrices respectively. This is proved by completely characterizing the Lie algebra of \(\mathrm{NW}_{d, k}\), and using an interplay between the Hessian of \(\mathrm{NW}_{d, k}\) and the evaluation dimension.
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\section*{1 Introduction}

Proving super-polynomial lower bounds for Boolean and arithmetic circuits computing explicit functions is the holy grail of circuit complexity. Over the past few decades, research on lower bounds has gradually pushed the frontier by bringing in novel methods in the arena and carefully building upon the older ones. Some of the notable achievements are - lower bounds for \(\mathrm{AC}^{0}\) circuits [2,17,26], monotone circuits [3,57], \(\mathrm{ACC}(p)\) circuits [58, 62\(]\) and ACC circuits [52,63] in the Boolean case, and lower bounds for homogeneous depth three circuits [54], multilinear formulas [55,56], homogeneous depth four circuits [23,31, 42] and the lower bound on the depth of circuits for MaxFlow [46] in the arithmetic case. The slow progress in circuit lower bounds is explained by a few "barrier" type results, particularly by the notion of natural proofs [59] for Boolean circuits, and the notion of algebraically natural proofs \([13,21]\) for arithmetic circuits \({ }^{1}\). Most lower bound proofs, but not all \({ }^{2}\), do fit in the natural proof framework.

It is apparent from the concept of natural proofs and its algebraic version that in order to avoid this barrier, we need to develop an approach that violates the so called constructivity criterion or the largeness criterion. Focusing on the latter criterion, it means, if an explicit function has a special property that random functions do not have, and if a lower bound proof for circuits computing this explicit function uses this special property critically, then such a proof circumvents the natural proof barrier automatically. For polynomial functions (simply polynomials), characterization by symmetries is such a special property \({ }^{3}\), and the geometric complexity theory (GCT) program [51] is an approach to proving super-polynomial arithmetic circuit lower bound by crucially exploiting this property of the permanent and the determinant polynomials. From hereon, our discussion will be restricted to polynomial functions and arithmetic circuits.

The permanent family is complete for the class VNP and the determinant family is complete for the class VBP under p-projections. The class VBP \(\subseteq\) VP consists of polynomial families that are computable by poly-size algebraic branching programs; this class has another interesting complete family, namely the iterated matrix multiplication (IMM) family. These three polynomial families have appeared in quite a few lower bound proofs \([9,15,20,23\), \(36,42,45,54-56]\) in the arithmetic circuit literature. That permanent and determinant are characterized by their respective groups of symmetries are classical results [16, 44]. It has also been shown that IMM is characterized by its symmetries \([19,32]\). There are two other polynomial families in VP, the power symmetric polynomials and the sum-product polynomials, that are known to possess this rare property (see Section 2 in [8]). However, the elementary symmetric polynomial is not characterized by its symmetries [27].

In the recent years, another polynomial, namely the Nisan-Wigderson design polynomial (in short, design polynomial), and close variants of it have been used intensely as hard explicit polynomials in several lower bound proofs for depth three, depth four and depth five circuits \([10,12,31,33-35,37-42]\). In some cases, the design polynomial (Definition 7) yielded lower bounds that are not known yet for the permanent, determinant and IMM (as

\footnotetext{
\({ }^{1}\) Presently, the evidences in favor of existence of one-way functions (which implies the natural proof barrier) are much stronger than that of existence of succinct hitting-set generators (which implies the algebraically natural proof barrier). However, there are a few results in algebraic complexity that exhibit, unconditionally [11] or based on more plausible complexity theoretic assumptions [5], the limitations of some of the current techniques in proving lower bounds for certain restricted arithmetic models.
2 like the lower bounds for monotone and ACC circuits
3 A random polynomial is not characterized by its symmetries with high probability (see Proposition 3.4.9 in [22])
}
in \([12,33,37,40]\) ). It can be easily shown that the design polynomial defines a family in VNP (see Observation B. 1 in [24]). But, very little is otherwise known about the various structural and algorithmic/complexity aspects of this family. Like the permanent, is it characterized by its symmetries? Is it circuit testable? What is the complexity of equivalence test for the Nisan-Wigderson design polynomial? It is reasonable to seek answers to these fundamental questions for a natural family like the design polynomials. Moreover, in the light of some recent developments in GCT [7,28,29], it may be worth studying other polynomial families (like the design polynomials and the IMM) that have some of the "nice features" of the permanent and the determinant and that may also fit in the GCT framework. We refer the reader to \([1,22,50,60]\) for an overview of GCT. If the design polynomial family turns out to be in VP then that would be an interesting result by itself with potentially important complexity theoretic and algorithmic consequences. If a polynomial has a small depth- 4 circuit, then it is a projection of a small NW design polynomial (see Observation B. 2 in [24])

In this article, we answer some of the above questions on the design polynomial pertaining to its group of symmetries. Our results accord a fundamental status to this polynomial.

\subsection*{1.1 Our results}

Some of the basic definitions and notations are given in Section 2. The design polynomial \(\mathrm{NW}_{d, k}\) is defined (in Definition 7) using two parameters, \(d\) (the degree) and \(k\) (the "intersection" parameter). Our results hold for any \(k \in\left[1, \frac{d}{4}-5\right]\), but (from the lower bound point of view) it is best to think of \(k\) as \(d^{\epsilon}\) for some arbitrarily chosen constant \(\epsilon \in(0,1)\). The number of variables in \(\mathrm{NW}_{d, k}\) is \(n=d^{2}\). Any polynomial can be expressed as an affine projection of \(\mathrm{NW}_{d, k}\), for a possibly large \(d\) (see Observation B. 2 in [24]). For notational convenience, we will drop the subscripts \(d\) and \(k\) whenever they are clear from the context. Let \(\mathscr{G}_{f}\) be the group of symmetries of a polynomial \(f\) over an underlying field \(\mathbb{F}\) (see Definition 12).
- Theorem 1 (Characterization by symmetries). Let \(\mathbb{F}=\mathbb{C}\) and \(f\) be a homogeneous degree-d polynomial in \(n=d^{2}\) variables. If \(\mathscr{G}_{\mathrm{NW}} \subseteq \mathscr{G}_{f}\) then \(f=\alpha \cdot \mathrm{NW}\) for some \(\alpha \in \mathbb{C}\).

The theorem, proven in Section 3, holds over any field \(\mathbb{F}\) having a \(d\)-th root of unity \(\zeta \neq 1\) and \(|\mathbb{F}| \neq d+1\). We also show in Section 4.3 that NW is not characterized by its symmetries over \(\mathbb{R}, \mathbb{Q}\) and finite fields not containing a \(d\)-th primitive root of unity - in contrast, the permanent is characterized by its symmetries over these fields. The symmetries of NW have a nice algorithmic application: Although, it is not known if NW is computable by a poly \((d)\) size circuit (Definition 6), the following theorem shows that checking if a given circuit computes NW can be done efficiently. In this article, whenever we mention size-s circuit, we mean size- \(s\) circuit with degree bounded by \(\delta(s)\), which is an arbitrarily fixed polynomial function \({ }^{4}\) of \(s\). Let \(\mathbf{x}\) be the set of \(n\) variables of NW. We will identify a circuit with the polynomial computed by it.
- Theorem 2 (Circuit testability). There is a randomized algorithm that takes input as black-box access to a circuit \(\mathrm{C}(\mathbf{x})\) of size \(s\) over a finite field \(\mathbb{F}\), where \(|\mathbb{F}| \geq 4 \cdot \delta(s)\) (recall \(\delta(s)\) is an upper bound on the degree of size \(s\) circuits), and determines correctly whether or not \(\mathbf{C}(\mathbf{x})=\) NW with high probability, using poly \((s)\) field operations.

\footnotetext{
4 This is the interesting scenario in algebraic complexity theory as polynomial families in VP admit circuits with degree bounded by a polynomial function of size.
}

A suitable version of the theorem also holds over \(\mathbb{Q}, \mathbb{R}\) and \(\mathbb{C}\). Such a theorem is known for the permanent with two different proofs, one using self-reducibility of the permanent [43] and the other using its symmetries [48]. We do not know if NW has a self-reducible property like the permanent, but its symmetries are powerful enough to imply the above result. The theorem is proven in Section 5 by showing that NW is characterized by circuit identities over any field (see Definition 18). This characterization, which uses the symmetries of NW, also implies the following result. For this result, we can assume \(\delta(s) \geq d\), without any loss of generality.
- Theorem 3 (Flip theorem). Suppose NW is not computable by circuits of size \(s\) over a finite field \(\mathbb{F}\), where \(|\mathbb{F}| \geq 4 \cdot \delta(s)\) and \(\delta(s)\) is an upper bound on the degree of size \(s\) circuits. Then, there exist points \(\mathbf{a}_{1}, \ldots, \mathbf{a}_{m} \in \mathbb{F}^{n}\), where \(m=\operatorname{poly}(s)\), such that for every circuit C over \(\mathbb{F}\) of size at most \(s\), there is an \(\ell \in[m]\) satisfying \(\mathrm{C}\left(\mathbf{a}_{\ell}\right) \neq \mathrm{NW}\left(\mathbf{a}_{\ell}\right)\). A set of randomly generated points \(\mathbf{a}_{1}, \ldots, \mathbf{a}_{m} \in_{r} \mathbb{F}^{n}\) has this property with high probability. Moreover, black-box derandomization of polynomial identity testing for size-(10s) circuits over \(\mathbb{F}\) using poly \((s)\) field operations implies that the above-mentioned points can be computed deterministically using poly (s) field operations.

An appropriate version of the theorem also holds over \(\mathbb{Q}, \mathbb{R}\) and \(\mathbb{C}\). The flip theorem is known for the permanent \([48,49]^{5}\). Similar theorems have also been shown for the \(3 S A T\) problem \([4,14]\). Results of this kind show that if a certain function ( \(3 S A T\) or permanent or NW) is not computable by small circuits then there exists a short list of efficiently computable "hard instances" that fail all small circuits.
We show another algorithmic application of the knowledge of the symmetries of NW in solving a natural case of the equivalence test problem for NW, namely block-diagonal permutationscaling equivalence test (BD-PS equivalence test, in short). An equivalence test for NW checks if a given polynomial \(f \in \mathbb{F}[\mathbf{x}]\) satisfies \(f=\operatorname{NW}(A \cdot \mathbf{x})\), where \(A\) is an invertible linear transformation. A BD-PS equivalence test is the special case where \(A\) is a product of a block-diagonal permutation matrix and an invertible scaling matrix. The following theorem is proved in Section 6.
- Theorem 4 (BD-PS equivalence test for NW). Let \(k \in\left[1, \frac{d}{3}\right]\), \(\mathbb{F}\) be a finite field such that \(d \nmid(|\mathbb{F}|-1)\) and \(|\mathbb{F}| \geq 4 d\). There is a randomized algorithm that takes input black-box access to a degree d polynomial \(f \in \mathbb{F}[\mathbf{x}]\) and correctly decides if \(f\) is BD-PS equivalent to NW with high probability. If the answer is yes then it outputs a \(A\) such that \(f=\mathrm{NW}(A \cdot \mathbf{x})\), where \(A\) is a product of a block-diagonal permutation matrix and an invertible scaling matrix. The running time is \(\operatorname{poly}(d, \log |\mathbb{F}|)\).

An appropriate version of the theorem holds over \(\mathbb{R}\) (details given in Section F. 4 of [24]). Efficient equivalence tests are known for the Permanent and IMM over \(\mathbb{C}, \mathbb{Q}\) and finite fields \([30,32]\) and for the Determinant over \(\mathbb{C}\) and finite fields [18, 30]. In [30], it was shown that equivalence test for the Permanent reduces to permutation-scaling (PS) equivalence test. We show in Section 6 that equivalence test for NW reduces to block-permuted equivalence test \({ }^{6}\),i.e., we can assume without loss of generality that \(A\) is a block-permuted matrix. Theorem 4 solves the equivalence test for NW in the case where \(A\) is a block-diagonal matrix and additionally has the permutation-scaling (PS) structure. Even this case is quite nontrivial and may serve as an important ingredient for an efficient general equivalence test for NW.

\footnotetext{
5 We have borrowed the name "flip theorem" from these work.
\({ }^{6}\) It decides if there exists a block-permuted matrix (Definition 8) \(A \in \mathrm{GL}_{d^{2}}(\mathbb{F})\) such that \(f=\mathrm{NW}(A \cdot \mathbf{x})\)
}

The design of the test in Theorem 4 is facilitated by a near complete understanding of the symmetries of NW as stated in the following theorem. The proof is given in Section 4.2.
- Theorem 5 (Structure of \(\left.\mathscr{G}_{\mathrm{NW}}\right)\). Let \(\mathbb{F}\) be the underlying field of size greater than \(\binom{d}{2}\) and \(\operatorname{char}(\mathbb{F}) \neq d\). If \(A \in \mathscr{G}_{\mathrm{NW}}\) then \(A=D \cdot P\), where \(D, P \in \mathscr{G}_{\mathrm{NW}}\) are diagonal and permutation matrices respectively.

The group of symmetries of the permanent has a similar structure [44]. The above structure also plays a crucial role in showing that NW is not characterized by its symmetries over \(\mathbb{R}\). The proof of the theorem involves a complete characterization of the Lie algebra of NW, and an interplay between the Hessian of NW and the evaluation dimension measure. We first prove the structural results (Theorems 1 and 5) and then show their algorithmic applications (Theorems 2, 3 and 4). The proof details are shifted to the appendix. A comparison between the Permanent and NW is summarized in a table in Section A of [24].

\section*{2 Preliminaries}

Notations. The set of natural numbers is \(\mathbb{N}=\{0,1,2 \ldots\}\) and \(\mathbb{N}^{\times}=\mathbb{N} \backslash\{0\}\). For \(r \in \mathbb{N}^{\times}\), \([r]=\{0, \ldots, r-1\}\). The general linear group \(\mathrm{GL}_{r}(\mathbb{F})\) is the group of all \(r \times r\) invertible matrices over \(\mathbb{F}\). Throughout this article, poly \((r)\) means \(r^{O(1)}\) and \(\exp (r)\) means \(2^{r}\). For a prime \(d, \mathbb{F}_{d}\) is the finite field of order \(d\) whose elements are naturally identified with \([d]=\{0,1, \ldots, d-1\}\). Let \(\mathbf{x}\) be the following disjoint union of variables,
\[
\begin{equation*}
\mathbf{x}:=\biguplus_{i \in[d]} \mathbf{x}_{i} \tag{1}
\end{equation*}
\]
where \(\mathbf{x}_{i}:=\left\{x_{i, 0}, \ldots, x_{i, d-1}\right\}\). The total number of variables in \(\mathbf{x}\) is \(n=d^{2}\). \(\mathbb{F}[\mathbf{x}]\) and \(\mathbb{F}_{d}[z]\) denote the rings of multivariate and univariate polynomials over \(\mathbb{F}\) and \(\mathbb{F}_{d}\) in \(\mathbf{x}\) and \(z\) variables respectively, and the set \(\mathbb{F}_{d}[z]_{k}:=\left\{h \in \mathbb{F}_{d}[z]: \operatorname{deg}(h) \leq k\right\}\). We will represent elements of \(\mathbb{F}\) by lower case Greek alphabets \((\alpha, \beta, \ldots)\), elements of \(\mathbb{F}_{d}\) by lower case Roman alphabets \((a, b, \ldots)\), multivariate polynomials over \(\mathbb{F}\) by \(f, g\) and \(q\), univariate polynomials over \(\mathbb{F}_{d}\) by \(p\) and \(h\), matrices over \(\mathbb{F}\) by capital letters \((A, B, C, \ldots)\), and the set of variables by \(\mathbf{x}, \mathbf{y}, \mathbf{z}\) and vectors over \(\mathbb{F}\) by \(\mathbf{a}, \mathbf{b}\). Variable sets are interpreted as column vectors when left multiplied to a matrix. For instance, in \(A \cdot \mathbf{x}, \mathbf{x}\) is the vector \(\left(x_{0,0} x_{0,1} \ldots x_{0, d-1} \ldots x_{d-1,0} x_{d-1,1} \ldots x_{d-1, d-1}\right)^{T}\), and we say \(A\) is applied on \(\mathbf{x}\).

\subsection*{2.1 Algebraic preliminaries}

A polynomial \(f\) is homogeneous if the degree of all the monomials of \(f\) are the same. Polynomial \(f \in \mathbb{F}[\mathbf{x}]\) is set-multilinear in the sets \(\mathbf{x}_{0}, \ldots, \mathbf{x}_{d-1}\) (as defined in Equation (1)) if every monomial contains exactly one variable from each set \(\mathbf{x}_{i}\) for \(i \in[d]\).
- Definition 6 (Arithmetic circuit). An arithmetic circuit C over \(\mathbb{F}\) is a directed acyclic graph in which a node with in-degree zero is labelled with either a variable or an \(\mathbb{F}\)-element, an edge is labelled with an \(\mathbb{F}\)-element, and other nodes are labelled with + and \(\times\). Computation proceeds in a natural way: a node with in-degree zero computes its label, an edge scales a polynomial by its label, and a node labelled with \(+/ \times\) computes the sum/product of the polynomials computed at the end of the edges entering the node. The polynomials computed by nodes with out-degree zero are the outputs of C . The size of C is the sum of the number of nodes and edges in the graph. The degree of C is the maximum over the degree of the polynomials computed at all nodes of C.
- Definition 7 (Nisan-Wigderson polynomial). Let \(d>2\) be a prime and \(k \in \mathbb{N}\). The NisanWigderson design polynomial is defined as in [34] (which is inspired by the Nisan-Wigderson set-systems [53]),
\[
\operatorname{NW}_{d, k}(\mathbf{x}):=\sum_{h \in \mathbb{F}_{d}[z]_{k}} \prod_{i \in \mathbb{F}_{d}} x_{i, h(i)}
\]

It is a degree- \(d\) homogeneous and set-multilinear polynomial in \(n=d^{2}\) variables, having \(d^{k+1}\) monomials. We drop the subscripts \(d, k\) for notational convenience. NW satisfies the "low intersection" property, meaning any two monomials of NW have at most \(k\) variables in common. This follows because the monomials are obtained from polynomials in \(\mathbb{F}_{d}[z]_{k}\).
- Definition 8 (Block-permuted matrix). A matrix \(A \in \mathbb{F}^{d^{2} \times d^{2}}\) is a block-permuted matrix with block size d if \(A=B \cdot\left(P \otimes I_{d}\right)\), where \(B \in \mathbb{F}^{d^{2} \times d^{2}}\) is a block-diagonal matrix with block size \(d, P \in \mathbb{F}^{d \times d}\) is a permutation matrix, and \(I_{d}\) is the \(d \times d\) identity matrix.
- Definition 9 (Evaluation dimension). Let \(f \in \mathbb{F}[\mathbf{y}]\) and \(\mathbf{z} \subseteq \mathbf{y}\). The evaluation dimension of \(f\) with respect to \(\mathbf{z}\) is, \(\operatorname{evalDim}_{\mathbf{z}}(f):=\operatorname{dim}\left(\mathbb{F}-\operatorname{span}\left\{\left.f(\mathbf{y})\right|_{\mathbf{z}=\mathbf{a}}: \boldsymbol{a} \in \mathbb{F}^{|\mathbf{z}|}\right\}\right)\).
- Definition 10 (Hessian). Let \(f \in \mathbb{F}[\mathbf{y}]\) be a polynomial in \(\mathbf{y}=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}\) variables. The Hessian of \(f\) is the following matrix in \((\mathbb{F}[\mathbf{y}])^{n \times n}\),
\[
H_{f}(\mathbf{y}):=\left(\frac{\partial^{2} f}{\partial y_{i} \cdot \partial y_{j}}\right)_{i, j \in[n]} .
\]

The following property of \(H_{f}(\mathbf{y})\) that can be proved using chain-rule of derivatives.
- Lemma 11 (Lemma 2.6 of [8]). Let \(g \in \mathbb{F}[\mathbf{y}]\) and \(f=g(A \cdot \mathbf{y})\) for some \(A \in \mathbb{F}^{n \times n}\). Then, \(H_{f}(\mathbf{y})=A^{T} \cdot H_{g}(A \cdot \mathbf{y}) \cdot A\).
- Definition 12 (Group of symmetries). Let \(f \in \mathbb{F}[\mathbf{y}]\) be an \(n\)-variate polynomial. The set \(\mathscr{G}_{f}=\left\{A \in \mathrm{GL}_{n}(\mathbb{F}): f(A \cdot \mathbf{y})=f(\mathbf{y})\right\}\) forms a group under matrix multiplication and it is called the group of symmetries of \(f\) over \(\mathbb{F}\).
- Definition 13 (Lie algebra). Let \(f \in \mathbb{F}[\mathbf{y}]\) be a polynomial in \(\mathbf{y}=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}\) variables. The Lie algebra of \(f\), denoted by \(\mathfrak{g}_{f}\), is the set of matrices \(B=\left(b_{i, j}\right)_{i, j \in[n]} \in \mathbb{F}^{n \times n}\) satisfying the relation \(\sum_{i, j \in[n]} b_{i, j} \cdot y_{j} \cdot \frac{\partial f}{\partial y_{i}}=0\).

It is easy to check that \(\mathfrak{g}_{f}\) is a vector space over \(\mathbb{F}\). The following property relates the Lie algebras of \(f(\mathbf{y})\) and \(f(A \cdot \mathbf{y})\) for \(A \in \mathrm{GL}_{n}(\mathbb{F})\). See Proposition 58 of [30] for its proof.
- Lemma 14 (Conjugacy of Lie algebras). Let \(g \in \mathbb{F}[\mathbf{y}]\) be an n-variate polynomial. If \(f(\mathbf{y})=g(A \cdot \mathbf{y})\) for \(A \in \mathrm{GL}_{n}(\mathbb{F})\), then \(\mathfrak{g}_{f}=A^{-1} \cdot \mathfrak{g}_{g} \cdot A\).
- Lemma 15. [30] Given black-box access to an n-variate degree d polynomial \(f \in \mathbb{F}[\mathbf{x}]\), a basis of \(\mathfrak{g}_{f}\) can be computed in randomized poly \((n, d, \rho)\) time, where \(\rho\) is the bit complexity of the coefficients of \(f\).

Over \(\mathbb{C}\), the Lie algebra \(\mathfrak{g}_{f}\) is related to the group of symmetries \(\mathscr{G}_{f}\) as stated in the following definition. For \(B \in \mathbb{C}^{n \times n}\), let \(e^{B}:=\sum_{i \in \mathbb{N}} \frac{B^{i}}{i!} \in \mathbb{C}^{n \times n}\) (the series always converges).
- Definition 16 (Continuous and discrete symmetries). Let \(f \in \mathbb{C}[\mathbf{y}]\). If \(A \in \mathfrak{g}_{f}\) then \(e^{t A} \in \mathscr{G}_{f}\) for every \(t \in \mathbb{R}\) (see [25] for a proof of this fact). Elements of the set \(\left\{e^{t A}: A \in \mathfrak{g}_{f}\right.\) and \(\left.t \in \mathbb{R}\right\}\) are the continuous symmetries of \(f\). All the other symmetries in \(\mathscr{G}_{f}\) are the discrete symmetries of \(f\).
- Definition 17 (Characterization by symmetries). A homogeneous degree-d polynomial \(g \in\) \(\mathbb{F}[\mathbf{y}]\) is said to be characterized by its symmetries if for every degree-d homogeneous polynomial \(f \in \mathbb{F}[\mathbf{y}], \mathscr{G}_{g} \subseteq \mathscr{G}_{f}\) implies that \(f(\mathbf{y})=\alpha \cdot g(\mathbf{y})\) for some \(\alpha \in \mathbb{F}\).
- Definition 18 (Characterization by circuit identities). Let \(g \in \mathbb{F}[\mathbf{y}]\) be an n-variate polynomial, and \(\mathbf{z}, \mathbf{u}\) be two sets of constantly many variables and \(|\mathbf{z}|=c\). Suppose that there exist \(m=\operatorname{poly}(n)\) polynomials \(q_{1}(\mathbf{z}, \mathbf{u}), \ldots, q_{m}(\mathbf{z}, \mathbf{u})\) over \(\mathbb{F}\) such that for every \(i \in[m], q_{i}\) is computable by a constant size circuit and there exist \(A_{i 1}, \ldots, A_{i c} \in \mathbb{F}[\mathbf{u}]^{n \times n}\) computable by \(\operatorname{poly}(n)\) size circuits, and the following condition is satisfied: For \(f \in \mathbb{F}[\mathbf{y}], q_{i}\left(f\left(A_{i 1}\right.\right.\). \(\left.\mathbf{y}), \ldots, f\left(A_{i c} \cdot \mathbf{y}\right), \mathbf{u}\right)=0\) for every \(i \in[m]\) if and only if \(f=\alpha \cdot g\) for some \(\alpha \in \mathbb{F}\). Then, \(g\) is characterized by circuit identities over \(\mathbb{F}\).

The above definition is taken (after slight modifications to suit our purpose) from Definition 3.4.7 in [22] and is attributed to an article by Mulmuley [47].

\section*{3 Characterization of NW by symmetries and circuit identities}

\subsection*{3.1 Symmetry characterization: Theorem 1}

Let \(\mathbb{F}\) be a field having a \(d\)-th root of unity \(\zeta \neq 1\) and \(|\mathbb{F}| \neq d+1 .{ }^{7}\) As \(d\) is a prime, \(\zeta\) is primitive, i.e., \(\zeta^{d}=1\) and \(\zeta^{t} \neq 1\) for \(0<t<d\). The rows and columns of a matrix in \(\mathscr{G}_{\mathrm{NW}}\) are indexed by the set \(\left\{(i, j): i, j \in \mathbb{F}_{d}\right\}\).
\(\triangleright\) Claim 19. The following matrices in \(\mathbb{F}^{n \times n}\) are in \(\mathscr{G}_{\mathrm{NW}}\) :
1. \(A_{\boldsymbol{\beta}}\), a diagonal matrix with \(A_{\beta}((i, j),(i, j))=\beta_{i} \in \mathbb{F}^{\times}\)for \(i, j \in[d]\), s.t. \(\prod_{i \in[d]} \beta_{i}=1\).
2. \(A_{\ell}\), a diagonal matrix with \(((i, j),(i, j))\)-th entry as \(\zeta^{i^{\ell} \cdot j}\) for \(i, j \in[d]\) and \(\ell \in[d-k-1]\). 8
3. \(A_{h}, h \in \mathbb{F}_{d}[z]_{k}\), such that \(A_{h}((i, j),(i, j+h(i)))=1\) for \(i, j \in[d]\) and other entries are 0 . The proof of Claim 19 is given in Section C. 1 in [24]. The matrices \(A_{\beta}\) are the continuous symmetries while \(A_{\ell}, A_{h}\) are discrete symmetries of NW for all choices of \(\boldsymbol{\beta}, \ell, h\). The symmetries in 2 are very different from the symmetries of the Determinant and the Permanent. The following Claim immediately implies Theorem 1. Its proof is given in Section C. 2 in [24].
\(\triangleright\) Claim 20. Let \(f\) be a homogeneous degree- \(d\) polynomial in \(\mathbb{F}[\mathbf{x}]\). If \(\mathscr{G}_{f}\) contains \(A_{\boldsymbol{\beta}}, A_{\ell}\) and \(A_{h}\) (for all choices of \(\beta, \ell\) and \(h\), mentioned above) then \(f=\alpha \cdot\) NW for some \(\alpha \in \mathbb{F}\).

\subsection*{3.2 Characterization by circuit identities}

Here we show that NW is characterized by circuit identities (Definition 18). The lemma is crucially used to prove Theorems 2 and 3 in Section 5. Its proof is given in Section C. 3 in [24].
- Lemma 21. Polynomial NW is characterized by circuit identities over any field \(\mathbb{F}\).

\section*{4 Lie algebra and symmetries of NW}

We first give a complete description of the Lie algebra of NW by giving an explicit \(\mathbb{F}\)-basis. Then, using this knowledge, we analyse the structure of the symmetries of NW and prove

\footnotetext{
\({ }^{7}\) For a prime \(d,|\mathbb{F}|=d+1\) if and only if \(d\) is a Mersenne prime.
\({ }^{8}\) Recall, \([d-k-1]=\{0,1, \ldots, d-k-2\}\)
}

Theorem 5. Thereafter, using Theorem 5, we show that NW is not characterized by its symmetries over fields that do not contain a \(d\)-th primitive root of unity. The rows and columns of a \(n \times n\) matrix in \(\mathfrak{g}_{\mathrm{NW}}\) and \(\mathscr{G}_{\mathrm{NW}}\) are indexed by the set \(\left\{(i, j): i, j \in \mathbb{F}_{d}\right\}\), which is naturally identified with the \(\mathbf{x}\)-variables, where \(\mathbf{x}=\left(x_{0,0} \ldots x_{0, d-1} \ldots x_{d-1,0} \ldots x_{d-1, d-1}\right)^{T}\).

\subsection*{4.1 Lie algebra of NW}

It turns out that the Lie algebra of NW is a subspace of the Lie algebra of every set-multilinear polynomial. (The default partition of a set-multilinear polynomial is \(\mathbf{x}=\uplus_{i \in[d]} \mathbf{x}_{i}\).)

Lemma 22. Let \(\mathbb{F}\) be a field and \(\operatorname{char}(\mathbb{F}) \neq d\). The dimension of \(\mathfrak{g}_{\mathrm{NW}}\) over \(\mathbb{F}\) is \(d-1\), and the diagonal matrices \(B_{1}, \ldots, B_{\ell}\) (defined below) form a \(\mathbb{F}\)-basis of \(\mathfrak{g}_{\mathrm{Nw}}\). For \(\ell \in\{1, \ldots, d-1\}\),
\[
\left(B_{\ell}\right)_{(i, j),(i, j)}=\left\{\begin{aligned}
1, & \text { if } i=0, j \in[d] \\
-1, & \text { if } i=\ell, j \in[d] \\
0, & \text { otherwise. }
\end{aligned}\right.
\]

The lemma is proven in Section D. 1 in [24] by carefully analysing a system of linear equations obtained from the monomials of NW. It follows that every \(B \in \mathfrak{g}_{\mathrm{NW}}\) is of the form \(\operatorname{diag}\left(\alpha_{0}, \ldots, \alpha_{d-1}\right) \otimes I_{d}\), where each \(\alpha_{i} \in \mathbb{F}\) and \(\sum_{i \in[d]} \alpha_{i}=0\). The continuous symmetries of NW consist of matrices \(A=\operatorname{diag}\left(\beta_{0}, \ldots, \beta_{d-1}\right) \otimes I_{d}\), where each \(\beta_{i} \in \mathbb{C}\) and \(\prod_{i \in[d]} \beta_{i}=1\).

\subsection*{4.2 Structure of \(\mathscr{G}_{\mathrm{NW}}\) : Theorem 5}

Lemma 22 implies the following.
\(\triangleright\) Claim 23. Every \(A \in \mathscr{G}_{N W}\) is a block-permuted matrix with block size \(d\).
The proof of the claim is given in Section D. 2 in [24]. Using Claim 23, Hessian and the evaluation dimension of NW, we give a proof of Theorem 5 in Section D. 3 in [24].

\subsection*{4.3 NW is not characterized by its symmetries over \(\mathbb{R}\)}

Let \(\mathbb{F}\) be either \(\mathbb{R}, \mathbb{Q}\) or a finite field such that \(d \nmid|\mathbb{F}|-1\). Then, \(\mathbb{F}\) does not contain a \(d\)-th primitive root of unity, and so the matrices \(A_{\ell}\), for \(\ell \in[d-k-1]\) mentioned in Claim 19, are no longer the symmetries of NW over \(\mathbb{F}\). The next lemma shows that over such \(\mathbb{F}\) all the diagonal symmetries of NW are of the type \(A_{\boldsymbol{\beta}}\) mentioned in Claim 19. This then implies the following theorem, which may seem somewhat surprising as we do not know all the permutation symmetries of NW. The proofs are given in Section D. 4 in [24].
- Lemma 24. If \(D \in \mathscr{G}_{\mathrm{NW}}\) is a diagonal matrix over \(\mathbb{F}\) then \(D=\operatorname{diag}\left(\beta_{0}, \ldots, \beta_{d-1}\right) \otimes I_{d}\), where each \(\beta_{i} \in \mathbb{F}\) and \(\prod_{i \in[d]} \beta_{i}=1\).
- Theorem 25. NW is not characterized by its symmetries over \(\mathbb{F}\).

\section*{5 Circuit testability and the flip theorem for NW}

In this and the next section, we show that the knowledge of the symmetries of NW plays a crucial role in answering some of the algorithmic questions related to NW. This section is devoted to Theorems 2 and 3. The main ingredient of their proofs is Lemma 21. We present the circuit testing algorithm here and push the proof of the Flip theorem to Section E in [24].

Proof of Theorem 2. Let C be a given circuit of size \(s\) over \(\mathbb{F}\) that computes an \(n\)-variate polynomial \(f=\mathrm{C}(\mathbf{x})\). Naturally, \(\operatorname{deg}(f) \leq \delta(s)\). Algorithm 1 intends to check, in steps 2 and 3 , if \(f\) satisfies the identities given in the proof of Lemma 21. If \(f \neq \alpha \cdot N W\) for all \(\alpha \in \mathbb{F}\), then at least one of the identities is not satisfied. For the polynomials \(q_{1}, q_{2}\) and \(q_{3}\) defined in the proof of Lemma 21, observe that the degree of \(q_{1}\left(f\left(A_{i}(u) \cdot \mathbf{x}\right), f(\mathbf{x}), u\right)\) is bounded by \(2 \cdot \delta(s)\), whereas the degrees of \(q_{2}\left(f\left(A_{a, r} \cdot \mathbf{x}\right), f(\mathbf{x})\right)\) and \(q_{3}\left(f\left(A_{t} \cdot \mathbf{x}\right)\right)\) are at most \(\delta(s)\). As \(|\mathbb{F}| \geq 4 \cdot \delta(s)\), by Schwartz-Zippel lemma [61,64], step 4 returns "False" with probability at least \(\frac{1}{2}\). If \(f=\alpha \cdot\) NW for some \(\alpha \in \mathbb{F}\) then all the identities are satisfied, and step 7 ensures that \(\alpha=1\). Clearly, the algorithm uses poly \((s)\) field operations. The success probability is boosted from \(\frac{1}{2}\) to \(1-\exp (-s)\) by repeating the algorithm poly \((s)\) times.

\section*{Algorithm 1 Circuit testing for NW.}

Input: Black-box access to a circuit C of size \(s\) over \(\mathbb{F}\).
Output: "True" if C \((\mathbf{x})=\) NW, else "False".
Pick \(\mathbf{a} \in_{r} \mathbb{F}^{n}\) and \(\mu \in_{r} \mathbb{F}\).
for \(i \in[d], a \in \mathbb{F}_{d}^{\times}, r \in[k+1], t \in[d] \backslash[k+1]\) do
if \(\left(\mathrm{C}\left(A_{i}(\mu) \cdot \mathbf{a}\right)-\mu \cdot \mathrm{C}(\mathbf{a}) \neq 0\right)\) or \(\left(\mathrm{C}\left(A_{a, r} \cdot \mathbf{a}\right)-\mathrm{C}(\mathbf{a}) \neq 0\right)\) or \(\left(\mathrm{C}\left(A_{t} \cdot \mathbf{a}\right) \neq 0\right)\) then
return "False".
end if
end for
Let \(\mathbf{b} \in \mathbb{F}^{n}\) be an assignment obtained by setting \(x_{i 0}=1\), for \(i \in[d]\), and all other variables to zero. If \(f(\mathbf{b}) \neq 1\), return "False". Else, return "True".

\section*{6 Equivalence test for NW}

First, we show a randomized reduction of equivalence test for NW to block-permuted equivalence test (in short, BP equivalence test) in Lemma 26. Then, we give an efficient equivalence test for NW in the special case where the linear transformation is block-diagonal and is a product of a permutation matrix and a scaling matrix (Theorem 4).
- Lemma 26 (Reduction to BP equivalence test). Let \(\mathbb{F}\) be a field such that \(\operatorname{char}(\mathbb{F}) \neq d\) and \(|\mathbb{F}| \geq 2 d^{2}\). There is a randomized algorithm that takes input as black-box access to a degree d polynomial \(f \in \mathbb{F}[\mathbf{x}]\) and does the following with high probability: It outputs black-box access to a degree d polynomial \(g \in \mathbb{F}[\mathbf{x}]\) such that \(f\) is equivalent to NW if and only if \(g\) is BP equivalent to NW. Moreover, the transformation for \(f\) can be recovered efficiently from the transformation for \(g\). The running time of this reduction is \(\operatorname{poly}(d, \rho)\), where \(\rho\) is bit complexity of the coefficients of \(f^{9}\).

Proof of correctness. The efficiency of Step 1 follows from Lemma 15. The correctness of Step 2 and 3 follow from the next claim whose proof is given in Section F. 1 in [24].
\(\triangleright\) Claim 27. With high probability, matrix \(D\) can be computed in poly \((d, \rho)\) time. Moreover, \(f\) is equivalent to NW if and only if \(f(D \cdot \mathbf{x})\) is BP equivalent to NW.

\footnotetext{
9 We assume that univariate polynomial factorization over \(\mathbb{F}\) can be done in polynomial time.
}

Algorithm 2 Reduction of equivalence test for NW to BP equivalence test.
Input: Black-box access to \(f \in \mathbb{F}[\mathbf{x}]\).
Output: Black-box access to \(g \in \mathbb{F}[\mathbf{x}]\).
1. Compute a basis \(L_{1}, \ldots, L_{r}\) of \(\mathfrak{g}_{f}\). If \(r \neq d-1\), output " \(f\) is not equivalent to NW".
2. Let \(S\) be an arbitrary subset of \(\mathbb{F}\) of size \(d^{2}\). Let \(L=a_{1} L_{1}+\ldots+a_{r} L_{r}\), where \(a_{i} \in_{r} S\). Compute \(D \in \mathrm{GL}_{d^{2}}(\mathbb{F})\) such that \(D^{-1} \cdot L \cdot D=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{d}\right) \otimes I_{d}\), where \(\beta_{j} \in \mathbb{F}\). If no such \(D\) exists then output " \(f\) is not equivalent to NW."
3. Output black-box access to \(f(D \cdot \mathbf{x})\).

\subsection*{6.1 BD-PS equivalence test for NW: Theorem 4}

Lemma 26 implies that to solve equivalence test for NW it is sufficient to focus on BP equivalence test. Here, we solve a special case of BP equivalence test, namely BD-PS equivalence test. We prove Theorem 4 in two steps: first we reduce BD-PS equivalence test to scaling equivalence test and then solve the scaling equivalence test. The algorithm pretends that \(f\) is BD-PS equivalent to NW and computes a block-diagonal permutation matrix \(A\) and an invertible scaling matrix \(B\). In the end, the circuit testing algorithm of NW (Algorithm 1) is used to check if \(f\left(A^{-1} \cdot B^{-1} \cdot \mathbf{x}\right)=\) NW.

\subsection*{6.1.1 Reduction of BD-PS equivalence test to scaling equivalence test}

Assume \(f=\operatorname{NW}(B \cdot A \cdot \mathbf{x})\), where \(A\) is a block-diagonal permutation matrix and \(B\) is an invertible scaling matrix. Algorithm 3 does not explicitly use the knowledge of the entries of \(B\). Thus, we may assume without loss of generality that \(B=I_{d^{2}}\). Then, the task reduces to solving the BD permutation equivalence test for NW. We identify matrix \(A\) with \(d\) permutations \(\sigma_{0}, \ldots, \sigma_{d-1}\) on \([d]\) as \(A=\operatorname{diag}\left(M_{\sigma_{0}}, \ldots, M_{\sigma_{d-1}}\right)\), where \(M_{\sigma_{i}}\) is the \(d \times d\) permutation matrix corresponding to \(\sigma_{i}{ }^{10}\).
- Observation 6.1. Suppose \(f\) is \(B D\) permutation equivalent to NW, i.e. \(f=\mathrm{NW}(A \cdot \mathbf{x})\). Then, a monomial \(\prod_{i \in \mathbb{F}_{d}} x_{i, h(i)}\) of NW gets mapped to a unique monomial \(\prod_{i \in \mathbb{F}_{d}} x_{i, \sigma_{i}(h(i))}\) of \(f\).

Algorithm 3 starts by assuming that \(\sigma_{0}(0)=\cdots=\sigma_{k}(0)=0\) and \(\sigma_{0}(1)=1\). The symmetries of NW allow us to make this assumption (Claim 28). The aim is to figure out all the entries of \(\sigma_{i}{ }^{11}\). This is done by carefully picking a bunch of polynomials from \(\mathbb{F}_{d}[z]_{k}\) (which we call nice polynomials) and then exploiting the association between \(f\) and NW mentioned in Observation 6.1 using these polynomials. The algorithm works over every field.

Proof of correctness. The following claims argue the correctness of the algorithm. Their proofs are given in Section F. 2 in [24]. In these claims, \(\rho\) is the bit complexity of the coefficients of \(f\).
\(\triangleright\) Claim 28. (Canonical form of \(\left.\sigma_{0}, \ldots, \sigma_{d-1}\right)\) : Suppose \(f \in \mathbb{F}[\mathbf{x}]\) is BD permutation equivalent to NW. Then, there exist permutations \(\sigma_{0}, \ldots, \sigma_{d-1}\) on \([d]\) such that \(\sigma_{0}(0)=\) \(\cdots=\sigma_{k}(0)=0, \sigma_{0}(1)=1\) and \(A=\operatorname{diag}\left(M_{\sigma_{0}}, \ldots, M_{\sigma_{d-1}}\right)\) satisfies \(f=\operatorname{NW}(A \cdot \mathbf{x})\).

\footnotetext{
\({ }^{10}\) For \(i, r, s \in[d], M_{\sigma_{i}}(r, s)=1\) if and only if \(\sigma_{i}(r)=s\).
\({ }^{11} \sigma_{i}\) is treated as an ordered tuple \(\left(\sigma_{i}(0), \ldots, \sigma_{i}(d-1)\right)\)
}

Algorithm 3 Block-diagonal permutation equivalence test for \(N W\).
Input: Black-box access to \(f \in \mathbb{F}[\mathbf{x}]\).
Output: Black-box access to \(g \in \mathbb{F}[\mathbf{x}]\) such that if \(f\) is BD-PS equivalent to NW then \(g\) is scaling equivalent to NW.
1. Assume that \(\sigma_{0}(0)=\cdots=\sigma_{k}(0)=0\) and \(\sigma_{0}(1)=1\) (Claim 28).
2. Construct a list of nice polynomials in \(\mathbb{F}_{d}[z]_{k}\) (Definition 29) as mentioned in Claim 30.
3. Recover \((d-k)\) distinct entries of each \(\sigma_{0}, \ldots, \sigma_{d-1}\) as mentioned in Claim 31.
4. Let \(N\) be a \(d \times d\) matrix, where the columns and rows are indexed by \(\left(\sigma_{0}, \ldots, \sigma_{d-1}\right)\) and \((0, \ldots, d-1)\) respectively and for \(l, i \in[d], N(l, i):=\sigma_{i}(l)\). Pick \(l_{0}, \ldots, l_{k} \in[d]\) such that in each of the rows indexed by \(l_{0}, \ldots, l_{k}\) at least \(k+1\) entries are known (Claim 32).
5. Use \(l_{0}, \ldots, l_{k} \in[d]\) to recover all the entries of the rows of \(N\) as mentioned in Claim 33. Compute \(A=\operatorname{diag}\left(M_{\sigma_{0}}, \ldots, M_{\sigma_{d-1}}\right)\) and return black box access to \(f\left(A^{-1} \cdot \mathbf{x}\right)\)
- Definition 29. (List of nice polynomials in \(\mathbb{F}_{d}[z]_{k}\) ): \(\left\{h_{0}, \ldots, h_{d-k-1}\right\} \subseteq \mathbb{F}_{d}[z]_{k}\) is called a list of nice polynomials if the following properties are satisfied:
1. For distinct \(r_{1}, r_{2} \in[d-k], h_{r_{1}}(\ell)=h_{r_{2}}(\ell)\) for every \(\ell \in[k]\) and \(h_{r_{1}}(\ell) \neq h_{r_{2}}(\ell)\) for every \(\ell \in\{k, \ldots, d-1\}\).
2. For every \(r \in[d-k], \sigma_{0}\left(h_{r}(0)\right), \ldots, \sigma_{k}\left(h_{r}(k)\right)\) can be computed in poly \((d, \rho)\) time.
\(\triangleright\) Claim 30. A list of \(d-k\) nice polynomials \(\left\{h_{0}, \ldots, h_{d-k-1}\right\}\) can be computed in poly \((d, \rho)\) time.
Using the list of nice polynomials, we recover \(d-k\) distinct entries of \(\sigma_{0}, \ldots, \sigma_{d-1}\).
\(\triangleright\) Claim 31. Given a list of nice polynomials \(\left\{h_{0}, \ldots, h_{d-k-1}\right\}\), we can recover \(d-k\) distinct entries in each of \(\sigma_{0}, \ldots, \sigma_{d-1}\) in \(\operatorname{poly}(d, \rho)\) time.
The matrix \(N\) defined in the algorithm is filled with some known entries and some unknowns. The goal is to recover all the entries of \(N\) which is accomplished by the following claims.
\(\triangleright\) Claim 32. Suppose \(k \in\left[1, \frac{d}{3}\right]\). Then, there exist \(k+1\) rows in \(N\) such that in each of these rows at least \(k+1\) entries are known.
\(\triangleright\) Claim 33. Using \(k+1\) rows of \(N\) indexed by \(l_{0}, \ldots, l_{k}\) (as mentioned in Step 4), we can recover all the entries of \(N\) in \(\operatorname{poly}(d, \rho)\) time.

\subsection*{6.1.2 Scaling equivalence test for NW}

We present an algorithm for solving the scaling equivalence test for NW over a finite field \(\mathbb{F}\), where \(d \nmid|\mathbb{F}|-1\). The same algorithm with appropriate modifications works over \(\mathbb{R}\). More details on this are given in Section F. 4 in [24]. Assume that \(f\) is scaling equivalent to NW.

Proof of correctness. The following claims and observations argue the correctness of the algorithm. The proofs of the claims are given in Section F. 3 in [24].
\(\triangleright\) Claim 34. We can assume that \(\alpha_{1,0}=\ldots=\alpha_{d-1,0}=1\) without loss of generality.
The following observation can be proved easily.
- Observation 6.2. Given a monomial \(m\), we can recover the coefficient of \(m\) in \(f\) in \(\operatorname{poly}(d, \rho)\) time.
\(\triangleright\) Claim 35. In Step \(4, \alpha_{i, j}\) can be computed in poly \((d, \rho)\) time. Further, \(f=\operatorname{NW}(B \cdot \mathbf{x})\).

Algorithm 4 Scaling equivalence test for \(N W\) over finite fields.
Input: Black box access to \(f \in \mathbb{F}[\mathbf{x}]\).
Output: An invertible diagonal matrix \(B\) such that \(f=\operatorname{NW}(B \cdot \mathbf{x})\).
1. Let \(B=\operatorname{diag}\left(\alpha_{0,0}, \ldots, \alpha_{d-1, d-1}\right)\), where \(\left\{\alpha_{i, j}: i, j \in[d]\right\}\) are unknown. Set \(\alpha_{1,0}=\) \(\ldots=\alpha_{d-1,0}=1\) (Claim 34).
2. Let \(S=(0, z, \ldots,(d-1) z, 1, z+1 \ldots,(d-1) z+1, \ldots, d-2, z+d-2 \ldots,(d-1) z+\) \(d-2, d-1\) ) be the ordered set of \(d^{2}-d+1\) polynomials in \(\mathbb{F}[z]\). For every \(h \in S\), query the coefficient \(c_{h}\) of the monomial \(\prod_{i \in \mathbb{F}_{d}} x_{i, h(i)}\) from the black-box of \(f\) (Observation 6.2).
3. Let \(C\) be a \(0 / 1\) matrix of size \(\left(d^{2}-d+1\right) \times\left(d^{2}-d+1\right)\) whose rows and columns are indexed by \(S\) and \(\mathbf{y}=\left(y_{0,0}, \ldots, y_{0, d-1}, y_{1,1}, \ldots, y_{1, d-1}, \ldots, y_{d-1,1}, \ldots, y_{d-1, d-1}\right)\), respectively, such that for \(h \in S\) and \(y_{i, j} \in \mathbf{y}\), the ( \(h, y_{i, j}\) )-th entry of \(C\) is 1 if \(h(i)=j\). (It is argued in Claim 39 in [24] that \(|\operatorname{det}(C)|\) is a power of \(d\) ). Compute the inverse of \(\operatorname{det}(C)\) in \(\mathbb{Z}_{|\mathbb{F}|-1}\) and denote it by \(\gamma\). (Note that \(\mathbf{y}\) does not contain the variables \(\left\{y_{1,0}, \ldots, y_{d-1,0}\right\}\).)
4. Fix \(\alpha_{i, j} \in\left\{\alpha_{0,0}, \ldots, \alpha_{d-1, d-1}\right\} \backslash\left\{\alpha_{1,0}, \ldots, \alpha_{d-1,0}\right\}\) arbitrarily. For every \(h \in S\), compute the minor of \(C\) with respect to the row and column indexed by \(h\) and \(y_{i, j}\) respectively and call it \(\delta_{h}\). Set \(\alpha_{i, j}=\prod_{h \in S} c_{h}^{\left(\delta_{h} \cdot \gamma\right)} \bmod (|\mathbb{F}|-1)\).
5. Set \(B=\operatorname{diag}\left(\alpha_{0,0}, \ldots, \alpha_{d-1, d-1}\right)\). Return B. (see Claim 35)

\section*{7 Few problems}

In conclusion, we state a few problems on the NW polynomial which, if resolved, would shed more light on this fundamental polynomial family.
1. Is the \(\mathcal{N} \mathcal{W}=\left\{\mathrm{NW}_{d, k}: d\right.\) is a prime \(\}\) family VNP-complete for a suitable choice of \(k\) (say, \(k=d^{\epsilon}\) for a constant \(\left.\epsilon>0\right)\) ?
2. Is there an efficient algorithm to check if \(\operatorname{NW}(\mathbf{a})=0\) at a given point \(\mathbf{a} \in\{0,1\}^{n}\) ? This problem was also posed in [6] \({ }^{12}\).
3. Is there an efficient general equivalence test for NW? Theorem 4 may turn out to be a vital ingredient in such a test.
4. Give a complete description of the permutation symmetries of NW. Are all the permutation symmetries captured in Lemma 45 mentioned in Section D in [24]?

For the permanent polynomial, the solutions to these problems are well known.
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\begin{abstract}
For every graph class \(\mathcal{F}\), let \(\operatorname{Homind}(\mathcal{F})\) be the problem of deciding whether two given graphs are homomorphism-indistinguishable over \(\mathcal{F}\), i.e., for every graph \(F\) in \(\mathcal{F}\), the number hom \((F, G)\) of homomorphisms from \(F\) to \(G\) equals the corresponding number hom \((F, H)\) for \(H\). For several natural graph classes (such as paths, trees, bounded treewidth graphs), homomorphism-indistinguishability over the class has an efficient structural characterization, resulting in polynomial time solvability [6].

In particular, it is known that two non-isomorphic graphs are homomorphism-indistinguishable over the class \(\mathcal{T}_{k}\) of graphs of treewidth \(k\) if and only if they are not distinguished by \(k\)-dimensional Weisfeiler-Leman algorithm, a central heuristic for isomorphism testing: this characterization implies a polynomial time algorithm for \(\operatorname{HomInd}\left(\mathcal{T}_{k}\right)\), for every fixed \(k \in \mathbb{N}\). In this paper, we show that there is a polynomial-time-decidable class \(\mathcal{F}\) of undirected graphs of bounded treewidth such that \(\operatorname{HomInd}(\mathcal{F})\) is undecidable.

Our second hardness result concerns the class \(\mathcal{K}\) of complete graphs. We show that \(\operatorname{HomInd}(\mathcal{K})\) is co-NP-hard, and in fact, we show completeness for the class \(\mathrm{C}_{=} \mathrm{P}\) (under P -time Turing reductions). On the algorithmic side, we show that \(\operatorname{Homind}(\mathcal{P})\) can be solved in polynomial time for the class \(\mathcal{P}\) of directed paths. We end with a brief study of two variants of the \(\operatorname{HomInd}(\mathcal{F})\) problem: (a) the problem of lexographic-comparison of homomorphism numbers of two graphs, and (b) the problem of computing certain distance-measures (defined via homomorphism numbers) between two graphs.
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\section*{1 Introduction}

A classic theorem due to Lovász [12] states that two graphs \(G, H\) are isomorphic if and only if for every graph \(F\) the number \(\operatorname{hom}(F, G)\) of homomorphisms from \(F\) to \(G\) is equal to the number hom \((F, H)\) of homomorphisms from \(F\) to \(H\). Jointly with Dell, the last two authors of this paper recently proved [6] that two graphs are fractionally isomorphic, or equivalently, can be distinguished by the colour refinement algorithm (see e.g. [8]), if and only if for every tree \(T\) it holds that \(\operatorname{hom}(T, G)=\operatorname{hom}(T, H)\). Another well-known fact (see e.g. [20]) is that
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two graphs are co-spectral, that is, their adjacency matrices have the same sequence of eigenvalues, if and only if for every cycle \(C\) it holds that hom \((C, G)=\operatorname{hom}(C, H)\). Thus counting homomorphisms from all graphs in some class gives us very interesting equivalence relations, which we call homomorphism indistinguishability: for every class \(\mathcal{F}\) of graphs, two graphs \(G, H\) are homomorphism-indistinguishable over \(\mathcal{F}\) (for short: \(\mathcal{F}\)-HI) if and only if for every \(F \in \mathcal{F}\) it holds that \(\operatorname{hom}(F, G)=\operatorname{hom}(F, H) .{ }^{1}\) Thus two graphs are \(\mathcal{G}\)-HI for the class \(\mathcal{G}\) of all graphs if and only if they are isomorphic. They are \(\mathcal{T}\)-HI for the class \(\mathcal{T}\) of trees if and only if they are fractionally isomorphic, and they are \(\mathcal{C}\) - HI for the class \(\mathcal{C}\) of cycles if and only if they are co-spectral. We have also proved in [6] that for every \(k\), two graphs are \(\mathcal{T}_{k}\)-HI for the class \(\mathcal{T}_{k}\) of all graphs of tree width at most \(k\) if and only if the \(k\)-dimensional Weisfeiler-Leman algorithm does not distinguish them, and we gave a characterisation of \(\mathcal{P}\)-HI for the class \(\mathcal{P}\) of paths in terms of a natural system of linear equations. Furthermore, the first author of this paper recently proved that two directed graphs are \(\mathcal{A}\)-HI for the class \(\mathcal{A}\) of all directed acyclic graphs if and only if they are isomorphic [3] (also see [13]).

It follows from these results that the problem of deciding whether two graphs are homomorphism-indistinguishable over some class has a quite interesting complexity theoretic behaviour. For every class \(\mathcal{F}\) of graphs, let \(\operatorname{HomInd}(\mathcal{F})\) be the problem of deciding whether two given graphs are \(\mathcal{F}\)-HI. Since the graph isomorphism problem is in solvable in quasipolynomial time [2], \(\operatorname{HomInd}(\mathcal{G})\) is in quasipolynomial time. Furthermore, it is an immediate consequence of the characterisations above that \(\operatorname{HomInd}(\mathcal{T}), \operatorname{HomInd}(\mathcal{C}), \operatorname{HomInd}(\mathcal{P})\), and \(\operatorname{HomInd}\left(\mathcal{T}_{k}\right)\) for all \(k \geq 1\) are in polynomial time. This prompts the question whether \(\operatorname{HomInd}(\mathcal{F})\) is in quasipolynomial time, or even in polynomial time, for every class \(\mathcal{F}\) of graphs. While this seems unlikely, it is not obvious what complexities one might expect for \(\operatorname{Homind}(\mathcal{F})\) as \(\mathcal{F}\) ranges over all classes of graphs. We study these and related questions here.

Homomorphism counts give us embeddings of graphs into an infinite dimensional vector space: for a class \(\mathcal{F}\), we can associate with every graph \(G\) a homomorphism vector \(\operatorname{Hom}_{\mathcal{F}}(G):=(\operatorname{hom}(F, G) \mid F \in \mathcal{F}) \in \mathbb{R}^{\mathcal{F}}\). Then \(\operatorname{HomInd}(\mathcal{F})\) is simply the problem of deciding whether two graphs have the same homomorphism vector. Defining a metric or, even better, an inner product on the range vector space, we obtain a (pseudo-)metric on the class of all graphs (where two non-isomorphic graphs may have distance 0 ). We will also study the problem of approximately computing the distance between two graphs with respect to metrics obtained this way. Such metrics are important for machine learning tasks such as clustering and classification on graphs. In fact, homomorphism vectors are closely related to the so-called graph kernels (see, e.g. [16, 17, 21]): almost all such graph kernels are defined as the inner products of homomorphism vectors for natural graph classes. Thus our results shed some new light on the complexity of computing these kernels.

At first sight, \(\operatorname{HomInd}(\mathcal{F})\) looks like a problem in co-NP: to witness that \(G\) and \(H\) are not \(\mathcal{F}\)-HI we just have to nondeterministically guess one \(F \in \mathcal{F}\) and verify that hom \((F, G) \neq\) hom \((F, H)\). But this argument is flawed for several reasons. First of all, it assumes that for given \(F, G\) we can compute \(\operatorname{hom}(F, G)\) in polynomial time, which in general is not the case. Let \(\# \operatorname{Hom}(\mathcal{F})\) be the problem of computing hom \((F, G)\), given \(F \in \mathcal{F}\) and \(G\). Then for the class \(\mathcal{G}\) of all graphs, \(\# \operatorname{Hom}(\mathcal{G})\) is \#P-complete. Under the complexity assumption that \(\# \mathrm{~W}[1] \neq \mathrm{FPT}\), it is known that \(\# \operatorname{Hom}(\mathcal{F})\) is in P if and only if \(\mathcal{F}\) has bounded tree

1 We note that homomorphism indistinguishability is incomparable to homomorphic equivalence; remember that two graphs \(G, H\) are homomorphically equivalent if there is a homomorphism from \(G\) to \(H\) and a homomorphism from \(H\) to \(G\).
width [5]. This result extends to directed graphs and in fact all classes of relational structures of bounded arity. But even for \(\mathcal{F}\) with tractable \(\# \operatorname{Hom}(\mathcal{F})\), the problem \(\operatorname{HomInd}(\mathcal{F})\) is not necessarily in co-NP, because the witness \(F\) may be very large compared to \(G\) and \(H\).
- Theorem 1. There is a polynomial-time-decidable class \(\mathcal{F}\) of undirected graphs of bounded tree width such that \(\operatorname{HomInd}(\mathcal{F})\) is undecidable.

We also prove a version of the above theorem for directed graphs (Theorem 15): the graphs in the corresponding class \(\mathcal{F}\) are just directed paths padded by isolated vertices. And we cannot only prove undecidability, but also use similar arguments to obtain all kinds of complexities. So the complexity landscape for problems \(\operatorname{HomInd}(\mathcal{F})\), which started out in quasi-polynomial time, looks fairly complicated. But admittedly the classes \(\mathcal{F}\) we can use to prove Theorem 1 are quite esoteric from a graph theoretic point of view. What about "natural" graph classes? For the class \(\mathcal{K}\) of all complete graphs, the corresponding problem \(\operatorname{HomInd}(\mathcal{K})\) turns out to be hard.
- Theorem 2. HomInd ( \(\mathcal{K}\) ) is co-NP-hard.

For an upper bound, note that \(\operatorname{HomInd}(\mathcal{K}) \in \mathrm{P}^{\# P}\), because to decide whether for two \(n\)-vertex graphs \(G, H\) it holds that \(\operatorname{hom}(K, G)=\operatorname{hom}(K, H)\) for all complete graphs \(K\), we only need to check the equality for all \(K\) of size at most \(n\). Actually, we pinpoint the exact complexity of \(\operatorname{Homind}(\mathcal{K})\) by proving it to be complete for the complexity class \(\mathrm{C}_{=} \mathrm{P}\) (see Theorem 18). This implies that \(\operatorname{HomInd}(\mathcal{K})\) is not in the polynomial hierarchy PH unless PH collapses (see Corollary 22).

We also look at tractable cases of the homomorphism indistinguishability problem. In particular, we prove that \(\operatorname{HomInd}\left(\mathcal{P}_{\rightarrow}\right)\) is in P for the class \(\mathcal{P}_{\rightarrow}\) of directed paths (see Theorem 23).

In the last section we look at variants of \(\operatorname{HomInd}(\mathcal{F})\). A first such variant is the problem \(\operatorname{HomLex}(\mathcal{F})\) of lexicographically comparing the homomorphism vectors over \(\mathcal{F}\) of two input graphs. Of course the lexicographical order depends on some order of the graphs in \(\mathcal{F}\); the simple classes \(\mathcal{F}\) we consider (directed paths and cycles as well as complete graphs) have only one graph per size, and we can use the natural order by size. We prove that \(\operatorname{HomLex}(\mathcal{P} \rightarrow)\) and \(\operatorname{HomLex}\left(\mathcal{C}_{\rightarrow}\right)\) are in polynomial time for the classes \(\mathcal{P} \rightarrow\) and \(\mathcal{C}_{\rightarrow}\) of directed paths and cycles and that \(\operatorname{HomLex}(\mathcal{K})\) is \(\# \mathrm{P}\)-complete.

Finally, we study the problem of computing the distance between two graphs with respect to various metrics defined on the homomorphism vectors \(\operatorname{Hom}_{\mathcal{F}}(G)\). We prove that if \(\mathcal{F}\) is a polynomial time enumerable class of graphs for which \(\# \operatorname{Hom}(\mathcal{F})\) is in polynomial time then the distance between two graphs can be approximated up to an arbitrarily small additive error \(\varepsilon\) in polynomial time. This is not a deep result, but we believe it is quite relevant, because computing distances between graphs (even approximately) with respect to various distance measures tends to be a very hard algorithmic problem (e.g. [1, 9, 11, 14, 15]). Here we have a family of natural metrics for which it is tractable.

\section*{2 Preliminaries}

Directed Graphs. A directed graph (or digraph) \(G\) consists of a finite set of vertices \(V(G)\) (or \(V_{G}\) ) and a set of edges \(E(G) \subseteq V \times V\). A subgraph \(H\) of a directed graph \(G\) is a graph satisfying \(V_{H} \subseteq V_{G}\) and \(E_{H} \subseteq E_{G} \cap\left(V_{H} \times V_{H}\right)\). We assume familiarity with the basic terminology from graph theory, e.g., path, cycle etc., which can be found in e.g., [7]. Given two digraphs \(G\) and \(H\), a homomorphism from \(G\) to \(H\) is an edge-preserving mapping from \(V(G)\) to \(V(H)\), i.e., a mapping \(\varphi: V_{G} \rightarrow V_{H}\) such that its natural extension to \(V_{G} \times V_{G}\) satisfies \(\varphi\left(E_{G}\right) \subseteq E_{H}\).

A set \(X\) of vertices of a directed graph \(G\) is a clique if for all distinct \(x, y \in X\), either \((x, y) \in E(G)\) or \((y, x) \in E(G)\). For every \(k \geq 1\), let \(c_{k}(G)\) be the number of cliques of size \(k\) in \(G\). For every directed graph \(G\) and every \(k \geq 1\), let \(d_{k}(G)\) be the number of directed paths of length \(k-1\) in \(G\). We call a directed graph \(P\) a partial order if it is acyclic and the edge relation is transitive. Observe that if \(P\) is a partial order then the edge relation induces a linear order on every clique. Furthermore, a subgraph \(Q\) of \(P\) is a directed path if and only if \(V(Q)\) is a clique in \(P\). Thus for every \(k \geq 1\) we have \(c_{k}(P)=d_{k}(P)\).

Denote hom \((G, H)\) to be the number of homomorphisms from \(G\) to \(H\). For a class \(\mathcal{F}\) of graphs and a graph \(G\), the homomorphism vector of \(G\) over \(\mathcal{F}\) is
\[
\operatorname{Hom}_{\mathcal{F}}(G):=(\operatorname{hom}(F, G) \mid F \in \mathcal{F})
\]

Undirected Graphs. The notions of subgraph, homomorphisms and homomorphism vector have analogous standard definitions in the undirected case. Denote the edge \(\{u, v\}\) of an undirected graph as \(u v\). Let \(K_{k}\) denote the undirected \(k\)-clique, i.e. the graph defined by \(V(G)=[k]\) and \(E(G)=\binom{[k]}{2}\).
- Definition 3. Let \(G, H\) be two undirected graphs. The product graph \(G \otimes H\) is defined by
\[
\begin{aligned}
& V(G \otimes H):=V(G) \times V(H) \\
& E(G \otimes H):=\left\{\left\{(u, v),\left(u^{\prime}, v^{\prime}\right)\right\} \mid u u^{\prime} \in E(G) \text { and } v v^{\prime} \in E(H)\right\} .
\end{aligned}
\]

Let \(G, H\) be two graphs, and \(k \geq 1\). The following folklore lemma states that the homomorphism numbers are multiplicative for the above-mentioned product operation.
- Lemma 4. For every graph \(F\), \(\operatorname{hom}(F, G \otimes H)=\operatorname{hom}(F, G) \cdot \operatorname{hom}(F, H)\).

It is well-known that for every \(k \in \mathbb{N}\) and every graph \(G, c_{k}(G)=\frac{\operatorname{hom}\left(K_{k}, G\right)}{k!}\).
- Corollary 5. \(c_{k}(G \otimes H)=k!\cdot c_{k}(G) \cdot c_{k}(H)\).

The following construction will be useful later.
- Proposition 6. Let \(n, \ell, k\) be fixed positive integers such that \(k \leq n\) and \(\ell \leq\binom{ n}{k}\). In time poly \((n)\), we can construct a graph \(P\) satisfying \(c_{k}(P)=\ell\).

Proof. Let
\[
n_{1}:=\max \left\{n^{\prime} \mid n^{\prime} \geq k \text { and }\binom{n^{\prime}}{k} \leq \ell\right\}, \quad i_{1}:=\max \left\{i \left\lvert\, i \cdot\binom{n_{1}}{k} \leq \ell\right.\right\}
\]

Clearly, \(k \leq n_{1} \leq n\) and \(1 \leq i_{1}\), and both can be computed in time poly \((n)\). Moreover, the remainder
\[
\ell^{\prime}:=\ell-i_{1} \cdot\binom{n_{1}}{k}<\ell
\]
satisfies \(0 \leq \ell^{\prime}<\binom{n_{1}}{k}\). An exhaustive application of this rule ensures the existence of numbers \(1 \leq s \leq n, 1 \leq i_{1}, \ldots, i_{s}\), and \(n_{s}<n_{s-1}<\cdots<n_{1} \leq n\) such that
\[
\ell=i_{1} \cdot\binom{n_{1}}{k}+\cdots+i_{s} \cdot\binom{n_{s}}{k}
\]

Moreover, all \(i_{1}, \ldots, i_{s}\) and \(n_{1}, \ldots, n_{s}\) can be computed in time poly \((n)\). Finally, the desired graph \(P\) consists of \(i_{1}\) disjoint copies of \(K_{n_{1}}, i_{2}\) disjoint copies of \(K_{n_{2}}\), and so on. Clearly, \(c_{k}(P)=\ell\) by our construction.

Cayley-Hamilton. The famous Cayley-Hamilton theorem states that the substitution of a matrix in its characteristic polynomial results in the zero matrix. Formally, let \(A \in \mathbb{F}^{n \times n}\) be a square matrix over a field \(\mathbb{F}\).
- Theorem 7 (Cayley-Hamilton). Let \(p(\lambda)=\operatorname{det}\left(\lambda I_{n}-A\right)\) denote the characteristic polynomial of \(A\). Then, \(p(A)=0\).

Let \(\operatorname{sum}(A)\) denote the sum of all entries of \(A\). Recall that the trace of a matrix \(A\), denoted by \(\operatorname{tr}(A)\), is the sum of diagonal entries of \(A\). The following lemma is standard.
- Lemma 8. Let \(A=A(G)\) be the adjacency matrix of a digraph \(G\) and \(k \geq 1\). The number of walks of length \(k\) in \(A\) is equal to sum \(\left(A^{k}\right)\). Equivalently, \(\operatorname{sum}\left(A^{k}\right)=\operatorname{hom}\left(P_{k}, G\right)\).

Similarly, the number of closed walks of length \(k\) in \(G\) is equal to \(\operatorname{tr}\left(A^{k}\right)\). Equivalently, \(\operatorname{tr}\left(A^{k}\right)=\operatorname{hom}\left(C_{k}, G\right)\).

The following is a consequence of the Cayley-Hamilton theorem and is utilised in Section 6 for our tractability result regarding \(\operatorname{Homind}\left(\mathcal{P}_{\rightarrow}\right)\) for the class \(\mathcal{P}_{\rightarrow}\) of directed paths.
- Corollary 9. Let \(A \in \mathbb{F}^{n \times n}\). There exist \(a_{1}, \ldots, a_{n} \in \mathbb{R}\) such that for every \(\ell \geq 0\)
\[
A^{n+\ell}=\sum_{i \in[n]} a_{i} A^{i+\ell-1}
\]

Thus
\[
\operatorname{sum}\left(A^{n+\ell}\right)=\sum_{i \in[n]} a_{i} \cdot \operatorname{sum}\left(A^{i+\ell-1}\right) \quad \text { and } \quad \operatorname{tr}\left(A^{n+\ell}\right)=\sum_{i \in[n]} a_{i} \cdot \operatorname{tr}\left(A^{i+\ell-1}\right)
\]

\section*{3 Combinatorial Constructions}

Theorem 10 presents our main construction, which is at the heart of both our undecidability results in Section 4 and our hardness results in Section 5 . Essentially, for an arbitrary \(k \geq 1\), we construct two partial orders that have the same number of directed paths on \(i\) vertices for every \(i \geq 1\) except for \(i=k\). Hence, these partial orders are distinguished by the directed path of length \(k-1\) but not by any other directed path.
- Theorem 10. For every \(k \geq 1\), there are partial orders \(P_{k}, Q_{k}\) of order \(\left|P_{k}\right|,\left|Q_{k}\right| \leq\) \(\max \{1,2(k-1)\}\) such that
\[
\begin{array}{lr}
d_{i}\left(P_{k}\right)=d_{i}\left(Q_{k}\right) & \text { for } 1 \leq i \leq k-1, \\
d_{k}\left(P_{k}\right)=1, \quad d_{k}\left(Q_{k}\right)=0, & \\
d_{i}\left(P_{k}\right)=d_{i}\left(Q_{k}\right)=0 & \text { for all } i>k
\end{array}
\]

Proof. For a directed graph \(G\), a set \(X \subseteq V(G)\), and a fresh vertex \(x \notin V(G)\), let \(G \triangleright_{X} x\) be the graph obtained from \(G\) by adding vertex \(x\) and edges from all vertices in \(X\) to \(x\). Formally, \(V\left(G \triangleright_{X} x\right):=V(G) \cup\{x\}\) and \(E\left(G \triangleright_{X} x\right):=E(G) \cup\left\{\left(x^{\prime}, x\right) \mid x^{\prime} \in X\right\}\).

Let us describe the construction of the directed graphs \(P_{k}, Q_{k}\). Let \(v_{i}\) for \(i \geq 1\) and \(w_{i}\) for \(i \geq 2\) be fresh vertices. Let
\[
\begin{aligned}
V_{1} & :=\left\{v_{1}\right\}, & & P_{1}:=\left(V_{1}, \emptyset\right), \\
W_{1} & :=\emptyset, & & Q_{1}:=\left(W_{1}, \emptyset\right), \\
V_{2} & :=\left\{v_{1}, v_{2}\right\}, & & P_{2}:=\left(\left\{V_{2},\left\{\left(v_{1}, v_{2}\right)\right\}\right),\right. \\
W_{2} & :=\left\{v_{1}, w_{2}\right\} & & Q_{2}:=\left(W_{2}, \emptyset\right),
\end{aligned}
\]
and for \(k \geq 2\), noting that \(W_{k-1} \subseteq V_{k}\) and \(V_{k-1} \subseteq W_{k}\), let
\[
\begin{aligned}
V_{k+1} & :=V_{k} \cup\left\{v_{k+1}, w_{k}\right\}, & & P_{k+1}:=\left(P_{k} \triangleright_{V_{k}} v_{k+1}\right) \triangleright_{W_{k-1}} w_{k} \\
W_{k+1} & :=W_{k} \cup\left\{v_{k}, w_{k+1}\right\}, & & Q_{k+1}:=\left(Q_{k} \triangleright_{W_{k}} w_{k+1}\right) \triangleright_{V_{k-1}} v_{k}
\end{aligned}
\]

Figure 1 illustrates the construction for \(1 \leq k \leq 4\).
\[
P_{1}, Q_{1}
\]

\(P_{4}, Q_{4}\)


Figure 1 The graphs \(P_{k}, Q_{k}\) for \(k=1, \ldots, 4\).
Note that both \(P_{k}\) and \(Q_{k}\) are directed acyclic graphs. Obviously, we have \(\left|V_{k}\right|,\left|W_{k}\right| \leq\) \(\max \{1,2(k-1)\}\) for all \(k\). By \(G[X]\), we denote the induced subgraph of a set \(X\) in a graph \(G\). Observe that for all \(\ell \geq k \geq 1\) we have \(P_{\ell}[X]=P_{k}[X]\) for all \(X \subseteq V_{k}\) and \(Q_{\ell}[Y]=Q_{k}[Y]\) for all \(Y \subseteq W_{k}\).
\(\triangleright\) Claim 11. For all \(\ell>k \geq 1\) it holds that \(P_{\ell}\left[W_{k}\right]=Q_{k}\) and \(Q_{\ell}\left[V_{k}\right]=P_{k}\).
Proof. It suffices to prove the claim for \(\ell=k+1\). The proof is by induction on \(k\). For \(k=1,2\), the assertion is immediate from Figure 1. For the inductive step, let \(k \geq 2\). By the induction hypothesis, we have \(P_{k}\left[W_{k-1}\right]=Q_{k-1}\). To construct \(Q_{k}\) from \(Q_{k-1}\), we add the vertex \(w_{k}\) and edges from all vertices in \(W_{k-1}\) to \(w_{k}\). Moreover, we add \(v_{k-1}\) and edges from all vertices in \(V_{k-2}\) to \(v_{k-1}\). Both of these vertices and all these edges are present in \(P_{k+1}\) :
- \(v_{k-1}\) and edges from all vertices in \(V_{k-2}\) to \(v_{k-1}\) have already been added in the transition from \(P_{k-2}\) to \(P_{k-1}\);
- \(w_{k}\) and edges from all vertices in \(W_{k-1}\) to \(w_{k}\) are added in the transition from \(P_{k}\) to \(P_{k+1}\).
Thus \(P_{k+1}\left[W_{k}\right]=Q_{k}\). The argument that \(Q_{k+1}\left[V_{k}\right]=P_{k}\) is similar.
Since \(V_{k+1}=V_{k} \cup W_{k} \cup\left\{v_{k+1}\right\}\) and \(W_{k+1}=V_{k} \cup W_{k} \cup\left\{w_{k+1}\right\}\), a consequence of this claim is that
\[
\begin{equation*}
P_{k+1} \cap Q_{k+1}=P_{k+1} \backslash\left\{v_{k+1}\right\}=Q_{k+1} \backslash\left\{w_{k+1}\right\}=P_{k} \cup Q_{k} . \tag{4}
\end{equation*}
\]
\(\triangleright\) Claim 12. The edge relations of \(P_{k}\) and \(Q_{k}\) are transitive.
Proof. This follows by induction from (4), because \(v_{k}\) and \(w_{k}\) have out-degree 0 in \(P_{k}, Q_{k}\), respectively.

Thus \(P_{k}\) and \(Q_{k}\) are partial orders.
\(\triangleright\) Claim 13. For all graphs \(G\) and all subsets \(X \subseteq G\) we have
\[
\begin{align*}
c_{1}\left(G \triangleright_{X} x\right) & =c_{1}(G)+1,  \tag{5}\\
c_{i}\left(G \triangleright_{X} x\right) & =c_{i}(G)+c_{i-1}(G[X]) \tag{6}
\end{align*} \quad \text { for } i \geq 2 .
\]

Proof. Straightforward.
Thus for \(k \geq 2\) and \(i \geq 2\) we have
\[
\begin{equation*}
c_{i}\left(P_{k+1}\right)=c_{i}\left(P_{k}\right)+c_{i-1}\left(P_{k}\right)+c_{i-1}\left(Q_{k-1}\right) \tag{7}
\end{equation*}
\]
and similarly
\[
\begin{equation*}
c_{i}\left(Q_{k+1}\right)=c_{i}\left(Q_{k}\right)+c_{i-1}\left(Q_{k}\right)+c_{i-1}\left(P_{k-1}\right) \tag{8}
\end{equation*}
\]

Now we prove (1)-(3) by induction on \(k\). We have already noted that it holds for \(k=1,2\). For the inductive step, let \(k \geq 2\) and \(i \geq 1\).
Case 1: \(i=1\). We have \(c_{1}\left(P_{k+1}\right)=\left|V_{k+1}\right|=2 k=\left|W_{k+1}\right|=c_{1}\left(Q_{k+1}\right)\).
Case 2: \(2 \leq i \leq k-1\). We have \(c_{i}\left(P_{k}\right)=c_{i}\left(Q_{k}\right), c_{i-1}\left(P_{k}\right)=c_{i-1}\left(Q_{k}\right)\) and \(c_{i-1}\left(P_{k-1}\right)=\) \(c_{i-1}\left(Q_{k-1}\right)\) by the induction hypothesis, and by (7) and (8) this implies \(c_{i}\left(P_{k+1}\right)=\) \(c_{i}\left(P_{k+1}\right)\).
Case 3: \(i=k\). We have \(c_{i}\left(P_{k}\right)=c_{i}\left(Q_{k}\right)+1\) and \(c_{i-1}\left(P_{k}\right)=c_{i-1}\left(Q_{k}\right)\) and \(c_{i-1}\left(P_{k-1}\right)=\) \(c_{i-1}\left(Q_{k-1}\right)+1\) by the induction hypothesis. Thus by (7) and (8),
\[
\begin{aligned}
c_{i}\left(P_{k+1}\right) & =c_{i}\left(P_{k}\right)+c_{i-1}\left(P_{k}\right)+c_{i-1}\left(Q_{k-1}\right) \\
& =c_{i}\left(Q_{k}\right)+1+c_{i-1}\left(Q_{k}\right)+c_{i-1}\left(P_{k-1}\right)-1=c_{i}\left(Q_{k+1}\right)
\end{aligned}
\]
which completes the proof of (1).
Case 4: \(i=k+1\). We have \(c_{i}\left(P_{k}\right)=c_{i}\left(Q_{k}\right)=0\) and \(c_{i-1}\left(P_{k}\right)=1, c_{i-1}\left(Q_{k}\right)=0\) and \(c_{i-1}\left(P_{k-1}\right)=c_{i-1}\left(Q_{k-1}\right)=0\) by the induction hypothesis. Thus by (7) and (8),
\[
\begin{aligned}
c_{i}\left(P_{k+1}\right) & =c_{i}\left(P_{k}\right)+c_{i-1}\left(P_{k}\right)+c_{i-1}\left(Q_{k-1}\right)=1 \\
c_{i}\left(Q_{k+1}\right) & =c_{i}\left(Q_{k}\right)+c_{i-1}\left(Q_{k}\right)+c_{i-1}\left(P_{k-1}\right)=0
\end{aligned}
\]

This proves (2).
Case 5: \(i \geq k+2\). We have \(c_{i}\left(P_{k}\right)=c_{i}\left(Q_{k}\right)=c_{i-1}\left(P_{k}\right)=c_{i-1}\left(Q_{k}\right)=c_{i-1}\left(P_{k-1}\right)=\) \(c_{i-1}\left(Q_{k-1}\right)=0\) by the induction hypothesis. Thus by (7) and (8), \(c_{i}\left(P_{k+1}\right)=c_{i}\left(Q_{k+1}\right)=\) 0 . This proves (3).

Now assertions (1)-(3) follow, because for partial orders \(G\) we have \(c_{k}(G)=d_{k}(G)\) for all \(k \geq 1\).

As the construction of Theorem 10 yields partial orders, for which directed path counts and clique counts are the same, we also obtain an undirected version for clique counts with Corollary 14.
- Corollary 14. For every \(k \geq 1\) there are undirected graphs \(G_{k}, H_{k}\) of order \(\left|G_{k}\right|,\left|H_{k}\right| \leq\) \(\max \{1,2(k-1)\}\) such that
\[
\begin{align*}
c_{i}\left(G_{k}\right) & =c_{i}\left(H_{k}\right) & \text { for } 1 \leq i \leq k-1,  \tag{9}\\
c_{k}\left(G_{k}\right) & =1, \quad c_{k}\left(H_{k}\right)=0, & \\
c_{i}\left(G_{k}\right) & =c_{i}\left(H_{k}\right)=0 & \text { for all } i>k . \tag{10}
\end{align*}
\]

Proof. Let \(G_{k}, H_{k}\) be the undirected graphs underlying the partial orders \(P_{k}, Q_{k}\) of Theorem 10.

We also show how to generalise Theorem 10 and Corollary 14 such that number of directed paths of length \(k-1\) and the number of cliques of size \(k\) in these graphs, respectively, can freely be chosen. The exact statements and their proofs can be found in the full version of the paper.

\section*{4 Undecidability Results}

We proceed to derive undecidability results for \(\operatorname{Homind}(\mathcal{F})\) using the combinatorial constructions of Section 3. Before we prove our main theorem (Theorem 1), the following version for the case of directed graphs will be necessary.
- Theorem 15. There is a polynomial time decidable class \(\mathcal{F}\) of directed graphs of tree width 1 such that \(\operatorname{HomInd}(\mathcal{F})\) is undecidable.

Proof. Let us fix some Gödel numbering of deterministic Turing machines such that \(M_{j}\) denotes the machine with Gödel number \(j\). For every pair \((j, t) \in \mathbb{N}^{2}\), let \(F_{j, t}\) be the graph that is the disjoint union of a directed path \(P_{j+1}^{\rightarrow}\) of length \((j+1)\) and an independent set of size \(t\). Let \(\mathcal{F}\) be the class of all graphs \(F_{j, t}\) such that \(M_{j}\) halts in \(t\) steps when started on the empty input word. Clearly, \(\mathcal{F}\) is decidable in polynomial time.

Observe that for every graph \(G\) and all \(j, t \in \mathbb{N}\) we have
\[
\begin{equation*}
\operatorname{hom}\left(F_{j, t}, G\right)=\operatorname{hom}\left(P_{j+1}, G\right) \cdot|G|^{t} \tag{12}
\end{equation*}
\]

Let \(G_{k}, H_{k}\) be the graphs constructed in Theorem 10. It is easy to note that hom \(\left(F_{0, t}, G_{1}\right)=\) \(1 \neq 0=\operatorname{hom}\left(F_{0, t}, H_{1}\right)\) and \(\operatorname{hom}\left(F_{j, t}, G_{1}\right)=\operatorname{hom}\left(F_{j, t}, H_{1}\right)=0\) for \(j \geq 1\). For \(k \geq 2\), recall that \(\left|G_{k}\right|=\left|H_{k}\right|=2(k-1)\) and that \(\operatorname{hom}\left(P_{j}, G_{k}\right)=\operatorname{hom}\left(P_{j}, H_{k}\right)\) if and only if \(j \neq k\). Thus it follows from (12) that for all \(j, t\) we have
\[
\begin{equation*}
\operatorname{hom}\left(F_{j, t}, G_{k}\right) \neq \operatorname{hom}\left(F_{j, t}, H_{k}\right) \Longleftrightarrow j=k-1 \tag{13}
\end{equation*}
\]

This implies
\[
\begin{aligned}
\operatorname{Hom}_{\mathcal{F}}\left(G_{k}\right) \neq \operatorname{Hom}_{\mathcal{F}}\left(H_{k}\right) & \Longleftrightarrow F_{(k-1), t} \in \mathcal{F} \text { for some } t \in \mathbb{N} \\
& \Longleftrightarrow M_{k-1} \text { halts on the empty input word. }
\end{aligned}
\]

This proves that \(\operatorname{Homind}(\mathcal{F})\) is undecidable. Since every graph in \(\mathcal{F}\) is a directed path with some padded isolated vertices, the treewidth of \(\mathcal{F}\) is 1 . Hence, proved.

The above proof can be easily modified to invoke Corollary 14 instead of Theorem 10, which yields the following corollary.
- Corollary 16. There is a polynomial time decidable class \(\mathcal{F}\) of undirected graphs such that \(\operatorname{Homind}(\mathcal{F})\) is undecidable.

In particular, every graph in this class of undirected graphs is a clique (padded with isolated vertices), and therefore, this class has unbounded treewidth. Our main theorem, Theorem 1, is a sharper version of the above corollary.

\subsection*{4.1 Proof of Theorem 1}

The proof of Theorem 1 is obtained by replacing the directed graphs \(F_{j, t}, G_{k}, H_{k}\) (constructed in the proof of Theorem 15) by their suitably-defined undirected versions \(\widetilde{F}_{j, t}, \widetilde{G}_{k}, \widetilde{H}_{k}\). The two key requirements of this transformation are (a) the homomorphism numbers are preserved, i.e., \(\operatorname{hom}\left(F_{j, t}, G_{k}\right)=\operatorname{hom}\left(\widetilde{F}_{j, t}, \widetilde{G}_{k}\right)\) and \(\operatorname{hom}\left(F_{j, t}, H_{k}\right)=\operatorname{hom}\left(\widetilde{F}_{j, t}, \widetilde{H}_{k}\right)\), and (b) the treewidth of the transformed graphs is bounded. To satisfy these properties, we devise suitable gadgets to encode the direction of an edge: our gadgets employ homomorphically incomparable Kneser graphs in order to control the homomorphism numbers of the resulting undirected graphs. The end result of our gadget construction is the following technical lemma (note that our construction there does not exploit any special properties of the present graphs and works for arbitrary directed graphs). The proof is deferred to the full version of the paper.

Let \(\mathcal{F}\) be the class of all directed graphs \(F_{j, t}\) arising in the proof of Theorem 15 , such that \(\operatorname{Homind}(\mathcal{F})\) is undecidable.
- Lemma 17. Given graphs \(F_{j, t}, G_{k}, H_{k}\) (constructed in the proof of Theorem 15), we can construct corresponding undirected graphs \(\widetilde{F}_{j, t}, \widetilde{G}_{k}, \widetilde{H}_{k}\) in polynomial time, satisfying the following properties.
1. For all \(j, t \in \mathbb{N}\) there exists a positive integer \(C_{j, t}\) such that for every \(k \in \mathbb{N}\),
\[
\begin{aligned}
\operatorname{hom}\left(\widetilde{F}_{j, t}, \widetilde{G}_{k}\right) & =C_{j, t} \cdot \operatorname{hom}\left(F_{j, t}, G_{k}\right), \\
\operatorname{hom}\left(\widetilde{F}_{j, t}, \widetilde{H}_{k}\right) & =C_{j, t} \cdot \operatorname{hom}\left(F_{j, t}, H_{k}\right)
\end{aligned}
\]
2. There exists a fixed positive integer \(\ell\) such that for every \(j, t \in \mathbb{N}\), the graph \(\widetilde{F}_{j, t}\) has treewidth at most \(\ell\).
3. Let \(\widetilde{\mathcal{F}}\) be the class of all undirected graphs \(\widetilde{F}_{j, t}\) such that \(F_{j, t} \in \mathcal{F}\). Then \(\widetilde{\mathcal{F}}\) is polynomial time decidable.

From the above lemma, we can deduce Theorem 1 as follows.

Proof of Theorem 1. The proof follows the proof of Theorem 15 closely. By Lemma 17 and Equation 13,
\[
\begin{equation*}
\operatorname{hom}\left(\widetilde{F}_{j, t}, \widetilde{G}_{k}\right) \neq \operatorname{hom}\left(\widetilde{F}_{j, t}, \widetilde{H}_{k}\right) \Longleftrightarrow j=k-1 \tag{14}
\end{equation*}
\]

This implies
\[
\begin{aligned}
\operatorname{Hom}_{\widetilde{\mathcal{F}}}\left(\widetilde{G}_{k}\right) \neq \operatorname{Hom}_{\widetilde{\mathcal{F}}}\left(\widetilde{H}_{k}\right) & \Longleftrightarrow \widetilde{F}_{(k-1), t} \in \widetilde{\mathcal{F}} \text { for some } t \in \mathbb{N} \\
& \Longleftrightarrow F_{(k-1), t} \in \mathcal{F} \text { for some } t \in \mathbb{N} \\
& \Longleftrightarrow M_{k-1} \text { halts on the empty input word. }
\end{aligned}
\]

This proves that \(\operatorname{Homind}(\widetilde{\mathcal{F}})\) is undecidable. By Lemma 17, \(\widetilde{\mathcal{F}}\) has bounded treewidth and is polynomial-time-decidable. Hence, proved.

\section*{5 Hardness for Cliques}

The construction of Corollary 14 allows for a simple proof of the co-NP-hardness of Homind ( \(\mathcal{K}\) ).

Proof of Theorem 2. We reduce the co-NP-hard problem
\[
\overline{\mathrm{CLIQUE}}=\{(F, k) \mid F \text { graph without a } k \text {-clique }\}
\]
to \(\operatorname{HomInd}(\mathcal{K})\). To this end, we use Corollary 14 to construct two graphs \(G_{k}\) and \(H_{k}\) in time polynomial in \(k \leq n\). Then, the graphs
\[
F_{1}:=F \otimes G_{k} \quad \text { and } \quad F_{2}:=F \otimes H_{k} .
\]
can be constructed in time poly \((n)\). Corollary 5 , together with (9)-(11), implies that
\[
\begin{array}{rlrl}
c_{i}\left(F_{1}\right)=c_{i}\left(F_{2}\right) & \text { for } 1 \leq i \leq k-1, \\
c_{k}\left(F_{1}\right)=k!\cdot c_{k}(F), & c_{k}\left(F_{2}\right)=0, & \\
c_{i}\left(F_{1}\right)=c_{i}\left(F_{2}\right)=0 & \text { for all } i>k . \tag{17}
\end{array}
\]

Hence, the mapping \(F \mapsto\left(F_{1}, F_{2}\right)\) is the desired polynomial-time many-one reduction as \(c_{k}(F)=0\) if and only if \(c_{i}\left(F_{1}\right)=c_{i}\left(F_{2}\right)\) for every \(i \geq 1\).

A more refined argument gives us a more precise classification of the complexity of \(\operatorname{Homind}(\mathcal{K})\).
- Theorem 18. \(\operatorname{HomInd}(\mathcal{K})\) is complete for \(\mathrm{C}_{=} \mathrm{P}\) under polynomial time Turing reductions.

The complexity class \(\mathrm{C}_{=} \mathrm{P}\) was introduced in \([18,22]\). Here we use the following equivalent definition from [10].
- Definition 19. Let \(L\) be a decision problem. Then \(L \in \mathrm{C}_{=} \mathrm{P}\) if and only if there is a function \(f\) in \#P and a function \(g\) computable in polynomial time such that for every instance \(x\) of \(L\)
\(x \in L \quad \Longleftrightarrow \quad f(x)=g(x)\).
Before giving the proof of Theorem 18, we derive some of its consequences, which shows that \(\operatorname{Homind}(\mathcal{K})\) is apparently much harder than co-NP as stated in Theorem 2, and in fact, unlikely to be in the polynomial hierarchy ( PH ).

It is clear that every problem in \(\mathrm{C}_{=} \mathrm{P}\) can be decided in polynomial time with an oracle to a problem in \#P. The following slightly weak converse is also easy to see (cf. [4], Section 1.2).
- Proposition 20. \(\mathrm{P}^{\# \mathrm{P}} \subseteq \mathrm{NP}^{\mathrm{C}=\mathrm{P}}\).

Thus Theorem 18 implies that:
- Corollary 21. \(\mathrm{P}^{\# \mathrm{P}} \subseteq \mathrm{NP}^{\operatorname{Homind}(\mathcal{K})}\).

Combined with renowned Toda's Theorem [19], we conclude that \(\operatorname{HomInd}(\mathcal{K})\) is above the polynomial hierarchy
- Corollary 22. \(\operatorname{HomInd}(\mathcal{K})\) is not in PH , unless PH collapses.

Now we are ready to prove Theorem 18: the proof is deferred to the full version of the paper.

\section*{6 Tractable Cases}
- Theorem 23. \(\operatorname{Hom} \operatorname{Ind}(\mathcal{F})\) can be solved in polynomial time for the class \(\mathcal{F}\) of directed paths.

The proof of the theorem is deferred to the full version of the paper.

\section*{7 Related Problems}

For a class of graphs \(\mathcal{F}\), let \(\mathcal{F}_{k}\) denote the class of all graphs \(F \in \mathcal{F}\) of order \(k\). For classes \(\mathcal{F}\) where there is at most one graph \(F \in \mathcal{F}\) of order \(k\) for every \(k \geq 1\), it is only natural to consider the entries hom \((F, G)\) of a homomorphism vector \(\operatorname{Hom}_{\mathcal{F}}(G)\) as sorted by the order of \(F\). Then it becomes possible to compare these vectors using the lexicographical ordering \(\leq_{\ell}\), and for such a class \(\mathcal{F}\), we let \(\operatorname{HomLex}(\mathcal{F})\) denote the following decision problem: given graphs \(G\) and \(H\), decide whether \(\operatorname{Hom}_{\mathcal{F}}(G) \leq_{\ell} \operatorname{Hom}_{\mathcal{F}}(H)\).

For the classes of directed paths and directed cycles, the proof of Theorem 23 immediately yields that the corresponding decision problems can be decided in polynomial time as, given graphs \(G\) and \(H\) with \(|V(G)|=|V(H)|=n\), it suffices to consider the first \(2 n\) paths and \(n\) cycles, respectively.
- Theorem 24. \(\operatorname{HomLex}(\mathcal{F})\) can be solved in polynomial time for the class of directed paths and the class of directed cycles.

For the class of all complete graphs, the hardness of the \(\operatorname{HomLex}(\mathcal{K})\) is expected.
- Theorem 25. \(\operatorname{HomLex}(\mathcal{K})\) is complete for \#P under polynomial time Turing reductions.

The proof is deferred to the full version of the paper.
A more interesting direction is to consider the similarity of homomorphism vectors as this induces a measure of similarity on the graphs themselves (see e.g. [13], Lemma 10.22 and Lemma 10.32). It is not clear how exactly the distance of homomorphism vectors should be defined, but some natural candidates are the following:
(a) \(d_{\mathcal{F}}^{1}(G, H):=\sum_{\substack{k \geq 1 \\ \mathcal{F}_{k} \neq \emptyset}} \frac{1}{k^{k}\left|\mathcal{F}_{k}\right|} \sum_{F \in \mathcal{F}_{k}}|\operatorname{hom}(F, G)-\operatorname{hom}(F, H)|\)
(b) \(d_{\mathcal{F}}^{\infty}(G, H):=\sum_{\substack{k \geq 1 \\ \mathcal{F}_{k} \neq \emptyset}} \frac{1}{k^{k}} \max _{F \in \mathcal{F}_{k}}|\operatorname{hom}(F, G)-\operatorname{hom}(F, H)|\)
(c) \(d_{\mathcal{F}}^{2}(G, H):=\sqrt{\sum_{\substack{k \geq 1 \\ \mathcal{F}_{k} \neq \emptyset}} \frac{1}{k^{k}\left|\mathcal{F}_{k}\right|} \sum_{F \in \mathcal{F}_{k}}(\operatorname{hom}(F, G)-\operatorname{hom}(F, H))^{2}}\)

The scaling by \(k^{k}\) in the definitions is quite arbitrary and ensures that the sums converge: Let \(G\) and \(H\) be graphs with \(|V(G)| \geq|V(H)|\). As the number of homomorphisms from a \(k\)-vertex graph to an \(n\)-vertex graph is at most \(n^{k}\), we for example have
\[
\sqrt[k]{\frac{1}{k^{k}\left|\mathcal{F}_{k}\right|} \sum_{F \in \mathcal{F}_{k}}|\operatorname{hom}(F, G)-\operatorname{hom}(F, H)|} \leq \sqrt[k]{\frac{|V(G)|^{k}}{k^{k}}}=\frac{|V(G)|}{k} \xrightarrow{k \rightarrow \infty} 0
\]
which implies convergence of the sum in the definition of \(d_{\mathcal{F}}^{1}\) by the root test. Of course, one may also scale by a different factor, e.g., \(k\) !, and possibly even make it depend on the orders of \(G\) and \(H\). It is not hard to see that \(d_{\mathcal{F}}^{1}, d_{\mathcal{F}}^{\infty}\), and \(d_{\mathcal{F}}^{2}\) are pseudometrics on graphs. For \(d_{\mathcal{F}}^{2}\),
this follows directly from the fact that it is the pseudometric induced by an inner product on homomorphism vectors proposed by Dell, Grohe, and Rattan [6].

For "simple-enough" classes of graphs, these pseudometrics can be computed up to an arbitrarily small additive error \(\varepsilon\) in polynomial time in the straightforward way: compute "enough" terms by computing the first graphs in \(\mathcal{F}\) and then counting homomorphisms from them one by one. To this end, we call a class of graphs \(\mathcal{F}\) polynomial-time enumerable if there is a polynomial-time algorithm that, on input \(1^{k}\), outputs all graphs in \(\mathcal{F}_{k}\). Theorem 26 only considers \(d_{\mathcal{F}}^{1}\) for simplicity, but the calculations can directly be adapted to \(d_{\mathcal{F}}^{\infty}\) and \(d_{\mathcal{F}}^{2}\). The proof is deferred to the full version of the paper.
- Theorem 26. Let \(\mathcal{F}\) be a polynomial-time enumerable class of graphs for which \(\# \operatorname{Hom}(\mathcal{F})\) is in polynomial time. Then, for every \(\varepsilon>0\), there is a polynomial-time algorithm \(D_{\mathcal{F}}^{\varepsilon}\) that takes two graphs \(G\) and \(H\) as input and outputs a real number \(D_{\mathcal{F}}^{\varepsilon}(G, H)\) such that \(\left|d_{\mathcal{F}}^{1}(G, H)-D_{\mathcal{F}}^{\varepsilon}(G, H)\right| \leq \varepsilon\) holds for all \(G\) and \(H\).

Among the classes to which Theorem 26 applies are the class \(\mathcal{C}\) of all cycles, the class \(\mathcal{P}\) of all paths, and for every fixed \(d \geq 1\), the class of all complete \(d\)-ary trees.

\section*{8 Conclusion}

We established the rich complexity-theoretic behaviour of the problem \(\operatorname{HomInd}(\mathcal{F})\) for a variety of graph classes. It was already known that this problem can be solved in polynomial time for the class of paths, trees and bounded treewidth graphs. Our results are complementary: there exist polynomial-time-decidable graph classes for which this problem is undecidable, even though these graph classes satisfy strong structural restrictions (such as bounded treewidth). For the class of complete graphs and directed paths, we also provide tight upper and lower bounds for the complexity of \(\operatorname{HomInd}(\mathcal{F})\). Our techniques rely on combinatorial constructions of graphs with almost-identical homomorphism vectors: these constructions might be of independent interest.

Perhaps the most interesting direction of further work is the study of graph metrics induced by homomorphism vectors. These metrics induce natural measures of similarity between graphs: such measures serve as an important black-box component for the design of practical graph learning algorithms. Therefore, a better understanding of these metrics will enable a theoretical analysis of practical graph learning tools.
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\begin{abstract}
We introduce the Scalable ZX-calculus (SZX-calculus for short), a formal and compact graphical language for the design and verification of quantum computations. The SZX-calculus is an extension of the ZX-calculus, a powerful framework that captures graphically the fundamental properties of quantum mechanics through its complete set of rewrite rules. The ZX-calculus is, however, a low level language, with each wire representing a single qubit. This limits its ability to handle large and elaborate quantum evolutions. We extend the ZX-calculus to registers of qubits and allow compact representation of sub-diagrams via binary matrices. We show soundness and completeness of the SZX-calculus and provide two examples of applications, for graph states and error correcting codes.
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\section*{1 Introduction}

The ZX-calculus is an intuitive and powerful graphical language for quantum computing, introduced by Coecke and Duncan [11]. Quantum processes can be represented by ZXdiagrams, which can be seen intuitively as a generalisation of quantum circuits. The language is also equipped with a set of rewrite rules which preserves the represented quantum evolution. Unlike quantum circuits, the ZX-calculus has been proved to be complete for various universal fragments of pure quantum mechanics \([26,23,27,28,43]\), and also mixed states quantum mechanics [8]. Completeness means that any equality can be derived in this language: if two diagrams represent the same quantum process then they can be transformed one into the other using the rewriting rules of the language. Completeness opens avenues for various applications of the ZX-calculus in quantum information processing, including circuit optimisation [16, 30] - which out-performs all other technics for T-count reductions [34] - error correcting codes [17, 21, 9], lattice surgery [14], measurement-based quantum computing [19, 15, 32] etc. Automated tools for quantum reasoning, e.g. Quantomatic [35] and PyZX [33], are also based on the ZX-calculus. The ZX-calculus is also used as intermediate representation in a commercial quantum compiler [12].
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The cornerstone of the ZX-calculus is that fundamental properties of quantum mechanics can be captured graphically. The language remains, however, relatively low level: each wire represents a single qubit, a feature that limits the design of larger-scale and more complex quantum procedures. We address in this paper the problem of scalability of the ZX-calculus. In [9], the authors - including one of the present paper - demonstrated that the ZX-calculus can be used in practice to design and verify quantum error correcting codes. They introduced various shortcuts to deal with the scalability of the language: mainly the use of thick wires to represent registers of qubits and matrices to represent sub-diagrams, and hence reason about families of diagrams in a compact way. However, the approach lacked a general theory and fundamental properties like soundness and completeness.

Contributions. We introduce the Scalable ZX-calculus, SZX calculus for short, to provide theoretical foundations to this approach. We extend the ZX-calculus to deal with registers of qubits by introducing some new generators and rewrite rules. We show soundness - i.e. the new generators can be used in a consistent way - as well as completeness of the SZX-calculus. A simple but key ingredient is the introduction of two generators, not present in [9], for dividing and gathering registers of qubits. A wire representing a register of \((n+m)\)-qubits can be divided into two wires representing respectively \(n\) and \(m\) qubits. Similarly two registers can be gathered into a single larger one. We also extend the generators of the ZX-calculus so that they can act not only on a single qubit but on a register of qubits. The SZX-calculus is then constructed as a combination of the ZX-calculus and the sub-language made of the divider and the gatherer, by adding the necessary rewrite rules describing how these two sub-languages interact. We show that the SZX-calculus is universal, sound, and complete, providing an intuitive and formal language to represent quantum operations on an arbitrarily large finite number of qubits. The use of the divider and the gatherer allows one to derive inductive (graphical) proofs.

Furthermore, the SZX-calculus provides the fundamental structures - namely the (co)comutative Hopf algebras - to develop a graphical theory of binary matrices, following work on graphical linear algebra [5]. As a consequence, we introduce an additional generator parametrized by a binary matrix together with four simple rewrite rules. Note that, while matrices were also used in [9], we introduce here a more elementary generator acting on a single register ( 1 input/1 output) rather than two registers (2 inputs/2 outputs). We prove completeness of the SZX-calculus augmented with these matrices. The use of matrices allows a compact representation where subdiagrams can be replaced by matrices. Moreover, basic matrix arithmetic can be done graphically. It makes the SZX-calculus with matrices a powerful tool for formal and compact quantum reasoning.

In section 5, we show the SZX-calculus in action. The main application of the SZXcalculus we consider in this paper is the graph state formalism [24]. We show how graph states can be represented using SZX-diagrams and how some fundamental properties like fixpoint properties, local complementation, and pivoting can be derived in the calculus. We also consider error correcting code examples in order to show that the techniques for the design and verification of codes developed in [9] can be performed smoothly in the SZX-calculus.

Related works. Scalability is crucial in the development of the ZX-calculus and more generally for graphical languages. We review here some contributions in this domain that we briefly compare to our approach.

The !-boxes formalism [31] is a meta language for graphical languages, which has been extensively used in the development of the automated tool Quantomatic. A !-box is a region (subdiagram) of a diagram which can be discarded or duplicated. There is also a first order
logic handling families of equations between concrete (i.e. !-box free) diagrams. In contrast, the scalable ZX is not a meta-language but an actual graphical language equipped with an equational theory (namely a coloured PROP). There is no obvious way to compare these two approaches (even in terms of expressive power).

Monoidal multiplexing [10] corresponds to two categorical constructions which allow representing \(n\) diagrams in parallel. Roughly speaking, one of the two constructions would be equivalent to the use of big wires for the subclass of SZX-diagrams which are matrix, divider and gatherer-free. It is worth noticing that, to our knowledge, monoidal multiplexing has never been combined with the matrix approach, even though both were developed in the same line of research on graphical linear algebra.

Recently, Miatto [39] has independently introduced a graphical calculus involving matrices, and the equivalent of green spiders, dividers and gatherers. This graphical calculus has been developed in the context of the tensor networks, and the author mainly shows that 6 kinds of matrix products can be represented graphically. We note that the represented matrices do not coincide with the ones we are axiomatising: the matrices represented in Miatto's language correspond to \(\mathbb{C}^{2^{m} \times 2^{n}}\) matrices whereas ours are in \(\mathbb{F}_{2}^{m \times n}\), hence the equations differ. It is however worth noting that equation Fig. 6 in [39] essentially corresponds to the equation governing the interaction between green spiders and the divider given in section 3.3.

Structure of the paper. We first present the ZX-calculus in section 2, then we introduce the SZX-calculus in section 3, and an axiomatisation of binary matrices for compressing diagrams in section 4. Finally, in section 5, we use the SZX-calculus for error correcting codes and graph states. Full proofs for this paper can be found at arXiv:1905.00041 [7].

\section*{2 Background: the ZX-calculus}

A ZX-diagram \(D: k \rightarrow \ell\) with \(k\) inputs and \(\ell\) outputs is generated by: \(\forall n, m \in \mathbb{N}, \forall \alpha \in \mathbb{R}\),
\begin{tabular}{|c|c|c|c|}
\hline 区 \(\vdots: n \rightarrow m\) & \(\square-1 \rightarrow 1\) & \(C: 0 \rightarrow 2\) & \[
\mathcal{C}: 2 \rightarrow 2
\] \\
\hline \[
\bar{\vdots} \vdots: n \rightarrow m
\] & \(\longrightarrow\) - \(: 1 \rightarrow 1\) & \(D: 2 \rightarrow 0\) & \(\stackrel{--1}{--1}: 0 \rightarrow 0\) \\
\hline
\end{tabular}
and the two compositions: for any ZX-diagrams \(D_{0}: a \rightarrow b, D_{1}: b \rightarrow c\), and \(D_{2}: c \rightarrow d\) :
\[
\bar{\square} \sqrt{D_{1}} \circ \sqrt{D_{0}}=\bar{\vdots} \sqrt{D_{0}} \overline{D_{1}} \quad \text { and } \quad \overline{D_{0}} \otimes \overline{D_{2}}=\frac{\bar{\vdots} \overline{D_{0}} \bar{\vdots}}{\overline{D_{2}} \bar{\vdots}}
\]

For any \(n, m, Z X[n, m]\) is the set of all ZX-diagrams of type \(n \rightarrow m\). The ZX-diagrams are representing quantum processes: for any ZX-diagram \(D: n \rightarrow m\) its interpretation \(\llbracket D \rrbracket \in\) \(\mathcal{M}_{2^{m} \times 2^{n}}(\mathbb{C})\) is inductively defined as: \(\llbracket D_{1} \circ D_{0} \rrbracket=\llbracket D_{1} \rrbracket \circ \llbracket D_{0} \rrbracket, \llbracket D_{0} \otimes D_{2} \rrbracket=\llbracket D_{0} \rrbracket \otimes \llbracket D_{2} \rrbracket\), and

Where \(|0\rangle:=\binom{1}{0},|1\rangle:=\binom{0}{1},|+\rangle:=\frac{|0\rangle+|1\rangle}{\sqrt{2}},|-\rangle:=\frac{|0\rangle-|1\rangle}{\sqrt{2}},\left|a^{k+1}\right\rangle:=|a\rangle \otimes\left|a^{k}\right\rangle,\left|a^{0}\right\rangle:=1\), and \(\langle a|:=|a\rangle^{\dagger}\), moreover \(n\) and \(m\) are respectively the number of inputs and outputs of the spiders.

When equal to zero, the angle of the green or red spider is omitted:
\[
\bar{\vdots}:=\overline{\vdots 0} \quad \text { and } \quad \vdots 0 \leq:=\bar{\vdots} \quad 5
\]

ZX-diagrams are universal for pure qubit quantum mechanics: \(\forall n, m \in \mathbb{N}\), and \(\forall M \in\) \(\mathcal{M}_{2^{n} \times 2^{m}}(\mathbb{C})\), there exists a ZX-diagram \(D: n \rightarrow m\) such that \(\llbracket D \rrbracket=M\).

ZX-diagrams also come with a set of graphical rewrite rules, or axioms, which allows one to transform a diagram preserving its interpretation. Some of them are gathered under the Only Topology Matters paradigm. When using these we label the equality by top. Two diagrams that can be transformed into each other by moving around the wires are equal. This can be derived from the following rules:
\[
X=\square=\square=\square=\square
\]

The last set of rule expresses the naturality of the swap; in other words, that all the generators can be passed through wires.

The legs of the spiders of ZX-calculus can be exchanged and bent. This implies that diagrams are essentially graphs with inputs and outputs.



Finally, the rules that are not purely topological are given in Figure 1.


Figure 1 Axioms of the \(\mathbf{Z X}\)-calculus, where \(x^{+}:=\frac{\alpha_{1}+\alpha_{2}}{2}, x^{-}:=x^{+}-\alpha_{2}, z:=-\sin \left(x^{+}\right)+\) \(i \cos \left(x^{-}\right), z^{\prime}:=\cos \left(x^{+}\right)-i \sin \left(x^{-}\right)\)and \(z^{\prime}=0 \Rightarrow \beta_{2}=0\). In the upper left rule, there must be at least one wire between the spiders annotated by \(\alpha\) and \(\beta\). The colour-swapped version of those rules also holds. A label is given to each axiom, above the equals sign, for later reference.

We write \(Z X \vdash D=D^{\prime}\) when \(D\) can be transformed into \(D^{\prime}\) using the rules of the ZX-calculus. The rules of the ZX-calculus are sound: for any ZX-diagrams \(D, D^{\prime}, Z X \vdash D=\) \(D^{\prime} \Rightarrow \llbracket D \rrbracket=\llbracket D^{\prime} \rrbracket\) i.e., the rules preserve the interpretation of the language. The language is also complete: for any ZX-diagrams \(D, D^{\prime}, \llbracket D \rrbracket=\llbracket D^{\prime} \rrbracket \Rightarrow Z X \vdash D=D^{\prime}\) i.e., whenever two diagrams represent the same quantum evolution, we can transform one into the other using the rules of the language [43].

\section*{3 The scalable ZX-calculus}

In the ZX-calculus, each wire represents a single qubit. Therefore, a system acting on \(n\) qubits will be represented by an \(n\)-input diagram. This quickly leads to intractable diagrams when it comes to big systems. The extension to the SZX-calculus presented here provides a more compact notation.

\subsection*{3.1 Divide and gather, a calculus for big wires}

The input (resp. output) type of a ZX-diagram is its number of input wires, and hence number of input qubits. In the SZX-calculus, wires represent registers of qubits. A wire of type \(1_{n}\) represents a register of \(n\) qubits. A type of the SZX-calculus is then a formal sum of the form \(\sum_{i} 1_{n_{i}}\), the empty sum being denoted by 0 . In other words, the set of types of SZX-calculus is the free monoid over \(\mathbb{N}^{*}\), the set of positive integers. We denote it \(\left\langle\mathbb{N}^{*}\right\rangle\). Graphically, we represent the wire of type \(1_{n}\) by an bold font wires labelled by \(n^{1}\), a label that is omitted when it is not ambiguous. A normal font wire always denotes a single qubit register of type \(1_{1}\). By convention the sum of \(m\) wires of type \(1_{n}\) is denoted \(m_{n}\) with \(0_{n}=m_{0}=0 . n_{1}\) is simply written \(n\). Given a type \(a=\sum_{i} 1_{n_{i}}\), its size is defined as \(S(a):=\sum_{i} n_{i}\).

Big wires can be divided into smaller ones and, conversely, can be gathered to form bigger ones. For any \(n \in \mathbb{N}\), we introduce two new generators: the divider and gatherer of size \(n\). They are depicted as follows:



We take the convention that the divider and the gatherer of size 0 are the identity. We define a fragment of the SZX, the wire calculus \(\mathbb{W}\).

Definition 1 (W-calculus). The \(\mathbb{W}\)-calculus is defined as the graphical language generated by identity wires, the dividers, and the gatherers of any size, and satisfying the elimination rule \(>\mathrm{OC-} \stackrel{\mathrm{E}}{=}\) __ and the expansion rule \(-\mathrm{P} \stackrel{\mathrm{P}}{=}\)

The roles of the dividers and gatherers in the equations are perfectly symmetric, so each time something is shown for dividers it also holds for gatherers by symmetry.

We now show a coherence theorem for scalable calculi: the rewiring theorem. It states that two diagrams of the \(\mathbb{W}\)-calculus with the same type are equal.
- Theorem 2. Let \(\omega \in \mathbb{W}[a, b]\) and \(\omega^{\prime} \in \mathbb{W}[c, d]: \mathbb{W} \vdash \omega=\omega^{\prime} \quad \Leftrightarrow \quad a=c\) and \(b=d\)

This theorem has strong consequences. We can define generalized dividers able to divide any wire of size \(1_{a+b}\) into a wire of size \(1_{a}\) and a wire of size \(1_{b}\).


Those generalized dividers have a unique possible interpretation as diagrams of \(\mathbb{W}\)-calculus given by their types, and we know exactly the equations they verify: all the well typed ones. In particular, an associativity-like law holds for generalized wires allowing us to define \(n\)-ary generalized dividers.
\[
\rightarrow:=
\]

Each time we use the property that any well typed equation in \(\mathbb{W}\) is true, we will label the equality by \(R\).

\footnotetext{
\({ }^{1}\) On a blackboard the bold font might be advantageously replaced by struck-out wires.
}

\section*{3．2 The SZX－diagrams}

We now fuse the \(\mathbb{W}\)－calculus and the ZX－calculus into one language：the full SZX－calculus． The generators of SZX－diagrams are：\(\forall n, m \in \mathbb{N}^{*}, \forall k, \ell \in \mathbb{N}, \forall \alpha \in \mathbb{R}^{n}\) ，


SZX－generators can be combined using the usual sequential and spacial compositions to form SZX－diagrams．Note that for \(n=m=1\) we recover all the generators of the ZX－calculus． We denote them，as in the ZX－calculus，using thin wires e．g．－－for \(-\square-1_{1} \rightarrow 1_{1}\) ． Any big wire can be labelled by its size \(\xrightarrow{n}: 1_{n} \rightarrow 1_{n}\) to avoid ambiguity．Such labels will be used mainly for scalars i．e．diagrams with no input／output．Each green or red spider is parametrised by a vector \(\alpha \in \mathbb{R}^{n}\) of angles．With slight abuse of notation we use a single angle \(\alpha_{0} \in \mathbb{R}\) to denote the vector \(\left(\alpha_{0}, \ldots, \alpha_{0}\right) \in \mathbb{R}^{n}\) when the spider has at least one leg \((k+\ell>0)\) so that this leg can be labelled by \(n\) to avoid a potential ambiguity．Like in the ZX－calculus，the angle \(\alpha_{0}\) is omitted when \(\alpha_{0}=0\) ．

The interpretation of ZX－diagrams is extended to SZX－diagrams as follows：for any SZX－ diagram \(D: a \rightarrow b\) ，its interpretation \(\llbracket D \rrbracket_{s}\) is a triplet \((M, a, b)\) where \(M \in \mathcal{M}_{2^{S(b)} \times 2^{S(a)}}(\mathbb{C})\) ． \(\llbracket D \rrbracket_{s}\) is inductively defined as：\(\llbracket D_{1} \circ D_{0} \rrbracket_{s}=\left(M_{1} \circ M_{0}, a, c\right), \llbracket D_{0} \otimes D_{2} \rrbracket_{s}=\left(M_{0} \otimes M_{2}, a+\right.\) \(c, b+d)\) where \(\llbracket D_{0} \rrbracket_{s}=\left(M_{0}, a, b\right), \llbracket D_{1} \rrbracket_{s}=\left(M_{1}, b, c\right)\) ，and \(\llbracket D_{2} \rrbracket_{s}=\left(M_{2}, c, d\right)\) ．Moreover：
\[
\begin{aligned}
& \llbracket ー \square \rrbracket_{s}:=\left(\frac{1}{\sqrt{2}^{n}} \sum_{x, y \in\{0,1\}^{n}}(-1)^{x \bullet y}|y\rangle\langle x|, 1_{n}, 1_{n}\right) \\
& \llbracket-\rrbracket_{s}:=\left(i d_{n+1}, 1_{n+1}, 1+1_{n}\right) \\
& \text { 〇〇 } \\
& \llbracket \vdots \propto \vdots]_{s}:=\llbracket \longrightarrow \square \rrbracket_{s}^{\otimes \ell} \circ \llbracket \vdots \text { 〇 } \\
& \llbracket \supset-\rrbracket_{s}:=\left(i d_{n+1}, 1+1_{n}, 1_{n+1}\right) \\
& \llbracket \chi \|_{s}=\left(\sum_{x \in\{0,1\}^{n}, y \in\{0,1\}^{m}}|y x\rangle\langle x y|, 1_{n}+1_{m}, 1_{m}+1_{n}\right) \\
& \llbracket \subset \|_{s}:=\left(\sum_{x \in\{0,1\}^{n}}|x x\rangle, 0,2_{n}\right) \\
& \llbracket — \rrbracket_{s}:=\left(i d_{n}, 1_{n}, 1_{n}\right) \\
& \llbracket \searrow \rrbracket_{s}:=\left(\sum_{x \in\{0,1\}^{n}}\langle x x|, 2_{n}, 0\right) \\
& \left.\llbracket r_{1}^{-1}-1\right]_{s}:=1
\end{aligned}
\]

Where \(\forall u, v \in \mathbb{R}^{m}, u \bullet v=\sum_{i=1}^{m} u_{i} v_{i}, M^{\otimes 0}=1\) ，and \(M^{\otimes k+1}=M \otimes M^{\otimes k}\) ．
－Theorem 3 （Universality）．SZX－diagrams are universal for pure qubit quantum mechanics： \(\forall a, b \in\left\langle\mathbb{N}^{*}\right\rangle, \forall M \in \mathcal{M}_{2^{S(b)} \times 2^{S(a)}}(\mathbb{C}), \exists D: a \rightarrow b\) such that \(\llbracket D \rrbracket_{s}=(M, a, b)\) ．

\section*{3．3 The calculus}

The SZX－calculus is based on distribution rules that allow dividers and gatherers to go through the big generators．For this to work we need first to ensure that the swap behaves naturally with respect to dividers and gatherers．This is given by the following two rules：


Then the rules governing the interaction between dividers，gatherers and the so－called cups and caps are：
\[
a^{\cup} \sqrt{\infty} \quad \square \stackrel{A}{=} \square
\]

We put labels over the equals signs to allow subsequent reference to the rules．These rules are sufficient to fully describe possible interactions between wires of any size，gatherers and dividers．It remains to specify how dividers and gatherers interact with big generators：


Where \(\alpha:: \beta\) means that we append the phase \(\alpha \in \mathbb{R}\) to the (generalized) phase \(\beta \in \mathbb{R}^{n}\).
This completes the set of rules of the SZX-calculus. Note that all rules agree with the interpretation, ensuring soundness of the SZX-calculus.

We see that any big generator \(s_{n}\) is in fact just \(n\) copies of the corresponding size one generator \(s\) acting in parallel. That is, a parallel composition but with a particular permutation of the inputs and outputs. Such constructions are called multiplexed diagrams in [10]. Multiplexed diagrams are shown to satisfy the same equations as size 1 diagrams. The following lemma states the same results for big generators:
- Lemma 4. For any rule of the \(Z X\)-calculus, and any \(n \in \mathbb{N}^{*}\), the equation obtained by replacing each generator by its big version of size \(n\) is provable in the SZX-calculus.

We can go even further than Lemma 4. In fact, the SZX-calculus is complete:
- Theorem 5. \(\forall a, b \in\left\langle\mathbb{N}^{*}\right\rangle, \forall D, D^{\prime} \in \mathcal{S} Z X[a, b], \llbracket D \rrbracket_{s}=\llbracket D^{\prime} \rrbracket_{s} \Rightarrow S Z X \vdash D=D^{\prime}\).

Theorem 5 has interesting graphical consequences, ensuring that the Only Topology Matters paradigm applies to the SZX-calculus. In particular, swaps of any size behave naturally with respect to any diagram:


This suggests a more compact presentation close to the one of the \(Z X\)-calculus, given in the next subsection.

\subsection*{3.4 Compact axiomatisation}

Assuming that Only Topology Matters, the SZX-calculus enjoys a more compact axiomatisation:


Figure 2 Axioms of the SZX-calculus, where \(x^{+}:=\frac{\alpha_{1}+\alpha_{2}}{2}, x^{-}:=x^{+}-\alpha_{2}, z:=-\sin \left(x^{+}\right)+\) \(i \cos \left(x^{-}\right), z^{\prime}:=\cos \left(x^{+}\right)-i \sin \left(x^{-}\right)\)and \(z^{\prime}=0 \Rightarrow \beta_{2}=0\). In the spider fusion rule, there must be at least one wire between the spiders annotated by \(\alpha\) and \(\beta\). The colour-swapped versions of those rules also hold. The bold font wires stand for wires of any size \(n \geq 1\).
- Lemma 6. All the rules of the SZX-calculus can be derived from the compact axioms of Figure 2 together with the Only Topology Matters paradigm.

\section*{4 Axiomatising binary matrices for compressing diagrams}

In this section, we introduce a new generator for the SZX-calculus, parametrized by a binary matrix, allowing us to represent large graphical structures in a compact way: \(\forall n, m \in \mathbb{N}^{*}\), \(\forall A \in \mathbb{F}_{2}^{m \times n}, \xrightarrow[\sim]{A}: 1_{n} \rightarrow 1_{m}\). All-ones matrices will be omitted: \(\rightarrow-:=\xrightarrow[\sim]{J}\) where \(\forall i, j, J_{i, j}=1\). The new generator is interpreted as follows:
\[
\forall A \in \mathbb{F}_{2}^{m \times n}, \llbracket \xrightarrow[\rightarrow]{A} \rrbracket_{s}=\left(|x\rangle \mapsto|A x\rangle, 1_{n}, 1_{m}\right)
\]
where the matrix product \(A x\) is in \(\mathbb{F}_{2}\) and \(x\) is seen as a column vector i.e. \((A x)_{i}=\) \(\sum_{k=1}^{n} A_{i, k} x_{k} \bmod 2\).
- Remark 7. Note that, compared to [9], the matrix is not necessarily connected to green and red spiders. It is therefore a more elementary generator.

Those matrices are required to satisfy the four axioms given in Figure 3, which are sound.


Figure 3 Axioms for matrices, where \(A \in \mathbb{F}_{2}^{a \times n}, B \in \mathbb{F}_{2}^{b \times n}, C \in \mathbb{F}_{2}^{m \times c}\) and \(D \in \mathbb{F}_{2}^{m \times d} .\left[\begin{array}{l}A \\ B\end{array}\right]\) and \([C D]\) are block matrices.

Remark 8. The rules of the ZX-calculus define a scaled Hopf algebra between the green and red structure. This algebra is commutative and cocommutative with a trivial antipode. Thus, following the work of [44], the notion of \(\{0,1\}\)-matrices naturally emerges. It is worth noticing that it coincides with the matrices we are introducing in this section. Notice however that our axiomatisation of the matrices strongly relies on their interaction with the divider and the gatherer, which are not present in [44].

In the following, the SZX-calculus refers to the SZX-calculus augmented with the matrix generators and the axioms of Figure 3.

Useful equations can be derived. First, matrices are copied and erased by green nodes.


We define backward matrices as follows:


As a consequence, conjugating by Hadamard (- - ) reverses the orientation and transposes the matrix (up to scalars). Since conjugating by Hadamard colour-swaps the spiders and preserves the other generators of the language, one can derive from any equation a new one (up to scalars) which consists in colour-swapping the spiders, transposing the matrices and then changing their orientation. For instance Lemma 9 gives that matrices are cocopied and coerased by red nodes:

Lemma 11. For any \(A \in \mathbb{F}_{2}^{m \times n}, S Z X \vdash\)



Basic matrix operations like addition and multiplication (in \(\mathbb{F}_{2}\) ) can be implemented graphically:

Lemma 12. For any \(A, B \in \mathbb{F}_{2}^{m \times n}\), and any \(C \in \mathbb{F}_{2}^{k \times m}, S Z X \vdash \xrightarrow[\sim]{B} \stackrel{A}{0} \stackrel{m}{\sim} \stackrel{A+B}{\rightarrow}\) and \(S Z X \vdash \xrightarrow[\sim]{A} \xrightarrow[\sim]{C} \stackrel{\mathrm{~m}}{=} \xrightarrow[\sim]{C A}\).

Whereas all the previous properties about matrices are angle-free, some spiders whose angles are multiple of \(\pi\) can be pushed through matrices as follows:
- Lemma 13. For any \(A \in \mathbb{F}_{2}^{m \times n}\), any \(v \in \mathbb{F}_{2}^{n}\) and any \(u \in \mathbb{F}_{2}^{m}\),


Injective matrices enjoy some specific properties:

Lemma 14. For any \(A \in \mathbb{F}_{2}^{m \times n}\), the following properties are equivalent:
(1) \(A\) is injective.
(3) \(S Z X \vdash \xrightarrow[A]{A} \underbrace{A}_{\leftarrow} \stackrel{\text { II }}{=}\)
(2) \(S Z X \vdash\)

(4) \(S Z X \vdash\)



By Hadamard conjugation, we obtain some dual properties for surjective matrices:
Lemma 15. For any \(A \in \mathbb{F}_{2}^{m \times n}\), the following properties are equivalent:
(1) \(A\) is surjective.
(3) \(S Z X \vdash \stackrel{A}{\leftarrow} \stackrel{A}{\longleftrightarrow} \stackrel{\text { S1 }}{=}\)
(2) \(S Z X \vdash\) O \(-\stackrel{A}{\Sigma} \subset \mathbf{O}-\)
(4) \(S Z X \vdash\)


Due to the universality of the SZX-calculus, matrices are expressible as SZX-diagrams, and the matrix generator \(\rightarrow \underset{\sim}{A}\) is actually a compact representation of a green/red bipartite graphs whose biadjacency matrix is \(A\) :
- Lemma 16. For any \(A \in \mathbb{F}_{2}^{m \times n}, S Z X \vdash \xrightarrow[\sim]{A}-\stackrel{B}{=}\)
 in the RHS diagram the adjacency matrix of the bipartite green/red graph, and \(|A|\) is the number of 1 in \(A\).

Lemma 16 and 5 imply the completeness of the SZX-calculus with matrices:
Theorem 17. SZX-calculus with matrices is complete.

5 Applications

This section provides two examples of the SZX-calculus in action.

\subsection*{5.1 Application to graph states}

Graph states [24] form a subclass of quantum states that can be represented by simple undirected graphs where each vertex represents a qubit and the edges represent intuitively the entanglement between qubits. The graph state formalism is widely used in quantum information processing, providing combinatorial characterisations of quantum properties in measurement-based quantum computing [40, 13, 6], secret sharing [37, 29, 25], error correcting codes [41, 4] etc. Graph states are also strongly related to the ZX-calculus [18] where they have been used for instance in proving the completeness of some fragments [1, 20]. A graph state is a particular kind of stabilizer state and thus can be defined as a fixpoint: given a graph \(G\) of order \(n\), the corresponding graph state \(|G\rangle\) is a the unique state (up to a global phase) such that for any vertex \(u\), applying \(X=\llbracket-\pi-\rrbracket\) on \(u\) and \(Z=\llbracket-\pi-\rrbracket\) on its neighbours leaves the state unchanged. The global phase is fixed by the extra condition \(\left\langle 0^{n} \mid G\right\rangle=\frac{1}{\sqrt{n}}\).

A graph state admits a simple representation as a ZX-diagram: each vertex is represented by a green spider connected to an output, and each edge is represented by a Hadamard ( \(-\square\) ) connecting the corresponding green dots. In the following, we provide two alternative, scalable, representations of graph states: the first is a compact matrix-based representation of bipartite graph states, the second is an inductive definition of arbitrary graph state, allowing inductive proofs. In both representations, we provide diagrammatic proofs of some key properties of the graph states.

First, any bipartite graph state can be depicted with a SZX-diagram via its biadjacency matrix:
- Lemma 18. For any bipartite graph \(G\) with biadjacency matrix \(\Gamma \in \mathbb{F}_{2}^{m \times n}\),


Proof of Lemma 18. The last two components are straightforward typing, for the first one we use the characterization of \(|G\rangle\) by its stabilizer [24]. \(|G\rangle\) is the unique (up to a scalar) common fix point of \(X_{u} Z_{N_{u}}\) for all vertices \(u\) of \(G\). Each subset of vertices is identified with its characteristic vector, e.g. \(\mathbf{N}_{u} \pi\) is a vector with a \(\pi\) at the position \(i\) if the \(i\)-th vertex is a neighbour of \(u\), and 0 otherwise. The following proof uses the fact that \(\Gamma^{t} u=\mathbf{N}_{u}\). We assume \(u\) is in the first part of the bipartite graph (the other case is similar):


It remains to take care of the scalar. We see that \(\sqrt{2^{n+m}}\left\langle 0^{n+m} \mid G\right\rangle=1\) :


A fundamental property of graph states is that graph transformations (like pivoting and local complementation) can be performed on graph states using local operations. Given a bipartite graph \(G\), pivoting according to an edge \((u, v)\) produces a graph denoted \(G \wedge u v\) where the labels \(u\) and \(v\) are exchanged and their neighbourhood is complemented: for any \(w \in \mathbf{N}_{u} \backslash v\) and \(t \in \mathbf{N}_{v} \backslash u, w\) and \(t\) are connected in \(G \wedge u v\) iff they are not connected in \(G\). Pivoting can be implemented on bipartite graph states by simply applying Hadamard on \(u\)
and \(v: H_{u, v}|G\rangle=|G \wedge u v\rangle[42,38]\). This property can be derived in the SZX-calculus, and its proof, given in arXiv:1905.00041 due to space limits, provides an interesting example of the SZX-calculus in action:
- Lemma 19. Given a bipartite graph \(G\) and an edge \((u, v)\),

where \(\Gamma_{G}\left(\right.\) resp. \(\left.\Gamma_{G \wedge u v}\right)\) is the biadjacency matrix of \(G\) (resp. \(\left.G \wedge u v\right)\) such that \(u\) corresponds to the first row (resp. column) and \(v\) to the first column (resp. row).

Now we introduce a general inductive definition of graph state boxes, which associates a SZX-diagram with any (not necessarily bipartite) graph.
- Definition 20. Given a graph \(G\) with ordered vertices, the corresponding graph state box is defined by:

where \(K_{1}\) is the graph of order \(1, u\) is the first vertex of \(G, \tau\) is a permutation on the list of vertices of \(G \backslash u\) which puts the neighbourhood of \(u\) first and then the other vertices.
- Lemma 21. \(\llbracket G-\rrbracket_{s}=\left(|G\rangle, 0,1_{n}\right)\).

We will now use the SZX-calculus to show the property known as local complementation. Given a vertex \(u\) of a graph \(G\) the local complementation of \(G\) according to \(u\) is the graph \(G \star u\) which is \(G\) where all edges between neighbours of \(u\) have been complemented, that is, edges became non-edges and non-edges became edges.
- Theorem 22. For any graph \(G\) and vertex \(u, S Z X \vdash G \star u-G-G-\)

\subsection*{5.2 Application to error correcting codes}

The original motivation for the development of a scalable ZX-calculus was the design of tripartite Coherent Parity Checking (CPC) error correcting codes [9]. We reformulate here in the SZX-calculus the definition of those codes and the proof of some elementary properties.

The idea is to spread the information of some logical qubits over a bigger number of physical qubits. In our example the code is parametrized by three matrices \(B \in \mathbb{F}_{2}^{a \times b}\), \(P \in \mathbb{F}_{2}^{c \times b}\) and \(C \in \mathbb{F}_{2}^{c \times a}\). The aim is to encode \(b\) logical qubits into \(a+b+c\) physical ones.
- Definition 23. The tripartite \(C P C\) encoder \(E: 1_{b} \rightarrow 1_{a}+1_{b}+1_{c}\) and decoder \(D:\) \(1_{a}+1_{b}+1_{c} \rightarrow 1_{b}\) defined by the matrices \(B \in \mathbb{F}_{2}^{a \times b}, P \in \mathbb{F}_{2}^{c \times b}\) and \(C \in \mathbb{F}_{2}^{c \times a}\) are:



We can prove that the code is correct when there are no errors, in other words:

\section*{SZX-Calculus}
- Lemma 24. The encoder is an isometry that is \(S Z X \vdash D \circ E=-\).

We now end by showing what happens when errors go through the decoder: \(x, y\) and \(z\) (resp. \(x^{\prime}, y^{\prime}, z^{\prime}\) ) are vectors of phase flip errors (resp. bit flip errors). The implementation of the decoder involves some measurements, which according to Lemma 25, produce some syndromes \(\left(|x|=\sum_{i} x_{i} \bmod 2, z+C x+P y, x^{\prime}+y^{\prime}+C^{t} z^{\prime}+B P^{t} z^{\prime}\right.\), and \(\left.\left|z^{\prime}\right|\right)\) which guide us to correct the middle wire. Of course the exact protocol and its efficiency depend on clever choices of \(B, P\) and \(C\), see [9] for details.
- Lemma 25. The following equalities hold in the SZX-calculus:



\section*{6 Conclusion and further work}

We have introduced the SZX-calculus, a formal and compact graphical language for quantum reasoning, and proved its universality, soundness, and completeness. This work is addressing two main objectives. First, to demonstrate that some of the ingredients for scalability which were sketched out in [9] - like the thick wires and the use of matrices - together with some new ingredients - like the divider and the gatherer - can be axiomatised to provide a complete scalable graphical language. Our second objective was to provide a sufficiently precise definition of the language to consider an implementation in a graphical proof assistant like Quantomatic. This last point would pave the way towards the formal verification of large scale quantum protocols and algorithms.

We aim to provide a language ready for applications and available to most of the quantum computing community. For this reason, we have deliberately avoided a categorical presentation. A fully categorical description of the scalable construction will be the subject of further work. We nevertheless provide here a sketch of how our construction can be generalised in a categorical setting. Graphical languages can be defined as props, see [3] and [44], that is symmetric strict monoidal categories whose set of objects is freely generated by one object we denote 1 . In fact it is possible to define a scalable construction for any coloured prop. Given a set \(C\) of colours we can define two \(\langle\langle C\rangle-\varepsilon\rangle\)-coloured props \(\mathbb{D}_{C}\) and \(\mathbb{G}_{C}\) whose objects are formal sums of \(1_{n_{c}}\) and morphisms are respectively generated by dividers and gatherers for each pair \((n, c)\). The elimination rule is a distribution rule as in [36], which allows us to define the composed prop \(\mathbb{D}_{C} ; \mathbb{G}_{C}\). The prop of wires \(\mathbb{W}_{C}\) is then defined as this composition quotiented by the expansion rule. This last pro satisfies a rewire theorem similar to Theorem 2. Then given a \(C\)-coloured prop \(\mathbf{P}\), we define the \(\langle\langle C\rangle-\varepsilon\rangle\)-coloured prop \(\overline{\mathbf{P}}\) which has the same generators and equations as those of \(\mathbf{P}\) on wires of size 1. Finally the scalable prop \(\mathcal{S} \mathbf{P}\) is defined as the composition of prop \(\mathbb{D}_{C} ; \overline{\mathbf{P}} ; \mathbb{G}_{C}\) quotiented by the expansion rule. The corresponding distribution rules follows the same pattern as in 3.3. Such a generalization gives scalable versions of any graphical language based on props such as the \(Z W\)-calculus [22], the \(Z H\)-calculus [2] or \(\mathbb{I H}[5]\).
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\begin{abstract}
Let \(P=\left(p_{1}, p_{2}, \ldots, p_{n}\right)\) be a polygonal chain. The stretch factor of \(P\) is the ratio between the total length of \(P\) and the distance of its endpoints, \(\sum_{i=1}^{n-1}\left|p_{i} p_{i+1}\right| /\left|p_{1} p_{n}\right|\). For a parameter \(c \geq 1\), we call \(P\) a \(c\)-chain if \(\left|p_{i} p_{j}\right|+\left|p_{j} p_{k}\right| \leq c\left|p_{i} p_{k}\right|\), for every triple \((i, j, k), 1 \leq i<j<k \leq n\). The stretch factor is a global property: it measures how close \(P\) is to a straight line, and it involves all the vertices of \(P\); being a \(c\)-chain, on the other hand, is a fingerprint-property: it only depends on subsets of \(O(1)\) vertices of the chain.

We investigate how the \(c\)-chain property influences the stretch factor in the plane: (i) we show that for every \(\varepsilon>0\), there is a noncrossing \(c\)-chain that has stretch factor \(\Omega\left(n^{1 / 2-\varepsilon}\right)\), for sufficiently large constant \(c=c(\varepsilon)\); (ii) on the other hand, the stretch factor of a \(c\)-chain \(P\) is \(O\left(n^{1 / 2}\right)\), for every constant \(c \geq 1\), regardless of whether \(P\) is crossing or noncrossing; and (iii) we give a randomized algorithm that can determine, for a polygonal chain \(P\) in \(\mathbb{R}^{2}\) with \(n\) vertices, the minimum \(c \geq 1\) for which \(P\) is a \(c\)-chain in \(O\left(n^{2.5}\right.\) polylog \(\left.n\right)\) expected time and \(O(n \log n)\) space.
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\section*{1 Introduction}

Given a set \(S\) of \(n\) point sites in the plane, what is the best way to connect \(S\) into a geometric network (graph)? This question has motivated researchers for a long time, going back as far as the 1940s, and beyond [19,35]. Numerous possible criteria for a good geometric network
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have been proposed, perhaps the most basic being the length. In 1955, Few [20] showed that for any set of \(n\) points in a unit square, there is a traveling salesman tour of length at most \(\sqrt{2 n}+7 / 4\). This was improved to at most \(0.984 \sqrt{2 n}+11\) by Karloff [23]. Similar bounds also hold for the shortest spanning tree and the shortest rectilinear spanning tree [13,16,21]. Besides length, two further key factors in the quality of a geometric network are the vertex dilation and the geometric dilation [31], both of which measure how closely shortest paths in a network approximate the Euclidean distances between their endpoints.

The dilation (also called stretch factor [29] or detour [1]) between two points \(p\) and \(q\) in a geometric graph \(G\) is defined as the ratio between the length of a shortest path from \(p\) to \(q\) and the Euclidean distance \(|p q|\). The dilation of the graph \(G\) is the maximum dilation over all pairs of vertices in \(G\). A graph in which the dilation is bounded above by \(t \geq 1\) is also called a \(t\)-spanner (or simply a spanner if \(t\) is a constant). A complete graph in Euclidean space is clearly a 1 -spanner. Therefore, researchers focused on the dilation of graphs with certain additional constraints, for example, noncrossing (i.e., plane) graphs. In 1989, Das and Joseph [15] identified a large class of plane spanners (characterized by two simple local properties). Bose et al. [6] gave an algorithm that constructs for any set of planar sites a plane 11-spanner with bounded degree. On the other hand, Eppstein [18] analyzed a fractal construction showing that \(\beta\)-skeletons, a natural class of geometric networks, can have arbitrarily large dilation.

The study of dilation also raises algorithmic questions. Agarwal et al. [1] described randomized algorithms for computing the dilation of a given path (on \(n\) vertices) in \(\mathbb{R}^{2}\) in \(O(n \log n)\) expected time. They also presented randomized algorithms for computing the dilation of a given tree, or cycle, in \(\mathbb{R}^{2}\) in \(O\left(n \log ^{2} n\right)\) expected time. Previously, Narasimhan and Smid [30] showed that an \((1+\varepsilon)\)-approximation of the stretch factor of any path, cycle, or tree can be computed in \(O(n \log n)\) time. Klein et al. [24] gave randomized algorithms for a path, tree, or cycle in \(\mathbb{R}^{2}\) to count the number of vertex pairs whose dilation is below a given threshold in \(O\left(n^{3 / 2+\varepsilon}\right)\) expected time. Cheong et al. [12] showed that it is NP-hard to determine the existence of a spanning tree on a planar point set whose dilation is at most a given value. More results on plane spanners can be found in the monograph dedicated to this subject [31] or in several surveys [8, 17, 29].

We investigate a basic question about the dilation of polygonal chains. More precisely, we ask how the dilation between the endpoints of a polygonal chain (which we will call the stretch factor, to distinguish it from the more general notion of dilation) is influenced by fingerprint properties of the chain, i.e., by properties that are defined on \(O(1)\)-size subsets of the vertex set. Such fingerprint properties play an important role in geometry, where classic examples include the Carathéodory property \({ }^{1}\) [26, Theorem 1.2.3] or the Helly property \({ }^{2}\) [26, Theorem 1.3.2]. In general, determining the effect of a fingerprint property may prove elusive: given \(n\) points in the plane, consider the simple property that every 3 points determine 3 distinct distances. It is unknown [9, p. 203] whether this property implies that the total number of distinct distances grows superlinearly in \(n\).

Furthermore, fingerprint properties appear in the general study of local versus global properties of metric spaces that is highly relevant to combinatorial approximation algorithms that are based on mathematical programming relaxations [5]. In the study of dilation,

\footnotetext{
\({ }^{1}\) Given a finite set \(S\) of points in \(d\) dimensions, if every \(d+2\) points in \(S\) are in convex position, then \(S\) is in convex position.
\({ }^{2}\) Given a finite collection of convex sets in \(d\) dimensions, if every \(d+1\) sets have nonempty intersection, then all sets have nonempty intersection.
}
interesting fingerprint properties have also been found. For example, a (continuous) curve \(C\) is said to have the increasing chord property \([14,25]\) if for any points \(a, b, c, d\) that appear on \(C\) in this order, we have \(|a d| \geq|b c|\). The increasing chord property implies that \(C\) has (geometric) dilation at most \(2 \pi / 3\) [33]. A weaker property is the self-approaching property: a (continuous) curve \(C\) is self-approaching if for any points \(a, b, c\) that appear on \(C\) in this order, we have \(|a c| \geq|b c|\). Self-approaching curves have dilation at most 5.332 [22] (see also [3]), and they have found interesting applications in the field of graph drawing [4, 7, 32].

We introduce a new natural fingerprint property and see that it can constrain the stretch factor of a polygonal chain, but only in a weaker sense than one may expect; we also provide algorithmic results on this property. Before providing details, we give a few basic definitions.

Definitions. A polygonal chain \(P\) in the Euclidean plane is specified by a sequence of \(n\) points \(\left(p_{1}, p_{2}, \ldots, p_{n}\right)\), called its vertices. The chain \(P\) consists of \(n-1\) line segments between consecutive vertices. We say \(P\) is simple if only consecutive line segments intersect and they only intersect at their endpoints. Given a polygonal chain \(P\) in the plane with \(n\) vertices and a parameter \(c \geq 1\), we call \(P\) a \(c\)-chain if for all \(1 \leq i<j<k \leq n\), we have
\[
\begin{equation*}
\left|p_{i} p_{j}\right|+\left|p_{j} p_{k}\right| \leq c\left|p_{i} p_{k}\right| \tag{1}
\end{equation*}
\]

Observe that the \(c\)-chain condition is a fingerprint condition that is not really a local dilation condition - it is more a combination between the local chain substructure and the distribution of the points in the subchains.

The stretch factor \(\delta_{P}\) of \(P\) is defined as the dilation between the two end points \(p_{1}\) and \(p_{n}\) of the chain:
\[
\delta_{P}=\frac{\sum_{i=1}^{n-1}\left|p_{i} p_{i+1}\right|}{\left|p_{1} p_{n}\right|}
\]

Note that this definition is different from the more general notion of dilation (also called stretch factor [29]) of a graph which is the maximum dilation over all pairs of vertices. Since there is no ambiguity in this paper, we will just call \(\delta_{P}\) the stretch factor of \(P\).

For example, the polygonal chain \(P=((0,0),(1,0), \ldots,(n, 0))\) is a 1 -chain with stretch factor 1 ; and \(Q=((0,0),(0,1),(1,1),(1,0))\) is a \((\sqrt{2}+1)\)-chain with stretch factor 3 .

Without affecting the results, the floor and ceiling functions are omitted in our calculations. For a positive integer \(t\), let \([t]=\{1,2, \ldots, t\}\). For a point set \(S\), let \(\operatorname{conv}(S)\) denote the convex hull of \(S\). All logarithms are in base 2, unless stated otherwise.

Our results. We deduce three upper bounds on the stretch factor of a \(c\)-chain \(P\) with \(n\) vertices (Section 2). In particular, we have (i) \(\delta_{P} \leq c(n-1)^{\log c}\), (ii) \(\delta_{P} \leq c(n-2)+1\), and (iii) \(\delta_{P}=O\left(c^{2} \sqrt{n-1}\right)\).

From the other direction, we obtain the following lower bound (Section 3): For every \(c \geq 4\), there is a family \(\mathcal{P}_{c}=\left\{P^{k}\right\}_{k \in \mathbb{N}}\) of simple \(c\)-chains, so that \(P^{k}\) has \(n=4^{k}+1\) vertices and stretch factor \((n-1)^{\frac{1+\log (c-2)-\log c}{2}}\), where the exponent converges to \(1 / 2\) as \(c\) tends to infinity. The lower bound construction does not extend to the case of \(1<c<4\), which remains open.

Finally, we present two algorithmic results (Section 4): (i) A randomized algorithm that decides, given a polygonal chain \(P\) in \(\mathbb{R}^{2}\) with \(n\) vertices and a threshold \(c>1\), whether \(P\) is a c-chain in \(O\left(n^{2.5}\right.\) polylog \(\left.n\right)\) expected time and \(O(n \log n)\) space. (ii) As a corollary, there is a randomized algorithm that finds, for a polygonal chain \(P\) with \(n\) vertices, the minimum \(c \geq 1\) for which \(P\) is a \(c\)-chain in \(O\left(n^{2.5}\right.\) polylog \(\left.n\right)\) expected time and \(O(n \log n)\) space.

\section*{2 Upper Bounds}

At first glance, one might expect the stretch factor of a \(c\)-chain, for \(c \geq 1\), to be bounded by some function of \(c\). For example, the stretch factor of a 1 -chain is necessarily 1 . We derive three upper bounds on the stretch factor of a \(c\)-chain with \(n\) vertices in terms of \(c\) and \(n\) (cf. Theorems 1-3); see Fig. 1 for a visual comparison between the bounds. For large n, the bound in Theorem 1 is the best for \(1 \leq c \leq 2^{1 / 2}\), while the bound in Theorem 3 is the best for \(c>2^{1 / 2}\). In particular, the bound in Theorem 1 is tight for \(c=1\). The bound in Theorem 2 is the best for \(c \geq 2\) and \(n \leq 111 c^{2}\).


Figure 1 The values of \(n\) and \(c\) for which (i) Theorem 1, (ii) Theorem 2, and (iii) Theorem 3 give the current best upper bound.

Our first upper bound is obtained by a recursive application of the \(c\)-chain property. It holds for any positive distance function that may not even satisfy the triangle inequality.
- Theorem 1. For a c-chain \(P\) with \(n\) vertices, we have \(\delta_{P} \leq c(n-1)^{\log c}\).

Proof. We prove, by induction on \(n\), that
\[
\begin{equation*}
\delta_{P} \leq c^{\lceil\log (n-1)\rceil} \tag{2}
\end{equation*}
\]
for every \(c\)-chain \(P\) with \(n \geq 2\) vertices. In the base case, \(n=2\), we have \(\delta_{P}=1\) and \(c^{\lceil\log (2-1)\rceil}=1\). Now let \(n \geq 3\), and assume that (2) holds for every \(c\)-chain with fewer than \(n\) vertices. Let \(P=\left(p_{1}, \ldots, p_{n}\right)\) be a \(c\)-chain with \(n\) vertices. Then, applying (2) to the first and second half of \(P\), followed by the \(c\)-chain property for the first, middle, and last vertex of \(P\), we get
\[
\begin{aligned}
\sum_{i=1}^{n-1}\left|p_{i} p_{i+1}\right| & \leq \sum_{i=1}^{\lceil n / 2\rceil-1}\left|p_{i} p_{i+1}\right|+\sum_{i=\lceil n / 2\rceil}^{n-1}\left|p_{i} p_{i+1}\right| \\
& \leq c^{\lceil\log (\lceil n / 2\rceil-1)\rceil}\left(\left|p_{1} p_{\lceil n / 2\rceil}\right|+\left|p_{\lceil n / 2\rceil} p_{n}\right|\right) \\
& \leq c^{\lceil\log (\lceil n / 2\rceil-1)\rceil} \cdot c\left|p_{1} p_{n}\right| \\
& \leq c^{\lceil\log (n-1)\rceil}\left|p_{1} p_{n}\right|
\end{aligned}
\]
so (2) holds also for \(P\). Consequently,
\[
\delta_{P} \leq c^{\lceil\log (n-1)\rceil} \leq c^{\log (n-1)+1}=c \cdot c^{\log (n-1)}=c(n-1)^{\log c}
\]
as required.

Our second bound interprets the \(c\)-chain property geometrically and makes use of the fact that \(P\) resides in the Euclidean plane.
- Theorem 2. For a c-chain \(P\) with \(n\) vertices, we have \(\delta_{P} \leq c(n-2)+1\).


Figure 2 The entire chain \(P\) lies in an ellipse with foci \(p_{1}\) and \(p_{n}\).

Proof. Without loss of generality, assume that \(\left|p_{1} p_{n}\right|=1\). Since \(P\) is a \(c\)-chain, for every \(1<j<n\), we have \(\left|p_{1} p_{j}\right|+\left|p_{j} p_{n}\right| \leq c\left|p_{1} p_{n}\right|=c\). If we fix the points \(p_{1}\) and \(p_{n}\), then every \(p_{j}\) lies in an ellipse \(E\) with foci \(p_{1}\) and \(p_{n}\), for \(1<j<n\), see Figure 2. The diameter of \(E\) is its major axis, whose length is \(c\). Since \(E\) contains all vertices of the chain \(P\), we have \(\left|p_{1} p_{2}\right|,\left|p_{n-1} p_{n}\right| \leq \frac{c+1}{2} \leq c\) and \(\left|p_{j} p_{j+1}\right| \leq c\) for all \(1<j<n-1\). Therefore the stretch factor of \(P\) is bounded above by
\[
\begin{aligned}
\delta_{P} & =\frac{\sum_{j=1}^{n-1}\left|p_{j} p_{j+1}\right|}{\left|p_{1} p_{n}\right|}=\left|p_{1} p_{2}\right|+\left|p_{n-1} p_{n}\right|+\sum_{j=2}^{n-2}\left|p_{j} p_{j+1}\right| \\
& \leq \frac{c+1}{2}+\frac{c+1}{2}+c(n-3)=c(n-2)+1
\end{aligned}
\]
as required.
Our third upper bound uses a volume argument to bound the number of long edges in \(P\).
- Theorem 3. Let \(P=\left(p_{1}, \ldots, p_{n}\right)\) be a c-chain, for some constant \(c \geq 1\), and let \(L=\) \(\sum_{i=1}^{n-1}\left|p_{i} p_{i+1}\right|\) be its length. Then \(L=O\left(c^{2} \sqrt{n-1}\right)\left|p_{1} p_{n}\right|\), hence \(\delta_{P}=O\left(c^{2} \sqrt{n-1}\right)\).

Proof. We may assume that \(p_{1} p_{n}\) is a horizontal segment of unit length. By the argument in the proof of Theorem 2, all points \(p_{i}(i=1, \ldots, n)\) are contained in an ellipse \(E\) with foci \(p_{1}\) and \(p_{n}\), where the major axis of \(E\) has length \(c\). Let \(U\) be the minimal axis-aligned square containing \(E\); its side is of length \(c\).

We set \(x=8 c^{2} / \sqrt{n-1}\); and let \(L_{0}\) and \(L_{1}\) be the sum of lengths of all edges in \(P\) of length at most \(x\) and more than \(x\), respectively. By definition, we have \(L=L_{0}+L_{1}\) and
\[
\begin{equation*}
L_{0} \leq(n-1) x=(n-1) \cdot 8 c^{2} / \sqrt{n-1}=8 c^{2} \sqrt{n-1} \tag{3}
\end{equation*}
\]

We shall prove that \(L_{1} \leq 8 c^{2} \sqrt{n-1}\), implying \(L \leq 2 x(n-1)=O\left(c^{2} \sqrt{n-1}\right)\). For this, we further classify the edges in \(L_{1}\) according to their lengths: For \(\ell=0,1, \ldots, \infty\), let
\[
\begin{equation*}
P_{\ell}=\left\{p_{i}: 2^{\ell} x<\left|p_{i} p_{i+1}\right| \leq 2^{\ell+1} x\right\} \tag{4}
\end{equation*}
\]

Since all points lie in an ellipse of diameter \(c\), we have \(\left|p_{i} p_{i+1}\right| \leq c\), for all \(i=0, \ldots, n-1\). Consequently, \(P_{\ell}=\emptyset\) when \(c \leq 2^{\ell} x\), or equivalently \(\log (c / x) \leq \ell\).

\section*{On the Stretch Factor of Polygonal Chains}

We use a volume argument to derive an upper bound on the cardinality of \(P_{\ell}\), for \(\ell=0,1, \ldots,\lfloor\log (c / x)\rfloor\). Assume that \(p_{i}, p_{k} \in P_{\ell}\), and w.l.o.g., \(i<k\). If \(k=i+1\), then by (4), \(2^{\ell} x<\left|p_{i} p_{k}\right|\). Otherwise,
\[
2^{\ell} x<\left|p_{i} p_{i+1}\right|<\left|p_{i} p_{i+1}\right|+\left|p_{i+1} p_{k}\right| \leq c\left|p_{i} p_{k}\right|, \text { or } \frac{2^{\ell} x}{c}<\left|p_{i} p_{k}\right| .
\]

Consequently, the disks of radius
\[
\begin{equation*}
R=\frac{2^{\ell} x}{2 c}=\frac{4 \cdot 2^{\ell} c}{\sqrt{n-1}} \tag{5}
\end{equation*}
\]
centered at the points in \(P_{\ell}\) are interior-disjoint. The area of each disk is \(\pi R^{2}\). Since \(P_{\ell} \subset U\), these disks are contained in the \(R\)-neighborhood \(U_{R}\) of the square \(U\), i.e., the Minkowski sum \(R+U\). For \(\ell \leq \log (c / x)\), we have \(2^{\ell} x \leq c\), hence \(R=\frac{2^{\ell} x}{2 c} \leq \frac{c}{2 c}=\frac{1}{2} \leq \frac{c}{2}\). Then we can bound the area of \(U_{R}\) from above as follows:
\[
\begin{equation*}
\operatorname{area}\left(U_{R}\right)<(c+2 R)^{2} \leq(2 c)^{2}=4 c^{2} \tag{6}
\end{equation*}
\]

Since \(U_{R}\) contains \(\left|P_{\ell}\right|\) interior-disjoint disks of radius \(R\), we obtain
\[
\begin{equation*}
\left|P_{\ell}\right| \leq \frac{\operatorname{area}\left(U_{R}\right)}{\pi R^{2}}<\frac{4 c^{2}}{\pi R^{2}}=\frac{16 c^{4}}{\pi 2^{2 \ell} x^{2}} \tag{7}
\end{equation*}
\]

For every segment \(p_{i-1} p_{i}\) with length more than \(x\), we have that \(p_{i} \in P_{\ell}\), for some \(\ell \in\) \(\{0,1, \ldots,\lfloor\log (c / x)\rfloor\}\). The total length of these segments is
\[
\begin{aligned}
L_{1} & \leq \sum_{\ell=0}^{\lfloor\log (c / x)\rfloor}\left|P_{\ell}\right| \cdot 2^{\ell+1} x<\sum_{\ell=0}^{\lfloor\log (x / c)\rfloor} \frac{16 c^{4}}{\pi 2^{2 \ell} x^{2}} \cdot 2^{\ell+1} x=\sum_{\ell=0}^{\lfloor\log (x / c)\rfloor} \frac{32 c^{4}}{\pi 2^{\ell} x} \\
& <\frac{32 c^{4}}{\pi x} \sum_{\ell=0}^{\infty} \frac{1}{2^{\ell}}=\frac{64 c^{4}}{\pi x}=\frac{8 c^{2}}{\pi} \cdot \sqrt{n-1},
\end{aligned}
\]
as required. Together with (3), this yields \(L \leq 8\left(1+c^{2} / \pi\right) \cdot \sqrt{n-1}\).

\section*{3 Lower Bounds}

We now present our lower bound construction, showing that the dependence on \(n\) for the stretch factor of a \(c\)-chain cannot be avoided.
- Theorem 4. For every constant \(c \geq 4\), there is a set \(\mathcal{P}_{c}=\left\{P^{k}\right\}_{k \in \mathbb{N}}\) of simple \(c\)-chains, so that \(P^{k}\) has \(n=4^{k}+1\) vertices and stretch factor \((n-1)^{\frac{1+\log (c-2)-\log c}{2}}\).

By Theorem 3, the stretch factor of a \(c\)-chain in the plane is \(O\left((n-1)^{1 / 2}\right)\) for every constant \(c \geq 1\). Since
\[
\lim _{c \rightarrow \infty} \frac{1+\log (c-2)-\log c}{2}=\frac{1}{2}
\]
our lower bound construction shows that the limit of the exponent cannot be improved. Indeed, for every \(\varepsilon>0\), we can set \(c=\frac{2^{2 \varepsilon+1}}{2^{2 \varepsilon}-1}\), and then the chains above have stretch factor \((n-1)^{\frac{1+\log (c-2)-\log c}{2}}=(n-1)^{1 / 2-\varepsilon}=\Omega\left(n^{1 / 2-\varepsilon}\right)\).

We first construct a family \(\mathcal{P}_{c}=\left\{P^{k}\right\}_{k \in \mathbb{N}}\) of polygonal chains. Then we show, in Lemmata 5 and 6 , that every chain in \(\mathcal{P}_{c}\) is simple and indeed a \(c\)-chain. The theorem follows since the claimed stretch factor is a consequence of the construction.

Construction of \(\mathcal{P}_{\boldsymbol{c}}\). The construction here is a generalization of the iterative construction of the Koch curve; when \(c=6\), the result is the original Cesàro fractal (which is a variant of the Koch curve) [10]. We start with a unit line segment \(P^{0}\), and for \(k=0,1, \ldots\), we construct \(P^{k+1}\) by replacing each segment in \(P^{k}\) by four segments such that the middle three points achieve a stretch factor of \(c_{*}=\frac{c-2}{2}\) (this choice will be justified in the proof of Lemma 6). Note that \(c_{*} \geq 1\), since \(c \geq 4\).

We continue with the details. Let \(P^{0}\) be the unit line segment from \((0,0)\) to \((1,0)\); see Figure 3 (left). Given the polygonal chain \(P^{k}(k=0,1, \ldots)\), we construct \(P^{k+1}\) by replacing each segment of \(P^{k}\) by four segments as follows. Consider a segment of \(P^{k}\), and denote its length by \(\ell\). Subdivide this segment into three segments of lengths \(\left(\frac{1}{2}-\frac{a}{c_{*}}\right) \ell, \frac{2 a}{c_{*}} \ell\), and \(\left(\frac{1}{2}-\frac{a}{c_{*}}\right) \ell\), respectively, where \(0<a<\frac{c_{*}}{2}\) is a parameter to be determined later. Replace the middle segment with the top part of an isosceles triangle of side length \(a \ell\). The chains \(P^{0}\), \(P^{1}, P^{2}\), and \(P^{4}\) are depicted in Figures 3 and 4.


Figure 3 The chains \(P^{0}\) (left) and \(P^{1}\) (right).
Note that each segment of length \(\ell\) in \(P^{k}\) is replaced by four segments of total length \(\left(1+\frac{2 a\left(c_{*}-1\right)}{c_{*}}\right) \ell\). After \(k\) iterations, the chain \(P^{k}\) consists of \(4^{k}\) line segments of total length \(\left(1+\frac{2 a\left(c_{*}-1\right)}{c_{*}}\right)^{k}\).

By construction, the chain \(P^{k}\) (for \(k \geq 1\) ) consists of four scaled copies of \(P^{k-1}\). For \(i=1,2,3,4\), let the \(i\) th subchain of \(P^{k}\) be the subchain of \(P^{k}\) consisting of \(4^{k-1}\) segments starting from the \(\left((i-1) 4^{k-1}+1\right)\) th segment. By construction, the \(i\) th subchain of \(P^{k}\) is similar to the chain \(P^{k-1}\), for \(i=1,2,3,4 .^{3}\) The following functions allow us to refer to these subchains formally. For \(i=1,2,3,4\), define a function \(f_{i}^{k}: P^{k} \rightarrow P^{k}\) as the identity on the \(i\) th subchain of \(P^{k}\) that sends the remaining part(s) of \(P^{k}\) to the closest endpoint(s) along this subchain. So \(f_{i}^{k}\left(P^{k}\right)\) is similar to \(P^{k-1}\). Let \(g_{i}: \mathcal{P}_{c} \backslash\left\{P^{0}\right\} \rightarrow \mathcal{P}_{c}\) be a piecewise defined function such that \(g_{i}(C)=\sigma^{-1} \circ f_{i}^{k} \circ \sigma(C)\) if \(C\) is similar to \(P^{k}\), where \(\sigma: C \rightarrow P^{k}\) is a similarity transformation. Applying the function \(g_{i}\) on a chain \(P^{k}\) can be thought of as "cutting out" its \(i\) th subchain.

- Figure 4 The chains \(P^{2}\) (left) and \(P^{4}\) (right).

\footnotetext{
3 Two geometric shapes are similar if one can be obtained from the other by translation, rotation, and scaling; and are congruent if one can be obtained from the other by translation and rotation.
}

Clearly, the stretch factor of the chain monotonically increases with the parameter \(a\). However, if \(a\) is too large, the chain is no longer simple. The following lemma gives a sufficient condition for the constructed chains to avoid self-crossings.
- Lemma 5. For every constant \(c \geq 4\), if \(a \leq \frac{c-2}{2 c}\), then every chain in \(\mathcal{P}_{c}\) is simple.

Proof. Let \(T=\operatorname{conv}\left(P^{1}\right)\). Observe that \(T\) is an isosceles triangle; see Figure 5 (left). We first show the following:
\(\triangleright\) Claim. If \(a \leq \frac{c-2}{2 c}\), then \(\operatorname{conv}\left(P^{k}\right)=T\) for all \(k \geq 1\).
Proof. We prove the claim by induction on \(k\). It holds for \(k=1\) by definition. For the induction step, assume that \(k \geq 2\) and that the claim holds for \(k-1\). Consider the chain \(P^{k}\). Since it contains all the vertices of \(P^{1}, T \subset \operatorname{conv}\left(P^{k}\right)\). So we only need to show that \(\operatorname{conv}\left(P^{k}\right) \subset T\).


Figure 5 Left: Convex hull \(T\) of \(P^{1}\) in light gray; Right: Convex hulls of \(g_{i}\left(P^{2}\right), i=1,2,3,4\), in dark gray, are contained in \(T\).

By construction, \(P^{k} \subset \bigcup_{i=1}^{4} \operatorname{conv}\left(g_{i}\left(P^{k}\right)\right)\); see Figure 5 (right). By the inductive hypothesis, \(\operatorname{conv}\left(g_{i}\left(P^{k}\right)\right)\) is an isosceles triangle similar to \(T\), for \(i=1,2,3,4\). Since the bases of \(\operatorname{conv}\left(g_{1}\left(P^{k}\right)\right)\) and \(\operatorname{conv}\left(g_{4}\left(P^{k}\right)\right)\) are collinear with the base of \(T\) by construction, due to similarity, they are contained in \(T\). The base of \(\operatorname{conv}\left(g_{2}\left(P^{k}\right)\right)\) is contained in \(T\). In order to show \(\operatorname{conv}\left(g_{2}\left(P^{k}\right)\right) \subset T\), by convexity, it suffices to ensure that its apex \(p\) is also in \(T\). Note that the coordinates of the top point is \(t=\left(1 / 2, a \sqrt{c_{*}^{2}-1} / c_{*}\right)\), so the supporting line \(\ell\) of the left side of \(T\) is
\[
\begin{aligned}
& y=\frac{2 a \sqrt{c_{*}^{2}-1}}{c_{*}} x, \text { and } \\
& p=\left(\frac{1}{2}-\frac{a}{2 c_{*}}-\frac{a^{2}\left(c_{*}^{2}-1\right)}{c_{*}^{2}},\left(\frac{a}{2 c_{*}}+\frac{a^{2}}{c_{*}^{2}}\right) \sqrt{c_{*}^{2}-1}\right) .
\end{aligned}
\]

By the condition of \(a \leq \frac{c-2}{2 c}=\frac{c_{*}}{2\left(c_{*}+1\right)}\) in the lemma, \(p\) lies on or below \(\ell\). Under the same condition, we have \(\operatorname{conv}\left(g_{3}\left(P^{k}\right)\right) \subset T\) by symmetry. Then \(P^{k} \subset \bigcup_{i=1}^{4} \operatorname{conv}\left(g_{i}\left(P^{k}\right)\right) \subset T\). Since \(T\) is convex, \(\operatorname{conv}\left(P^{k}\right) \subset T\). So \(\operatorname{conv}\left(P^{k}\right)=T\), as claimed.

We can now finish the proof of Lemma 5 by induction. Clearly, \(P^{0}\) and \(P^{1}\) are simple. Assume that \(k \geq 2\), and \(P^{k-1}\) is simple. Consider the chain \(P^{k}\). For \(i=1,2,3,4, g_{i}\left(P^{k}\right)\) is similar to \(P^{k-1}\), hence simple by the inductive hypothesis. Since \(P^{k}=\bigcup_{i=1}^{4} g_{i}\left(P^{k}\right)\), it is sufficient to show that for all \(i, j \in\{1,2,3,4\}\), where \(i \neq j\), a segment in \(g_{i}\left(P^{k}\right)\) does not intersect any segments in \(g_{j}\left(P^{k}\right)\), unless they are consecutive in \(P^{k}\) and they intersect at a common endpoint. This follows from the above claim together with the observation that for \(i \neq j\), the intersection \(g_{i}\left(P^{k}\right) \cap g_{j}\left(P^{k}\right)\) is either empty or contains a single vertex which is the common endpoint of two consecutive segments in \(P^{k}\).

In the remainder of this section, we assume that
\[
\begin{equation*}
a=\frac{c-2}{2 c}=\frac{c_{*}}{2\left(c_{*}+1\right)} \tag{8}
\end{equation*}
\]

Under this assumption, all segments in \(P^{1}\) have the same length \(a\). Therefore, by construction, all segments in \(P^{k}\) have the same length
\[
a^{k}=\left(\frac{c_{*}}{2\left(c_{*}+1\right)}\right)^{k}
\]

There are \(4^{k}\) segments in \(P^{k}\), with \(4^{k}+1\) vertices, and its stretch factor is
\[
\delta_{P^{k}}=4^{k}\left(\frac{c_{*}}{2\left(c_{*}+1\right)}\right)^{k}=\left(\frac{2 c_{*}}{c_{*}+1}\right)^{k}
\]

Consequently, \(k=\log _{4}(n-1)=\frac{\log (n-1)}{2}\), and
\[
\delta_{P^{k}}=\left(\frac{2 c_{*}}{c_{*}+1}\right)^{\frac{\log (n-1)}{2}}=\left(\frac{2 c-4}{c}\right)^{\frac{\log (n-1)}{2}}=(n-1)^{\frac{1+\log (c-2)-\log c}{2}}
\]
as claimed. To finish the proof of Theorem 4, it remains to show the constructed polygonal chains are indeed \(c\)-chains.
- Lemma 6. For every constant \(c \geq 4, \mathcal{P}_{c}\) is a family of \(c\)-chains.

We first prove a couple of facts that will be useful in the proof of Lemma 6. We defer an intuitive explanation until after the formal statement of the lemma.
- Lemma 7. Let \(k \geq 1\) and let \(P^{k}=\left(p_{1}, p_{2}, \ldots, p_{n}\right)\), where \(n=4^{k}+1\). Then the following hold:
(i) There exists a sequence \(\left(q_{1}, q_{2}, \ldots, q_{m}\right)\) of \(m=2 \cdot 4^{k-1}\) points in \(\mathbb{R}^{2}\) such that the chain \(R^{k}=\left(p_{1}, q_{1}, p_{2}, q_{2}, \ldots, p_{m}, q_{m}, p_{m+1}\right)\) is similar to \(P^{k}\).
(ii) For \(k \geq 2\), define \(g_{5}: \mathcal{P}_{c} \backslash\left\{P^{0}, P^{1}\right\} \rightarrow \mathcal{P}_{c}\) by
\[
g_{5}\left(P^{k}\right)=\left(g_{3} \circ g_{2}\left(P^{k}\right)\right) \cup\left(g_{4} \circ g_{2}\left(P^{k}\right)\right) \cup\left(g_{1} \circ g_{3}\left(P^{k}\right)\right) \cup\left(g_{2} \circ g_{3}\left(P^{k}\right)\right)
\]

Then \(g_{5}\left(P^{k}\right)\) is similar to \(P^{k-1}\).
Part (i) of Lemma 7 says that given \(P^{k}\), we can construct a chain \(R^{k}\) similar to \(P^{k}\) by inserting one point between every two consecutive points of the left half of \(P^{k}\), see Figure 6 (left). Part (ii) says that the "top" subchain of \(P^{k}\) that consists of the right half of \(g_{2}\left(P^{k}\right)\) and the left half of \(g_{3}\left(P^{k}\right)\), see Figure 6 (right), is similar to \(P^{k-1}\).


Figure 6 Left: Chain \(P^{k}\) with the scaled copy of itself \(R^{k}\) (in red); Right: Chain \(P^{k}\) with its subchain \(g_{5}\left(P^{k}\right)\) marked by its convex hull.

Proof of Lemma 7. For (i), we review the construction of \(P^{k}\), and show that \(R^{k}\) and \(P^{k}\) can be constructed in a coupled manner. In Figure 7 (left), consider \(P^{1}=\left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right)\). Recall that all segments in \(P^{1}\) are of the same length \(a=\frac{c_{*}}{2\left(c_{*}+1\right)}\). The isosceles triangles \(\Delta p_{1} p_{2} p_{3}\) and \(\Delta p_{1} p_{3} p_{5}\) are similar. Let \(\sigma: \Delta p_{1} p_{3} p_{5} \rightarrow \Delta p_{1} p_{2} p_{3}\) be the similarity transformation. Let \(q_{1}=\sigma\left(p_{2}\right)\) and \(q_{2}=\sigma\left(p_{4}\right)\). By construction, the chain \(R^{1}=\left(p_{1}, q_{1}, p_{2}, q_{2}, p_{3}\right)\) is similar to \(P^{1}\). In particular, all of its segments have the same length. So the isosceles triangle \(\Delta p_{1} q_{1} p_{2}\) is similar to \(\Delta p_{1} p_{3} p_{5}\). Moreover, its base is the segment \(p_{1} p_{2}\), so \(\Delta p_{1} q_{1} p_{2}\) is precisely \(\operatorname{conv}\left(g_{1}\left(P^{2}\right)\right)\), see Figure 7 (right).


Figure 7 Left: the chains \(P^{1}\) and \(R^{1}\) (red); Right: the chains \(P^{2}\) and \(R^{1}\) (red).
Write \(P^{2}=\left(v_{1}, v_{2}, \ldots, v_{17}\right)\), then \(v_{3}=q_{1}\) by the above argument and \(v_{7}=q_{2}\) by symmetry. Now \(\Delta v_{1} v_{2} v_{3}, \Delta v_{3} v_{4} v_{5}, \Delta v_{5} v_{6} v_{7}\), and \(\Delta v_{7} v_{8} v_{9}\) are four congruent isosceles triangles, all of which are similar to \(\Delta v_{1} v_{9} v_{17}\), since the angles are the same. Repeat the above procedure on each of them to obtain \(R^{2}=\left(v_{1}, u_{1}, v_{2}, u_{2}, \ldots, v_{8}, u_{8}, v_{9}\right)\), which is similar to \(P^{2}\). Continue this construction inductively to get the desired chain \(R^{k}\) for any \(k \geq 1\).

For (ii), see Figure 7 (right). By definition, \(g_{5}\left(P^{2}\right)\) is the \(\operatorname{subchain}\left(v_{7}, v_{8}, v_{9}, v_{10}, v_{11}\right)\). Observe that the segments \(v_{7} v_{8}\) and \(v_{10} v_{11}\) are collinear by symmetry. Moreover, they are parallel to \(v_{1} v_{17}\) since \(\angle v_{7} v_{8} v_{9}=\angle v_{1} v_{5} v_{9}\). So \(g_{5}\left(P^{2}\right)\) is similar to \(P^{1}\); see Figure 7 (left). Then for \(k \geq 2, g_{5}\left(P^{k}\right)\) is the subchain of \(P^{k}\) starting at vertex \(v_{7}\), ending at vertex \(v_{11}\). By the construction of \(P^{k}, g_{5}\left(P^{k}\right)\) is similar to \(P^{k-1}\).

Due to space constraints, the proof of Lemma 6 is deferred to the full version.

\section*{4 Algorithm for Recognizing \(\boldsymbol{c}\)-Chains}

In this section, we design a randomized Las Vegas algorithm to recognize \(c\)-chains. More precisely, given a polygonal chain \(P=\left(p_{1}, \ldots, p_{n}\right)\), and a parameter \(c \geq 1\), the algorithm decides whether \(P\) is a \(c\)-chain, in \(O\left(n^{2.5}\right.\) polylog \(\left.n\right)\) expected time. By definition, \(P=\) \(\left(p_{1}, \ldots, p_{n}\right)\) is a \(c\)-chain if \(\left|p_{i} p_{j}\right|+\left|p_{j} p_{k}\right| \leq c\left|p_{i} p_{k}\right|\) for all \(1 \leq i<j<k \leq n\); equivalently, \(p_{j}\) lies in the ellipse of major axis \(c\) with foci \(p_{i}\) and \(p_{k}\). Consequently, it suffices to test, for every pair \(1 \leq i<k \leq n\), whether the ellipse of major axis \(c\left|p_{i} p_{k}\right|\) with foci \(p_{i}\) and \(p_{k}\) contains \(p_{j}\), for all \(j, i<j<k\). For this, we can apply recent results from geometric range searching.
- Theorem 8. There is a randomized algorithm that can decide, for a polygonal chain \(P=\left(p_{1}, \ldots, p_{n}\right)\) in \(\mathbb{R}^{2}\) and a threshold \(c>1\), whether \(P\) is a \(c\)-chain in \(O\left(n^{2.5}\right.\) polylog \(\left.n\right)\) expected time and \(O(n \log n)\) space.

Agarwal, Matoušek and Sharir [2, Theorem 1.4] constructed, for a set \(S\) of \(n\) points in \(\mathbb{R}^{2}\), a data structure that can answer ellipse range searching queries: it reports the number of points in \(S\) that are contained in a query ellipse. In particular, they showed that, for every \(\varepsilon>0\), there is a constant \(B\) and a data structure with \(O(n)\) space, \(O\left(n^{1+\varepsilon}\right)\) expected
preprocessing time, and \(O\left(n^{1 / 2} \log ^{B} n\right)\) query time. The construction was later simplified by Matoušek and Patáková [27]. Using this data structure, we can quickly decide whether a given polygonal chain is a \(c\)-chain.

Proof of Theorem 8. Subdivide the polygonal chain \(P=\left(p_{1}, \ldots, p_{n}\right)\) into two subchains of equal or almost equal sizes, \(P_{1}=\left(p_{1}, \ldots, p_{\lceil n / 2\rceil}\right)\) and \(P_{2}=\left(p_{\lceil n / 2\rceil}, \ldots, p_{n}\right)\); and recursively subdivide \(P_{1}\) and \(P_{2}\) until reaching 1-vertex chains. Denote by \(T\) the recursion tree. Then, \(T\) is a binary tree of depth \(\lceil\log n\rceil\). There are at most \(2^{i}\) nodes at level \(i\); the nodes at level \(i\) correspond to edge-disjoint subchains of \(P\), each of which has at most \(n / 2^{i}\) edges. Let \(W_{i}\) be the set of subchains on level \(i\) of \(T\); and let \(W=\bigcup_{i \geq 0} W_{i}\). We have \(|W| \leq 2 n\).

For each polygonal chain \(Q \in W\), construct an ellipse range searching data structure \(\operatorname{DS}(Q)\) described above [2] for the vertices of \(Q\), with a suitable parameter \(\varepsilon>0\). Their overall expected preprocessing time is
\[
\sum_{i=0}^{\lceil\log n\rceil} 2^{i} \cdot O\left(\left(\frac{n}{2^{i}}\right)^{1+\varepsilon}\right)=O\left(n^{1+\varepsilon} \sum_{i=0}^{\lceil\log n\rceil}\left(\frac{1}{2^{i}}\right)^{\varepsilon}\right)=O\left(n^{1+\varepsilon}\right)
\]
their space requirement is \(\sum_{i=0}^{[\log n\rceil} 2^{i} \cdot O\left(n / 2^{i}\right)=O(n \log n)\), and their query time at level \(i\) is \(O\left(\left(n / 2^{i}\right)^{1 / 2}\right.\) polylog \(\left.\left(n / 2^{i}\right)\right)=O\left(n^{1 / 2}\right.\) polylog \(\left.n\right)\).

For each pair of indices \(1 \leq i<k \leq n\), we do the following. Let \(E_{i, k}\) denote the ellipse of major axis \(c\left|p_{i} p_{k}\right|\) with foci \(p_{i}\) and \(p_{k}\). The chain \(\left(p_{i+1}, \ldots, p_{k-1}\right)\) is subdivided into \(O(\log n)\) maximal subchains in \(W\), using at most two subchains from each set \(W_{i}, i=0, \ldots,\lceil\log n\rceil\). For each of these subchains \(Q \in W\), query the data structure \(\operatorname{DS}(Q)\) with the ellipse \(E_{i, k}\). If all queries are positive (i.e., the count returned is \(|Q|\) in all queries), then \(P\) is a \(c\)-chain; otherwise there exists \(j, i<j<k\), such that \(p_{j} \notin E_{i, k}\), hence \(\left|p_{i} p_{j}\right|+\left|p_{j} p_{k}\right|>c\left|p_{i} p_{k}\right|\), witnessing that \(P\) is not a \(c\)-chain.

The query time over all pairs \(1 \leq i<k \leq n\) is bounded above by
\[
\begin{aligned}
\binom{n}{2} \sum_{i=0}^{2\lceil\log n\rceil} O\left(\left(n / 2^{i}\right)^{1 / 2} \operatorname{polylog}\left(n / 2^{i}\right)\right) & =\binom{n}{2} \cdot O\left(n^{1 / 2} \text { polylog } n\right) \\
& =O\left(n^{2.5} \text { polylog } n\right)
\end{aligned}
\]

This subsumes the expected time needed for constructing the structures \(\mathrm{DS}(Q)\), for all \(Q \in W\). So the overall running time of the algorithm is \(O\left(n^{2.5}\right.\) polylog \(\left.n\right)\), as claimed.

In the decision algorithm above, only the construction of the data structures \(\mathrm{DS}(Q)\), \(Q \in W\), uses randomization, which is independent of the value of \(c\). The parameter \(c\) is used for defining the ellipses \(E_{i, k}\), and the queries to the data structures; this part is deterministic. Hence, we can find the optimal value of \(c\) by Meggido's parametric search [28] in the second part of the algorithm.

Meggido's technique reduces an optimization problem to a corresponding decision problem at a polylogarithmic factor increase in the running time. An optimization problem is amenable to this technique if the following three conditions are met [34]: (1) the objective function is monotone in the given parameter; (2) the decision problem can be solved by evaluating bounded-degree polynomials, and (3) the decision problem admits an efficient parallel algorithm (with polylogarithmic running time using polynomial number of processors). All three conditions hold in our case: The area of each ellipse with foci in \(S\) monotonically increases with \(c\); the data structure of [27] answers ellipse range counting queries by evaluating
polynomials of bounded degree; and the \(\binom{n}{2}\) queries can be performed in parallel. Alternatively, Chan's randomized optimization technique [11] is also applicable. Both techniques yield the following result.
- Corollary 9. There is a randomized algorithm that can find, for a polygonal chain \(P=\) \(\left(p_{1}, \ldots, p_{n}\right)\) in \(\mathbb{R}^{2}\), the minimum \(c \geq 1\) for which \(P\) is a \(c\)-chain in \(O\left(n^{2.5}\right.\) polylog \(\left.n\right)\) expected time and \(O(n \log n)\) space.

We remark that, for \(c=1\), the test takes \(O(n)\) time: it suffices to check whether points \(p_{3}, \ldots, p_{n}\) lie on the line spanned by \(p_{1} p_{2}\), in that order.

\section*{5 Concluding Remarks}

We end with some final observations and pointers for further research.
1. For \(k \geq 1\), let \(P_{*}^{k}=g_{2}\left(P^{k}\right) \cup g_{3}\left(P^{k}\right)\), see Figure 8 (right). It is easy to see that \(P_{*}^{k}\) is a \(c\)-chain with \(n=4^{k} / 2+1\) vertices and has stretch factor \(\sqrt{c(c-2) / 8}(n-1)^{\frac{1+\log (c-2)-\log c}{2}}\). Since \(\sqrt{c(c-2) / 8} \geq 1\) for \(c \geq 4\), this improves the result of Theorem 4 by a constant factor. Since this construction does not improve the exponent, and the analysis would be longer (requiring a case analysis without new insights), we omit the details.


Figure 8 The chains \(P^{4}\) (left) and \(P_{*}^{4}\) (right).
2. If \(c\) is used instead of \(c_{*}=(c-2) / 2\) in the lower bound construction, then the condition \(c \geq 4\) in Theorem 4 can be replaced by \(c \geq 1\), and the bound can be improved from \((n-1)^{\frac{1+\log (c-2)-\log c}{2}}\) to \((n-1)^{\frac{1+\log c-\log (c+1)}{2}}\). However, we were unable to prove that the resulting \(P^{k}\) 's, \(k \in \mathbb{N}\), are \(c\)-chains, although a computer program has verified that the first few generations of them are indeed \(c\)-chains.
3. The volume argument in Theorem 3 easily generalizes to higher dimensions. If \(P\) be a \(c\)-chain in \(\mathbb{R}^{d}\) for fixed \(c \geq 1\) and \(d \geq 2\), then \(\delta_{P}=O\left(c^{2}(n-1)^{1-1 / d}\right)\). It is interesting to find out whether extra dimension(s) allows one to achieve a larger stretch factor.
4. The upper bounds in Theorem 1-3 are valid regardless of whether the chain is crossing or not. On the other hand, the lower bound in Theorem 4 is given by noncrossing chains. A natural question is whether a sharper upper bound holds if the chains are required to be noncrossing. More specifically, can the exponent of \(n\) in the upper bound be reduced to \(1 / 2-\varepsilon\), where \(\varepsilon>0\) depends on \(c\) ?
5. Our algorithm in Section 4 can recognize \(c\)-chains with \(n\) vertices in \(O\left(n^{2.5}\right.\) polylog \(\left.n\right)\) expected time and \(O(n \log n)\) space, using ellipse range searching data structures. It is likely that the running time can be improved in the future, perhaps at the expense of increased space, when suitable time-space trade-offs for semi-algebraic range searching become available. The existence of such data structures is conjectured [2], but currently remains open.
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\section*{1 Introduction and motivation}

A temporal graph is, loosely speaking, a graph that changes with time. A great variety of modern and traditional networks can be modeled as temporal graphs; social networks, wired or wireless networks which change dynamically, transportation networks, and several physical systems are only a few examples of networks that change over time [31,38]. Due to
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its vast applicability in many areas, this notion of temporal graphs has been studied from different perspectives under various names such as time-varying [ \(1,24,44\), evolving \([11,15,22]\), dynamic [14, 27], and graphs over time [33]; for a recent attempt to integrate existing models, concepts, and results from the distributed computing perspective see the survey papers \([12-14]\) and the references therein. Mainly motivated by the fact that, due to causality, entities and information in temporal graphs can "flow" only along sequences of edges whose time-labels are increasing, most temporal graph parameters and optimization problems that have been studied so far are based on the notion of temporal paths (see Definition 2 below) and other path-related notions, such as temporal analogues of distance, diameter, reachability, exploration, and centrality \([2-4,19,21,35,37]\). Recently, non-path temporal graph problems have also been addressed theoretically, including for example temporal variations of coloring [36], vertex cover [5], and maximal cliques [30, 49, 50].

Inspired by the foundational work of Kempe et al. [32], we adopt a simple model for such time-varying networks, in which the vertex set remains unchanged while each edge is equipped with a set of time-labels.
- Definition 1 (temporal graph). A temporal graph is a pair \((G, \lambda)\), where \(G=(V, E)\) is an underlying (static) graph and \(\lambda: E \rightarrow 2^{\mathbb{N}}\) is a time-labelling function which assigns to every edge of \(G\) a set of discrete-time labels.

For every edge \(e \in E\) in the underlying graph \(G\) of a temporal graph \((G, \lambda), \lambda(e)\) denotes the set of time slots at which \(e\) is active in \((G, \lambda)\).

Unless stated otherwise, to simplify the presentation of our results we restrict our attention in this paper to temporal graphs in which each edge is assigned a singleton set by the time-labelling function, that is, in which each edge is active at exactly one time.

Spreading processes on networks or graphs are a topic of significant research across network science [7], and a variety of application areas [28,29], as well as inspiring more theoretical algorithmic work [23]. Part of the motivation for this interest is the usefulness of spreading processes for modelling a variety of natural phenomena, including biological diseases spreading over contact networks, and rumours or news (both fake and real) spreading over information-passing networks. The rise of quantitative approaches in modelling these phenomena is supported by the increasing number and size of network datasets that can be used as denominator graphs on which processes can spread (e.g. human mobility and contact networks [42], agricultural trade networks [39], and social networks [34]). Typically, a vertex in one of these networks represents some entity that has a state in the process (for example, being infected with a disease, or holding a belief), and edges represent contacts over which the state can spread to other vertices.

Our work is partly motivated by the need to control contagion (be it biological or informational) that may spread over contact networks. Data specifying timed contacts that could spread an infectious disease are recorded in a variety of settings, including movements of humans via commuter patterns and airline flights [16], and fine-grained recording of livestock movements between farms in most European nations [40]. There is very strong evidence that these networks play a critical role in large and damaging epidemics, including the 2009 H1N1 influenza pandemic [10] and the 2001 British foot-and-mouth disease epidemic [28]. Because of the key importance of timing in these networks to their capacity to spread disease, methods to assess the susceptibility of temporal graphs and networks to disease incursion have recently become an active area of work within network epidemiology in general, and within livestock network epidemiology in particular [9, 41, 47, 48].

Here, similarly to [20], we focus our attention on deleting edges from \((G, \lambda)\) in order to limit the temporal connectivity of the remaining temporal subgraph. To this end, the following temporal extension of the notion of a path in a static graph is fundamental [32,35].
- Definition 2 (temporal path). A temporal path from \(u\) to \(v\) in a temporal graph \((G, \lambda)\) is a path from \(u\) to \(v\) in \(G\), composed of edges \(e_{0}, e_{1}, \ldots, e_{k}\) such that each edge \(e_{i}\) is assigned a time \(t\left(e_{i}\right) \in \lambda\left(e_{i}\right)\), where \(t\left(e_{i}\right)<t\left(e_{i+1}\right)\) for \(0 \leq i<k\).

In many applications, it may be more realistic to generalise our notion of temporal paths so that the time between arriving at and leaving any vertex must fall within some fixed range. For example, in the context of disease transmission, an upper bound on the permitted time between entering and leaving a vertex might represent the time within which an infection would be detected and eliminated (thus ensuring no further transmission). On the other hand, a lower bound might represent the time between individuals being exposed to an infection and becoming infectious themselves. We formalise this as follows:
- Definition 3. Let \((G, \lambda)\) be a temporal graph and let \(\alpha \leq \beta \in \mathbb{N}\). An ( \(\alpha, \beta\) )-temporal path from \(u\) to \(v\) in \((G, \lambda)\) is a path from \(u\) to \(v\) in \(G\), composed of edges \(e_{0}, e_{1}, \ldots, e_{k}\), such that each edge \(e_{i}, 0 \leq i<k\), is assigned a time \(t\left(e_{i}\right)\) from its image in \(\lambda\), where \(\alpha \leq t\left(e_{i+1}\right)-t\left(e_{i}\right) \leq \beta\).

\section*{Our contribution}

We consider a natural deletion problem for temporal graphs, namely Temporal Reachability Edge Deletion (for short, TR Edge Deletion), as well as its optimisation version, and study its computational complexity, both in the traditional and the parameterised sense, subject to natural parameters. Given a temporal graph \((G, \lambda)\) and two natural numbers \(k, h\), the goal is to delete at most \(k\) edges from \((G, \lambda)\) such that, for every vertex \(v\) of \(G\), there exists a temporal path to at most \(h-1\) other vertices.

In Section 3, we show that TR Edge Deletion is NP-complete, even on very restricted classes of graphs. We give two different reductions. The first shows that, assuming the Exponential Time Hypothesis, it is unlikely that we can improve significantly on a brute-force approach when considering how the running-time depends on the input size and the number of permitted deletions. The second demonstrates that TR Edge Deletion is para-NP-hard (i.e. NP-hard even for constant-valued parameters) with respect to each one of the parameters \(h\), maximum degree \(\Delta_{G}\), or lifetime of \((G, \lambda)\) (i.e. the maximum label assigned by \(\lambda\) to any edge of \(G\) ).

In Section 4, we turn our attention to approximation algorithms for the optimisation version of the problem, Min TR Edge Deletion, in which the goal is to find a minimum-size set of edges to delete. We begin by describing a polynomial-time algorithm to compute an \(h\)-approximation to Min TR Edge Deletion on arbitrary temporal graphs, then show how similar techniques can be applied to compute a \(c\)-approximation on inputs in which the underlying graph has cutwidth \(c\). We conclude our consideration of approximation algorithms by showing that in general there is unlikely to be a polynomial-time algorithm to compute any constant-factor approximation, even on temporal graphs of lifetime two.

In Section 5, we consider exact FPT algorithms. Our hardness results show that the problem remains intractable when parameterised by \(h\) or \(\Delta_{G}\) alone; here we obtain an FPT algorithm by parameterising simultaneously by \(h, \Delta_{G}\) and the treewidth \(t w(G)\) of the underlying (static) graph \(G\). In doing so, we demonstrate a general framework in which a celebrated result by Courcelle, concerning relational structures with bounded treewidth (see Theorem 14) can be applied to solve problems in temporal graphs.

We note that all of our results can be applied, with minor modifications to the proofs, to the setting of ( \(\alpha, \beta\) )-temporal paths.

\section*{2 Preliminaries}

Given a (static) graph \(G\), we denote by \(V(G)\) and \(E(G)\) the sets of its vertices and edges, respectively. An edge between two vertices \(u\) and \(v\) of \(G\) is denoted by \(u v\), and in this case \(u\) and \(v\) are said to be adjacent in \(G\). Given a temporal graph \((G, \lambda)\), where \(G=\) \((V, E)\), the maximum label assigned by \(\lambda\) to an edge of \(G\), called the lifetime of \((G, \lambda)\), is denoted by \(T(G, \lambda)\), or simply by \(T\) when no confusion arises. That is, \(T(G, \lambda)=\max \{t \in\) \(\lambda(e): e \in E\}\). Throughout the paper we consider temporal graphs with finite lifetime \(T\). Furthermore, we assume that the given labelling \(\lambda\) is arbitrary, i.e. \((G, \lambda)\) is given with an explicit list of labels for every edge. Thus, the size of the input temporal graph \((G, \lambda)\) is \(O\left(|V|+T+\sum_{t=1}^{T}\left|E_{t}\right|\right)=O(n+m T)\) : when we are considering temporal graphs in which edges are active at a single timestep, it suffices to only consider the space required to represent the single time assigned to each edge, and thus the size of the temporal graph is \(O(n+m \log T)\). We say that an edge \(e \in E\) appears at time \(t\) if \(t \in \lambda(e)\), and in this case we call the pair \((e, t)\) a time-edge in \((G, \lambda)\). Given a subset \(E^{\prime} \subseteq E\), we denote by \((G, \lambda) \backslash E^{\prime}\) the temporal graph \(\left(G^{\prime}, \lambda^{\prime}\right)\), where \(G^{\prime}=\left(V, E \backslash E^{\prime}\right)\) and \(\lambda^{\prime}\) is the restriction of \(\lambda\) to \(E \backslash E^{\prime}\).

We say that a vertex \(v\) is temporally reachable from \(u\) in \((G, \lambda)\) if there exists a temporal path from \(u\) to \(v\). Furthermore we adopt the convention that every vertex \(v\) is temporally reachable from itself. The temporal reachability set of a vertex \(u\), denoted by \(\operatorname{reach}_{G, \lambda}(u)\), is the set of vertices which are temporally reachable from vertex \(u\). The temporal reachability of \(u\) is the number of vertices in \(\operatorname{reach}_{G, \lambda}(u)\). Furthermore, the maximum temporal reachability of a temporal graph is the maximum of the temporal reachabilities of its vertices.

In this paper we mainly consider the following problem.
Temporal Reachability Edge Deletion (TR Edge Deletion)
Input: A temporal graph \((G, \lambda)\), and \(k, h \in \mathbb{N}\).
Output: Is there a set \(E^{\prime} \subseteq E(G)\), with \(\left|E^{\prime}\right| \leq k\), such that the maximum temporal reachability of \((G, \lambda) \backslash E^{\prime}\) is at most \(h\) ?

Note that the problem clearly belongs to NP as a set of edges acts as a certificate (the reachability set of any vertex in a given temporal graph can be computed in polynomial time \([3,32,35]\) ). It is worth noting here that the (similarly-flavored) deletion problem for finding small separators in temporal graphs was studied recently, namely the problem of removing a small number of vertices from a given temporal graph such that two fixed vertices become temporally disconnected \([26,51]\).

\section*{3 Computational hardness}

The main results of this section demonstrate that TR Edge Deletion is NP-complete even under very strong restrictions on the input. Our first result shows that the trivial brute-force algorithm, running in time \(n^{\mathcal{O}(k)}\), in which we consider all possible sets of \(k\) edges to delete, cannot be significantly improved in general.
- Theorem 4. TR Edge Deletion is W[1]-hard when parameterised by the maximum number \(k\) of edges that can be removed, even when the input temporal graph has lifetime 2. Moreover, assuming ETH, there is no \(f(k) \tau^{o(k)}\) time algorithm for TR Edge Deletion, where \(\tau\) is the size of the input temporal graph.

The W[1]-hardness reduction of Theorem 4 also implies that the problem TR EDGE Deletion is NP-complete, even on temporal graphs with lifetime at most two. We note that, for temporal graphs of lifetime one, the problem is solvable in polynomial time: in
this setting, the reachability set of each vertex is precisely its closed neighbourhood, so the problem reduces to that of deleting a set of at most \(k\) edges so that every vertex has degree at most \(h-1\) which is solvable in polynomial time [43, Theorem 33.4].

We now demonstrate that TR Edge Deletion remains NP-complete on temporal graphs of lifetime two even if the underlying graph has bounded degree and the maximum permitted size of a temporal reachability set is bounded by a constant.
- Theorem 5. TR Edge Deletion is NP-complete, even when the maximum temporal reachability \(h\) is at most 7 and the input temporal graph \((G, \lambda)\) has:
1. maximum degree \(\Delta_{G}\) of the underlying graph \(G\) at most 5 , and
2. lifetime at most 2.

Therefore TR Edge Deletion is para-NP-hard with respect to each of the parameters \(h\), \(\Delta_{G}\), and lifetime \(T(G, \lambda)\).

Proof. As we mentioned in Section 2, the problem trivially belongs to NP. Now we give a reduction from the following well-known NP-complete problem [46].

\section*{3,4-SAT}

Input: A CNF formula \(\Phi\) with exactly 3 variables per clause, such that each variable appears in at most 4 clauses.
Output: Does there exists a truth assignment satisfying \(\Phi\) ?
Let \(\Phi\) be an instance of 3,4 -SAT with variables \(x_{1}, \ldots, x_{n}\), and clauses \(C_{1}, \ldots, C_{m}\). We may assume without loss of generality that every variable \(x_{i}\) appears at least once negated and at least once unnegated in \(\Phi\). Indeed, if a variable \(x_{i}\) appears only negated (resp. unnegated) in \(\Phi\), then we can trivially set \(x_{i}=0\) (resp. \(x_{i}=1\) ) and then remove from \(\Phi\) all clauses where \(x_{i}\) appears; this process would provide an equivalent instance of 3,4-SAT of smaller size. Now we construct an instance \(((G, \lambda), k, h)\) of TR Edge Deletion which is a yes-instance if and only if \(\Phi\) is satisfiable.


Figure 1 The gadget corresponding to variable \(x_{i}\). The number beside an edge is the time step at which that edge appears. The bold edges are the ones we refer to as literal edges.

We construct \((G, \lambda)\) as follows. For each variable \(x_{i}\) we introduce in \(G\) a copy of the subgraph shown in Figure 1, which we call an \(x_{i}\)-gadget. There are three special vertices in an \(x_{i}\)-gadget: \(x_{i}\) and \(\overline{x_{i}}\), which we call literal vertices, and \(v_{x_{i}}\) which we call the head vertex of the \(x_{i}\)-gadget. All the edges incident to \(v_{x_{i}}\) appear in time step 1 , the other two edges of \(x_{i}\)-gadget, which we call literal edges, appear in time step 2. Additionally, for every clause
\(C_{s}\) we introduce in \(G: 1\) ) a clause vertex \(C_{s}\) that is adjacent to the three literal vertices corresponding to the literals of \(C_{s}\), and 2) one more vertex adjacent only to \(C_{s}\), which we call the satellite vertex of \(C_{s}\). All the new edges incident to \(C_{s}\) appear in time step 1. See Figure 2 for an illustration. Finally, we set \(k=n\) and \(h=7\).

First recall that, in \(\Phi\), every variable \(x_{i}\) appears at least once negated and at least once unnegated. Therefore, since every variable \(x_{i}\) appears in at most four clauses in \(\Phi\), it follows that each of the two vertices corresponding to the literals \(x_{i}, \overline{x_{i}}\) is connected to at most three clause gadgets. Therefore the degree of each vertex corresponding to a literal in the constructed temporal graph \((G, \lambda)\) (see Figure 2) is at most five. Moreover, it can be easily checked that the same also holds for every other vertex of \((G, \lambda)\), and thus \(\Delta_{G, \lambda} \leq 5\).

We continue by observing temporal reachabilities of the vertices of \((G, \lambda)\). A literal vertex can temporally reach only the corresponding clause vertices, and the two neighbours in its gadget. Since every literal belongs to at most 4 clauses in \(\Phi\), the temporal reachability of the literal vertex in \((G, \lambda)\) is at most 7 (including the vertex itself). The head vertex of a gadget temporally reaches only the vertices of the gadget, hence the temporal reachability of any head vertex in \((G, \lambda)\) is 8 . Any other vertex belonging to a gadget can temporally reach only its unique neighbour in \(G\) and so has temporal reachability 2. Every clause vertex can reach only the corresponding literal vertices, their neighbours incident to the literal edges, and its own satellite vertex. Hence the temporal reachability of every clause vertex in \((G, \lambda)\) is 8 . Finally, every satellite vertex reaches only its neighbour, and thus its temporal reachability is 2 . Therefore in our instance of TR Edge Deletion we only need to care about temporal reachabilities of the clause and head vertices.

Now we show that, if there is a set \(E\) of \(n\) edges such that the maximum temporal reachability of the modified graph \((G, \lambda) \backslash E\) is at most 7 , then \(\Phi\) is satisfiable. First, notice that since the temporal reachability of every head vertex is decreased in the modified graph and the number of gadgets is \(n\), the set \(E\) contains exactly one edge from every gadget. Hence, as the temporal reachability of every clause vertex \(C_{s}\) is also decreased, set \(E\) must contain at least one literal edge that is incident to a literal neighbour of \(C_{s}\). We now construct a truth assignment as follows: for every literal edge in \(E\) we set the corresponding literal to TRUE. If there are unassigned variables left we set them arbitrarily, say, to TRUE.

Since \(E\) has one edge in every gadget, every variable was assigned exactly once. Moreover, by the above discussion, every clause has a literal that is set to TRUE by the assignment. Hence the assignment is well-defined and satisfies \(\Phi\).

To show the converse, given a truth assignment \(\left(\alpha_{1}, \ldots, \alpha_{n}\right)\) satisfying \(\Phi\) we construct a set \(E\) of \(n\) edges such that the maximum temporal reachability of \((G, \lambda) \backslash E\) is at most 7 . For every \(i \in[n]\) we add to \(E\) the literal edge incident to \(x_{i}\) if \(\alpha_{i}=1\), and the literal edge incident to \(\overline{x_{i}}\) otherwise. By the construction, \(E\) has exactly one edge from every gadget. Moreover, since the assignment satisfies \(\Phi\), for every clause \(C_{s}\) set \(E\) contains at least one literal edge corresponding to one of the literals of \(C_{s}\). Hence, by removing \(E\) from \((G, \lambda)\), we strictly decrease temporal reachability of every head and clause vertex.


Figure 2 A subgraph of a temporal graph corresponding to an instance of 3,4-SAT.

\section*{4 Approximability}

Given the strength of the hardness results proved in Section 3, it is natural to ask whether the problem admits efficient approximation algorithms for the following optimisation problem.

\section*{Minimum Temporal Reachability Edge Deletion (Min TR Edge Deletion)}

Input: A temporal graph \((G, \lambda)\) and \(h \in \mathbb{N}\).
Output: A set \(X\) of edges of minimum size such that the maximum temporal reachability of \((G, \lambda) \backslash X\) is at most \(h\) ?

We begin with some more notation. If \((G, \lambda)\) is a temporal graph and \(v \in V(G)\), we say that \(T\) is a reachable subtree for \(v\) if \(T\) is a subtree of \(G, v \in V(T)\) and, for all \(u \in V(T) \backslash\{v\}\), there is a temporal path from \(v\) to \(u\) in \(\left(T, \lambda^{\prime}\right)\), where \(\lambda^{\prime}\) is the restriction of \(\lambda\) to the edges of \(T\). We first observe that, if a temporal graph has maximum reachability more than \(h\), we can efficiently find a minimal reachable subtree witnessing this fact.
- Lemma 6. Let \((G, \lambda)\) be a temporal graph, and \(h\) a positive integer. There is an algorithm running in polynomial time which, on input \(((G, \lambda), h)\),
1. if the maximum temporal reachability of \((G, \lambda)\) is at most \(h\), outputs "YES";
2. if the maximum temporal reachability of \((G, \lambda)\) is greater than \(h\), outputs a vertex \(v \in V(G)\) and a reachable subtree \(T\) for \(v\) where \(T\) has exactly \(h+1\) vertices.

Let \(h\) be a positive integer and \((G=(V, E), \lambda)\) be a temporal graph. We say that edge set \(E^{\prime} \subseteq E\) is a valid deletion of \((G=(V, E), \lambda)\) with respect to \(h\) if the maximum temporal reachability of \((G=(V, E), \lambda) \backslash E^{\prime}\) is at most \(h\). Where \(h\) is clear from the context, we may not refer to it explicitly. We now make a simple observation about valid deletions.
- Lemma 7. Let \((G, \lambda)\) be a temporal graph and \(h\) a positive integer. Suppose that \(T\) is a reachable subtree for some \(v \in V(G)\) and that \(T\) has more than \(h\) vertices. If \(E^{\prime} \subseteq E(G)\) is a valid deletion with respect to \(h\), then \(\left|E^{\prime} \cap E(T)\right| \geq 1\).

Using these two observations, we now describe our first approximation algorithm.
- Theorem 8. There exists a polynomial-time algorithm to compute an h-approximation to Min TR Edge Deletion, where \(h\) denotes the maximum permitted reachability.

Proof. Let \(((G, \lambda), h)\) be an input instance of Min TR Edge Deletion, and let \(E_{\text {opt }} \subseteq E\) be a minimum-cardinality edge set such that \((G, \lambda) \backslash E_{\text {opt }}\) has temporal reachability at most \(h\). It suffices to demonstrate that we can find in polynomial time a set \(E^{\prime} \subseteq E\) such that \((G, \lambda) \backslash E^{\prime}\) has temporal reachability at most \(h\), and \(\left|E^{\prime}\right| \leq h\left|E_{\text {opt }}\right|\). We claim that the following algorithm achieves this.
1. Initialise \(E^{\prime}:=\emptyset\).
2. While \((G, \lambda)\) has reachability greater than \(h\) :
a. Find a pair \((v, T)\) such that \(v \in V(G), T\) is a reachable subtree for \(v\) and \(|T|=h+1\).
b. Add \(E(T)\) to \(E^{\prime}\), and update \((G, \lambda) \leftarrow(G, \lambda) \backslash E^{\prime}\).
3. Return \(E^{\prime}\).

We begin by considering the running time of this algorithm. By Lemma 6 we can determine whether to execute the while loop and, if we do enter the loop, execute Step 2(a), all in polynomial time. Steps 1 and 2(b) can clearly both be carried out in linear time. Moreover, the total number of iterations of the while loop is bounded by the number of edges in \(G\), so we see that the algorithm will terminate in polynomial time.

At every iteration, the algorithm removes exactly \(h\) edges, while the optimum deletion set \(E_{\text {opt }}\) must remove at least one of these \(h\) edges. Therefore, in total, we remove at most \(h\left|E_{\text {opt }}\right|\) edges. To complete the proof, we observe that, by construction, the identified set \(E^{\prime}\) is a valid deletion set.

We now demonstrate that we can improve on this general approximation algorithm when the underlying graph has certain useful temporal properties, in particular when the cutwidth is bounded.

The cutwidth of a graph \(G=(V, E)\) is the minimum integer \(c\) such that the vertices of \(G\) can be arranged in a linear order \(v_{1}, \ldots, v_{n}\), called a layout, such that for every \(i\) with \(1 \leq i<n\) the number of edges with one endpoint in \(v_{1}, \ldots, v_{i}\) and one in \(v_{i+1}, \ldots, v_{n}\) is at most \(c\). Given a layout \(v_{1}, v_{2}, \ldots, v_{n}\), we say that edges with one endpoint in \(v_{1}, \ldots, v_{i}\) and one in \(v_{i+1}, \ldots, v_{n}\) span \(v_{i}, v_{i+1}\), and say that the maximum number of edges spanning a pair of consecutive vertices is the cutwidth of the layout. For any constant \(c\), Thilikos et al. [45] give a linear-time algorithm to generate a layout of cutwidth at most \(c\) if one exists.

We can use a similar argument to that in Theorem 8 to give a polynomial-time algorithm to compute a \(c\)-approximation to Min TR Edge Deletion, where \(c\) is the cutwidth of the input temporal graph. In addition to Lemma 7, we will also make use of the following definition and observation:

Let \(G=(V, E)\) be a graph. We say that an edge set \(E_{S} \subseteq E\) is an edge separator that separates \(G\) into \(G_{A}=\left(V_{A}, E_{A}\right)\) and \(G_{B}=\left(V_{B}, E_{B}\right)\) if, in \(G_{S}=\left(V, E \backslash E_{S}\right)\) no vertex in \(V_{A}\) is reachable from \(V_{B}\).
- Lemma 9. Let \(h\) be a positive integer and \((G=(V, E), \lambda)\) be a temporal graph with an edge separator \(E_{S}\) that separates \(G\) into \(G_{A}=\left(V_{A}, E_{A}\right)\) and \(G_{B}=\left(V_{B}, E_{B}\right)\). If, for the given \(h, E_{A}^{\prime}\) and \(E_{B}^{\prime}\) are valid deletion sets for \(\left(G_{A},\left.\lambda\right|_{E_{A}}\right),\left(G_{B},\left.\lambda\right|_{E_{B}}\right)\), respectively, then \(E_{A}^{\prime} \cup E_{B}^{\prime} \cup E_{S}\) is a valid deletion set for \((G=(V, E), \lambda)\).

We now describe a cutwidth approximation algorithm:
- Theorem 10. There exists a polynomial-time algorithm to compute a c-approximation to Min TR Edge Deletion provided that a layout of cutwidth \(c\) is given.

Proof (Sketch). Let \(((G=(V, E), \lambda), h)\) be the input to Min TR Edge Deletion, and suppose that the layout \(v_{1}, \ldots, v_{n}\) of \(V\), with cutwidth \(c\), is given. We claim that the following algorithm returns a \(c\)-approximation to Min TR Edge Deletion in polynomial time:
1. Initialise \(E^{\prime}:=\emptyset\).
2. Initialise \(i:=0\).
3. While \((G, \lambda)\) has reachability greater than \(h\) :
a. Find the maximum \(j \in\{i, \ldots, n\}\) such that the maximum reachability in the subgraph \(\left(G\left[\left\{v_{i}, \ldots, v_{j}\right\}\right],\left.\lambda\right|_{E\left(G\left[\left\{v_{i}, \ldots, v_{j}\right\}\right]\right)}\right)\) is at most \(h\).
b. Add all edges that span \(v_{j}, v_{j+1}\) to \(E^{\prime}\), and and update \((G, \lambda) \leftarrow(G, \lambda) \backslash E^{\prime}\).
c. Update \(i \leftarrow j+1\)
4. Return \(E^{\prime}\).

For any fixed cutwidth \(c\), using the layout generation algorithm given by Thilikos et al. [45] and the algorithm described above, we can give a cutwidth-approximation to Min TR Edge Deletion for graphs with cutwidth \(c\).
- Corollary 11. There exists a polynomial-time algorithm to compute a c-approximation to Min TR Edge Deletion whenever the cutwidth of the input graph is bounded above by c.

Note that as paths have cutwidth one, Corollary 11 gives us an exact polynomial-time algorithm for Min TR Edge Deletion on paths.

We conclude this section by demonstrating that there is unlikely to be a polynomial-time algorithm to compute any constant factor approximation to Min TR Edge Deletion in general, even for temporal graphs of lifetime two.
- Theorem 12. Unless \(P=N P\), Min TR Edge Deletion cannot be approximated in polynomial time to within a factor of \((1-o(1)) \ln ^{\log }{ }_{2} \sqrt{n}\), where \(n\) is the number of vertices in the input temporal graph, even if the input temporal graph has lifetime two.

\section*{5 An exact FPT algorithm}

In this section we show that TR Edge Deletion admits an FPT algorithm, when simultaneously parameterised by \(h, \Delta_{G}\), and \(t w(G)\), where \(\Delta_{G}\) is the maximum degree of \(G\) and \(t w(G)\) is the treewidth of \(G\). It is worth noting that, although the parameters \(h\) and \(\Delta_{G}\) may at first seem to be large, parameterising only by these two parameters is not enough, as our results in the previous sections (see e.g. Theorem 5) imply that TR Edge Deletion is para-NP-hard, when simultaneously parameterised by \(h\) and \(\Delta_{G}\).

Our results in this section (see Theorem 16) illustrate how a celebrated theorem by Courcelle (see Theorem 14) can be applied to solve temporal graph problems, following a general framework that could potentially be applied to many other temporal problems as well: (i) we define a suitable family \(\tau\) of relations (i.e. a suitable relational vocabulary) and a Monadic Second Order (MSO) formula \(\phi\) (of length \(\ell\) ) that expresses our temporal graph problem at hand; (ii) we represent an arbitrary input temporal graph \((G, \lambda)\) with an equivalent relational structure \(\mathcal{A}\) (of treewidth at most \(t\) ); (iii) we apply Courcelle's general theorem which solves our problem at hand in time linear to the size of the relational structure \(\mathcal{A}\), whenever both \(\ell\) and \(t\) are bounded; that is, in time \(f(t, \ell) \cdot\|\mathcal{A}\|\).

Here, we apply this general framework to the particular problem TR Edge Deletion (by appropriately defining \(\tau, \phi\), and \(\mathcal{A}\) ) such that \(\ell\) only depends on our parameter \(h\), while \(t\) only depends on \(\operatorname{tw}(G)\) and \(\Delta_{G}\); this yields our FPT algorithm. Here, as it turns out, the size of \(\mathcal{A}\) is quadratic on the size of the input temporal graph \((G, \lambda)\). Before we present the main result of this section (see Section 5.2), we first present in Section 5.1 some necessary background on logic and on tree decompositions of graphs and relational structures. For any undefined notion in Section 5.1, we refer the reader to [25].

\subsection*{5.1 Preliminaries for the algorithm}

\section*{Treewidth of graphs}

Given any tree \(T\), we will assume that it contains some distinguished vertex \(r(T)\), which we will call the root of \(T\). For any vertex \(v \in V(T) \backslash\{r(T)\}\), the parent of \(v\) is the neighbour of \(v\) on the unique path from \(v\) to \(r(T)\); the set of children of \(v\) is the set of all vertices \(u \in V(T)\) such that \(v\) is the parent of \(u\). The leaves of \(T\) are the vertices of \(T\) whose set of children is empty. We say that a vertex \(u\) is a descendant of the vertex \(v\) if \(v\) lies somewhere on the unique path from \(u\) to \(r(T)\). In particular, a vertex is a descendant of itself, and every vertex is a descendant of the root. Additionally, for any vertex \(v\), we will denote by \(T_{v}\) the subtree induced by the descendants of \(v\).

We say that \((T, \mathcal{B})\) is a tree decomposition of \(G\) if \(T\) is a tree and \(\mathcal{B}=\left\{\mathcal{B}_{s}: s \in V(T)\right\}\) is a collection of non-empty subsets of \(V(G)\) (or bags), indexed by the nodes of \(T\), satisfying:
(1) for all \(v \in V(G)\), the set \(\left\{s \in T: v \in \mathcal{B}_{s}\right\}\) is nonempty and induces a connected subgraph in \(T\),
(2) for every \(e=u v \in E(G)\), there exists \(s \in V(T)\) such that \(u, v \in \mathcal{B}_{s}\).

The width of the tree decomposition \((T, \mathcal{B})\) is defined to be \(\max \left\{\left|\mathcal{B}_{s}\right|: s \in V(T)\right\}-1\), and the treewidth of \(G\) is the minimum width over all tree decompositions of \(G\).

Although it is NP-hard to determine the treewidth of an arbitrary graph [6], the problem of determining whether a graph has treewidth at most \(w\) (and constructing such a tree decomposition if it exists) can be solved in linear time for any constant \(w[8]\); note that this running time depends exponentially on \(w\).
- Theorem 13 (Bodlaender [8]). For each \(w \in N\), there exists a linear-time algorithm, that tests whether a given graph \(G=(V, E)\) has treewidth at most \(w\), and if so, outputs a tree decomposition of \(G\) with treewidth at most \(w\).

\section*{Relational structures and monadic second order logic}

A relational vocabulary \(\tau\) is a set of relation symbols. Each relation symbol \(R\) has an arity, denoted \(\operatorname{arity}(R) \geq 1\). A structure \(\mathcal{A}\) of vocabulary \(\tau\), or \(\tau\)-structure, consists of a set \(A\), called the universe, and an interpretation \(R^{\mathcal{A}} \subseteq A^{\text {arity }(\mathrm{R})}\) of each relation symbol \(R \in \tau\). We write \(\bar{a} \in R^{\mathcal{A}}\) or \(R^{\mathcal{A}}(\bar{a})\) to denote that the tuple \(\bar{a} \in A^{\operatorname{arity}(R)}\) belongs to the relation \(R^{\mathcal{A}}\).

We briefly recall the syntax and semantics of first-order logic. We fix a countably infinite set of (individual) variables, for which we use small letters. Atomic formulas of vocabulary \(\tau\) are of the form:
1. \(x=y\) or
2. \(R\left(x_{1} \ldots x_{r}\right)\),
where \(R \in \tau\) is \(r\)-ary and \(x_{1}, \ldots, x_{r}, x, y\) are variables. First-order formulas of vocabulary \(\tau\) are built from the atomic formulas using the Boolean connectives \(\neg, \wedge, \vee\) and existential and universal quantifiers \(\exists, \forall\).

The difference between first-order and second-order logic is that the latter allows quantification not only over elements of the universe of a structure, but also over subsets of the universe, and even over relations on the universe. In addition to the individual variables of first-order logic, formulas of second-order logic may also contain relation variables, each of which has a prescribed arity. Unary relation variables are also called set variables. We use capital letters to denote relation variables. To obtain second-order logic, the syntax of first-order logic is enhanced by new atomic formulas of the form \(X\left(x_{1} \ldots x_{k}\right)\), where \(X\) is \(k\)-ary relation variable. Quantification is allowed over both individual and relation variables.

A second-order formula is monadic if it only contains unary relation variables. Monadic second-order logic is the restriction of second-order logic to monadic formulas. The class of all monadic second-order formulas is denoted by MSO.

A free variable of a formula \(\phi\) is a variable \(x\) with an occurrence in \(\phi\) that is not in the scope of a quantifier binding \(x\). A sentence is a formula without free variables. Informally, we say that a structure \(\mathcal{A}\) satisfies a formula \(\phi\) if there exists an assignment of the free variables under which \(\phi\) becomes a true statement about \(\mathcal{A}\). In this case we will write \(\mathcal{A} \models \phi\).

\section*{Treewidth of relational structures}

The definition of tree decompositions and treewidth generalizes from graphs to arbitrary relational structures in a straightforward way. A tree decomposition of a \(\tau\)-structure \(\mathcal{A}\) is a pair \((T, \mathcal{B})\), where \(T\) is a tree and \(\mathcal{B}\) a family of subsets of the universe \(A\) of \(\mathcal{A}\) such that:
(1) for all \(a \in A\), the set \(\left\{s \in V(T): a \in \mathcal{B}_{s}\right\}\) is nonempty and induces a connected subgraph (i.e. subtree) in \(T\),
(2) for every relation symbol \(R \in \tau\) and every tuple \(\left(a_{1}, \ldots, a_{r}\right) \in R^{\mathcal{A}}\), where \(r:=\operatorname{arity}(R)\), there is a \(s \in V(T)\) such that \(a_{1}, \ldots, a_{r} \in \mathcal{B}_{s}\).

The width of the tree decomposition \((T, \mathcal{B})\) is the number \(\max \left\{\left|\mathcal{B}_{s}\right|: s \in V(T)\right\}-1\). The treewidth \(\operatorname{tw}(\mathcal{A})\) of \(\mathcal{A}\) is the minimum width over all tree decompositions of \(\mathcal{A}\).

We will make use of the version of Courcelle's celebrated theorem for relational structures of bounded treewidth, which, informally, says that the optimization problem definable by an MSO formula can be solved in FPT time with respect to the treewidth of a relational structure. The formal statement is an adaptation of an analogous theorem (see Theorem 9.21 in [18]) for the model-checking problem [17].
- Theorem 14 ([18]). Let \(\phi\) be an MSO formula with a free set variable \(E\), and let \(\mathcal{A}\) be a relational structure on universe \(A\), where \(\operatorname{tw}(\mathcal{A}) \leq t\). Then, given a width-t tree decomposition of \(\mathcal{A}\), a minimum-cardinality set \(E \subseteq A\) such that \(\mathcal{A}\) satisfies \(\phi(E)\) can be computed in time
\[
f(t, \ell) \cdot\|\mathcal{A}\|
\]
where \(f\) is a computable function, \(\ell\) is the length of \(\phi\), and \(\|\mathcal{A}\|\) is the size of \(\mathcal{A}\).

\subsection*{5.2 The FPT algorithm}

In this section we present an FPT algorithm for TR Edge Deletion when parameterised simultaneously by three parameters: \(h, \operatorname{tw}(G)\) and \(\Delta_{G}\). Our strategy is first, given an input temporal graph \((G, \lambda)\), to construct a relational structure \(\mathcal{A}_{G, \lambda}\) whose treewidth is bounded in terms of \(\operatorname{tw}(G)\) and \(\Delta_{G}\). Then we construct an MSO formula \(\phi_{h}\) with a unique free set variable \(E\), such that \(\mathcal{A}_{G, \lambda}\) satisfies \(\phi_{h}(E)\) for some \(E \subseteq A\) if and only if the maximum reachability of \((G, \lambda) \backslash E\) is at most \(h\). Finally, we apply Theorem 14 to find the minimum cardinality of such a set \(E \subseteq A\). If the minimum cardinality is at most \(k\), then \(((G, \lambda), k, h)\) is a yes-instance of the problem, otherwise it is a no-instance.

We note that in the case we consider here in which each edge is active at a single timestep the construction below might be simplified slightly; however, in order to demonstrate the flexibility of this general framework, we choose to define a relational structure which would allow us to represent temporal graphs in which edges may be active at more than one timestep. Observe that Theorem 16 can immediately be adapted to this more general context if we replace \(\Delta_{G}\) by the maximum temporal total degree of the input temporal graph (i.e. the maximum number of time-edges incident with any vertex).

Given a temporal graph \((G, \lambda)\), we define a relational structure \(\mathcal{A}_{G, \lambda}\) as follows. The ground set \(A_{G, \lambda}\) consists of
- the set \(V(G)\) of vertices in \(G\),
- the set \(E(G)\) of edges in \(G\), and
- the set of all time-edges of \((G, \lambda)\), i.e. the set \(\Lambda(G, \lambda)=\{(e, t) \mid e \in E(G), t \in \lambda(e)\}\).

On this ground set \(A_{G, \lambda}\), we define two binary relations \(\mathcal{R}\) and \(\mathcal{L}\) as follows:
1. \(\left(\left(e_{1}, t_{1}\right),\left(e_{2}, t_{2}\right)\right) \in \mathcal{R}\) if and only if the following conditions hold:
a. \(\left(e_{1}, t_{1}\right),\left(e_{2}, t_{2}\right) \in \Lambda(G, \lambda)\);
b. \(e_{1}, e_{2}\) share a vertex in \(G\);
c. \(t_{1}<t_{2}\).
2. \((e,(e, t)) \in \mathcal{L}\) if and only if \((e, t) \in \Lambda(G, \lambda)\).

First we show that the treewidth of \(\mathcal{A}_{G, \lambda}\) is bounded by a function of \(\operatorname{tw}(G)\) and \(\Delta_{G}\).
- Lemma 15. The treewidth of \(\mathcal{A}_{G, \lambda}\) is at most \(\left(2 \Delta_{G}+1\right)(\operatorname{tw}(G)+1)-1\).

Using this, we now provide the main result of this section.
- Theorem 16. TR Edge Deletion admits an FPT algorithm with respect to the combined parameters \(h, \operatorname{tw}(G)\), and \(\Delta_{G}\).

\section*{6 Conclusions and open problems}

In this paper we studied the problem of removing a small number of edges from a given temporal graph (i.e. a graph that changes over time) to ensure that every vertex has a temporal path to at most \(h\) other vertices. The main motivation for this problem comes from the need to limit spreading processes on dynamic graphs. Such a graph could, for example, capture potentially-infectious contacts between individuals, and removing an edge would correspond to restricting or prohibiting contact between two entities in order to limit the spread of an epidemic.

We show that our problem is \(\mathrm{W}[1]\)-hard when parameterised by the maximum number \(k\) of edges that can be removed and, assuming the Exponential Time Hypothesis, we cannot significantly improve on the brute-force algorithm that considers all possible deletions sets of \(k\) edges. On the positive side, we prove that this problems admits a fixed-parameter tractable (FPT) algorithm with respect to the combination of three parameters: the treewidth \(\operatorname{tw}(G)\) of the underlying graph \(G\), the maximum allowed temporal reachability \(h\), and the maximum degree \(\Delta_{G}\) of \((G, \lambda)\). Moreover, we show that the latter two parameters combined (i.e. without the treewidth \(\operatorname{tw}(G)\) ) are not enough for deriving an FPT algorithm as the problem is para-NP-complete with respect to both of these parameters. On the other hand, it remains open whether this problem is FPT, when parameterised by treewidth \(\operatorname{tw}(G)\), combined with only one of the other two parameters \(h\) and \(\Delta_{G}\). We also consider the approximability of this problem, and give two polynomial-time approximation algorithms. The first computes an \(h\)-approximation on an arbitrary input graph, where \(h\) denotes the maximum allowable temporal reachability, and the second computes a \(c\)-approximation on graphs of cutwidth \(c\). We complement these positive results by showing that no constantfactor approximation algorithm exists for general input graphs unless \(P=N P\). A natural open problem is whether we can improve these approximation algorithms. Our lower bound rules out a \((\log \log h)\)-factor approximation, but a significant improvement on our factor \(h\) approximation may be possible.
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\section*{1 Introduction}

In the past decade, starting with Durand and Grandjean [19], the fields of logic in computer science and database theory have seen a large number of contributions that deal with the efficient enumeration of query results. In this scenario, the objective is as follows: given a finite relational structure (i.e., a database) and a logical formula (i.e., a query), after a short preprocessing phase, the query results shall be generated one by one, without repetition, with guarantees on the maximum delay time between the output of two tuples. In this vein, the best that one can hope for is constant delay (i.e., the delay may depend on the size of the query but not on that of the input structure) and linear preprocessing time (i.e., time \(f(\varphi) \cdot O(N)\) where \(N\) is the size of a reasonable representation of the input structure, \(\varphi\) is the query, and \(f(\varphi)\) is a number only depending on the query but not on the input structure). Constant delay enumeration has also been adopted as a central concept in factorised databases that gained recent attention [37, 36].
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Quite a number of query evaluation problems are known to admit constant delay algorithms preceded by linear or pseudo-linear time preprocessing. This is the case for all first-order queries, provided that they are evaluated over classes of structures of bounded degree [19, \(27,13,30]\), low degree [20], bounded expansion [28], locally bounded expansion [41], and on classes that are nowhere dense [39]. Also different data models have been investigated, including tree-like data and document spanners [8, 29, 7]. Recently, also the dynamic setting, where a fixed query has to be evaluated repeatedly against a database that is constantly updated, has received quite some attention \([31,13,12,25,14,5,35,34,6]\).

This paper deals with the classical, static setting without database updates. We focus on evaluating conjunctive queries (CQs, i.e., primitive-positive formulas) on arbitrary relational structures. \({ }^{1}\) In the following, FPT-preprocessing (resp., FPL-preprocessing) means preprocessing that takes time \(f(\varphi) \cdot N^{O(1)}\) (resp., \(f(\varphi) \cdot O(N)\) ), and constant delay means delay \(f(\varphi)\), where \(f\) is a computable function, \(\varphi\) is the query, and \(N\) is the size of the input structure.

Bagan et al. [10] showed that every free-connex acyclic CQ allows constant delay enumeration after FPL-preprocessing. More refined results in this vein are due to Bagan [9] and Brault-Baron [16]; see [40] for a survey. Bagan et al. [10] complemented their result by a conditional lower bound: assuming that Boolean matrix multiplication cannot be accomplished in time \(O\left(n^{2}\right)\), self-join-free acyclic CQs that are not free-connex cannot be enumerated with constant delay and FPL-preprocessing. This demonstrates that even if the evaluation of Boolean queries is easy (as known for all acyclic CQs [42]), the enumeration of the results of non-Boolean queries might be hard (here, for acyclic CQs that are not free-connex).

Bagan et al. [10] also introduced the notion of free-connex (fc) treewidth (tw) of a CQ and showed that for every class \(\Phi\) of CQs of bounded fc-tw, within FPT-preprocessing time, one can build a data structure that allows constant delay enumeration of the query results. This can be viewed as a generalisation, to the non-Boolean case, of the well-known result stating that the model-checking problem for classes of Boolean CQs of bounded treewidth is FPT. Note that for non-Boolean queries - even if they come from a class of bounded fc-tw the size of the query result may be \(N^{\Omega(\|\varphi\|)}\), i.e., far too large to be computed entirely within FPT-preprocessing time; and generalising the known tractability result for Boolean CQs to the non-Boolean case is far from trivial.

In a series of papers, the FPT-result for Boolean CQs has been strengthened to more and more general width-measures, namely to classes of queries of bounded generalised hypertree width (ghw) [23], bounded fractional hypertree width (fhw) [24], and bounded submodular width (subw) [33]. The result on bounded fhw has been generalised to the non-Boolean case in the context of factorised databases [37], which implies constant delay enumeration after FPT-preprocessing for CQs of bounded free-connex fractional hypertree width (fc-fhw). Related data structures that allow constant delay enumeration after FPT-preprocessing for (quantifier-free) CQs of bounded (fc-)fhw have also been provided in [18, 26].

An analogous generalisation of the result on bounded submodular width, however, is still missing. The present paper's main result closes this gap: we show that on classes of CQs of bounded fc-subw, within FPT-preprocessing time one can build a data structure that allows constant delay enumeration of the query results. And within the same FPT-preprocessing time, one can also construct a data structure that enables to test in constant time whether an input tuple belongs to the query result. Our proof uses Marx's splitting routine [33] to decompose the query result of \(\varphi\) on \(\mathcal{A}\) into the union of results of several queries \(\varphi_{i}\) on several

\footnotetext{
\({ }^{1}\) In this paper, structures will always be finite and relational.
}
structures \(\mathcal{A}_{i}\) but we have to tackle the additional technical difficulty to ensure that the results of all the \(\varphi_{i}\) on \(\mathcal{A}_{i}\) can be enumerated efficiently. Once having achieved this, we can conclude by using an elegant trick provided by Durand and Strozecki [21] for enumerating, without repetition, the union of query results.

As an immediate consequence of the lower bound provided by Marx [33] in the context of Boolean CQs of unbounded submodular width, one obtains that our main result is tight for certain classes of CQs, namely, recursively enumerable classes \(\Phi\) of quantifier-free and self-join-free CQs: assuming the exponential time hypothesis (ETH), such a class \(\Phi\) allows constant delay enumeration after FPT-preprocessing if, and only if, \(\Phi\) has bounded fc-subw.

Let us mention a related recent result which, however, is incomparable to ours. Abo Khamis et al. [3] designed an algorithm for evaluating a quantifier-free \(\mathrm{CQ} \varphi\) of submodular width \(w\) within time \(O\left(N^{w}\right) \cdot(\log N)^{f(\varphi)}+O(r \cdot \log N)\); and an analogous result is also achieved for non-quantifier-free CQs of fc-subw \(w[2]\). Here, \(N\) is the size of the input structure, \(r\) is the number of tuples in the query result, and \(f(\varphi)\) is at least exponential in number of variables of \(\varphi\). In particular, the algorithm does not distinguish between a preprocessing phase and an enumeration phase and does not provide a guarantee on the delay. Also, due to the factor \((\log N)^{f(\varphi)}\), where \(f(\varphi)\) is not bounded in terms of \(w\), it seems unlikely that the approach can easily be adapted to yield a method for constant delay enumeration after FPT-preprocessing for classes of CQs of bounded fc-subw.

Outline. The rest of the paper is structured as follows. Section 2 provides basic notations concerning structures, queries, and constant delay enumeration. Section 3 recalls concepts of (free-connex) decompositions of queries, provides a precise statement of our main result, and collects the necessary tools for obtaining this result. Section 4 is devoted to the detailed proof of our main result. We conclude in Section 5. Due to space restrictions, some proof details had to be deferred to the full version of the paper.

\section*{2 Preliminaries}

In this section we fix notation and summarise basic definitions.

Basic notation. We write \(\mathbb{N}\) and \(\mathbb{R}_{\geqslant 0}\) for the set of non-negative integers and reals, respectively, and we let \(\mathbb{N}_{\geqslant 1}:=\mathbb{N} \backslash\{0\}\) and \([n]:=\{1, \ldots, n\}\) for all \(n \in \mathbb{N}_{\geqslant 1}\). By \(2^{S}\) we denote the power set of a set \(S\). Whenever \(G\) denotes a graph, we write \(V(G)\) and \(E(G)\) for the set of nodes and the set of edges, respectively, of \(G\). Whenever writing \(a\) to denote a \(k\)-tuple (for some arity \(k \in \mathbb{N}\) ), we write \(a_{i}\) to denote the tuple's \(i\)-th component; i.e., \(a=\left(a_{1}, \ldots, a_{k}\right)\). For a \(k\)-tuple \(a\) and indices \(i_{1}, \ldots, i_{\ell} \in[k]\) we let \(\pi_{i_{1}, \ldots, i_{\ell}}(a):=\left(a_{i_{1}}, \ldots, a_{i_{\ell}}\right)\). For a set \(S\) of \(k\)-tuples we let \(\pi_{i_{1}, \ldots, i_{\ell}}(S):=\left\{\pi_{i_{1}, \ldots, i_{\ell}}(a): a \in S\right\}\).

If \(h\) and \(g\) are mappings with domains \(X\) and \(Y\), respectively, we say that \(h\) and \(g\) are joinable if \(h(z)=g(z)\) holds for all \(z \in X \cap Y\). In case that \(h\) and \(g\) are joinable, we write \(h \bowtie g\) to denote the mapping \(f\) with domain \(X \cup Y\) where \(f(x)=h(x)\) for all \(x \in X\) and \(f(y)=g(y)\) for all \(y \in Y\). If \(A\) and \(B\) are sets of mappings with domains \(X\) and \(Y\), respectively, then \(A \bowtie B:=\{h \bowtie g: h \in A, g \in B\), and \(h\) and \(g\) are joinable \(\}\).

We use the following further notation where \(A\) is a set of mappings with domain \(X\) and \(h \in A\). For a set \(I \subseteq X\), the projection \(\pi_{I}(h)\) is the restriction \(h_{\mid I}\) of \(h\) to \(I\); and \(\pi_{I}(A):=\left\{\pi_{I}(h): h \in A\right\}\). For objects \(z, c\) where \(z \notin X\), we write \(h \cup\{(z, c)\}\) for the extension \(h^{\prime}\) of \(h\) to domain \(X \cup\{z\}\) with \(h^{\prime}(z)=c\) and \(h^{\prime}(x)=h(x)\) for all \(x \in X\).

Signatures and structures. A signature is a finite set \(\sigma\) of relation symbols, where each \(R \in \sigma\) is equipped with a fixed arity \(\operatorname{ar}(R) \in \mathbb{N}_{\geqslant 1}\). A \(\sigma\)-structure \(\mathcal{A}\) consists of a finite set \(A\) (called the universe or domain of \(\mathcal{A}\) ) and an \(\operatorname{ar}(R)\)-ary relation \(R^{\mathcal{A}} \subseteq A^{\operatorname{ar}(R)}\) for each \(R \in \sigma\). The size \(\|\sigma\|\) of a signature \(\sigma\) is \(|\sigma|+\sum_{R \in \sigma} \operatorname{ar}(R)\). We write \(n^{\mathcal{A}}\) to denote the cardinality \(|A|\) of \(\mathcal{A}\) 's universe, we write \(m^{\mathcal{A}}\) to denote the number of tuples in \(\mathcal{A}\) 's largest relation, and we write \(N^{\mathcal{A}}\) or \(\|\mathcal{A}\|\) to denote the size of a reasonable encoding of \(\mathcal{A}\). To be specific, let \(N^{\mathcal{A}}=\|\mathcal{A}\|=\|\sigma\|+n^{\mathcal{A}}+\sum_{R \in \sigma}\left\|R^{\mathcal{A}}\right\|\), where \(\left\|R^{\mathcal{A}}\right\|=\operatorname{ar}(R) \cdot\left|R^{\mathcal{A}}\right|\). Whenever \(\mathcal{A}\) is clear from the context, we will omit the superscript \(\cdot \mathcal{A}\) and write \(n, m, N\) instead of \(n^{\mathcal{A}}, m^{\mathcal{A}}, N^{\mathcal{A}}\). Consider signatures \(\sigma\) and \(\tau\) with \(\sigma \subseteq \tau\). The \(\sigma\)-reduct of a \(\tau\)-structure \(\mathcal{B}\) is the \(\sigma\)-structure \(\mathcal{A}\) with \(A=B\) and \(R^{\mathcal{A}}=R^{\mathcal{B}}\) for all \(R \in \sigma\). A \(\tau\)-expansion of a \(\sigma\)-structure \(\mathcal{A}\) is a \(\tau\)-structure \(\mathcal{B}\) whose \(\sigma\)-reduct is \(\mathcal{A}\).

Conjunctive Queries. We fix a countably infinite set var of variables. We allow queries to use arbitrary relation symbols of arbitrary arities. An atom \(\alpha\) is of the form \(R\left(v_{1}, \ldots, v_{r}\right)\) with \(r=\operatorname{ar}(R)\) and \(v_{1}, \ldots, v_{r} \in \operatorname{var}\). We write \(\operatorname{vars}(\alpha)\) to denote the set of variables occurring in \(\alpha\). A conjunctive query ( CQ , for short) is of the form \(\exists z_{1} \cdots \exists z_{\ell}\left(\alpha_{1} \wedge \cdots \wedge \alpha_{d}\right)\), where \(\ell \in \mathbb{N}, d \in \mathbb{N}_{\geqslant 1}, \alpha_{j}\) is an atom for every \(j \in[d]\), and \(z_{1}, \ldots, z_{\ell}\) are pairwise distinct elements in \(\operatorname{vars}\left(\alpha_{1}\right) \cup \cdots \cup \operatorname{vars}\left(\alpha_{d}\right)\). For such a \(\mathrm{CQ} \varphi\) we let \(\operatorname{atoms}(\varphi)=\left\{\alpha_{1}, \ldots, \alpha_{d}\right\}\). We write \(\operatorname{vars}(\varphi)\) and \(\sigma(\varphi)\) for the set of variables and the set of relation symbols occurring in \(\varphi\), respectively. The set of quantified variables of \(\varphi\) is quant \((\varphi):=\left\{z_{1}, \ldots, z_{\ell}\right\}\), and the set of free variables is free \((\varphi):=\operatorname{vars}(\varphi) \backslash\) quant \((\varphi)\). We sometimes write \(\varphi\left(x_{1}, \ldots, x_{k}\right)\) to indicate that \(x_{1}, \ldots, x_{k}\) are the free variables of \(\varphi\). The arity of \(\varphi\) is the number \(k:=\mid\) free \((\varphi) \mid\). The query \(\varphi\) is called quantifier-free if quant \((\varphi)=\emptyset\), it is called Boolean if its arity is 0 , and it is called self-join-free if no relation symbol occurs more than once in \(\varphi\).

The semantics are defined as usual: A valuation for \(\varphi\) on a \(\sigma(\varphi)\)-structure \(\mathcal{A}\) is a mapping \(\beta: \operatorname{vars}(\varphi) \rightarrow A\). A valuation \(\beta\) is a homomorphism from \(\varphi\) to a \(\mathcal{A}\) if for every atom \(R\left(v_{1}, \ldots, v_{r}\right) \in \operatorname{atoms}(\varphi)\) we have \(\left(\beta\left(v_{1}\right), \ldots, \beta\left(v_{r}\right)\right) \in R^{\mathcal{A}}\). The query result \(\llbracket \varphi \rrbracket^{\mathcal{A}}\) of a \(\mathrm{CQ} \varphi\) on the \(\sigma(\varphi)\)-structure \(\mathcal{A}\) is defined as the set \(\left\{\pi_{\text {free }(\varphi)}(\beta)\right.\) : \(\beta\) is a homomorphism from \(\varphi\) to \(\mathcal{A}\}\). Often, we will identify the mappings \(g \in \llbracket \varphi \rrbracket^{\mathcal{A}}\) with tuples \(\left(g\left(x_{1}\right), \ldots, g\left(x_{k}\right)\right)\), where \(x_{1}, \ldots, x_{k}\) is a fixed listing of the free variables of \(\varphi\).

The size \(\|\varphi\|\) of a query \(\varphi\) is the length of \(\varphi\) when viewed as a word over the alphabet \(\sigma(\varphi) \cup \operatorname{vars}(\varphi) \cup\{\exists, \wedge,(),\} \cup\{\),\(\} .\)

Model of computation. For the complexity analysis we assume the RAM-model with a uniform cost measure. In particular, storing and accessing elements from a structure's universe requires \(O(1)\) space and time. For an \(r\)-ary relation \(R^{\mathcal{A}}\) we can construct in time \(O\left(\left\|R^{\mathcal{A}}\right\|\right)\) an index that allows to enumerate \(R^{\mathcal{A}}\) with \(O(1)\) delay and to test for a given \(r\)-tuple \(a\) whether \(a \in R^{\mathcal{A}}\) in time \(O(r)\). Moreover, for every \(\left\{i_{1}, \ldots, i_{\ell}\right\} \subseteq[r]\) we can build a data structure where we can enumerate for every \(\ell\)-tuple \(b\) the selection \(\left\{a \in R^{\mathcal{A}}: \pi_{i_{1}, \ldots, i_{\ell}}(a)=b\right\}\) with \(O(1)\) delay. Such a data structure can be constructed in time \(O\left(\left\|R^{\mathcal{A}}\right\|\right)\), for instance by a linear scan over \(R^{\mathcal{A}}\) where we add every tuple \(a \in R^{\mathcal{A}}\) to a list \(\mathcal{L}_{\pi_{i_{1}}, \ldots, i_{\ell}}(a)\). Using a constant access data structure of linear size, the list \(\mathcal{L}_{b}\) can be accessed in time \(O(\ell)\) when receiving an \(\ell\)-tuple \(b\).

Constant delay enumeration and testing. An enumeration algorithm for query evaluation consists of two phases: the preprocessing phase and the enumeration phase. In the preprocessing phase the algorithm is allowed to do arbitrary preprocessing on the query \(\varphi\) and the input structure \(\mathcal{A}\). We denote the time required for this phase by \(t_{p}\). In the subsequent
enumeration phase the algorithm enumerates, without repetition, all tuples (or, mappings) in the query result \(\llbracket \varphi \rrbracket^{\mathcal{A}}\), followed by the end-of-enumeration message EOE. The delay \(t_{d}\) is the maximum time that passes between the start of the enumeration phase and the output of the first tuple, between the output of two consecutive tuples, and between the last tuple and EOE.

A testing algorithm for query evaluation also starts with a preprocessing phase of time \(t_{p}\) in which a data structure is computed that allows to test for a given tuple (or, mapping) \(b\) whether it is contained in the query result \(\llbracket \varphi \rrbracket^{\mathcal{A}}\). The testing time \(t_{t}\) of the algorithm is an upper bound on the time that passes between receiving \(b\) and providing the answer.

One speaks of constant delay (testing time) if the delay (testing time) depends on the query \(\varphi\), but not on the input structure \(\mathcal{A}\).

We make use of the following result from Durand and Strozecki, which allows to efficiently enumerate the union of query results, provided that each query result in the union can be enumerated and tested efficiently. Note that this is not immediate, because the union might contain many duplicates that need to be avoided during enumeration.
- Theorem 2.1 ([21]). Suppose that there is an enumeration algorithm \(\mathbb{A}\) that receives a query \(\varphi\) and a structure \(\mathcal{A}\) and enumerates \(\llbracket \varphi \rrbracket^{\mathcal{A}}\) with delay \(t_{d}(\varphi)\) after \(t_{p}(\varphi, \mathcal{A})\) preprocessing time. Further suppose that there is a testing algorithm \(\mathbb{B}\) that receives a query \(\varphi\) and a structure \(\mathcal{A}\) and has \(t_{p}(\varphi, \mathcal{A})\) preprocessing time and \(t_{t}(\varphi)\) testing time. Then there is an algorithm \(\mathbb{C}\) that receives \(\ell\) queries \(\varphi_{i}\) and structures \(\mathcal{A}_{i}\) and allows to enumerate \(\bigcup_{i \in[\ell]} \llbracket \varphi_{i} \rrbracket^{\mathcal{A}_{i}}\) with \(O\left(\sum_{i \in[\ell]} t_{d}\left(\varphi_{i}\right)+\sum_{i \in[\ell]} t_{t}\left(\varphi_{i}\right)\right)\) delay after \(O\left(\sum_{i \in[\ell]} t_{p}\left(\varphi_{i}, \mathcal{A}_{i}\right)\right)\) preprocessing time.

Proof (sketch). The induction start \(\ell=1\) is trivial. For the induction step \(\ell \rightarrow \ell+1\) start an enumeration of \(\bigcup_{i \in[\ell]} \llbracket \varphi_{i} \rrbracket^{\mathcal{A}_{i}}\) and test for every tuple whether it is contained in \(\llbracket \varphi_{\ell+1} \rrbracket^{\mathcal{A}_{\ell+1}}\). If the answer is no, then output the tuple. Otherwise discard the tuple and instead output the next tuple in an enumeration of \(\llbracket \varphi_{\ell+1} \rrbracket^{\mathcal{A}_{\ell+1}}\). Subsequently enumerate the remaining tuples from \(\llbracket \varphi_{\ell+1} \rrbracket^{\mathcal{A}_{\ell+1}}\).

\section*{3 Main Result}

At the end of this section, we provide a precise statement of our main result. Before we can do so, we have to recall the concept of free-connex decompositions of queries and the notion of submodular width. It will be convenient for us to use the following notation.
- Definition 3.1. Let \(\varphi=\exists z_{1} \cdots \exists z_{\ell}\left(\alpha_{1} \wedge \cdots \wedge \alpha_{d}\right)\) be a \(C Q\) and \(S \subseteq \operatorname{vars}(\varphi)\). We write \(\varphi\langle S\rangle\) for the \(C Q\) that is equivalent to the expression
\[
\begin{equation*}
\left(\exists y_{1} \cdots \exists y_{r} \alpha_{1}\right) \wedge \cdots \wedge\left(\exists y_{1} \cdots \exists y_{r} \alpha_{d}\right) \tag{1}
\end{equation*}
\]
where \(\left\{y_{1}, \ldots, y_{r}\right\}=\operatorname{vars}(\varphi) \backslash S\).
Note that \(\varphi\langle S\rangle\) is obtained from \(\varphi\) by discarding existential quantification and projecting every atom to \(S\), hence free \((\varphi\langle S\rangle)=S\). However, \(\llbracket \varphi\langle S\rangle \rrbracket^{\mathcal{A}}\) shall not be confused with the projection of \(\llbracket \varphi \rrbracket^{\mathcal{A}}\) to \(S\). In fact, it might be that \(\llbracket \varphi \rrbracket^{\mathcal{A}}\) is empty, but \(\llbracket \varphi\langle S\rangle \rrbracket^{\mathcal{A}}\) is not, as the following example illustrates:
\[
\begin{align*}
\varphi & =E(x, y) \wedge E(y, z) \wedge E(x, z) \quad \text { and }  \tag{2}\\
\varphi\langle\{x, z\}\rangle & \equiv \exists y E(x, y) \wedge \exists y E(y, z) \wedge \exists y E(x, z)  \tag{3}\\
& \equiv E(x, z) \tag{4}
\end{align*}
\]

\subsection*{3.1 Constant delay enumeration using tree decompositions}

We use the same notation as [22] for decompositions of queries: A tree decomposition (TD, for short) of a \(\mathrm{CQ} \varphi\) is a tuple \(T D=(T, \chi)\), for which the following two conditions are satisfied:
1. \(T=(V(T), E(T))\) is a finite undirected tree.
2. \(\chi\) is a mapping that associates with every node \(t \in V(T)\) a set \(\chi(t) \subseteq \operatorname{vars}(\varphi)\) such that
a. for each atom \(\alpha \in \operatorname{atoms}(\varphi)\) there exists \(t \in V(T)\) such that \(\operatorname{vars}(\alpha) \subseteq \chi(t)\), and
b. for each variable \(v \in \operatorname{vars}(\varphi)\) the set \(\chi^{-1}(v):=\{t \in V(T): v \in \chi(t)\}\) induces a connected subtree of \(T\) (this condition is called path condition).

To use a tree decomposition \(T D=(T, \chi)\) of \(\varphi\) for query evaluation one considers, for each \(t \in V(T)\) the query \(\varphi\langle S\rangle\) for \(S:=\chi(t)\), evaluates this query on the input structure \(\mathcal{A}\), and then combines these results for all \(t \in V(T)\) along a bottom-up traversal of \(T\). If the query is Boolean, this yields the result of \(\varphi\) on \(\mathcal{A}\); if it is non-Boolean, \(\llbracket \varphi \rrbracket^{\mathcal{A}}\) can be computed by performing additional traversals of \(T\). This approach is efficient if the result sets \(\llbracket \varphi\langle\chi(t)\rangle \rrbracket^{\mathcal{A}}\) are small and can be computed efficiently (later on, we will sometimes refer to the sets \(\llbracket \varphi\langle\chi(t)\rangle \rrbracket^{\mathcal{A}}\) as projections on bags \()\).

The simplest queries where this is the case are acyclic queries [11, 15]. A number of equivalent characterisations of the acyclic CQs have been provided in the literature (cf. \([1,23,25,17])\); among them a characterisation by Gottlob et al. [23] stating that a CQ is acyclic if and only if it has a tree-decomposition where every bag is covered by an atom, i.e., for every bag \(\chi(t)\) there is some atom \(\alpha\) in \(\varphi\) with \(\chi(t) \subseteq \operatorname{vars}(\alpha)\). The approach described above leads to a linear time algorithm for evaluating an acyclic \(\mathrm{CQ} \varphi\) that is Boolean, and if \(\varphi\) is non-Boolean, \(\llbracket \varphi \rrbracket^{\mathcal{A}}\) is computed in time linear in \(\|\mathcal{A}\|+\left|\llbracket \varphi \rrbracket^{\mathcal{A}}\right|\). This method is known as Yannakakis' algorithm. But this algorithm does not distinguish between a preprocessing phase and an enumeration phase and does not guarantee constant delay enumeration. In fact, Bagan et al. identified the following additional property that is needed to ensure constant delay enumeration.
- Definition 3.2 ([10]). A tree decomposition \(T D=(T, \chi)\) of a \(C Q \varphi\) is free-connex if there is a subset \(U \subseteq V(T)\) that induces a connected subtree of \(T\) and that satisfies the condition free \((\varphi)=\bigcup_{t \in U} \chi(t)\).

Bagan et al. [10] identified the free-connex acyclic CQs, i.e., the CQs \(\varphi\) that have a free-connex tree decomposition where every bag is covered by an atom, as the fragment of the acyclic CQs whose results can be enumerated with constant delay after FPL-preprocessing:
- Theorem 3.3 (Bagan et al. [10]). There is a computable function \(f\) and an algorithm which receives a free-connex acyclic \(C Q \varphi\) and a \(\sigma(\varphi)\)-structure \(\mathcal{A}\) and computes within \(t_{p}=f(\varphi) O(\|\mathcal{A}\|)\) preprocessing time and space a data structure that allows to
(i) enumerate \(\llbracket \varphi \rrbracket^{\mathcal{A}}\) with \(f(\varphi)\) delay and
(ii) test for a given tuple (or, mapping) b if \(b \in \llbracket \varphi \rrbracket^{\mathcal{A}}\) within \(f(\varphi)\) testing time.

The approach of using free-connex tree decompositions for constant delay enumeration can be extended from acyclic CQs to arbitrary CQs. To do this, we have to compute for every bag \(\chi(t)\) in the tree decomposition the projection \(\llbracket \varphi\langle\chi(t)\rangle \rrbracket^{\mathcal{A}}\). This reduces the task to the acyclic case, where the free-connex acyclic query contains one atom \(\alpha\) with \(\operatorname{vars}(\alpha)=\chi(t)\) for every bag \(\chi(t)\) and the corresponding relation is defined by \(\llbracket \varphi\langle\chi(t)\rangle \rrbracket^{\mathcal{A}}\). Because the runtime in this approach is dominated by computing \(\llbracket \varphi\langle\chi(t)\rangle \rrbracket^{\mathcal{A}}\), it is only feasible if the projections are efficiently computable for every bag. If the decomposition has bounded treewidth or
bounded fractional hypertree width, then it is possible to compute \(\llbracket \varphi\langle\chi(t)\rangle \rrbracket^{\mathcal{A}}\) for every bag in time \(f(\varphi) \cdot\|\mathcal{A}\|^{O(1)}[24]\), which in turn implies that the result can be enumerated after FPT-preprocessing time for CQs of bounded fc-tw [10] and for CQs of bounded fc-fhw [37].

\subsection*{3.2 Submodular width and statement of the main result}

Before providing the precise definition of the submodular width of a query, let us first consider an example. The central idea behind algorithms that rely on submodular width [33, 3, 38] is to split the input structure into several parts and use for every part a different tree decomposition of \(\varphi\). This will give a significant improvement over the fractional hypertree width, which uses only one tree decomposition of \(\varphi\). A typical example to illustrate this idea is the following 4 -cycle query (see also \([3,38]): \varphi_{4}:=E_{12}\left(x_{1}, x_{2}\right) \wedge E_{23}\left(x_{2}, x_{3}\right) \wedge E_{34}\left(x_{3}, x_{4}\right) \wedge E_{41}\left(x_{4}, x_{1}\right)\).

There are essentially two non-trivial tree decompositions \(T D^{\prime}=\left(T, \chi^{\prime}\right), T D^{\prime \prime}=\left(T, \chi^{\prime \prime}\right)\) of \(\varphi_{4}\), which are both defined over the two-vertex tree \(T=\left(\left\{t_{1}, t_{2}\right\},\left\{\left(t_{1}, t_{2}\right)\right\}\right)\) by \(\chi^{\prime}\left(t_{1}\right)=\) \(\left\{x_{1}, x_{2}, x_{3}\right\}, \chi^{\prime}\left(t_{2}\right)=\left\{x_{1}, x_{3}, x_{4}\right\}\) and \(\chi^{\prime \prime}\left(t_{1}\right)=\left\{x_{2}, x_{3}, x_{4}\right\}, \chi^{\prime \prime}\left(t_{2}\right)=\left\{x_{1}, x_{2}, x_{4}\right\}\). Both tree decompositions lead to an optimal fractional hypertree decomposition of width fhw \(\left(\varphi_{4}\right)=2\). Indeed, for the worst-case instance \(\mathcal{A}\) with
\[
E_{12}^{\mathcal{A}}=E_{34}^{\mathcal{A}}:=[\ell] \times\{a\} \cup\{b\} \times[\ell] \quad E_{23}^{\mathcal{A}}=E_{41}^{\mathcal{A}}:=[\ell] \times\{b\} \cup\{a\} \times[\ell]
\]
we have \(\|\mathcal{A}\|=O(\ell)\) while the projections on the bags have size \(\Omega\left(\ell^{2}\right)\) in both decompositions: \({ }^{2}\)
\[
\begin{aligned}
\llbracket \varphi_{4}\left\langle\chi^{\prime}\left(t_{1}\right)\right\rangle \rrbracket^{\mathcal{A}}=\llbracket \varphi_{4}\left\langle\chi^{\prime}\left(t_{2}\right)\right\rangle \rrbracket^{\mathcal{A}} & =[\ell] \times\{a\} \times[\ell] \cup\{b\} \times[\ell] \times\{b\} \\
\llbracket \varphi_{4}\left\langle\chi^{\prime \prime}\left(t_{1}\right)\right\rangle \rrbracket^{\mathcal{A}}=\llbracket \varphi_{4}\left\langle\chi^{\prime \prime}\left(t_{2}\right)\right\rangle \rrbracket^{\mathcal{A}} & =[\ell] \times\{b\} \times[\ell] \cup\{a\} \times[\ell] \times\{a\}
\end{aligned}
\]

However, we can split \(\mathcal{A}\) into \(\mathcal{A}^{\prime}\) and \(\mathcal{A}^{\prime \prime}\) such that \(\llbracket \varphi_{4} \rrbracket^{\mathcal{A}}\) is the disjoint union of \(\llbracket \varphi_{4} \rrbracket^{\mathcal{A}^{\prime}}\) and \(\left.\llbracket \varphi_{4}\right]^{\mathcal{A}^{\prime \prime}}\) and the bag-sizes in the respective decompositions are small:
\[
\begin{array}{rlrl}
E_{12}^{\mathcal{A}^{\prime}} & =E_{34}^{\mathcal{A}^{\prime}}:=\{b\} \times[\ell] & E_{23}^{\mathcal{A}^{\prime}}=E_{41}^{\mathcal{A}^{\prime}}:=[\ell] \times\{b\} \\
E_{12}^{\mathcal{A}^{\prime \prime}} & =E_{34}^{\mathcal{A}^{\prime \prime}}:=[\ell] \times\{a\} & E_{23}^{\mathcal{A}^{\prime \prime}}=E_{41}^{\mathcal{A}^{\prime \prime}}:=\{a\} \times[\ell] \\
\llbracket \varphi_{4}\left\langle\chi^{\prime}\left(t_{1}\right)\right\rangle \rrbracket^{\mathcal{A}^{\prime}} & =\llbracket \varphi_{4}\left\langle\chi^{\prime}\left(t_{2}\right)\right\rangle \rrbracket^{\mathcal{A}^{\prime}}=\{b\} \times[\ell] \times\{b\}, & & \\
\llbracket \varphi_{4}\left\langle\chi^{\prime \prime}\left(t_{1}\right)\right\rangle \rrbracket^{\mathcal{A}^{\prime \prime}} & =\llbracket \varphi_{4}\left\langle\chi^{\prime \prime}\left(t_{2}\right)\right\rangle \rrbracket^{\mathcal{A}^{\prime \prime}}=\{a\} \times[\ell] \times\{a\} . & &
\end{array}
\]

Thus, we can efficiently evaluate \(\varphi_{4}\) on \(\mathcal{A}^{\prime}\) using \(T D^{\prime}\) and \(\varphi_{4}\) on \(\mathcal{A}^{\prime \prime}\) using \(T D^{\prime \prime}\) (in time \(O(\ell)\) in this example) and then combine both results to obtain \(\varphi_{4}(\mathcal{A})\). Using the strategy of Alon et al. [4], it is possible to split every database \(\mathcal{A}\) for this particular 4-cycle query \(\varphi_{4}\) into two instances \(\mathcal{A}^{\prime}\) and \(\mathcal{A}^{\prime \prime}\) such that the bag sizes in \(T D^{\prime}\) on \(\mathcal{A}^{\prime}\) as well as in \(T D^{\prime \prime}\) on \(\mathcal{A}^{\prime \prime}\) are bounded by \(\|\mathcal{A}\|^{3 / 2}\) and can be computed in time \(O\left(\|\mathcal{A}\|^{3 / 2}\right.\) ) (see [3, 38] for a detailed account on this strategy). As both decompositions are free-connex, this also leads to a constant delay enumeration algorithm for \(\varphi_{4}\) with \(O\left(\|\mathcal{A}\|^{3 / 2}\right)\) time preprocessing, which improves the \(O\left(\|\mathcal{A}\|^{2}\right)\) preprocessing time that follows from using one decomposition.

In general, whether such a data-dependent decomposition is possible is determined by the submodular width \(\operatorname{subw}(\varphi)\) of the query. The notion of submodular width was introduced in [33]. To present its definition, we need the following terminology. A function \(g: 2^{\operatorname{vars}(\varphi)} \rightarrow \mathbb{R}_{\geqslant 0}\) is
- monotone if \(g(U) \leqslant g(V)\) for all \(U \subseteq V \subseteq \operatorname{vars}(\varphi)\).

\footnotetext{
\({ }^{2}\) recall from Section 2 our convention to identify mappings in query results with tuples; the free variables are listed canonically here, by increasing indices
}
- edge-dominated if \(g(\operatorname{vars}(\alpha)) \leqslant 1\) for every atom \(\alpha \in \operatorname{atoms}(\varphi)\).
- submodular, if \(g(U)+g(V) \geqslant g(U \cap V)+g(U \cup V)\) for every \(U, V \subseteq \operatorname{vars}(\varphi)\).

We denote by \(\mathrm{S}(\varphi)\) the set of all monotone, edge-dominated, submodular functions \(g: 2^{\operatorname{vars}(\varphi)} \rightarrow \mathbb{R}_{\geqslant 0}\) that satisfy \(g(\emptyset)=0\), and by \(\mathrm{T}(\varphi)\) the set of all tree decompositions of \(\varphi\). The submodular width of a conjunctive query \(\varphi\) is
\[
\begin{equation*}
\operatorname{subw}(\varphi):=\sup _{g \in \mathrm{~S}(\varphi)} \min _{(T, \chi) \in \mathrm{T}(\varphi)} \max _{t \in V(T)} g(\chi(t)) . \tag{5}
\end{equation*}
\]

In particular, if the submodular width of \(\varphi\) is bounded by \(w\), then for every submodular function \(g\) there is a tree decomposition in which every bag \(B\) satisfies \(g(B) \leqslant w\).

It is known that \(\operatorname{subw}(\varphi) \leqslant \operatorname{fhw}(\varphi)\) for all queries \(\varphi\) [33, Proposition 3.7]. Moreover, there is a constant \(c\) and a family of queries \(\varphi\) such that \(\operatorname{subw}(\varphi) \leqslant c\) is bounded and \(f h w(\varphi)=\Omega(\sqrt{\log \|\varphi\|})\) is unbounded [32,33]. The main result in [33] is that the submodular width characterises the tractability of Boolean CQs in the following sense.
- Theorem 3.4 ([33]).
(1) There is a computable function \(f\) and an algorithm that receives a Boolean \(C Q \varphi\), \(\operatorname{subw}(\varphi)\), and a \(\sigma(\varphi)\)-structure \(\mathcal{A}\) and evaluates \(\varphi\) on \(\mathcal{A}\) in time \(f(\varphi)\|\mathcal{A}\|^{O(\operatorname{subw}(\varphi))}\).
(2) Let \(\Phi\) be a recursively enumerable class of Boolean, self-join-free \(C Q s\) of unbounded submodular width. Assuming the exponential time hypothesis (ETH) there is no algorithm which, upon input of a query \(\varphi \in \Phi\) and a structure \(\mathcal{A}\), evaluates \(\varphi\) on \(\mathcal{A}\) in time \(\|\mathcal{A}\|^{o\left(s u b w(\varphi)^{1 / 4}\right)}\).

The free-connex submodular width of a conjunctive query \(\varphi\) is defined in a similar way as submodular width, but this time ranges over the set \(\mathrm{fc} \mathrm{T}(\varphi)\) of all free-connex tree decompositions of \(\varphi\) (it is easy to see that we can assume that \(\mathrm{fc} T(\varphi)\) is finite).
\[
\begin{equation*}
f c-s u b w(\varphi):=\sup _{g \in \mathrm{~S}(\varphi)} \min _{(T, \chi) \in \mathrm{fc}(\varphi)} \max _{t \in V(T)} g(\chi(t)) . \tag{6}
\end{equation*}
\]

Note that if \(\varphi\) is either quantifier-free or Boolean, we have \(f c-\operatorname{subw}(\varphi)=\operatorname{subw}(\varphi)\). In general, this is not always the case. Consider for example the following quantified version \(\varphi_{4}^{\prime}:=\exists x_{1} \exists x_{3} \varphi_{4}\) of the quantifier-free 4 -cycle query \(\varphi_{4}\). Here we have \(\operatorname{subw}\left(\varphi_{4}^{\prime}\right)=\frac{3}{2}\), but \(f c\)-subw \(\left(\varphi_{4}^{\prime}\right)=2\) : one can verify \(f c-\operatorname{subw}\left(\varphi_{4}^{\prime}\right) \geqslant 2\) by noting that every free-connex tree decomposition contains a bag \(\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}\) and taking the submodular function \(g(U):=\frac{1}{2}|U|\). Now we are ready to state the main theorem of this paper.
- Theorem 3.5. For every \(\delta>0\) and \(w \geqslant 1\) there is a computable function \(f\) and an algorithm which receives a \(C Q \varphi\) with \(f c\)-subw \((\varphi) \leqslant w\) and a \(\sigma(\varphi)\)-structure \(\mathcal{A}\) and computes within \(t_{p}=f(\varphi)\|\mathcal{A}\|^{(2+\delta) w}\) preprocessing time and space \(f(\varphi)\|\mathcal{A}\|^{(1+\delta) w}\) a data structure that allows to
(i) enumerate \(\llbracket \varphi \rrbracket^{\mathcal{A}}\) with \(f(\varphi)\) delay and
(ii) test for a given tuple (or, mapping) b if \(b \in \llbracket \varphi \rrbracket^{\mathcal{A}}\) within \(f(\varphi)\) testing time.

The following corollary is an immediate consequence of Theorem 3.5 and Theorem 3.4. A class \(\Phi\) of CQs is said to be of bounded free-connex submodular width if there exists a number \(w\) such that \(f c-\operatorname{sub} w(\varphi) \leqslant w\) for all \(\varphi \in \Phi\). And by an algorithm for \(\Phi\) that enumerates with constant delay after FPT-preprocessing we mean an algorithm that receives a query \(\varphi \in \Phi\) and a \(\sigma(\varphi)\)-structure \(\mathcal{A}\) and spends \(f(\varphi)\|\mathcal{A}\|^{O(1)}\) preprocessing time and then enumerates \(\llbracket \varphi \rrbracket^{\mathcal{A}}\) with delay \(f(\varphi)\), for a computable function \(f\).

\section*{- Corollary 3.6.}
(1) For every class \(\Phi\) of CQs of bounded free-connex submodular width, there is an algorithm for \(\Phi\) that enumerates with constant delay after FPT-preprocessing.
(2) Let \(\Phi\) be a recursively enumerable class of quantifier-free self-join-free \(C Q s\) and assume that the exponential time hypothesis (ETH) holds.
Then there is an algorithm for \(\Phi\) that enumerates with constant delay after FPTpreprocessing if, and only if, \(\Phi\) has bounded free-connex submodular width.

\section*{4 Proof of the Main Result}

To prove Theorem 3.5, we make use of Marx's splitting routine for queries of bounded submodular width. In the following, we will adapt the main definitions and concepts from [33] to our notions. While doing this, we provide the following additional technical contributions: First, we give a detailed time and space analysis of the algorithm and improve the runtime of the consistency algorithm [33, Lemma 4.5] from quadratic to linear (see Lemma 4.2). Second, we fix an oversight in [33, Lemma 4.12] by establishing strong \(M\) consistency (unfortunately, this fix incurs a blow-up in running time). Afterwards we prove our main theorem, where the non-Boolean setting requires us to relax Marx's partition into refinements (Lemma 4.5) so that the subinstances are no longer disjoint.

Let \(\varphi\) be a quantifier-free CQ with \(\operatorname{vars}(\varphi)=\left\{x_{1}, \ldots, x_{k}\right\}\), and let \(\sigma:=\sigma(\varphi)\). For every \(S=\left\{x_{i_{1}}, \ldots, x_{i_{\ell}}\right\} \subseteq \operatorname{vars}(\varphi)\) where \(i_{1}<\cdots<i_{\ell}\) we set \(x_{S}:=\left(x_{i_{1}}, \ldots, x_{i_{\ell}}\right)\) and let \(R_{S} \notin \sigma\) be a fresh \(\ell\)-ary relation symbol. For every collection \(\mathfrak{s} \subseteq 2^{\text {vars }(\varphi)}\) we let
\[
\begin{align*}
\sigma_{\mathfrak{s}} & :=\sigma \cup\left\{R_{S}: S \in \mathfrak{s}\right\} \quad \text { and }  \tag{7}\\
\varphi_{\mathfrak{s}} & :=\varphi \wedge \bigwedge_{S \in \mathfrak{s}} R_{S}\left(x_{S}\right) \tag{8}
\end{align*}
\]

A refinement of \(\varphi\) and a \(\sigma\)-structure \(\mathcal{A}\) is a pair \((\mathfrak{s}, \mathcal{B})\), where \(\mathfrak{s} \subseteq 2^{\operatorname{vars}(\varphi)}\) is closed under taking subsets and \(\mathcal{B}\) is a \(\sigma_{\mathfrak{s}}\)-expansion of \(\mathcal{A}\). Note that if \((\mathfrak{s}, \mathcal{B})\) is a refinement of \(\varphi\) and \(\mathcal{A}\), then \(\llbracket \varphi_{s} \rrbracket^{\mathcal{B}} \subseteq \llbracket \varphi \rrbracket^{\mathcal{A}}\). In the following we will construct refinements that do not change the result relation, i. e., \(\llbracket \varphi_{\mathfrak{s}} \rrbracket^{\mathcal{B}}=\llbracket \varphi \rrbracket^{\mathcal{A}}\). Subsequently, we will split refinements in order to partition the query result.

The following definition collects useful properties of refinements. Recall from Section 2 that for a CQ \(\psi\) and a structure \(\mathcal{B}\), the query result \(\llbracket \psi \rrbracket^{\mathcal{B}}\) actually is a set of mappings from free \((\psi)\) to \(B\). For notational convenience we define \(\mathbf{R}_{S}^{\mathcal{B}}:=\llbracket R_{S}\left(x_{S}\right) \rrbracket^{\mathcal{B}}\) and use the set \(\mathbf{R}_{S}^{\mathcal{B}}\) of mappings instead of the relation \(R_{S}^{\mathcal{B}}\). In particular, by addressing/inserting/deleting a mapping \(h: S \rightarrow B\) from \(\mathbf{R}_{S}^{\mathcal{B}}\) we mean addressing/inserting/deleting the tuple \(\left(h\left(x_{i_{1}}\right), \ldots, h\left(x_{i_{\ell}}\right)\right)\) from \(R_{S}^{\mathcal{B}}\), where \(\left(x_{i_{1}}, \ldots, x_{i_{\ell}}\right)=x_{S}\).
- Definition 4.1. Let \(\varphi\) be a quantifier-free \(\sigma\) - \(C Q, \mathcal{A}\) a \(\sigma\)-structure, \((\mathfrak{s}, \mathcal{B})\) a refinement of \(\varphi\) and \(\mathcal{A}\), and \(M\) an integer.
1. The refinement \((\mathfrak{s}, \mathcal{B})\) is consistent if
\[
\begin{align*}
& \mathbf{R}_{S}^{\mathcal{B}}=\llbracket \varphi_{\mathfrak{s}}\langle S\rangle \rrbracket^{\mathcal{B}} \text { for all } S \in \mathfrak{s} \text { and }  \tag{9}\\
& \mathbf{R}_{S}^{\mathcal{B}}=\pi_{S}\left(\mathbf{R}_{T}^{\mathcal{B}}\right) \text { for all } S, T \in \mathfrak{s} \text { with } S \subset T . \tag{10}
\end{align*}
\]
2. The refinement \((\mathfrak{s}, \mathcal{B})\) is \(M\)-consistent if it is consistent and
\[
\begin{equation*}
S \in \mathfrak{s} \quad \Longleftrightarrow \quad \text { for all } T \subseteq S:\left|\llbracket \varphi_{\mathfrak{s}}\langle T\rangle \rrbracket^{\mathcal{B}}\right| \leqslant M \tag{11}
\end{equation*}
\]
3. The refinement \((\mathfrak{s}, \mathcal{B})\) is strongly \(M\)-consistent if it is \(M\)-consistent and
\[
\begin{equation*}
S \in \mathfrak{s}, T \in \mathfrak{s},(S \cup T) \notin \mathfrak{s} \quad \Longrightarrow \quad\left|\llbracket \varphi_{\mathfrak{s}}\langle S \cup T\rangle \rrbracket^{\mathcal{B}}\right|>M \tag{12}
\end{equation*}
\]

The proof of the following lemma is deferred to the full version of the paper.
- Lemma 4.2. There is an algorithm that receives a refinement \(\mathcal{R}=(\mathfrak{s}, \mathcal{B})\) of \(\varphi\) and \(\mathcal{A}\) and computes in time \(O(|\mathfrak{s}| \cdot\|\mathcal{B}\|)\) a consistent refinement \(\left(\mathfrak{s}, \mathcal{B}^{\prime}\right)\) with \(R_{S}^{\mathcal{B}^{\prime}} \subseteq R_{S}^{\mathcal{B}}\) for all \(S \in \mathfrak{s}\) and \(\llbracket \varphi_{\mathfrak{s}} \rrbracket^{\mathcal{B}^{\prime}}=\llbracket \varphi_{\mathfrak{s}} \rrbracket^{\mathcal{B}}\).
- Lemma 4.3. Let \(\varphi\) be a quantifier-free \(C Q\), let \(\mathcal{A}\) be a \(\sigma(\varphi)\)-structure where the largest relation contains \(m\) tuples, and let \(M \geqslant m\). There is an algorithm that computes in time \(O\left(2^{|\operatorname{vars}(\varphi)|} \cdot M^{2}\right)\) and space \(O\left(2^{|\operatorname{vars}(\varphi)|} \cdot M\right)\) a strongly \(M\)-consistent refinement \((\mathfrak{s}, \mathcal{B})\) that satisfies \(\llbracket \varphi \rrbracket^{\mathcal{A}}=\llbracket \varphi_{\mathfrak{s}} \rrbracket^{\mathcal{B}}\).

Algorithm 1 Computing a strongly \(M\)-consistent refinement.
INPUT: quantifier-free \(\mathrm{CQ} \varphi\left(x_{1}, \ldots, x_{k}\right), \sigma(\varphi)\)-structure \(\mathcal{A}\)
\(\mathfrak{s} \leftarrow \emptyset ; \mathcal{B} \leftarrow \mathcal{A}\)
repeat
for \(\ell=1, \cdots, k\) do \(\quad \triangleright\) Step 1: Ensure consition (11).
for \(S=\left\{x_{i_{1}}, \ldots, x_{i_{\ell}}\right\} \subseteq \operatorname{vars}(\varphi)\) do
if \(S \notin \mathfrak{s}\) and \(S \backslash\{x\} \in \mathfrak{s}\) for all \(x \in S\) then
\(\mathbf{R}_{S}^{\mathcal{B}} \leftarrow \emptyset\)
Choose \(x \in S\) arbitrary for \(h \in \mathbf{R}_{S \backslash\{x\}}^{\mathcal{B}}\) and \(c \in A\) do
if \(h \cup\{(x, c)\} \in \llbracket \varphi_{\mathfrak{s}}\langle S\rangle \rrbracket^{\mathcal{B}}\) then \(\mathbf{R}_{S}^{\mathcal{B}} \leftarrow \mathbf{R}_{S}^{\mathcal{B}} \cup\{h \cup\{(x, c)\}\}\) if \(\left|\mathbf{R}_{S}^{\mathcal{B}}\right| \leqslant M\) then \(\mathfrak{s} \leftarrow \mathfrak{s} \cup\{S\}\)
for \(S, T \in \mathfrak{s}\) such that \(S \cup T \notin \mathfrak{s}\) do \(\quad \triangleright\) Step 2: Ensure condition (12).
for \(g \in \mathbf{R}_{S}^{\mathcal{B}}\) and \(h \in \mathbf{R}_{T}^{\mathcal{B}}\) do
if \(g \bowtie h \in \llbracket \varphi_{\mathfrak{s}}\langle S \cup T\rangle \rrbracket^{\mathcal{B}}\) then \(\mathbf{R}_{S \cup T}^{\mathcal{B}} \leftarrow \mathbf{R}_{S \cup T}^{\mathcal{B}} \cup\{g \bowtie h\}\)
if \(\left|\mathbf{R}_{S \cup T}^{\mathcal{B}}\right|>M\) then break
if \(\left|\mathbf{R}_{S \cup T}^{\mathcal{B}}\right| \leqslant M\) then \(\mathfrak{s} \leftarrow \mathfrak{s} \cup\{S \cup T\}\)
\((\mathfrak{s}, \mathcal{B}) \leftarrow \operatorname{Consistent}(\mathfrak{s}, \mathcal{B}) \quad \triangleright\) Step 3: Apply Lemma 4.2 to ensure (9), (10).
until \(\mathfrak{s}\) remains unchanged
return \((\mathfrak{s}, \mathcal{B})\)

Proof. The pseudocode of the algorithm is shown in Algorithm 1. For computing the strongly \(M\)-consistent refinement we first compute all sets \(S\) where for all \(T \subseteq S\) we have \(\left|\llbracket \varphi_{\mathfrak{s}}\langle T\rangle \rrbracket^{\mathcal{B}}\right| \leqslant M\); as in [33], we say that such sets \(S\) are \(M\)-small. First note that the empty set is \(M\)-small. For nonempty sets \(S\) we know that \(S\) is only \(M\)-small if for every \(x \in S\) the set \(S \backslash\{x\}\) is \(M\)-small and hence already included in \(\mathfrak{s}\). If this is the case, then \(\llbracket \varphi_{\mathfrak{s}}\langle S\rangle \rrbracket^{\mathcal{B}}\) can be computed in time \(O(M \cdot n)\) by testing for every \(h \in \mathbf{R}_{S \backslash\{x\}}^{\mathcal{B}}\) (for an arbitrary \(x \in S\) ) and every element \(c\) in the structure's universe, whether \(h \cup\{(x, c)\} \in \llbracket \varphi_{\mathfrak{s}}\langle S\rangle \rrbracket^{\mathcal{B}}\). If \(\left|\llbracket \varphi_{\mathfrak{s}}\langle S\rangle \rrbracket^{\mathcal{B}}\right| \leqslant M\), then we include \(S\) and \(\mathbf{R}_{S}^{\mathcal{B}}:=\llbracket \varphi_{\mathfrak{s}}\langle S\rangle \rrbracket^{\mathcal{B}}\) into our current refinement. Afterwards, we want to satisfy the condition on strong \(M\)-consistency (12) by trying all pairs of \(M\)-small sets \(S\) and \(T\). This is the bottleneck of our algorithm and requires time \(O\left(\left|\mathbf{R}_{S}^{\mathcal{B}}\right| \cdot\left|\mathbf{R}_{T}^{\mathcal{B}}\right|\right) \leqslant O\left(M^{2}\right)\). In the third step we apply Lemma 4.2 to enforce consistency of the current refinement. In particular, every set \(S \cup T\) that was found in step 2 becomes \(M\)-small. Note that after deleting tuples to ensure consistency, new sets may become \(M\)-small. Therefore, we have to
repeat steps \(1-3\) until no more sets became \(M\)-small. Overall, we repeat the outer loop at most \(2^{k}\) times, step 1 takes time \(2^{O(k)} \cdot M \cdot n\), step 2 takes time \(2^{O(k)} \cdot M^{2}\) and step 3 takes time \(2^{O(k)} \cdot M\). Since \(n \leqslant M\) this leads to the required running time.

The key step in the proof of Theorem 3.5 is to compute \(f(\varphi)\) strongly \(M\)-consistent refinements \(\left(\mathfrak{s}_{i}, \mathcal{B}_{i}\right)\) of \(\varphi\) and \(\mathcal{A}\) such that \(\llbracket \varphi \rrbracket^{\mathcal{A}}=\bigcup_{i} \llbracket \varphi_{\mathfrak{s}_{i}} \rrbracket^{\mathcal{B}_{i}}\). In addition to being strongly \(M\)-consistent, we want the structures \(\mathcal{B}_{i}\) to be uniform in the sense that the degree of tuples (i.e. the number of extensions) is roughly the average degree. We make this precise in a moment, but for illustration it might be helpful to consult the example from Section 3.2 again. In every relation in \(\mathcal{A}\) there is one vertex ( \(a\) or \(b\) ) of out-degree \(\ell\) and there are \(\ell\) vertices of out-degree 1 . Hence the average out-degree is \(2 \ell /(\ell+1)\) and the vertex degrees are highly imbalanced. However, after splitting the instance in \(\mathcal{A}^{\prime}\) and \(\mathcal{A}^{\prime \prime}\), in every relation, all vertices have either out-degree \(\ell\) or 1 and the out-degree of every vertex matches the average out-degree of the corresponding relation. The next definition generalises this to tuples of variables. We call a refinement \((\mathfrak{s}, \mathcal{B})\) non-trivial, if every additional relation in the expansion \(\mathcal{B}\) is non-empty. For a non-trivial consistent refinement \((\mathfrak{s}, \mathcal{B})\) and \(S, T \in \mathfrak{s}, S \subseteq T\), we let
\[
\begin{align*}
\operatorname{avgdeg}(S, T) & :=\left|\mathbf{R}_{T}^{\mathcal{B}}\right| /\left|\mathbf{R}_{S}^{\mathcal{B}}\right| \quad \text { and }  \tag{13}\\
\operatorname{maxdeg}(S, T) & :=\max _{g \in \mathbf{R}_{S}^{\mathcal{B}}}\left\{h \in \mathbf{R}_{T}^{\mathcal{B}}: \pi_{S}(h)=g\right\} \tag{14}
\end{align*}
\]

Note that consistency ensures that these numbers are well-defined and non-zero. Furthermore, we can compute them from \((\mathfrak{s}, \mathcal{B})\) in time \(O\left(|\mathfrak{s}|^{2} \cdot\|\mathcal{B}\|\right)\). By definition we have \(\operatorname{maxdeg}(S, T) \geqslant \operatorname{avgdeg}(S, T)\). The next definition states that maximum degree does not deviate too much from the average degree.
- Definition 4.4. Let \((\mathfrak{s}, \mathcal{B})\) be a non-trivial consistent refinement of \(\varphi\) and \(\mathcal{A}\), and let \(m\) be the number of tuples of largest relation of \(\mathcal{A}\). The refinement \((\mathfrak{s}, \mathcal{B})\) is \(\varepsilon\)-uniform if for all \(S, T \in \mathfrak{s}\) with \(S \subseteq T\) we have \(\operatorname{maxdeg}(S, T) \leqslant m^{\varepsilon} \cdot \operatorname{avgdeg}(S, T)\).

The next lemma uses Marx's splitting routine to obtain a partition into strongly \(M\) consistent \(\varepsilon\)-uniform refinements, for \(M:=m^{c}\).
- Lemma 4.5. Let \(\varphi\) be a quantifier-free \(C Q\), let \(\mathcal{A}\) be a \(\sigma(\varphi)\)-structure where the largest relation contains \(m\) tuples, and let \(c \geqslant 1\) and \(\epsilon>0\) be real numbers. There is a computable function \(f\) and an algorithm that computes in time \(O\left(f(\varphi, c, \epsilon) \cdot m^{2 c}\right)\) and space \(O(f(\varphi, c, \epsilon)\). \(\left.m^{c}\right)\) a sequence of \(\ell \leqslant f(\varphi, c, \epsilon)\) strongly \(m^{c}\)-consistent \(\varepsilon\)-uniform refinements \(\left(\mathfrak{s}_{i}, \mathcal{B}_{i}\right)\) such that \(\llbracket \varphi \rrbracket^{\mathcal{A}}\) is the disjoint union of the sets \(\left.\llbracket \varphi_{\mathfrak{s}_{i}}\right]^{\mathcal{B}_{i}}\)

Proof (sketch). We follow the same splitting strategy as in [33], but use the improved algorithm from Lemma 4.3 to ensure strong \(m^{c}\)-consistency. Starting with the trivial refinement \((\emptyset, \mathcal{A})\), in each step we first apply Lemma 4.3 to ensure strong \(m^{c}\)-consistency. Afterwards, we check whether the current refinement \((\mathfrak{s}, \mathcal{B})\) contains sets \(S, T \in \mathfrak{s}\) that contradict \(\epsilon\)-uniformity, i. e., \(S \subseteq T\) and \(\operatorname{maxdeg}(S, T)>m^{\varepsilon} \cdot \operatorname{avgdeg}(S, T)\). If this is the case, we split the refinement \((\mathfrak{s}, \mathcal{B})\) into \(\left(\mathfrak{s}, \mathcal{B}^{\prime}\right)\) and \(\left(\mathfrak{s}, \mathcal{B}^{\prime \prime}\right)\) such that \(\mathbf{R}_{S}^{\mathcal{B}}\) is partitioned into tuples of small degree and tuples of large degree:
\[
\begin{align*}
& \mathbf{R}_{U}^{\mathcal{B}^{\prime}}=\mathbf{R}_{U}^{\mathcal{B}^{\prime \prime}}:=\mathbf{R}_{U}^{\mathcal{B}} \quad \text { for all } U \in \mathfrak{s} \backslash\{S\},  \tag{15}\\
& \mathbf{R}_{S}^{\mathcal{B}^{\prime}}:=\left\{g \in \mathbf{R}_{S}^{\mathcal{B}}:\left|\left\{h \in \mathbf{R}_{T}^{\mathcal{B}}: \pi_{S}(h)=g\right\}\right| \leqslant m^{\varepsilon / 2} \cdot \operatorname{avgdeg}(S, T)\right\}  \tag{16}\\
& \mathbf{R}_{S}^{\mathcal{B}^{\prime \prime}}:=\left\{g \in \mathbf{R}_{S}^{\mathcal{B}}:\left|\left\{h \in \mathbf{R}_{T}^{\mathcal{B}}: \pi_{S}(h)=g\right\}\right|>m^{\varepsilon / 2} \cdot \operatorname{avgdeg}(S, T)\right\} \tag{17}
\end{align*}
\]

It is clear that \(\llbracket \varphi \rrbracket^{\mathcal{B}}\) is the disjoint union of \(\llbracket \varphi \rrbracket^{\mathcal{B}^{\prime}}\) and \(\llbracket \varphi \rrbracket^{\mathcal{B}^{\prime \prime}}\) and that the recursion terminates at some point with a sequence of strongly \(m^{c}\)-consistent \(\epsilon\)-uniform refinements that partition \(\llbracket \varphi \rrbracket^{\mathcal{A}}\). It is also not hard to show that the height of the recursion tree is bounded by
 in time \(O\left(f(\varphi, c, \epsilon) \cdot m^{2 c}\right)\) and space \(O\left(f(\varphi, c, \epsilon) \cdot m^{c}\right)\).

The nice thing about \(\epsilon\)-uniform and strongly \(m^{c}\)-consistent refinements is that they define, for small enough \(\epsilon\), a submodular function \(g \in \mathrm{~S}(\varphi)\), which in turn guarantees the existence of a tree decomposition with small projections on the bags. The following lemma from [33, Lemma 4.12] provides these functions. However, there is an oversight in Marx's proof and in order to fix this, we have to ensure strong \(m^{c}\)-consistency instead of only \(m^{c}\)-consistency as stated in [33, Lemma 4.12]. As suggested by Marx (personal communication), an alternative way to achieve strong \(m^{c}\)-consistency would be to enforce \(m^{2 c}\)-consistency, which leads to the same runtime guarantees, but requires more space.
- Lemma 4.6. Let \((\mathfrak{s}, \mathcal{B})\) be an \(\epsilon\)-uniform strongly \(m^{c}\)-consistent refinement of \(\varphi\) and \(\mathcal{A}\), and let \(c \geqslant 1\) and \(|\operatorname{vars}(\varphi)|^{-3} \geqslant \epsilon>0\) be real numbers. Then \(g_{\mathfrak{s}, \mathcal{B}}: 2^{\operatorname{vars}(\varphi)} \rightarrow \mathbb{R}_{\geqslant 0}\) is a monotone, edge-dominated, submodular function that satisfies \(g_{\mathfrak{s}, \mathcal{B}}(\emptyset)=0\) :
\[
g_{\mathfrak{s}, \mathcal{B}}(U):= \begin{cases}\left(1-\varepsilon^{1 / 3}\right) \cdot \log _{m}\left(\left|\mathbf{R}_{U}^{\mathcal{B}}\right|\right)+h(U) & \text { if } U \in \mathfrak{s}  \tag{18}\\ \left(1-\varepsilon^{1 / 3}\right) \cdot c+h(U) & \text { if } U \notin \mathfrak{s},\end{cases}
\]
where \(h(U):=2 \epsilon^{2 / 3}|U|-\epsilon|U|^{2} \geqslant 0\) for all \(U \subseteq \operatorname{vars}(\varphi)\).
The proof can be copied verbatim from Marx's proof of [33, Lemma 4.12] by using the notion of strong consistency instead of plain consistency and is provided in the full version of the paper. Now we are ready to prove our main theorem.

Proof of Theorem 3.5. We fix \(c=(1+\delta) w\) and let \(\varepsilon\) be the minimum of \((1-1 /(1+\delta))^{4}\) and \(|\operatorname{vars}(\varphi)|^{-4}\). Suppose that \(\varphi\) is of the form \(\exists x_{1} \cdots \exists x_{k} \widetilde{\varphi}\) where \(\widetilde{\varphi}\) is quantifier-free. We apply Lemma 4.5 to \(\widetilde{\varphi}, \mathcal{A}, c, \varepsilon\) to obtain in time \(O\left(f(\varphi) m^{2 c}\right)\) a sequence of \(\ell \leqslant f(\varphi)\) strongly \(m^{c}\)-consistent \(\varepsilon\)-uniform refinements \(\left(\mathfrak{s}_{i}, \mathcal{B}_{i}\right)\) such that \(\llbracket \widetilde{\varphi} \rrbracket^{\mathcal{A}}\) is the disjoint union of \(\llbracket \widetilde{\varphi}_{\mathfrak{s}_{1}} \rrbracket^{\mathcal{B}_{1}}\), \(\ldots, \llbracket \widetilde{\varphi}_{\mathfrak{s}_{\ell}} \rrbracket^{\mathcal{B}_{\ell}}\). By Lemma 4.6 we have \(g_{\mathfrak{s}_{i}, \mathcal{B}_{i}} \in \mathrm{~S}(\widetilde{\varphi})=\mathrm{S}(\varphi)\) for every \(i \in[\ell]\). Hence, by the definition of free-connex submodular width (5), we know that there is a free-connex tree decomposition \(\left(T_{i}, \chi_{i}\right)\) of \(\varphi\) such that \(g_{\mathfrak{s}_{i}, \mathcal{B}_{i}}\left(\chi_{i}(t)\right) \leqslant w\) for every \(t \in V\left(T_{i}\right)\). Note that by the choice of \(c, \epsilon\) and the non-negativity of \(h\) (see Lemma 4.6) we have
\[
\begin{equation*}
w=c /(1+\delta) \leqslant\left(1-\varepsilon^{1 / 4}\right) \cdot c<\left(1-\varepsilon^{1 / 3}\right) \cdot c+h(U) . \tag{19}
\end{equation*}
\]

Hence, \(g_{\mathfrak{s}_{i}, \mathcal{B}_{i}}(U) \leqslant w\) implies \(U \in \mathfrak{s}\) and therefore \(\left|\mathbf{R}_{U}^{\mathcal{B}_{i}}\right|=\left|\llbracket \varphi_{\mathfrak{s}_{i}}\langle U\rangle \rrbracket^{\mathcal{B}_{i}}\right| \leqslant m^{c}\) by (9) and (11). Thus, every bag of the free-connex tree-decomposition \(\left(T_{i}, \chi_{i}\right)\) is small in the \(i\) th refinement. However, \(\left(T_{i}, \chi_{i}\right)\) is a tree-decomposition of \(\varphi\), but not necessarily of \(\varphi_{\mathfrak{s}_{i}}\) ! In fact, \(\varphi_{\mathfrak{s}_{i}}\) can be very dense, e.g., if \(\mathfrak{s}_{i}=2^{\operatorname{vars}(\varphi)}\). To take care of this, we thin out the refinement and only keep those atoms and relations that correspond to bags of the decomposition. In particular, for every \(i \in[\ell]\) we define \(\widetilde{\psi}_{i}:=\bigwedge_{t \in V\left(T_{i}\right)} R_{\chi_{i}(t)}\left(x_{\chi_{i}(t)}\right)\) and let \(\psi_{i}:=\exists x_{1} \cdots \exists x_{k} \widetilde{\psi}_{i}\) be the quantified version. Note that \(\psi_{i}\) is a free-connex acyclic CQ. Additionally, we let \(\mathcal{C}_{i}\) be the \(\sigma\left(\psi_{i}\right)\)-reduct of \(\mathcal{B}_{i}\). We argue that \(\left.\llbracket \widetilde{\varphi}_{\mathfrak{s}_{i}}\right]^{\mathcal{B}_{i}} \subseteq \llbracket \widetilde{\psi_{i}} \rrbracket^{\mathcal{C}_{i}} \subseteq \llbracket \widetilde{\varphi} \rrbracket^{\mathcal{A}}\). The first inclusion holds because \(\widetilde{\varphi}_{\mathfrak{s}_{i}}\) and \(\mathcal{B}_{i}\) refine \(\widetilde{\psi}_{i}\) and \(\mathcal{C}_{i}\). The second inclusion holds because every atom from \(\widetilde{\varphi}\) is contained in a bag of the decomposition and is hence covered by an atom in \(\widetilde{\psi}_{i}\) because of consistency. It therefore also follows that \(\left.\pi_{F}\left(\llbracket \widetilde{\varphi}_{\mathfrak{s}_{i}}\right]^{\mathcal{B}_{i}}\right) \subseteq \pi_{F}\left(\llbracket \widetilde{\psi}_{i} \rrbracket^{\mathcal{C}_{i}}\right) \subseteq \pi_{F}\left(\llbracket \widetilde{\varphi} \rrbracket^{\mathcal{A}}\right)\) for \(F:=\) free \((\varphi)\), and hence \(\llbracket \varphi_{\mathfrak{s}_{i}} \rrbracket^{\mathcal{B}_{i}} \subseteq \llbracket \psi_{i} \rrbracket^{\mathcal{C}_{i}} \subseteq \llbracket \varphi \rrbracket^{\mathcal{A}}\). Overall, we have that \(\llbracket \varphi \rrbracket^{\mathcal{A}}=\bigcup_{i \in[\ell]} \llbracket \psi_{i} \rrbracket^{\mathcal{C}_{i}}\), where the union is not necessarily disjoint, each \(\psi_{i}\) is free-connex acyclic, and \(\left\|\mathcal{C}_{i}\right\|=O\left(|\operatorname{vars}(\varphi)|^{2} m^{(1+\delta) w}\right)\). By combining Theorem 3.3 with Theorem 2.1, the theorem follows.

\section*{5 Final Remarks}

In this paper, we have investigated the enumeration complexity of conjunctive queries and have shown that every class of conjunctive queries of bounded free-connex submodular width admits constant delay enumeration with FPT-preprocessing. These are by now the largest classes of CQs that allow efficient enumeration in this sense.

For quantifier-free self-join-free CQs this upper bound is matched by Marx's lower bound [33]. I. e., recursively enumerable classes of quantifier-free self-join-free CQs of unbounded freeconnex submodular width do not admit constant delay enumeration after FPT-preprocessing (assuming the exponential time hypothesis ETH).

A major future task is to obtain a complete dichotomy, or at least one for all self-join-free CQs. The gray-zone for the latter are classes of CQs that have bounded submodular width, but unbounded free-connex submodular width. An intriguing example in this gray-zone is the \(k\)-star query with a quantified center, i. e., the query \(\psi_{k}\) of the form \(\exists z \bigwedge_{i=1}^{k} R_{i}\left(z, x_{i}\right)\). Here we have \(\operatorname{subw}\left(\psi_{k}\right)=1\) and \(f c\)-subw \(\left(\psi_{k}\right)=k\). It is open whether the class \(\Psi=\left\{\psi_{k}: k \in \mathbb{N}_{\geqslant 1}\right\}\) admits constant delay enumeration with FPT-preprocessing.
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\begin{abstract}
Counting problems in general and counting graph homomorphisms in particular have numerous applications in combinatorics, computer science, statistical physics, and elsewhere. One of the most well studied problems in this area is \#GraphHom \((H)\) - the problem of finding the number of homomorphisms from a given graph \(G\) to the graph \(H\). Not only the complexity of this basic problem is known, but also of its many variants for digraphs, more general relational structures, graphs with weights, and others. In this paper we consider a modification of \#GraphHom \((H)\), the \(\#_{p} \operatorname{GraphHom}(H)\) problem, \(p\) a prime number: Given a graph \(G\), find the number of homomorphisms from \(G\) to \(H\) modulo \(p\). In a series of papers Faben and Jerrum, and Göbel et al. determined the complexity of \(\#_{2} \operatorname{Graph} \operatorname{Hom}(H)\) in the case \(H\) (or, in fact, a certain graph derived from \(H\) ) is square-free, that is, does not contain a 4 -cycle. Also, Göbel et al. found the complexity of \(\#_{p} \operatorname{GraphHom}(H)\) when \(H\) is a tree for an arbitrary prime \(p\). Here we extend the above result to show that the \(\#_{p} \operatorname{GraphHom}(H)\) problem is \(\#_{p} \mathrm{P}\)-hard whenever the derived graph associated with \(H\) is square-free and is not a star, which completely classifies the complexity of \(\#_{p} \operatorname{GraphHom}(H)\) for square-free graphs \(H\).
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\section*{1 Introduction}

A homomorphism from a graph \(G\) to a graph \(H\) is an edge-preserving mapping from the vertex set of \(G\) to that of \(H\). Graph homomorphisms provide a powerful framework to model a wide range of combinatorial problems in computer science, as well as a number of phenomena in combinatorics and graph theory, such as graph parameters [13, 14]. Two of the most natural problems related to graph homomorphisms is \(\operatorname{GraphHom}(H)\) : Given a graph \(G\), decide whether there is a homomorphism from \(G\) to a fixed graph \(H\), and its counting version \#GraphHom \((H)\) of finding the number of such homomorphisms. Special cases of these problems include the \(k\)-Colouring and \(\# k\)-Colouring problems ( \(H\) is a \(k\)-clique), Bipartiteness ( \(H\) is an edge), counting independent sets ( \(H\) is an edge with a loop at one vertex) and many others.

In general the \(\operatorname{GraphHom}(H)\) and \#GraphHom \((H)\) problems are NP-complete and \#Pcomplete, respectively. However, for certain graphs \(H\) these problems are significantly easier. Hell and Nesetril [12] were the first to address this phenomenon in a systematic way. They proved that the \(\operatorname{GraphHom}(H)\) problem is polynomial time solvable if and only if \(H\) has a loop or is bipartite, and \(\operatorname{GraphHom}(H)\) is NP-complete otherwise. In the counting case a similar result was obtained by Dyer and Greenhill [3], in this case the \#GraphHom \((H)\) problem
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is solvable in polynomial time if and only if \(H\) a complete graph with all loops present or a complete bipartite graph, otherwise the problem is \#P-complete. This result was later generalized to computing partition functions for weighted graphs with nonnegative weights by Bulatov and Grohe [1], graphs with real weights by Goldberg et al. [10], and finally for complex weights by Cai et al. [2]. There have also been major attempts to find approximation algorithms for the number of homomorphisms and other related graph parameters, see, e.g. \([5,6,11]\).

The modification of the \#GraphHom \((H)\) problem we consider in this paper concerns finding the number of homomorphisms modulo a natural number \(k\). The corresponding problem will be denoted by \(\#_{k} \operatorname{Graph} H o m(H)\). Although modular counting has been considered by Valiant [17] in the context of holographic algorithms, Faben and Jerrum [4] were the first who systematically considered the problem \(\#_{2} \operatorname{GraphHom}(H)\). In particular, they posed a conjecture stating that this problem is polynomial time solvable if and only if a certain graph \(H^{* 2}\) derived from \(H\) (to be defined later in this section) contains at most one vertex, and is complete in the class \(\oplus \mathrm{P}=\#_{2} \mathrm{P}\) otherwise. Note that hardness results in this area usually show completeness in a complexity class \(\#_{k} \mathrm{P}\) of counting the number of accepting paths in polynomial time nondeterministic Turing machines modulo \(k\). The standard notion of reduction in this case is Turing reduction. Faben and Jerrum proved their conjecture in the case when \(H\) is a tree. This result has been extended by Göbel et al. first to the class of cactus graphs [7] and then to square-free graphs [8] (a graph is a square-free if it does not contain a 4-cycle).

In this paper we follow the lead of Göbel et al. [9] and consider the problem \(\#_{p} \operatorname{Graph} \operatorname{Hom}(H)\) for a prime number \(p\). We only consider loopless graphs without parallel edges. There are similarities with the \((\bmod 2)\) case. In particular, the derived graph constructed in [4] can also be constructed following the same principles, it is denoted \(H^{* p}\), and it suffices to study \(\#_{p} \operatorname{GraphHom}(H)\) for this only. On the other hand, the problem is richer, as, for example, the polynomial time solvable cases include complete bipartite graphs. Göbel et al. [9] considered the case when \(H\) is a tree. Recall that a star is a complete bipartite graph of the form \(K_{1, n}\). Stars are the only complete bipartite graphs that are trees, and also the only complete bipartite graphs that are square-free. The main result of [9] establishes that \(\#_{p} \operatorname{Graph} \operatorname{Hom}(H), H\) is a tree, is polynomial time solvable if and only if \(H^{* p}\) is a star. We generalize this result to arbitrary square-free graphs.
- Theorem 1. Let \(H\) be a square-free graph and \(p\) a prime number. Then the \(\#_{p} \operatorname{Graph} \operatorname{Hom}(H)\) problem is solvable in polynomial time if and only if the graph \(H^{* p}\) is a star, and is \(\#_{p} P\)-complete otherwise.

We now explain the main ideas behind our result, as well as, the majority of results in this area. As it was observed by Faben and Jerrum [4], the automorphism group Aut \((H)\) of graph \(H\) plays a very important role in solving the \(\#_{p} \operatorname{Graph} \operatorname{Hom}(H)\) problem. Let \(\varphi\) be a homomorphism from a graph \(G\) to \(H\). Then composing \(\varphi\) with an element from \(\operatorname{Aut}(H)\) we again obtain a homomorphism from \(G\) to \(H\). The set of all such homomorphisms forms the orbit of \(\varphi\) under the action of \(\operatorname{Aut}(H)\). If \(\operatorname{Aut}(H)\) contains an automorphism \(\pi\) of order \(p\) (that is, \(p\) is the smallest number such that \(\pi^{p}\) is the identity permutation), the cardinality of the orbit of \(\varphi\) is divisible by \(p\), unless \(\pi \circ \varphi=\varphi\), that is, the range of \(\varphi\) is the set of fixed points \(\operatorname{Fix}(\pi)\) of \(\pi(a \in V(H)\) is a fixed point of \(\pi\) if \(\pi(a)=a)\). Let \(H^{\pi}\) denote the subgraph of \(H\) induced by \(\operatorname{Fix}(\pi)\). We write \(H \Rightarrow_{p} H^{\prime}\) if there is \(\pi \in \operatorname{Aut}(H)\) such that \(H^{\prime}\) is isomorphic to \(H^{\pi}\). We also write \(H \Rightarrow_{p}^{*} H^{\prime}\) if there are graphs \(H_{1}, \ldots, H_{k}\) such that \(H\) is isomorphic to \(H_{1}, H^{\prime}\) is isomorphic to \(H_{k}\), and \(H_{1} \Rightarrow_{p} H_{2} \Rightarrow_{p} \cdots \Rightarrow_{p} H_{k}\).
- Lemma 2 ([4]). Let \(H\) be a graph and \(p\) a prime. Up to an isomorphism there is a unique smallest (in terms of the number of vertices) graph \(H^{* p}\) such that \(H \Rightarrow_{p}^{*} H^{* p}\), and for any graph \(G\) it holds
\[
|\operatorname{Hom}(G, H)| \equiv\left|\operatorname{Hom}\left(G, H^{* p}\right)\right| \quad(\bmod p) .
\]

Moreover, \(H^{* p}\) does not have automorphisms of order \(p\).
The easiness part of Theorem 1 follows from the classification of the complexity of \#GraphHom \((H)\) by Dyer and Greenhill [3]. Since whenever \#GraphHom \((H)\) is polynomial time solvable, so is \(\#_{p} \operatorname{GraphHom}(H)\) for any \(p\), Lemma 2 implies that if \(H^{* p}\) is a complete graph with all loops present or a complete bipartite graph the problem \(\#_{p}\) GraphHom \((H)\) is also solvable in polynomial time. We restrict ourselves to loopless square-free graphs, therefore, as \(H^{* p}\) is isomorphic to an induced subgraph of \(H\), [3] only guarantees polynomial time solvability when \(H^{* p}\) is a star.

Another ingredient in our result is the \(\#_{p} \mathrm{P}\)-hard problem we reduce to \(\#_{p} \operatorname{GraphHom}(H)\). In most of the cited works the hard problem used to prove the hardness of \(\#{ }_{2} \operatorname{GraphHom}(H)\) is the problem \(\#_{2} I S\) of finding the parity of the number of independent sets. This problem was shown to be \(\#{ }_{2} \mathrm{P}\)-complete by Valiant [17]. We use a slightly different problem. For two positive real numbers \(\lambda_{1}, \lambda_{2}\), let \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}\) denote the following problem of counting weighted independent sets in bipartite graphs

Name: \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}\)
Input: a bipartite graph \(G\)
Output: \(Z_{\lambda_{1}, \lambda_{2}}(G)=\sum_{I \in \mathcal{I S}(G)} \lambda_{1}^{\left|V_{L} \cap I\right|} \lambda_{2}^{\left|V_{R} \cap I\right|}(\bmod p)\).
It was shown by Göbel et al. in [9] that \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}\) is \(\#_{p} \mathrm{P}\)-complete for any \(\lambda_{1}, \lambda_{2}\), unless one of them is equal to \(0(\bmod p)\). The main technical statement we prove here is the following
- Theorem 3. Let \(H\) be a square-free graph such that \(H^{* p}\) is not a star. Then there are \(\lambda_{1}, \lambda_{2} \not \equiv 0(\bmod p)\) such that \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}\) is polynomial time reducible to the \(\#_{p} \operatorname{GraphHom}(H)\) problem.

We note that the requirement of being square-free is present in all results on modular counting of graph homomorphisms, explicitly or implicitely (when the graph class in question consists of square-free graphs). Clearly, this is an artifact of the techniques used in all these works, and so overcoming this requirement would be a substantial achievement.

\section*{2 Preliminaries}

We use \([n]\) to denote the set \(\{1,2,3, \ldots, n\}\). Also, we usually abbreviate \(A \backslash\{x\}\) to \(A-x\). Let \(k\) be a positive integer, then for a function \(f\) its \(k\)-fold composition is denoted by \(f^{(k)}=f \circ f \circ \cdots \circ f\).

Graphs. In this paper, graphs are undirected, and have no parallel edges or loops. For a graph \(G\), the set of vertices of \(G\) is denoted by \(V(G)\), and the set of edges is denoted by \(E(G)\). We use \(u v\) to denote an edge of \(G\). The set of neighbours of a vertex \(v \in V(G)\) is denoted by \(N_{G}(v)=\{u \in V(G): u v \in E(G)\}\), and the degree of \(v\) is denoted by \(\operatorname{deg}(v)\).

A set \(I \subseteq V(G)\) is an independent set of \(G\) if and only if \(u v\) is an edge of \(G\) for no \(u, v \in I\). The set of all independent sets of \(G\) is denoted by \(\mathcal{I S}(G)\). If \(G\) is a bipartite graph, the parts of a bipartition of \(V(G)\) will be denoted \(V_{R}(G)\) and \(V_{L}(G)\) in no particular order.

Homomorphisms. A homomorphism from a graph \(G\) to a graph \(H\) is a mapping \(\varphi\) from \(V(G)\) to \(V(H)\) which preserves edges, i.e. for any \(u v \in E(G)\) the pair \(\varphi(u) \varphi(v)\) is an edge of \(H\). The set of all homomorphisms from \(G\) to \(H\), is denoted by \(\operatorname{Hom}(G, H)\). For a graph \(H\) the problem of counting homomorphism from a graph \(G\) to \(H\) is denoted by \#GraphHom \((H)\). The problem of finding the number of homomorphisms from a given graph \(G\) to \(H\) modulo \(k\) is denoted by \(\#{ }_{k} \operatorname{GraphHom}(H)\) :

Name: \(\#_{k} \operatorname{GraphHom}^{(H)}\)
Input: a graph \(G\)
Output: \(|\operatorname{Hom}(G, H)|(\bmod k)\).
It will be convenient to denote the vertices of the graph \(H\) by lowercase Greek letters.
A homomorphism \(\varphi\) from \(G\) to \(H\) is an isomorphism if it is bijective and for all \(u, v \in V(G)\), \(u v \in E(G)\) if and only if \(\varphi(u) \varphi(v) \in E(H)\). An automorphism of \(G\) is an isomorphism from graph \(G\) to itself. The automorphism group of \(G\) is denoted by \(\operatorname{Aut}(G)\). An automorphism \(\pi\) is an automorphism of order \(k\) if \(k\) is the smallest positive integer such that \(\pi^{(k)}\) is the identity transformation. A fixed point of an automorphism \(\pi\) of \(G\) is a vertex \(v \in V(G)\) such that \(v=\pi(v)\).

Partially labelled graphs. A partial function from \(X\) to \(Y\) is a function \(f: X^{\prime} \rightarrow Y\) for a subset \(X^{\prime} \subseteq X\). For a graph \(H\), a partial \(H\)-labelled graph \(\mathcal{G}\) is a graph \(G\) (called the underlying graph of \(\mathcal{G}\) ) equipped with a pinning function \(\tau\), which is a partial function from \(V(G)\) to \(V(H)\). A homomorphism from a partial \(H\)-labelled graph \(\mathcal{G}=(G, \tau)\) to a graph \(H\) is a homomorphism \(\sigma: G \rightarrow H\) that extends the pinning function \(\tau\), that is, for all \(v \in \operatorname{dom}(\tau)\), \(\sigma(v)=\tau(v)\). The set of all such homomorphisms is denoted by \(\operatorname{Hom}(\mathcal{G}, H)\).

In certain situations it will be convenient to use a slightly different view on collections of homomorphisms of \(H\)-labelled graphs. A set of homomorphisms \(\varphi\) from a graph \(G\) to \(H\) that maps vertices \(x_{1}, x_{2}, \ldots, x_{r} \in V(G)\) to the vertices \(y_{1}, y_{2}, \ldots, y_{r} \in V(H)\) such that \(\varphi\left(x_{i}\right)=y_{i}\) for \(i \in[r]\) is denoted by \(\operatorname{Hom}\left(\left(G, x_{1}, x_{2}, \ldots, x_{r}\right),\left(H, y_{1}, y_{2}, \ldots, y_{r}\right)\right)\).

Counting complexity classes. The class \#P is defined to be the class of problems of counting the accepting paths in a polynomial time nondeterministic Turing machine. This means every problem in NP has an associated counting problem in \(\# \mathrm{P}\), so for \(A \in \mathrm{NP}\), an associated counting problem will be denoted by \(\# A\). (Strictly speaking for every such problem the corresponding counting one is not uniquely defined, but in our case there will always be the "natural" one.) Classes \(\#_{k} \mathrm{P}\), where \(k\) is a natural number are defined in a similar way, as counting the accepting paths in a polynomial time nondeterministic Turing machine modulo \(k\). For \(A \in \mathrm{NP}\) the corresponding problem in \(\#{ }_{k} \mathrm{P}\) is denoted by \(\#_{k} A\).

Several kinds of reductions between counting problems have appeared in the literature. The first one, parsimonious, was introduced in the foundational papers [15, 16] by Valiant. A counting problem \(A\) is parsimoniously reducible to a counting problem \(B\), denoted \(A \leq B\), if there is a polynomial time algorithm that, given an instance \(I\) of \(A\), produces an instance \(J\) of \(B\) such that the answers to \(I\) and \(J\) are the same. The other type of reduction frequently used for counting problems is Turing reduction. Counting problem \(A\) is Turing reducible to problem \(B\), denoted \(A \leq_{T} B\), if there exists a polynomial time algorithm solving \(A\) and using \(B\) as an oracle.

These two types of reductions can be applied to modular counting as well. Turing reduction does not require any modifications. For parsimonious reduction we say that a problem \(A\) from \(\#_{k} \mathrm{P}\) is parsimoniously reducible to a problem \(B\) from \(\#_{k} \mathrm{P}\) if there is a
polynomial time algorithm that, given an instance \(I\) of \(A\), produces an instance \(J\) of \(B\) such that the answers to \(I\) and \(J\) are congruent modulo \(k\). In this paper we mostly claim Turing reducibility, although our main technical result constructs a parsimonious reduction. However, the proof of Theorem 1 involves other reductions that are not always parsimonious. Problem \(\#_{k} A\) is said to be \(\#_{k} \mathrm{P}\)-complete if it belongs to \(\#_{k} \mathrm{P}\) and every problem from \(\#_{k} \mathrm{P}\) is Turing reducible to \(\#_{k} A\).

\section*{3 Outline of the proof}

In this section we outline our proof strategy and formally introduce all the necessary intermediate problems and existing results. Fix a prime number \(p\).

As it was observed in the introduction, Lemma 2 proved by Faben and Jerrum [4] combined with the classification by Dyer and Greenhill [3] proves the easiness part of Theorem 1. We therefore focus on proving the hardness part. Again, by Lemma 2 we may assume that \(H\) does not have automorphisms of order \(p\).

For the hardness part, we use two auxiliary problems. The first one is the problem \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}\) mentioned in the introduction. Let \(\lambda_{1}, \lambda_{2} \in\{0, \ldots p-1\}\), and let \(G=\left(V_{L} \cup V_{R}, E\right)\) be a bipartite graph. Define the following weighted sum over independent sets of \(G\) :
\[
Z_{\lambda_{1}, \lambda_{2}}(G)=\sum_{I \in \mathcal{I S}(G)} \lambda_{1}^{\left|V_{L} \cap I\right|} \lambda_{2}^{\left|V_{R} \cap I\right|}
\]

The problem of computing function \(Z_{\lambda_{1}, \lambda_{2}}(G)\) for a given bipartite graph \(G\), prime number \(p\) and \(\lambda_{1}, \lambda_{2} \in\{0, \ldots p-1\}\), is defined as follows:

Name: \(\#{ }_{p} B I S_{\lambda_{1}, \lambda_{2}}\)
Input: a bipartite graph \(G\)
Output: \(Z_{\lambda_{1}, \lambda_{2}}(G)(\bmod p)\).
The complexity of \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}\) was determined by Göbel, Lagodzinski and Seidel [9].
- Theorem 4. [9] If \(\lambda_{1} \equiv 0(\bmod p)\) or \(\lambda_{2} \equiv 0(\bmod p)\) then the problem \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}\) is solvable in polynomial time, otherwise it is \(\#_{p} \mathrm{P}\)-complete.

The second auxiliary problem has been used in all works on \(\#_{p} \operatorname{GraphHom}(H)\) starting from the initial paper by Faben and Jerrum [4]. It is the problem of counting homomorphisms from a given partially \(H\)-labelled graph \(\mathcal{G}\) to a fixed graph \(H\) modulo prime \(p\).

Name: \(\#_{p} \operatorname{PartHom}(H)\)
Input: a partial \(H\)-labelled graph \(\mathcal{G}=(G, \tau)\)
Output: \(|\operatorname{Hom}(\mathcal{G}, H)|(\bmod p)\).
The chain of reductions we use to prove the hardness part of Theorem 1 is the following:
\[
\begin{equation*}
\#_{p} B I S_{\lambda_{1}, \lambda_{2}} \leq_{T} \#_{p} \operatorname{PartHom}\left(H^{* p}\right) \leq_{T} \#_{p} \operatorname{GraphHom}\left(H^{* p}\right) \leq_{T} \#_{p} \operatorname{GraphHom}(H) \tag{1}
\end{equation*}
\]

The last reduction is by Lemma 2. Acually, the two last problems in the chain are polynomial time interreducible through (modular) parsimonious reduction. The second step, the reduction from \(\#_{p} \operatorname{PartHom}(H)\) to \(\#_{p} \operatorname{GraphHom}(H)\) was proved by Göbel, Lagodzinski and Seidel [9].
- Theorem 5. [9] Let p be a prime number and let H be a graph that does not have any automorphism of order \(p\). Then \(\#_{p} \operatorname{PartHom}(H)\) can be reduced to \(\#_{p} \operatorname{GraphHom}(H)\) through a polynomial time Turing reduction.

Finally, the first reduction in the chain is our main contribution. We show it in three steps. Recall that we are reducing the problem of finding of the number of (weighted) independent sets in a bipartite graph to the problem of finding the number of extensions of a partial homomorphism from a given graph to \(H\). First, in Section 4 starting from a bipartite graph \(G\) we replace its vertices and edges with gadgets, whose exact structure we do not specify at that point. We call those gadget the vertex and edge gadgets. Then we show that if the vertex and edge gadgets satisfy certain conditions, in terms of the number of homomorphisms of certain kind from the gadgets to \(H\) (Theorem 7), then \(Z_{\lambda_{1}, \lambda_{2}}(G)(\bmod p)\) can be found in polynomial time from \(|\operatorname{Hom}(\mathcal{G}, H)|(\bmod p)\), where \(\mathcal{G}\) is the partially \(H\)-labelled graph constructed in the reduction. In the second step, Section 5, we introduce several variants of vertex and edge gadgets and show some of their properties. Finally, in Section 6 we consider several cases depending on the degree sequence of the graph \(H\). In every case we construct vertex and edge gadgets that satisfy the conditions of Theorem 7, thus completing the reduction.

\section*{4 Hardness gadgets}

Our goal in this section is to describe a general scheme of a reduction from \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}\) to \(\#_{p} \operatorname{PartHom}(H)\), where \(p\) is prime and \(H\) is a square-free graph.

The general idea is, given a bipartite graph \(G=\left(V_{L} \cup V_{R}, E\right)\), where \(V_{L}, V_{R}\) is the bipartition of \(G\), to construct a new partially \(H\)-labelled graph \(\mathcal{G}^{\prime}\), which is obtained from \(G\) by adding a copy of a vertex gadget \(\mathcal{J}\) to every vertex of \(G\), and replacing every edge from \(E\) with a copy of an edge gadget \(\mathcal{K}\). The gadgets are partially \(H\)-labelled graphs and their pinning functions will define the pinning function of \(\mathcal{G}^{\prime}\). Since \(G\) is a bipartite graph, the vertex gadget comes in two versions, left, \(\mathcal{J}_{L}\), and right, \(\mathcal{J}_{R}\). Also, both vertex gadgets have a distinguished vertex, \(s\) for \(\mathcal{J}_{L}\) and \(t\) for \(\mathcal{J}_{R}\). The edge gadget \(\mathcal{K}\) has two distinguished vertices, \(s\) and \(t\). These distinguished vertices will be identified with the vertices of the original graph \(G\), as shown in Fig. 1.


Figure 1 The structure of graph \(\mathcal{G}^{\prime}\). The original graph \(G\) is on the left. The resulting graph \(\mathcal{G}^{\prime}\) is on the right: vertex gadgets \(\mathcal{J}_{L}, \mathcal{J}_{R}\) are added to every vertex, and the only edge \(v x\) of \(G\) is replaced with a copy of gadget \(\mathcal{K}\).

The gadgets \(\mathcal{J}_{L}, \mathcal{J}_{R}\) are associated with sets \(\Delta_{1}, \Delta_{2} \subseteq V(H)\) and vertices \(\delta_{1} \in \Delta_{1}, \delta_{2} \in \Delta_{2}\), respectively. The pinning functions of \(\mathcal{J}_{L}, \mathcal{J}_{R}\) will be defined in such a way that for any homomorphism \(\varphi\) of \(\mathcal{J}_{L}\left(\mathcal{J}_{R}\right)\) to \(H\), vertex \(s\) (respectively, \(t\) ) is forced to be mapped to \(\Delta_{1}\) (respectively, \(\Delta_{2}\) ). For \(x \in V_{L}\) let \(\mathcal{J}_{L}(x)\) denote the copy of \(\mathcal{J}_{L}\) connected to \(x\), that is, \(s\) in \(\mathcal{J}_{L}(x)\) is identified with \(x\). For \(y \in V_{R}\) the copy \(\mathcal{J}_{R}(y)\) is defined in the same way. The vertices \(\delta_{1}, \delta_{2}\) will help to encode independent sets of \(G\). Specifically, with every independent set \(I\) of \(G\) we will associate a set of homomorphisms \(\varphi: \mathcal{G}^{\prime} \rightarrow H\) such that for every vertex \(x \in V_{L}, x \in I\) if and only if \(\varphi(x) \neq \delta_{1}\) (recall that \(x\) is also a vertex of \(\mathcal{G}^{\prime}\) identified with \(s\) in \(\left.\mathcal{J}_{L}(x)\right)\); and similarly, for every \(y \in V_{R}, y \in I\) if and only if \(\varphi(y) \neq \delta_{2}\). Finally, the edge gadgets \(\mathcal{K}(x, y)\) replacing every edge \(x y \in E\) make sure that every homomorphism from \(\mathcal{G}^{\prime}\) to \(H\) is associated with an independent set.

Note that just an association of independent sets with collections of homomorphisms is not enough, the number of homomorphisms in those collections have to allow one to compute the function \(Z_{\lambda_{1}, \lambda_{2}}(G)\).

Next we introduce conditions such that if for the graph \(H\) there are vertex and edge gadgets satisfying these conditions, then \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}\) for some nonzero (modulo \(p\) ) \(\lambda_{1}, \lambda_{2}\) is reducible to \(\#_{p} \operatorname{PartHom}(H)\).
- Definition 6 (Hardness gadget). A graph \(H\) has hardness gadgets if there are \(\Delta_{1}, \Delta_{2} \subseteq\) \(V(H)\), vertices \(\delta_{1} \in \Delta_{1}\) and \(\delta_{2} \in \Delta_{2}\), and three partially \(H\)-labelled graphs \(\mathcal{J}_{L}, \mathcal{J}_{R}\), and \(\mathcal{K}\) that satisfy the following properties:
(i) \(\left|\Delta_{1}\right|-1 \not \equiv 0(\bmod p),\left|\Delta_{2}\right|-1 \not \equiv 0(\bmod p)\);
(ii) for any homomorphism \(\sigma: \mathcal{J}_{L} \rightarrow H\left(\sigma: \mathcal{J}_{R} \rightarrow H\right)\) it holds that \(\sigma(s) \in \Delta_{1}\) (respectively, \(\left.\sigma(t) \in \Delta_{2}\right)\); for any homomorphism \(\sigma: \mathcal{K} \rightarrow H\) it holds that \(\sigma(s) \in \Delta_{1}, \sigma(t) \in \Delta_{2}\);
(iii) for any \(\gamma_{1} \in \Delta_{1}, \gamma_{2} \in \Delta_{2}\), it holds \(\left|\operatorname{Hom}\left(\left(\mathcal{J}_{L}, s\right),\left(H, \gamma_{1}\right)\right)\right| \equiv\left|\operatorname{Hom}\left(\left(\mathcal{J}_{R}, t\right),\left(H, \gamma_{2}\right)\right)\right| \equiv 1\) \((\bmod p)\), and
for any \(\gamma_{1} \notin \Delta_{1}, \gamma_{2} \notin \Delta_{2}\), it holds \(\operatorname{Hom}\left(\left(\mathcal{J}_{L}, s\right),\left(H, \gamma_{1}\right)\right)=\operatorname{Hom}\left(\left(\mathcal{J}_{L}, s\right),\left(H, \gamma_{1}\right)\right)=\emptyset\);
(iv) for any \(\alpha_{1} \in \Delta_{1}-\delta_{1}, \alpha_{2} \in \Delta_{2}-\delta_{2}\), it holds \(\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \alpha_{1}, \alpha_{2}\right)\right)=\emptyset\);
(v) for any \(\alpha_{1} \in \Delta_{1}-\delta_{1}\), it holds \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \alpha_{1}, \delta_{2}\right)\right)\right| \equiv 1(\bmod p)\);
(vi) for any \(\alpha_{2} \in \Delta_{2}-\delta_{2}\), it holds \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \delta_{1}, \alpha_{2}\right)\right)\right| \equiv 1(\bmod p)\);
(vii) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \delta_{1}, \delta_{2}\right)\right)\right| \equiv 1(\bmod p)\).

Now we are ready to state the main result of this section.
- Theorem 7. If \(H\) has hardness gadgets, then for some \(\lambda_{1}, \lambda_{2} \not \equiv 0(\bmod p)\) the problem \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}\) is polynomial time reducible to \(\#_{p} \operatorname{PartHom}(H)\). In particular, \(\#_{p} \operatorname{PartHom}(H)\) is \(\#_{p} P\)-complete.

\section*{5 Hardness gadgets and nc-walks}

In this section we make the next iteration in constructing hardness gadgets and give a generic structure of such gadgets that will later be adapted to specific types of the graph \(H\).

These gadgets make use of the square-freeness of graph \(H\) that we will apply in the following form.
- Observation 8. Let \(H\) be a square-free graph. Then for any \(\alpha, \beta \in H,\left|N_{H}(\alpha) \cap N_{H}(\beta)\right| \leq 1\).

Proof. If there are two different elements \(\gamma, \delta\) in \(N_{H}(\alpha) \cap N_{H}(\beta)\), then \(\alpha, \gamma, \beta, \delta\) form a 4-cycle.

We call a walk in \(H\) a non-consecutive-walk or nc-walk, if it does not traverse an edge forth and then immediately back. More formally, an nc-walk is a walk \(v_{0}, v_{1}, \ldots, v_{k}\) such that for no \(i \in[k-1]\) we have \(v_{i-1}=v_{i+1}\).

\subsection*{5.1 Edge gadget}

Let \(W=\gamma_{0} \gamma_{1} \cdots \gamma_{k}\) be an nc-walk in \(H\) of length at least one. Then the edge gadget \(\mathcal{K}\) is a path \(s v_{1} v_{2} \cdots v_{k-1} t\), where each \(v_{i}\) is connected to another vertex \(u_{i}\) which is pinned to \(\gamma_{i}\). More formally, the gadget \(\mathcal{K}=(K, \tau)\) is defined as follows
\[
\begin{aligned}
& V(K)=\{s, t\} \cup\left\{v_{i}, u_{i}: i \in[k-1]\right\}, \\
& E(K)=\left\{v_{i} v_{i+1}: i \in[k-2]\right\} \cup\left\{v_{i} u_{i}: i \in[k-1]\right\} \cup\left\{s v_{1}, v_{k-1} t\right\} .
\end{aligned}
\]

The pinning function is \(\tau\left(u_{i}\right)=\gamma_{i}\) for all \(i \in[k-1]\).
The next two lemmas give some of the properties listed in Definition 6.
- Lemma 9 (Shifting). Let \(H, W=\gamma_{0} \gamma_{1} \cdots \gamma_{k}\), and \(\mathcal{K}\) be as above. Then
(1) For every \(\theta \in N_{H}\left(\gamma_{0}\right)-\gamma_{1}\) and \(\sigma \in \operatorname{Hom}((\mathcal{K}, s),(H, \theta))\), we have \(\sigma\left(v_{i}\right)=\gamma_{i-1}\) for all \(i \in[k-1]\).
(2) For every \(\theta \in N_{H}\left(\gamma_{k}\right)-\gamma_{k-1}\) and \(\sigma \in \operatorname{Hom}((\mathcal{K}, t),(H, \theta))\), we have \(\sigma\left(v_{i}\right)=\gamma_{i+1}\) for all \(i \in[k-1]\).
Proof. If \(k=1\), then both cases are trivial. We prove item (1) by induction on \(j \in[k-1]\), item (2) can be proved using \(\gamma_{k} \gamma_{k-1} \cdots \gamma_{0}\) instead of \(\gamma_{0} \gamma_{1} \cdots \gamma_{k}\).

For \(j=1\), the vertex \(v_{1}\) must be mapped to a common neighbour of \(\theta\) and \(\gamma_{1}\) because \(\tau\left(u_{1}\right)=\gamma_{1}\). It means \(\sigma\left(v_{1}\right) \in N_{H}(\theta) \cap N_{H}\left(\gamma_{1}\right)=\left\{\gamma_{0}\right\}\), because \(\gamma_{0} \in N_{H}(\theta) \cap N_{H}\left(\gamma_{1}\right)\) and \(H\) is a square-free graph.

Now assume that \(\sigma\left(v_{j-1}\right)=\gamma_{j-2}\). Similar to the base case, \(\sigma\left(v_{j}\right) \in N_{H}\left(\gamma_{j-2}\right) \cap N_{H}\left(\gamma_{j}\right)\). By the same argument, the only member of this intersection is \(\gamma_{j-1}\). Thus, \(\sigma\left(v_{j}\right)=\gamma_{j-1}\).
- Lemma 10 (Counting). Let \(H\) be a square-free graph and let \(W=\gamma_{0} \gamma_{1} \cdots \gamma_{k}, k \geq 1\) be an nc-walk in \(H\). For any \(\alpha_{s} \in N_{H}\left(\gamma_{0}\right)-\gamma_{1}\) and \(\alpha_{t} \in N_{H}\left(\gamma_{k}\right)-\gamma_{k-1}\) the following equalities hold
(1) \(\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \alpha_{s}, \alpha_{t}\right)\right)=\emptyset\),
(2) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \gamma_{1}, \alpha_{t}\right)\right)\right|=1\),
(3) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \alpha_{s}, \gamma_{k-1}\right)\right)\right|=1\),
(4) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \gamma_{1}, \gamma_{k-1}\right)\right)\right|=1+\sum_{i=1}^{k-1}\left(\operatorname{deg}\left(\gamma_{i}\right)-1\right)\).

\subsection*{5.2 Vertex gadgets}

In this section we construct a vertex gadget. The main role of these gadgets is to restrict the possible images of the designated vertices \(s\) and \(t\) as required in Definition 6(ii), and then do it in such a way that property (iii) in Definition 6 is also satisfied. We present vertex gadgets of two types.

For the graph \(H\) and vertices \(\alpha, \beta \in V(H)\), we define gadgets \(\mathcal{J}_{L}=\left(J_{L}, \tau_{L}\right)\) and \(\mathcal{J}_{R}=\left(J_{R}, \tau_{R}\right)\) as follows: Graphs \(J_{L}, J_{R}\) are just edges \(s x\) and \(t y\), respectively. The pinning functions are given by \(\tau_{L}(x)=\alpha, \tau_{R}(y)=\beta\).

The next lemma follows straightforwardly from the definitions and guarantees that these gadgets satisfy items (iii) and (ii) of Definition 6 (note that (1) is a direct implication of (3)).
- Lemma 11. For graph \(H\), vertices \(\alpha, \beta \in V(H)\), and \(\Delta_{1}=N_{H}(\alpha), \Delta_{2}=N_{H}(\beta)\) the following hold
(1) if \(\sigma \in \operatorname{Hom}\left(\mathcal{J}_{L}, H\right)\) then \(\sigma(s) \in \Delta_{1}\), and if \(\sigma \in \operatorname{Hom}\left(\mathcal{J}_{R}, H\right)\) then \(\sigma(t) \in \Delta_{2}\),
(2) for any \(\gamma_{1} \in \Delta_{1}\) and \(\gamma_{2} \in \Delta_{2}\), it holds that \(\left|\operatorname{Hom}\left(\left(\mathcal{J}_{L}, s\right),\left(H, \gamma_{1}\right)\right)\right|=\) \(\left|\operatorname{Hom}\left(\left(\mathcal{J}_{R}, t\right),\left(H, \gamma_{2}\right)\right)\right|=1\),
(3) for any \(\gamma_{1}^{\prime} \notin \Delta_{1}\) and \(\gamma_{2}^{\prime} \notin \Delta_{2}\), it holds that \(\operatorname{Hom}\left(\left(\mathcal{J}_{L}, s\right),\left(H, \gamma_{1}^{\prime}\right)\right)=\) \(\operatorname{Hom}\left(\left(\mathcal{J}_{R}, t\right),\left(H, \gamma_{2}^{\prime}\right)\right)=\emptyset\).

The other type of a vertex gadget uses a cycle in \(H\).
Let \(C=\theta \gamma_{1} \gamma_{2} \cdots \gamma_{k} \theta\) be a cycle in \(H\) of length at least three. Gadgets \(\mathcal{J}_{C L}=\left(J_{C L}, \tau_{C L}\right)\) and \(\mathcal{J}_{C R}=\left(J_{C R}, \tau_{C R}\right)\) are defined as follows
\(V\left(J_{C L}\right)=\{s\} \cup\left\{v_{i}, u_{i}: i \in[k]\right\} \cup\{x\}\),
\(E\left(J_{C L}\right)=\left\{v_{i} v_{i+1}: i \in[k-1]\right\} \cup\left\{v_{i} u_{i}: i \in[k]\right\} \cup\left\{s v_{1}, v_{k} s, s x\right\}\).

The pinning function is given by \(\tau\left(u_{i}\right)=\gamma_{i}\) for all \(i \in[k]\) and \(\tau(x)=\theta\).
The gadget \(\mathcal{J}_{C R}\) is defined in the same way, except \(s\) is replaced with \(t\).
- Lemma 12. For a square-free graph \(H\), a cycle \(C=\theta \gamma_{1} \gamma_{2} \cdots \gamma_{k} \theta\) in \(H\) of length at least three, and \(\Delta=\left\{\gamma_{1}, \gamma_{k}\right\}\) the following hold
(1) if \(\sigma \in \operatorname{Hom}\left(\mathcal{J}_{C L}, H\right)\) or \(\sigma \in \operatorname{Hom}\left(\mathcal{J}_{C R}, H\right)\), then \(\sigma(s) \in\left\{\gamma_{1}, \gamma_{k}\right\}\) and \(\sigma(t) \in\left\{\gamma_{1}, \gamma_{k}\right\}\), respectively;
(2) for any \(\gamma \in \Delta\) it holds \(\left|\operatorname{Hom}\left(\left(J_{C L}, s\right),(H, \gamma)\right)\right|=\left|\operatorname{Hom}\left(\left(J_{C R}, t\right),(H, \gamma)\right)\right|=1\),
(3) for any \(\gamma^{\prime} \notin \Delta\) it holds \(\operatorname{Hom}\left(\left(\mathcal{J}_{C L}, s\right),\left(H, \gamma^{\prime}\right)\right)=\operatorname{Hom}\left(\left(\mathcal{J}_{C R}, t\right),\left(H, \gamma^{\prime}\right)\right)=\emptyset\),

\section*{6 The hardness of \(\#_{p} \operatorname{PartHom}(\boldsymbol{H})\)}

In this section we prove the hardness part of Theorem 1. More specifically we will apply Theorem 7 and the constructions from Section 5 to show that \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}\) is Turing reducible to \(\#{ }_{p}\) PartHom \((H)\).

We consider three cases depending on the existence of vertices of certain degree in \(H\). In each of the three cases we use slightly different variations of vertex and edge gadgets.

Case 1. The graph \(H\) has at least two vertices \(\alpha\) and \(\beta\) such that \(\operatorname{deg}(\alpha), \operatorname{deg}(\beta) \not \equiv 1\) \((\bmod p)\).

Let \(S=\{\gamma \in V(H): \operatorname{deg}(\gamma) \not \equiv 1 \bmod p\}\); we know that \(S\) contains at least two elements. Pick \(\alpha, \beta \in S\) such that the distance between them is minimal. Let \(W=\alpha \gamma_{1} \cdots \gamma_{k-1} \gamma_{k} \beta\) be a shortest path between \(\alpha, \beta\). By the choice of \(W, \operatorname{deg}\left(\gamma_{i}\right) \equiv 1(\bmod p)\) for all \(i \in[k]\).

We make an edge gadget \(\mathcal{K}=(K, \tau)\) for this case based on this path as defined in Section 5.1. More precisely,
\[
\begin{aligned}
& V(K)=\{s, t\} \cup\left\{v_{i}, u_{i}: i \in[k]\right\} \\
& E(K)=\left\{\left\{v_{i}, v_{i+1}\right\}: i \in[k-1]\right\} \cup\left\{\left\{v_{i}, u_{i}\right\}: i \in[k]\right\} \cup\left\{\left\{s, v_{1}\right\},\left\{v_{k}, t\right\}\right\} .
\end{aligned}
\]

The labelling function is given by \(\tau\left(u_{i}\right)=\gamma_{i}\) for all \(i \in[k]\).
Any path is a nc-walk, so we can apply Lemma 10 to \(W\). For the gadgets we use \(\Delta_{1}=N_{H}(\alpha), \Delta_{2}=N_{H}(\beta)\) and \(\delta_{1}=\gamma_{1}, \delta_{2}=\gamma_{k}\). This satisfies property (i) of hardness gadgets, because \(\operatorname{deg}(\alpha), \operatorname{deg}(\beta) \not \equiv 1(\bmod p)\). Then for any \(\alpha_{s} \in \Delta_{1}-\delta_{1}\) and \(\alpha_{t} \in \Delta-\delta_{2}\) we have
(1) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \alpha_{s}, \alpha_{t}\right)\right)\right|=0\);
(2) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \gamma_{1}, \alpha_{t}\right)\right)\right| \equiv 1(\bmod p)\);
(3) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \alpha_{s}, \gamma_{k}\right)\right)\right| \equiv 1(\bmod p)\)

Also, for any \(i \in[k]\) we have \(\operatorname{deg}\left(\gamma_{i}\right) \equiv 1(\bmod p)\), and so
\[
\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \gamma_{1}, \gamma_{k}\right)\right)\right|=1+\sum_{i=1}^{k}\left(\operatorname{deg}\left(\gamma_{i}\right)-1\right)=1+0 \equiv 1 \quad(\bmod p)
\]

Hence,
(4) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \gamma_{1}, \gamma_{k}\right)\right)\right| \equiv 1(\bmod p)\).

Thus \(\mathcal{K}\) satisfies properties (iv), (v), (vi), and (vii) of hardness gadgets.
For a vertex gadget we use the first type, that is \(\mathcal{J}_{L}, \mathcal{J}_{R}\) are just edges \(s x\) and \(t y\), respectively, see Fig. 2. By Lemma 11 these gadgets satisfy properties (ii) and (iii) of hardness gadgets.

Thus Theorem 7 yields a required reduction.


Figure 2 Vertex and edge gadgets based on the path \(W=\alpha \gamma_{1} \cdots \gamma_{k} \beta\). The vertex gadgets \(\mathcal{J}_{L}\) and \(\mathcal{J}_{R}\) are shown as dot-dashed boxes. The pinning function is shown by dashed lines.

Case 2. Graph \(H\) has exactly one vertex \(\theta\) such that \(\operatorname{deg}(\theta) \not \equiv 1(\bmod p)\).
In this case we further split into two subcases. However, before we proceed with that we rule out the case of trees.
- Lemma 13. Let \(H\) be a tree that has no automorphism of order \(p\) and is not a star. Then \(H\) has at least two vertices \(\alpha\) and \(\beta\) such that \(\operatorname{deg}(\alpha), \operatorname{deg}(\beta) \not \equiv 1(\bmod p)\).

Thus, we may assume that \(H\) is not a tree.

Case 2.1. The vertex \(\theta, \operatorname{deg}(\theta) \not \equiv 1(\bmod p)\), is on a cycle \(C\).
In this case the edge gadget is based on the cycle \(C\). More precisely, let \(C=\theta \gamma_{1} \gamma_{2} \cdots \gamma_{k} \theta\) be a cycle in \(H\) of length at least 3 and such that for all \(i \in[k]\) it holds that \(\operatorname{deg}\left(v_{i}\right) \equiv 1\) \((\bmod p)\) and \(\operatorname{deg}(\theta) \not \equiv 1(\bmod p)\). We define gadget \(\mathcal{K}=(K, \tau)\) as follows:
- \(V(K)=\{s, t\} \cup\left\{v_{i}, u_{i}: i \in[k]\right\}\);
- \(E(K)=\left\{v_{i} v_{i+1}: i \in[k-1]\right\} \cup\left\{v_{i} u_{i}: i \in[k]\right\} \cup\left\{s v_{1}, v_{k} t\right\} ;\)
- the labeling function is given by \(\tau\left(u_{i}\right)=\gamma_{i}\) for all \(i \in[k]\).

Set \(\Delta_{1}=\Delta_{2}=N_{H}(\theta)\) and \(\delta_{1}=\gamma_{1}, \delta_{2}=\gamma_{k}\). These parameters satisfy property (i) of a hardness gadget, because \(\operatorname{deg}(\theta) \not \equiv 1(\bmod p)\). A cycle is a nc-walk, so we can apply Lemma 10 to obtain the following
- Lemma 14. Let \(H\) be a square-free graph and \(\mathcal{K}\) an edge gadget based on the cycle \(C=\theta \gamma_{1} \gamma_{2} \cdots \gamma_{k} \theta\) in \(H\). For any \(\alpha_{s} \in \Delta_{1}-\delta_{1}\) and \(\alpha_{t} \in \Delta_{2}-\delta_{2}\),
(1) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \alpha_{s}, \alpha_{t}\right)\right)\right|=0\);
(2) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \delta_{1}, \alpha_{t}\right)\right)\right| \equiv 1(\bmod p)\);
(3) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \alpha_{s}, \delta_{2}\right)\right)\right| \equiv 1(\bmod p)\);
(4) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \delta_{1}, \delta_{2}\right)\right)\right| \equiv 1(\bmod p)\).

Proof. The cycle \(C\) is a nc-walk. Therefore by Lemma 10 items (1), (2), and (3) hold. For item (4) note that \(\operatorname{deg}\left(\gamma_{i}\right) \equiv 1(\bmod p)\) for all \(i \in[k]\), therefore
\[
\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \gamma_{1}, \gamma_{k}\right)\right)\right|=1+\sum_{i=1}^{k}\left(\operatorname{deg}\left(\gamma_{i}\right)-1\right)=1+0 \equiv 1 \quad(\bmod p)
\]

By Lemma 14 gadget \(\mathcal{K}\) satisfies properties (iv), (v), (vi), and (vii) of hardness gadgets.
For vertex gadgets we take \(\mathcal{J}_{L}, \mathcal{J}_{R}\) (which are just edges) defined in Section 5.2, with \(\alpha=\beta=\theta\), see Fig 3. By Lemma 11, these gadgets satisfy properties (ii) and (iii) of hardness gadgets.

Finally, by Theorem \(7 \#_{p} B I S_{\lambda_{1}, \lambda_{2}}\) is Turing reducible to \(\#_{p} \operatorname{PartHom}(H)\).


Figure 3 Hardness gadgets corresponding to a cycle \(C=\theta \gamma_{1} \cdots \gamma_{k} \theta\). The vertex gadgets \(\mathcal{J}_{L}\) and \(\mathcal{J}_{R}\) are shown by dot-dashed lines. The pinning function is shown by dashed lines.

Case 2.2. The vertex \(\theta\) is not on any cycle.
Since \(H\) is not a tree, it contains at least one cycle; let \(C\) be such a cycle. Let \(P=\) \(\gamma_{0} \gamma_{k+1} \gamma_{k+2} \cdots \gamma_{k+k^{\prime}} \theta\) be a shortest path from a vertex \(\gamma\) on cycle \(C=\gamma_{0} \gamma_{1} \gamma_{2} \cdots \gamma_{k} \gamma_{0}\) to \(\theta\). Note that \(\operatorname{deg}\left(\gamma_{i}\right) \equiv 1(\bmod p)\) for all \(\gamma_{i}, i \in\left\{0, \ldots, k+k^{\prime}\right\}\). Edge gadget \(\mathcal{K}\) in this case is based on the walk \(W=\theta \gamma_{k+k^{\prime}} \cdots \gamma_{k+2} \gamma_{k+1} \gamma_{0} \gamma_{1} \gamma_{2} \cdots \gamma_{k} \gamma_{k+1} \gamma_{k+2} \cdots \gamma_{k+k^{\prime}} \theta\). Note that, \(W\) is an nc-walk. More precisely, the gadget \(\mathcal{K}=(K, \tau)\) is defined as follows:
- \(V(K)=\{s, t\} \cup\left\{v_{i}, u_{i}: i \in\left[k+2 k^{\prime}+2\right]\right\} ;\)
- \(E(K)=\left\{v_{i} v_{i+1}: i \in\left[k+2 k^{\prime}+1\right]\right\} \cup\left\{v_{i} u_{i}: i \in\left[k+2 k^{\prime}+2\right]\right\} \cup\left\{s v_{1}, v_{k+2 k^{\prime}+1} t\right\} ;\)
- the pinning function is given by
\[
\tau\left(u_{i}\right)= \begin{cases}\gamma_{k+k^{\prime}+1-i} & 1 \leq i \leq k^{\prime} \\ \gamma_{i-k^{\prime}-1} & k^{\prime}+1 \leq i \leq k+k^{\prime}+1 \\ \gamma_{0} & i=k+k^{\prime}+2 \\ \gamma_{i-k^{\prime}-2} & k+k^{\prime}+3 \leq i \leq k+2 k^{\prime}+2\end{cases}
\]

Set \(\delta_{1}=\delta_{2}=\gamma_{k+k^{\prime}}\) and \(\Delta_{1}=\Delta_{2}=N_{H}(\theta)\). These parameters satisfy property (i) of hardness gadgets, \(\operatorname{because} \operatorname{deg}(\theta) \not \equiv 1(\bmod p)\). As \(W\) is an nc-walk, by Lemma 10 for any \(\alpha \in N_{H}(\theta)-\gamma_{k+k^{\prime}}\), we have
(1) \(|\operatorname{Hom}((\mathcal{K}, s, t),(H, \alpha, \alpha))|=0\);
(2) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \gamma_{k+k^{\prime}}, \alpha\right)\right)\right| \equiv 1(\bmod p)\);
(3) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \alpha, \gamma_{k+k^{\prime}}\right)\right)\right| \equiv 1(\bmod p)\).

Also, \(\operatorname{deg}\left(\gamma_{i}\right) \equiv 1(\bmod p)\) for all \(i \in\left[k+k^{\prime}\right] \cup\{0\}\). Therefore
\[
\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \gamma_{k+k^{\prime}}, \gamma_{k+k^{\prime}}\right)\right)\right|=1+\sum_{i=1}^{k+k^{\prime}}\left(\operatorname{deg}\left(\gamma_{i}\right)-1\right)=1+0 \equiv 1 \quad(\bmod p)
\]

Hence,
(4) \(\left|\operatorname{Hom}\left((\mathcal{K}, s, t),\left(H, \gamma_{k+k^{\prime}}, \gamma_{k+k^{\prime}}\right)\right)\right| \equiv 1(\bmod p)\).

Thus the gadget \(\mathcal{K}\) satisfies properties (iv), (v), (vi), and (vii) of hardness gadgets.
Finally, for vertex gadgets we again use gadgets \(\mathcal{J}_{L}, \mathcal{J}_{R}\) introduced in Section 5.2, with \(\alpha=\beta=\theta\), see Fig 4. By Lemma 11, these gadgets satisfy properties (ii) and (iii) of hardness gadgets. Thus, by Theorem \(7 \#_{p} B I S_{\lambda_{1}, \lambda_{2}}, \lambda_{1}=\lambda_{2}=\left|N_{H}(\theta)\right|-1\) is Turing reducible to \(\#{ }_{p}\) PartHom \((H)\).


Figure 4 Gadget \(\mathcal{K}\) based on the nc-walk \(W=\theta \gamma_{k+k^{\prime}} \cdots \gamma_{k+2} \gamma_{k+1} \gamma_{0} \gamma_{1} \gamma_{2} \cdots \gamma_{k}\) \(\gamma v_{k+1} \gamma_{k+2} \cdots \gamma_{k+k^{\prime}} \theta\). The vertex gadgets \(\mathcal{J}_{L}\) and \(\mathcal{J}_{R}\) corresponding to \(\theta\) are shown by dot-dashed lines. The pinning function is shown by dashed lines.

Case 3. For every vertex \(\gamma \in V(H)\) it holds \(\operatorname{deg}(\gamma) \equiv 1(\bmod p)\).

By Lemma 13, \(H\) is not a tree, therefore it contains a cycle \(C=\theta \gamma_{1} \gamma_{2} \cdots \gamma_{k} \theta\) such that \(k \geq 3\). Set \(\delta_{1}=\gamma_{1}, \delta_{2}=\gamma_{k}\) and \(\Delta_{1}=\Delta_{2}=\left\{\gamma_{1}, \gamma_{k}\right\}\). These parameters satisfy property (i) of hardness gadget, because \(\left|\Delta_{1}\right|=\left|\Delta_{2}\right| \not \equiv 1(\bmod p)\). An edge gadget \(\mathcal{K}\) is based on this cycle \(C\). Since \(\operatorname{deg}(\gamma) \equiv 1(\bmod p)\) for every \(\gamma \in V(H)\), as in Lemma 14 by Lemma \(10 \mathcal{K}\) satisfies properties (iv), (v), (vi), and (vii) of hardness gadgets.

For vertex gadgets we choose \(\mathcal{J}_{C L}, \mathcal{J}_{C R}\) defined in Section 5.2, see Fig 5. By Lemma 12, these gadgets satisfy properties (ii) and (iii) of hardness gadgets. Therefore, by Theorem 7, \(\#_{p} B I S_{\lambda_{1}, \lambda_{2}}, \lambda_{1}=\lambda_{2}=\left|\left\{\gamma_{1}, \gamma_{k}\right\}\right|-1=1\) is Turing reducible to \(\#_{p} \operatorname{PartHom}(H)\).


Figure 5 Hardness gadgets based on cycle \(C=\theta \gamma_{1} \cdots \gamma_{k} \theta\).
On the left are the vertex gadgets \(\mathcal{J}_{C L}\) and \(\mathcal{J}_{C R}\) shown by dot-dashed lines. \(\mathcal{J}_{C L}\) is the cycle containing vertex \(s\), and \(\mathcal{J}_{C R}\) is the cycle containing vertex \(t\). The remaining vertices of the gadgets are not labelled. The pinning function is shown by dashed lines.
On the right, the edge gadget \(\mathcal{K}\) is highlighted. Again, the pinning function is represented by dashed lines.

Note that the reduction in Case 3 can also be used to prove the result in Case 2.2, as it only depends on the existence of a cycle all of whose vertices have degrees \(\equiv 1(\bmod p)\). We, however, believe that the construction in Case 2.2 is simple, more transparent and deserves being considered.
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\begin{abstract}
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\section*{1 Introduction}

The Constraint Satisfaction Problem (CSP) asks to decide the existence of a homomorphism between two given relational structures (or to find the number of such homomorphisms). It has been used to model a vast variety of combinatorial problems and has attracted much attention. Since the general CSP is NP-complete (\#P-complete in the counting case) and because one needs to model specific computational problems, various restricted versions of the CSP have been considered. More precisely, let \(\mathcal{C}\) and \(\mathcal{D}\) be two classes of relational structures. In this paper we will assume that structures from \(\mathcal{C}, \mathcal{D}\) only have predicate symbols of bounded arity. The constraint satisfaction problem (CSP) parametrised by \(\mathcal{C}\) and \(\mathcal{D}\) is the following computational problem, denoted by \(\operatorname{CSP}(\mathcal{C}, \mathcal{D})\) : given \(\mathbf{A} \in \mathcal{C}\) and \(\mathbf{B} \in \mathcal{D}\), is there a homomorphism from \(\mathbf{A}\) to \(\mathbf{B}\) ? CSPs in which both input structures are restricted have not received much attention (with a notable exception of matrix partitions [19, 20] and assorted graph problems on restricted classes of graphs). However, the two most
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natural restrictions have been intensively studied over the last two decades. Let - denote the class of all (bounded-arity) relational structures, or, equivalently, indicate that there are no restrictions on the corresponding input structure.

Problems of the form \(\operatorname{CSP}(-,\{\mathbf{B}\})\), where \(\mathbf{B}\) is a fixed finite relational structure, are known as nonuniform or language-restricted CSPs [33]. For instance, if \(\mathbf{B}=K_{3}\) is the complete graph on 3 vertices then \(\operatorname{CSP}(-,\{\mathbf{B}\})\) is the standard 3-Colouring problem [27]. The study of nonuniform CSPs has been initiated by Schaefer [38] who considered the case of \(\operatorname{CSP}(-,\{\mathbf{B}\})\) for 2-element structures \(\mathbf{B}\). The complexity of \(\operatorname{CSP}(-,\{\mathbf{H}\})\), for a fixed graph \(\mathbf{H}\), was studied under the name of \(\mathbf{H}\)-colouring by Hell and Nešetřil [32]. General nonuniform CSPs have been studied extensively since the seminal paper of Feder and Vardi [21] who in particular proposed the so-called Dichotomy Conjecture stating that every nonuniform CSP is either solvable in polynomial time or is NP-complete. The complexity of nonuniform CSPs has been resolved only recently in two independent papers by Bulatov [3] and Zhuk [39], which confirmed the dichotomy conjecture of Feder and Vardi and also its algebraic version [4].

CSPs restricted on the other side, that is, of the form \(\operatorname{CSP}(\mathcal{C},-)\), where \(\mathcal{C}\) is a fixed (infinite) class of finite relational structures, are known as structurally-restricted CSPs. For instance, if \(\mathcal{C}=\cup_{k \geq 1}\left\{K_{k}\right\}\) is the class of cliques of all sizes then \(\operatorname{CSP}(\mathcal{C},-)\) is the standard Clique problem [27]. In this case the complexity of CSPs is related to various "width" parameters of the associated class of graphs. For a relational structure A let \(G(\mathbf{A})\) denote the Gaifman graph of \(\mathbf{A}\), that is, the graph whose vertices are the elements of \(\mathbf{A}\), and vertices \(v, w\) are connected with an edge whenever \(v\) and \(w\) occur in the same tuple of some relation of \(\mathbf{A}\). Then \(G(\mathcal{C})\) denotes the class of Gaifman graphs of structures from \(\mathcal{C}\), and we refer to the treewidth of \(G(\mathbf{A})\) as the treewidth of A. Dalmau, Kolaitis, and Vardi showed that \(\operatorname{CSP}(\mathcal{C},-)\) is in PTIME if \(\mathcal{C}\) has bounded treewidth modulo homomorphic equivalence [10]. Grohe then showed that, assuming FPT \(\neq \mathrm{W}[1]\), there are no other cases of (bounded arity) \(\operatorname{CSP}(\mathcal{C},-)\) solvable in polynomial time (or even fixed-parameter time, where the parameter is the size of the left-hand side structure) [29]. The case of structures with unbounded arity was extensively studied by Gottlob et al. who introduced the concept of bounded hypertree width in an attempt to characterise structurally restricted CSPs solvable in polynomial time [28]. The search for a right condition is still going on, and the most general structural property that guarantees that \(\operatorname{CSP}(\mathcal{C},-)\) is solvable in polynomial time is fractional hypertree width introduced by Grohe and Marx [30].

An important problem related to the CSP is counting: Given a CSP instance, that is, two relational structures \(\mathbf{A}\) and \(\mathbf{B}\), find the number of homomorphisms from \(\mathbf{A}\) to \(\mathbf{B}\). We again consider restricted versions of this problem. More precisely, for two classes \(\mathcal{C}\) and \(\mathcal{D}\) of relational structures, \(\# \operatorname{CSP}(\mathcal{C}, \mathcal{D})\) denotes the following computational problem: given \(\mathbf{A} \in \mathcal{C}\) and \(\mathbf{B} \in \mathcal{D}\), how many homomorphisms are there from \(\mathbf{A}\) to \(\mathbf{B}\) ? This problem is referred to as a counting CSP. Similar to decision CSPs, problems of the form \(\# \operatorname{CSP}(-, \mathcal{D})\) and \# \(\operatorname{CSP}(\mathcal{C},-)\) are the two most studied ways to restrict the counting CSP, and the research on these problems follows a similar pattern as their decision counterparts.

For a fixed finite relational structure \(\mathbf{B}\), the complexity of the nonuniform problem \(\# \operatorname{CSP}(-,\{\mathbf{B}\})\) was characterised for graphs by Dyer and Greenhill [17] and for 2-element structures by Creignou and Hermann [8]. The complexity of the general nonuniform counting CSPs was resolved by Bulatov [5] and Dyer and Richerby [18]. As in the case of the decision version the complexity of nonuniform counting CSPs is determined by their algebraic properties, and every such CSP is either solvable in polynomial time or is \#P-complete. These dichotomy results were later extended to the case of weighted counting CSP, for which Cai and Chen obtained a complexity classification of counting CSPs with complex weights [6].

The complexity of counting CSPs with restrictions on the left hand side structures also turns out to be related to treewidth. Flum and Grohe showed that \(\# \operatorname{CSP}(\mathcal{C},-)\) is solvable in polynomial time if \(\mathcal{C}\) has bounded treewidth [22]. Dalmau and Jonsson then showed that, assuming \(\mathrm{FPT} \neq \# \mathrm{~W}[1]\), there are no other cases of (bounded arity) \(\# \mathrm{CSP}(\mathcal{C},-)\) solvable exactly in polynomial time (or, again, even fixed-parameter time) [9]. Note that the result of Dalmau and Jonsson states that the class \(\mathcal{C}\) itself has to be of bounded treewidth, while in Grohe's characterisation of polynomial-time solvable decision CSPs of the form CSP ( \(\mathcal{C},-)\) it is the class of cores of structures from \(\mathcal{C}\) that has to have bounded treewidth. To the best of our knowledge there has been no research on counting problems over structures of unbounded arity except for the work of Brault-Baron et al., who showed that the (unbounded arity) structurally-restricted \(\# \operatorname{CSP}(\mathcal{C},-)\) are solvable in polynomial time for the class \(\mathcal{C}\) of \(\beta\)-acyclic hypergraphs [2]. \({ }^{1}\)

The results we have mentioned so far concern exact counting; however, many applications of counting problems allow for approximation algorithms as well. For nonuniform CSPs the complexity landscape is much more complicated than the dichotomy results for decision CSPs or exact counting. The analogue of "easily solvable" problems in this case are those that admit a Fully Polynomial Randomised Approximation Scheme (FPRAS): a randomised algorithm that, given an instance and an error tolerance \(\varepsilon \in(0,1)\) returns in time polynomial in the size of the instance and \(\varepsilon^{-1}\) a result which is with high probability a multiplicative \((1+\varepsilon)\) approximation of the exact solution. The parametrised version of this algorithmic model is known as a Fixed Parameter Tractable Randomised Approximation Scheme (FPTRAS). Beyond counting nonuniform CSPs, however, it was conjectured by Dyer et al. [15] that there is an infinite hierarchy of approximation complexities attainable by such problems. Only a handful of results exist for the approximation complexity of counting nonuniform CSPs. The approximation complexity of \(\# \operatorname{CSP}(-,\{\mathbf{B}\})\) for 2-element structures \(\mathbf{B}\) was characterised by Dyer at al. [16], where a trichotomy theorem was proved: for every 2-element structure \(\mathbf{B}\) the problem \(\# \operatorname{CSP}(-,\{\mathbf{B}\})\) either admits an FPRAS, or is interreducible with \#SAT or with the problem \#BIS of counting independent sets in bipartite graphs. Apart from this only partial results are known. If \(\mathbf{B}\) is a connected graph and \(\# \operatorname{CSP}(-,\{\mathbf{B}\})\) does not admit an FPRAS, then Galanis, Goldberg and Jerrum [25] showed that \(\# \operatorname{CSP}(-,\{\mathbf{B}\})\) is at least as hard as \#BIS. Also, if every unary relation is a part of \(\mathbf{B}\) a complexity classification of \(\# \operatorname{CSP}(-,\{\mathbf{B}\})\) can be extracted from the results of Chen et al. [7], \({ }^{2}\) see also [26].

\section*{Our Contribution}

It should be clear by now that the picture painted by the short survey above misses one piece: the approximation complexity of structurally restricted CSPs. This is the main contribution of this paper.

Let \(\mathcal{C}\) be a class of bounded-arity relational structures. If the treewidth of \(\mathcal{C}\) modulo homomorphic equivalence is unbounded then, by Grohe's result [29], it is hard to test for the existence of a homomorphism from \(\mathbf{A}\) to \(\mathbf{B}\), where \(\mathbf{A} \in \mathcal{C}\), for any instance \(\mathbf{A}, \mathbf{B}\) of \(\operatorname{CSP}(\mathcal{C},-)\). Using standard techniques (see, e.g., the proof of [34, Proposition 3.16]), this implies, assuming that \(\mathrm{FPT} \neq \# \mathrm{~W}[1]\) (under randomised parametrised reductions [14]), that

\footnotetext{
1 Brault-Baron et al. [2] show their tractability results for so-called CSPs with default values, which in particular includes \(\# \operatorname{CSP}(\mathcal{C},-)\) as defined here.
\({ }^{2}\) Chen et al. [7] studied the weighted version of \(\# \operatorname{CSP}(-,\{\mathbf{B}\})\), and although their result does not provide a complete characterisation of the weighted problem, it allows to determine the complexity of \(\# \operatorname{CSP}(-,\{\mathbf{B}\})\) as defined here.
}
there is not an FPTRAS for \(\# \operatorname{CSP}(\mathcal{C},-)\), let alone an FPRAS. Consequently, the tractability boundary for approximate counting of \(\# \operatorname{CSP}(\mathcal{C},-)\) lies between bounded treewidth and bounded treewidth modulo homomorphic equivalence.

As our main result, we show that for \(\mathcal{C}\) such that a certain class of graphs (to be defined later) is a subset of \(G(\mathcal{C}), \# \operatorname{CSP}(\mathcal{C},-)\) cannot be solved even approximately for \(\mathcal{C}\) of unbounded treewidth, assuming FPT \(\neq \mathrm{W}[1]\) (under randomised parametrised reductions). Before we introduce the classes of graphs we use, we review how the hardness of \(\operatorname{CSP}(\mathcal{C},-)\) or \(\# \operatorname{CSP}(\mathcal{C},-)\) is usually proved.

We follow the hardness proof of Grohe for decision CSPs [29], which was lifted to exact counting CSPs by Dalmau and Jonsson [9]. In fact Grohe's result had an important precursor [31]. The key idea is a reduction from the parametrised Clique problem to \(\operatorname{CSP}(\mathcal{C},-)\). Let \(G=(V, E)\) and \(k\) be an instance of the \(p\)-Clique problem, where \(k\) is the parameter. Broadly speaking, the reduction works as follows. For a class of unbounded treewidth, the Excluded Grid Theorem of Robertson and Seymour [37] guarantees the existence of the \(\left(k \times\binom{ k}{2}\right.\) )-grid (as a minor of some structure \(\mathbf{A} \in \mathcal{C}\) ), which is used to encode the existence of a \(k\)-clique in \(G\) as a certain structure \(\mathbf{B}\). The encoding usually means that \(G\) has a \(k\)-clique if and only if there is a homomorphism from \(\mathbf{A}\) to \(\mathbf{B}\) whose image covers a copy of the grid built in \(\mathbf{B}\). For decision CSPs, the correctness of the reduction - that there are no homomorphisms from \(\mathbf{A}\) to \(\mathbf{B}\) not satisfying this condition - is achieved by dealing with coloured grids [31] or by dealing with structures whose cores have unbounded treewidth (with another complication caused by minor maps) [29]. For the complexity of exact counting CSPs, the correctness of the reduction [9] is achieved by employing interpolation or the inclusion-exclusion principle, a common tool in exact counting.

None of these two methods can be applied to approximate solving \(\# \operatorname{CSP}(\mathcal{C},-)\). We cannot assume that the class of cores of \(\mathcal{C}\) has unbounded treewidth, because then by [29] even the decision problem cannot be solved in polynomial time, which immediately rules out the existence of an FPRAS. Interpolation techniques such as the inclusion-exclusion principle are also well known to be incompatible with approximate counting. The standard tool in approximate counting to achieve the same goal of prohibiting homomorphisms except ones from a certain restricted type, is to use gadgets to amplify the number of homomorphisms of the required type. We give a reduction from \(p\) - \#Clique to \(\# \operatorname{CSP}(\mathcal{C},-)\) by using "fangrids", formally introduced in Section 3.3. Unfortunately, due to the delicate nature of approximation preserving reductions, we cannot use minors and minor maps and have to assume that "fan-grids" themselves are present in \(G(\mathcal{C})\). (In Section 5, we will briefly discuss how a weaker assumption can be used to obtain the same result.) By the Excluded Grid Theorem [37], if \(\mathcal{C}\) is closed under taking minors, then \(G(\mathcal{C})\) contains all the fan-grids (details are given in Section 3.3 and in particular in Lemma 4). Thus, the classes \(\mathcal{C}\) for which we establish the hardness of \(\# \operatorname{CSP}(\mathcal{C},-)\) includes the classes \(\mathcal{C}\) that are closed under taking minors. \({ }^{3}\)

\footnotetext{
3 We remark that the hardness for \(\mathcal{C}\) closed under taking minors follows from Grohe's classification [29] of decision CSPs. Indeed, for \(\mathcal{C}\) of unbounded treewidth, the Excluded Grid Theorem [37] gives grids of arbitrary sizes. Since every planar graph is a minor of some grid [11], \(\mathcal{C}\) contains all planar graphs. As there exist graphs of arbitrary large treewidth that are also minimal with respect to homomorphic equivalence, Grohe's result gives \(\mathrm{W}[1]\)-hardness of \(\operatorname{CSP}(\mathcal{C},-)\) and hence \# \(\mathrm{CSP}(\mathcal{C},-)\) cannot have an FPRAS/FPTRAS.
}

\section*{2 Preliminaries}
\(\mathbb{N}\) denotes the set of positive integers. For every \(n \in \mathbb{N}\), we let \([n]=\{1, \ldots, n\}\).

\subsection*{2.1 Relational Structures and Homomorphisms}

A relational signature is a finite set \(\tau\) of relation symbols \(R\), each with a specified arity \(\operatorname{ar}(R)\). A relational structure \(\mathbf{A}\) over a relational signature \(\tau\) (or a \(\tau\)-structure, for short) is a finite universe \(A\) together with one relation \(R^{\mathbf{A}} \subseteq A^{\operatorname{ar}(R)}\) for each symbol \(R \in \tau\). The size \(\|\mathbf{A}\|\) of a relational structure \(\mathbf{A}\) is defined as
\[
\|\mathbf{A}\|=|\tau|+|A|+\sum_{R \in \tau}\left|R^{\mathbf{A}}\right| \cdot \operatorname{ar}(R)
\]

Let \(R\) be a binary relational symbol. We will sometimes view graphs as \(\{R\}\)-structures.
A homomorphism from a relational \(\tau\)-structure \(\mathbf{A}\) (with universe \(A\) ) to a relational \(\tau\)-structure \(\mathbf{B}\) (with universe \(B\) ) is a mapping \(\varphi: A \rightarrow B\) such that for all \(R \in \tau\) and all tuples \(\mathbf{x} \in R^{\mathbf{A}}\) we have \(\varphi(\mathbf{x}) \in R^{\mathbf{B}}\).

Two structures \(\mathbf{A}\) and \(\mathbf{B}\) are homomorphically equivalent if there is a homomorphism from \(\mathbf{A}\) to \(\mathbf{B}\) and a homomorphism from \(\mathbf{B}\) to \(\mathbf{A}\).

Let \(\mathcal{C}\) be a class of relational structures. We say that \(\mathcal{C}\) has bounded arity if there is a constant \(r \geq 1\) such that for every \(\tau\)-structure \(\mathbf{A} \in \mathcal{C}\) and \(R \in \tau\), we have that \(\operatorname{ar}(R) \leq r\).

\subsection*{2.2 Treewidth and Minors}

The notion of treewidth, introduced by Robertson and Seymour [36], is a well-known measure of the tree-likeness of a graph [11]. Let \(G=(V(G), E(G))\) be a graph. A tree decomposition of \(G\) is a pair \((T, \beta)\) where \(T=(V(T), E(T))\) is a tree and \(\beta\) is a function that maps each node \(t \in V(T)\) to a subset of \(V(G)\) such that
1. \(V(G)=\bigcup_{t \in V(T)} \beta(t)\),
2. for every \(u \in V(G)\), the set \(\{t \in V(T) \mid u \in \beta(t)\}\) induces a connected subgraph of \(T\), and
3. for every edge \(\{u, v\} \in E(G)\), there is a node \(t \in V(T)\) with \(\{u, v\} \subseteq \beta(t)\).

The width of the decomposition \((T, \beta)\) is \(\max \{|\beta(t)| \mid t \in V(T)\}-1\). The treewidth \(t w(G)\) of a graph \(G\) is the minimum width over all its tree decompositions.

Let \(\mathbf{A}\) be a relational structure over relational signature \(\tau\). The Gaifman graph (also known as primal graph) of \(\mathbf{A}\), denoted by \(G(\mathbf{A})\), is the graph whose vertex set is the universe of \(\mathbf{A}\) and whose edges are the pairs \((u, v)\) for which there is a tuple \(\mathbf{x}\) and a relation symbol \(R \in \tau\) such that \(u, v\) appear in \(\mathbf{x}\) and \(\mathbf{x} \in R^{\mathbf{A}}\).

Let \(\mathcal{C}\) be a class of relational structures. We say that \(\mathcal{C}\) has bounded treewidth if there exists \(w \geq 1\) such that \(t w(\mathbf{A})=t w(G(\mathbf{A})) \leq w\) for every \(\mathbf{A} \in \mathcal{C}\). We say that \(\mathcal{C}\) has bounded treewidth modulo homomorphic equivalence if there exists \(w \geq 1\) such that every \(\mathbf{A} \in \mathcal{C}\) is homomorphically equivalent to \(\mathbf{A}^{\prime}\) with \(t w\left(\mathbf{A}^{\prime}\right) \leq w\).

A graph \(H\) is a minor of a graph \(G\) if \(H\) is isomorphic to a graph that can be obtained from a subgraph of \(G\) by contracting edges (for more details, see, e.g., [11]).

For \(k, \ell \geq 1\), the \((k \times \ell)\)-grid is the graph with the vertex set \([k] \times[\ell]\) and an edge between \((i, j)\) and \(\left(i^{\prime}, j^{\prime}\right)\) iff \(\left|i-i^{\prime}\right|+\left|j-j^{\prime}\right|=1\). Treewidth and minors are intimately connected via the celebrated Excluded Grid Theorem of Robertson and Seymour.

Theorem 1 ([37]). For every \(k\) there exists a \(w(k)\) such that the \((k \times k)\)-grid is a minor of every graph of treewidth at least \(w(k)\).

Let \(\mathcal{C}\) be a class of relational structures. We say that \(\mathcal{C}\) if closed under taking minors if for every \(\mathbf{A} \in \mathcal{C}\) and for every minor \(H\) of \(G(\mathbf{A})\), there is a structure \(\mathbf{A}^{\prime} \in C\) such that \(G\left(\mathbf{A}^{\prime}\right)\) is isomorphic to \(H\).

\section*{3 Counting CSP}

\subsection*{3.1 Exact Counting CSP}

Let \(\mathcal{C}\) be a class of relational structures. We will be interested in the computational complexity of the following problem.

Name: \(\# \operatorname{CSP}(\mathcal{C},-)\)
Input: Two relational structures \(\mathbf{A}\) and \(\mathbf{B}\) over the same signature with \(\mathbf{A} \in \mathcal{C}\).
Output: The number of homomorphisms from \(\mathbf{A}\) to \(\mathbf{B}\).
We say that \(\# \operatorname{CSP}(\mathcal{C},-)\) is in FP , the class of function problems solvable in polynomial time, if there is a deterministic algorithm that solves any instance \(\mathbf{A}, \mathbf{B}\) of \(\# \mathrm{CSP}(\mathcal{C},-)\) in time \((\|\mathbf{A}\|+\|\mathbf{B}\|)^{O(1)}\).

We will also consider the parametrised version of \(\# \operatorname{CSP}(\mathcal{C},-)\).
Name: \(p-\# \operatorname{CSP}(\mathcal{C},-)\)
Input: Two relational structures \(\mathbf{A}\) and \(\mathbf{B}\) over the same signature with \(\mathbf{A} \in \mathcal{C}\).
Parameter: \(\|\mathbf{A}\|\).
Output: The number of homomorphisms from \(\mathbf{A}\) to \(\mathbf{B}\).
We say that \(p-\# \operatorname{CSP}(\mathcal{C},-)\) is in FPT , the class of problems that are fixed-parameter tractable, if there is a deterministic algorithm that solves any instance \(\mathbf{A}, \mathbf{B}\) of \(p\) - \(\# \mathrm{CSP}(\mathcal{C},-)\) in time \(f(\|\mathbf{A}\|) \cdot\|\mathbf{B}\|^{O(1)}\), where \(f: \mathbb{N} \rightarrow \mathbb{N}\) is an arbitrary computable function.

The class \(\mathrm{W}[1]\), introduced in [12], can be seen as an analogue of NP in parameterised complexity theory. Proving W[1]-hardness of a problem (under a parametrised reduction which may be randomised), is a strong indication that the problem is not solvable in fixedparameter time as it is believed that \(\mathrm{FPT} \neq \mathrm{W}[1]\). For counting problems, \(\# \mathrm{~W}[1]\) is the parametrised analogue of \#P. Similarly to the belief that FP \(\neq \# \mathrm{P}\), it is believed that FPT \(\neq \# \mathrm{~W}[1]\). We refer the reader to [24] for the definitions of \(\mathrm{W}[1]\) and \(\# \mathrm{~W}[1]\), and for more details on parameterised complexity in general.

Dalmau and Jonsson established the following result.
- Theorem 2 ([9]). Assume FPT \(\neq \# W[1]\) under parametrised reductions. Let \(\mathcal{C}\) be a recursively enumerable class of relational structures of bounded arity. Then, the following are equivalent:
1. \(\# \operatorname{CSP}(\mathcal{C},-)\) is in \(F P\).
2. \(p-\# \operatorname{CSP}(\mathcal{C},-)\) is in \(F P T\).
3. \(\mathcal{C}\) has bounded treewidth.

The following problem is an example of a \#W[1]-hard problem, as established by Flum and Grohe [23].

Name: p-\#Clique
Input: A graph \(G\) and \(k \in \mathbb{N}\).
Parameter: \(k\).
Output: The number of cliques of size \(k\) in \(G\).

Note that \(p\)-\#Clique can be modelled as \(p-\# \operatorname{CSP}(\mathcal{C},-)\) if we set \(\mathcal{C}\) to be the set of cliques of all possible sizes. The decision version of \(p\)-\#Clique was shown to be \(\mathrm{W}[1]\)-hard by Downey and Fellows [13].

Name: \(p\)-Clique
Input: A graph \(G\) and \(k \in \mathbb{N}\).
Parameter: \(k\).
Output: Decide if \(G\) contains a clique of size \(k\).

\subsection*{3.2 Approximate Counting CSP}

In view of our complete understanding of the exact complexity of \(\# \operatorname{CSP}(\mathcal{C},-)\) for \(\mathcal{C}\) of bounded arity (cf. Theorem 2), we will be interested in approximation algorithms for \#CSP \((\mathcal{C},-)\). In particular, are there any new classes \(\mathcal{C}\) of bounded arity for which the problem \(\# \operatorname{CSP}(\mathcal{C},-)\) can be solved efficiently (if only approximately)? We will provide a partial answer to this question (cf. Theorem 3): for certain general bounded-arity classes \(\mathcal{C}\) (which include classes that are closed under taking minors), the answer is no!

The notion of efficiency for approximate counting is that of a fully polynomial randomised approximation scheme [35] and its parametrised analogue, a fixed parameter tractable randomised approximation scheme, originally introduced by Arvind and Raman [1]. We now define both concepts.

A randomised approximation scheme (RAS) for a function \(f: \Sigma^{*} \rightarrow \mathbb{N}\) is a randomised algorithm that takes as input \((x, \varepsilon) \in \Sigma^{*} \times(0,1)\) and produces as output an integer random variable \(X\) satisfying the condition \(\operatorname{Pr}(|X-f(x)| \leq \varepsilon f(x)) \geq 3 / 4\). A RAS for a counting problem is called fully polynomial (FPRAS) if on input of size \(n\) it runs in time \(p\left(n, \varepsilon^{-1}\right)\) for some fixed polynomial \(p\). A RAS for a parametrised counting problem is called fixed parameter tractable (FPTRAS) if on input of size \(n\) with parameter \(k\) it runs in time \(f(k) \cdot p\left(n, \varepsilon^{-1}\right)\), where \(p\) is a fixed polynomial and \(f\) is an arbitrary computable function.

To compare approximation complexity of (parametrised) counting problems two types of reductions are used. Suppose \(f, g: \Sigma^{*} \rightarrow \mathbb{N}\). An approximation preserving reduction (AP-reduction) [15] from \(f\) to \(g\) is a probabilistic oracle Turing machine \(M\) that takes as input a pair \((x, \varepsilon) \in \Sigma^{*} \times(0,1)\), and satisfies the following three conditions: (i) every oracle call made by \(M\) is of the form \((w, \delta)\), where \(w \in \Sigma^{*}\) is an instance of \(g\), and \(0<\delta<1\) is an error bound satisfying \(\delta^{-1} \leq \operatorname{poly}\left(|x|, \varepsilon^{-1}\right)\); (ii) the TM \(M\) meets the specification for being a randomised approximation scheme for \(f\) whenever the oracle meets the specification for being a randomised approximation scheme for \(g\); and (iii) the running time of \(M\) is polynomial in \(|x|\) and \(\varepsilon^{-1}\).

Similar to [34] we also use the parametrised version of AP-reductions. Again, let \(f, g\) : \(\Sigma^{*} \rightarrow \mathbb{N}\). A parametrised approximation preserving reduction (parametrised AP-reduction) from \(f\) to \(g\) is a probabilistic oracle Turing machine \(M\) that takes as input a triple \((x, k, \varepsilon) \in\) \(\Sigma^{*} \times(0,1)\), and satisfies the following three conditions: (i) every oracle call made by \(M\) is of the form \(\left(w, k^{\prime}, \delta\right)\), where \(w \in \Sigma^{*}\) is an instance of \(g, k^{\prime} \leq h(k)\) for some computable function \(h\), and \(0<\delta<1\) is an error bound satisfying \(\delta^{-1} \leq \operatorname{poly}\left(|x|, \varepsilon^{-1}\right)\); (ii) the TM \(M\) meets the specification for being a randomised approximation scheme for \(f\) whenever the oracle meets the specification for being a randomised approximation scheme for \(g\); and (iii) \(M\) is fixed-parameter tractable with respect to \(k\) and polynomial in \(|x|\) and \(\varepsilon^{-1}\).


Figure 1 Fan-grid. Fan vertices are shown by larger dots.

\subsection*{3.3 Main Result}

The following concept plays a key role in this paper. Let \(k, r, \ell_{1}, \ell_{2} \in \mathbb{N}\). The fan-grid \(L\left(k, r, \ell_{1}, \ell_{2}\right)\) is a graph with vertex set \(L_{1} \cup L_{2}\), where \(L_{1}=\{(i, p) \mid i \in[k], p \in[r]\}\), \(L_{2}=M_{1} \cup \cdots \cup M_{12}\), where \(M_{1}, \ldots, M_{12}\) are disjoint and \(\left|M_{i}\right|=\ell_{1}\) for \(i \in[4]\), and \(\left|M_{i}\right|=\ell_{2}\) for \(i \in\{5, \ldots, 12\}\). Vertices from \(L_{1}\) will be called grid vertices. Vertices \(u_{1}=(1,1)\), \(u_{2}=(1, r), u_{3}=(k, 1), u_{4}=(k, r), u_{5}=(1,3), u_{6}=(1, r-3), u_{7}=(k, 3), u_{8}=(k, r-3)\), \(u_{9}=(3,1), u_{10}=(4, r), u_{11}=(k-2,1), u_{12}=(k-3, r)\) will be called fan vertices, and \(u_{1}, u_{2}, u_{3}, u_{4}\) will be called corner vertices. The edges of the fan grid are as follows: \((i, p)\left(i^{\prime}, p^{\prime}\right)\) for \(\left|i-i^{\prime}\right|+\left|p-p^{\prime}\right|=1\), and \(w u_{i}\) for each \(w \in M_{i}\) and \(i \in[12]\), see Figure 1.

We call a class \(\mathcal{C}\) of relational structures of bounded arity a fan class if either \(\mathcal{C}\) has bounded treewidth or for any parameters \(k, r, \ell_{1}, \ell_{2} \in \mathbb{N}\) we have that \(G(\mathcal{C})\) contains the fan-grid \(L\left(k, r, \ell_{1}, \ell_{2}\right)\).

The following is our main result.
- Theorem 3 (Main). Assume FPT \(\neq W[1]\) under randomised parametrised reductions. Let \(\mathcal{C}\) be a recursively enumerable class of relational structures of bounded arity. If \(\mathcal{C}\) is a fan class then the following are equivalent:
1. \(\# \operatorname{CSP}(\mathcal{C},-)\) is polynomial time solvable.
2. \(\# \operatorname{CSP}(\mathcal{C},-)\) admits an \(F P R A S\).
3. \(p-\# \operatorname{CSP}(\mathcal{C},-)\) admits an FPTRAS.
4. \(\mathcal{C}\) has bounded treewidth.

Let \(\mathcal{C}\) be a recursively enumerable class of relational structures of bounded arity and closed under taking minors. We claim that \(\mathcal{C}\) is a fan class and thus Theorem 3 applies to such \(\mathcal{C}\). For this we need Theorem 1. In particular, for any \(k, r, \ell_{1}, \ell_{2} \in \mathbb{N}\), if \(\mathcal{C}\) is not of bounded treewidth then, by Theorem \(1, G(\mathcal{C})\) contains an \((s \times s)\)-grid, where \(s=\max \left(k+2 \ell_{1}, r+2 \ell_{2}\right)\), and thus also a \(\left(k+2 \ell_{1}\right) \times\left(r+2 \ell_{2}\right)\)-grid. The following simple lemma then shows that fan-grids are minors of grids (of appropriate size).
- Lemma 4. \(L\left(k, r, \ell_{1}, \ell_{2}\right)\) is a minor of \(\left(t \times t^{\prime}\right)\)-grid, where \(t=k+2 \ell_{1}, t^{\prime}=r+2 \ell_{2}\).

\section*{4 Proof of Theorem 3}

Conditions (1) and (4) in Theorem 3 are equivalent by [9]. Implications " 1 ) \(\Rightarrow(2) \Rightarrow(3)\) " are obvious; implication " \((4) \Rightarrow(1)\) " is by the standard treewidth-based dynamic programming for exact counting. Our main contribution is to prove the " 3 ) \(\Rightarrow(4)\) " implication.

\subsection*{4.1 Construction}

Let \(G=(V, E)\) be a graph with \(n=|V|\) and \(m=|E|\). Let \(k \in \mathbb{N}\). We construct a graph \(H\left(G, k, W_{1}, W_{2}\right)\) for \(W_{1}, W_{2}>2(n+m)\) as follows. Let \(r=\binom{k}{2}\) and let \(\varrho\) be a correspondence between \([r]\) and the set of 2-element sets \(\{\{i, j\} \mid i, j \in[k], i \neq j\}\). For \(i \in[k]\) and \(p \in[r]\), we write \(i \in p\) rather than \(i \in \varrho(p)\). The vertex set of \(H\left(G, k, W_{1}, W_{2}\right)\) is the union of two sets \(H_{1} \cup H_{2}\), defined by
\[
\begin{aligned}
& H_{1}=\{(v, e, i, p) \mid v \in V, e \in E, \text { and } v \in e \Longleftrightarrow i \in p\} \\
& H_{2}=K_{1} \cup \cdots \cup K_{12}
\end{aligned}
\]
where \(K_{1}, \ldots, K_{12}\) are disjoint and \(\left|K_{i}\right|=W_{1}\) for \(i \in[4],\left|K_{i}\right|=W_{2}\) for \(i \in\{5, \ldots, 12\}\).
As in fan-grids, vertices of the form \((v, e, 1,1),(v, e, 1, r),(v, e, k, 1),(v, e, k, r),(v, e, 1,3)\), \((v, e, 1, r-3),(v, e, k, 3),(v, e, k, r-3),(v, e, 3,1),(v, e, 4, r),(v, e, k-2,1),(v, e, k-3, r)\) will be called fan vertices, and vertices of the form \((v, e, 1,1),(v, e, 1, r),(v, e, k, 1),(v, e, k, r)\) will be called corner vertices.

The edge set of \(H\left(G, k, W_{1}, W_{2}\right)\) consists of the following pairs:
- \((v, e, i, p)\left(v^{\prime}, e, i^{\prime}, p\right)\) such that \(\left|i-i^{\prime}\right|=1\);
- \((v, e, i, p)\left(v, e^{\prime}, i, p^{\prime}\right)\) such that \(\left|p-p^{\prime}\right|=1\);
- \(u(v, e, 1,1)\) for \(u \in S_{1} \subseteq K_{1}\) and \((v, e, 1,1) \in H_{1}\), where \(S_{1}\) is an arbitrary subset of \(K_{1}\) whose cardinality is such that the degree of \((v, e, 1,1)\) is exactly \(W_{1}\);
similarly, \(u(v, e, 1, r), u(v, e, k, 1), u(v, e, k, r), u(v, e, 1,3), u(v, e, 1, r-3), u(v, e, k, 3)\), \(u(v, e, k, r-3), u(v, e, 3,1), u(v, e, 4, r), u(v, e, k-2,1), u(v, e, k-3, r)\) for \(u \in S_{j} \subseteq K_{j}\) (for \(j=2, \ldots, 12\) in this order) and \((v, e, 1, r),(v, e, k, 1),(v, e, k, r),(v, e, 1,3),(v, e, 1, r-\) \(3),(v, e, k, 3),(v, e, k, r-3),(v, e, 3,1),(v, e, 4, r),(v, e, k-2,1),(v, e, k-3, r) \in H_{1}\), where \(S_{2}, \ldots, S_{12}\) are arbitrary subsets whose cardinality is such that the degree of \((v, e, 1, r),(v, e, k, 1),(v, e, k, r)\) is exactly \(W_{1}\) and the degree of the remaining vertices from the list is exactly \(W_{2}\).

Note that the sizes of sets \(K_{1}, \ldots, K_{12}\) are chosen in such a way that all the corner vertices have degree \(W_{1}\) and the remaining fan vertices have degree \(W_{2}\).

We study homomorphisms from \(L\left(k, r, \ell_{1}, \ell_{2}\right)\) to \(H\left(G, k, W_{1}, W_{2}\right)\). A homomorphism \(\varphi: L\left(k, r, \ell_{1}, \ell_{2}\right) \rightarrow H\left(G, k, W_{1}, W_{2}\right)\) is said to be corner-to-corner (or c-c for short) if
\[
\varphi(1,1), \varphi(1, r), \varphi(k, 1), \varphi(k, r) \in\{(v, e, 1,1),(v, e, 1, r),(v, e, k, 1),(v, e, k, r) \mid v \in V, e \in E\}
\]

Homomorphism \(\varphi\) is called identity (skew identity) if \(\varphi(i, p) \in\{(v, e, i, p) \mid v \in V, e \in E\}\) (respectively, \(\varphi(i, p) \in\{(v, e, k-i+1, p) \mid v \in V, e \in E\}\) ) for all \(i \in[k]\) and \(p \in[r]\).

We define the weight of a homomorphism \(\varphi\) from \(L\left(k, r, \ell_{1}, \ell_{2}\right)\) restricted to \(L_{1}\) (the set of grid vertices) to \(H\left(G, k, W_{1}, W_{2}\right)\) as the number of extensions of \(\varphi\) to a homomorphism from \(L\left(k, r, \ell_{1}, \ell_{2}\right)\).

\subsection*{4.2 Weights of Homomorphisms}

We start with a simple lemma.
- Lemma 5. The weight of an identity or skew identity homomorphism is \(W_{1}^{4 \ell_{1}} W_{2}^{8 \ell_{2}}\).

Proof. The images of grid vertices (the set \(L_{1}\) ) under identity and skew identity homomorphisms are fixed, while vertices from \(L_{2}\) can be mapped to any neighbour of the corresponding fan vertex independently. Since the degree of a corner vertex \((v, e, i, p)\) with \(i \in\{1, k\}\) and \(p \in\{1, r\}\) is \(W_{1}\), and the degree of any other fan vertex is \(W_{2}\), the result follows.

The next lemma, which can proved using Lemma 5, is essentially [9, Lemma 3.1] adapted to our setting, which in turn builds on [29, Lemma 4.4].
- Lemma 6. Let \(N\) be the number of \(k\)-cliques in \(G\). Then there are \(2 N W_{1}^{4 \ell_{1}} W_{2}^{8 \ell_{2}} k!\) identity and skew identity homomorphisms.

Next we establish an upper bound on the total weight of homomorphisms that are neither identity nor skew identity.
- Lemma 7. Let \(G=(V, E)\) has \(n=|V|\) vertices and \(m=|E|\) edges, let \(k=4 k^{\prime}\) for some \(k^{\prime}\), and let \(T=\log _{W_{2}} W_{1}\). If
\[
\ell_{1}>\frac{8 T \ell_{2}}{T-1}
\]
then the total weight of homomorphisms that are neither identity nor skew identity is at most
\[
W_{1}^{4 \ell_{1}} W_{2}^{6 \ell_{2}}(2 n+m)^{2 \ell_{2}} \cdot\left(4 W_{1}+8 W_{2}+n m k r\right)^{k r} .
\]

The key ideas in the proof of Lemma 7 are the following: Firstly, we show that c-c homomorphisms dominate non-c-c homomorphisms. Secondly, using crucially the special structure of fan grids and our choice of \(k\) being a multiple of four, we establish an upper bound on any c-c homomorphism that is neither identity nor skew identity. Finally, we give an upper bound on the number of all homomorphisms. These three ingredients together allows us to establish the required bound.

We now have all results required to relate the number of \(k\)-cliques in a given graph \(G\) and the number of homomorphisms from \(L\left(k, r, \ell_{1}, \ell_{2}\right)\) to \(H\left(G, K, W_{1}, W_{2}\right)\), for appropriately chosen values of \(\ell_{1}, \ell_{2}, W_{1}, W_{2}\).
- Lemma 8. Let \(N \geq 0\) be the number of \(k\)-cliques in \(G\), where \(k=4 k^{\prime}\) for some \(k^{\prime}\), \(n=V(G), m=E(G)\), and \(2 n+m>6\). Let \(M=M\left(\ell_{1}, \ell_{2}, W_{1}, W_{2}\right)\) be the number of homomorphisms from \(L\left(k, r, \ell_{1}, \ell_{2}\right)\), \(r=\binom{k}{2}\), to \(H\left(G, k, W_{1}, W_{2}\right)\). If \(W_{2}=(2 n+m)^{2}\), \(W_{1}=W_{2}^{2}, \ell_{2}=8 k r\), and \(\ell_{1}=17 \ell_{2}\), then we have
\[
N<\frac{M}{2 W_{1}^{4 \ell_{1}} W_{2}^{8 \ell_{2}} k!}<N+\frac{1}{2}
\]

Finally, as Lemmas 7 and 8 are only proved for \(k=4 k^{\prime}\), we need to show that the problem for other values of the parameter can be reduced to \(k\) of such form. The following lemma takes care of that. Let \(4 p\)-\#Clique denote the following problem

Name: \(4 p\)-\#CliQue
Input: A graph \(G\) and \(k \in \mathbb{N}\).
Parameter: \(k\).
Output: The number of cliques of size \(4 k\) in \(G\).
- Lemma 9. There is a parametrised AP-reduction from p-\#Clique to \(4 p\)-\#Clique.

In particular, Lemma 9 establishes \#W[1]-hardness of the \(4 p\)-\#Clique problem.

\subsection*{4.3 Putting the Pieces Together}

Proof of Theorem 3. As we mentioned earlier, conditions (1) and (4) are equivalent, the implications " \((1) \Rightarrow(2) \Rightarrow(3)\) " are trivial and the implication " \((4) \Rightarrow(1)\) " is known: if \(\mathcal{C}\) has bounded treewidth then, by [22, Proposition 7\(], \# \operatorname{CSP}(\mathcal{C},-)\) belongs to FP.

The rest of the proof establishes " \((3) \Rightarrow(4)\) ". Assume that \(\# \operatorname{CSP}(\mathcal{C},-)\) admits an FPTRAS for a fan class \(\mathcal{C}\). Our goal is to show that \(\mathcal{C}\) has bounded treewidth. For the sake of contradiction, assume that \(\mathcal{C}\) has unbounded treewidth. We will exhibit a parametrised reduction from \(p\) - \(\#\) Clique to \(p\) - \(\# \operatorname{CSP}(\mathcal{C},-)\), which gives an FPTRAS for \(p\)-\#Clique assuming an \(\operatorname{FPTRAS}\) for \(p-\# \operatorname{CSP}(\mathcal{C},-)\). Under the assumption that \(\mathrm{FPT} \neq \mathrm{W}[1]\) (under randomised parametrised reductions [14]), the W[1]-hardness of \(p\)-Clique established in [13] implies, by [34, Corollary 3.17], the non-existence of an FPTRAS for the \(p\)-\#Clique problem, a contradiction.

Let \(G=(V, E)\) and \(k\) be an instance of the \(p\)-\#Clique problem. By Lemma 9 , we can assume that \(k=4 k^{\prime}\). First, we show that if \(G\) has any \(k\)-cliques at all, it can be assumed to have many \(k\)-cliques. Let \(s \in \mathbb{N}\) and \(G_{s}\) is defined as follows. \(V\left(G_{s}\right)=\left\{v_{1}, \ldots, v_{s} \mid v \in V\right\}\) and \(v_{i} w_{j} \in E\left(G_{s}\right)\), for \(v, w \in V\) and \(i, j \in[s]\), if and only if \(v w \in E\). In other words, every vertex \(v\) of \(G\) is replaced with \(s\) distinct vertices \(v_{1}, \ldots, v_{s}\), and every edge \(v w\) is replaced with a complete bipartite graph \(K_{s, s}\).
\(\triangleright\) Claim 1. If \(N\) is the number of \(k\)-cliques in \(G\), then \(G_{s}\) contains \(s^{k} N k\)-cliques.
Proof of Claim 1. As is easily seen, for any indices \(i_{1}, \ldots, i_{k} \in[s]\) the vertices \(v_{i_{1}}^{1}, \ldots, v_{i_{k}}^{k}\) induce a clique in \(G_{s}\) if and only if \(v^{1}, \ldots, v^{k}\) is a clique in \(G\). Moreover, no clique in \(G_{s}\) contains vertices \(v_{i}, v_{j}\) for \(v \in V\) and \(i, j \in[s]\). The result follows.

For a given instance \(G=(V, E), k\) of \(p\)-\#Clique and error tolerance \(\varepsilon \in(0,1)\) using Claim 1, we first reduce it to the instance \(G_{s}, k\) of \(p\)-\#Clique, where
\[
s>\left(\frac{1+\varepsilon / 2}{\varepsilon}\right)^{\frac{1}{k}}
\]

Such a choice of \(s\) guarantees that if \(G_{s}\) contains any \(k\)-clique, it contains at least \(\frac{1+\varepsilon / 2}{\varepsilon}\) \(k\)-cliques. For simplicity we will have this assumption directly for \(G\). We will also assume that if \(n=|V|\) and \(m=|E|\), then \(2 n+m>6\).

Now we construct an instance \(\mathbf{A}, \mathbf{B}\) of \(p\) - \(\# \operatorname{CSP}(\mathcal{C},-)\) such that an \(\varepsilon / 2\)-approximation of the number of homomorphisms from \(\mathbf{A}\) to \(\mathbf{B}\) yields an \(\varepsilon\)-approximation of the number of \(k\)-cliques in \(G\). Structures \(\mathbf{A}, \mathbf{B}\) will be chosen to be (essentially) \(\mathbf{A}=L\left(k, r, \ell_{1}, \ell_{2}\right)\) and \(\mathbf{B}=H\left(G, k, W_{1}, W_{2}\right)\), where the parameters \(\ell_{1}, \ell_{2}, W_{1}, W_{2}\) are set according to Lemma 8. Let \(r=\binom{k}{2}, \ell_{1}=17 \ell_{2}\), and \(\ell_{2}=8 k r\).

Since \(\mathcal{C}\) is a fan class and we assume that \(\mathcal{C}\) is not of bounded treewidth, there is a structure \(\mathbf{A}\) in \(\mathcal{C}\) such that \(L\left(k, r, \ell_{1}, \ell_{2}\right)\) is the Gaifman graph \(G(\mathbf{A})\) of \(\mathbf{A}\).

We enumerate the class \(\mathcal{C}\) until we find such an \(\mathbf{A}\). Since \(L\left(k, r, \ell_{1}, \ell_{2}\right)\) does not contain triangles, we can without loss of generality assume that \(\mathbf{A}\) is \(\tau\)-structure where \(\tau\) consists of a single binary relation symbol; i.e., \(\mathbf{A}\) is a graph and hence \(L\left(k, r, \ell_{1}, \ell_{2}\right)\). Let \(\mathbf{B}=\) \(H\left(G, k, W_{1}, W_{2}\right)\), where \(W_{1}=(2 n+m)^{4}\) and \(W_{2}=(2 n+m)^{2}\). Since the parameters \(n, m, \ell_{1}, \ell_{2}, W_{1}, W_{2}\) satisfy the conditions of Lemma 8 , by that lemma we have
\[
\begin{equation*}
N<\frac{M}{2 W_{1}^{4 \ell_{1}} W_{2}^{8 \ell_{2}} k!}<N+\frac{1}{2} \tag{1}
\end{equation*}
\]
where \(N\) is the number of \(k\)-cliques in \(G\), which we want to approximate within \(\varepsilon\), and \(M\) is the number of homomorphisms from \(\mathbf{A}\) to \(\mathbf{B}\), for which we have an FPTRAS by assumption. Let \(Q=M /\left(2 W_{1}^{4 \ell_{1}} W_{2}^{8 \ell_{2}} k!\right)\). The FPTRAS for \(p-\# \operatorname{CSP}(\mathcal{C},-)\) applied with error tolerance \(\varepsilon / 2\) produces a number \(M^{\prime}\) such that
\[
\begin{equation*}
(1-\varepsilon / 2) M<M^{\prime}<(1+\varepsilon / 2) M . \tag{2}
\end{equation*}
\]

We then return \(\left\lfloor Q^{\prime}\right\rfloor\), where
\[
Q^{\prime}=\frac{M^{\prime}}{2 W_{1}^{4 \ell_{1}} W_{2}^{8 \ell_{2}} k!}
\]

It remains to show that \((1-\varepsilon) N<Q^{\prime}<(1+\varepsilon) N\). On one hand, we have
\[
Q^{\prime}>(1-\varepsilon / 2) Q \geq(1-\varepsilon / 2) N \geq(1-\varepsilon) N
\]
where the first inequality follows from (2) and the definitions of \(Q\) and \(Q^{\prime}\), the second inequality follows from (1) and the definitions of \(Q\) and \(N\), and the third inequality is trivial.

On the other hand, we have
\[
Q^{\prime}<(1+\varepsilon / 2) Q<(1+\varepsilon / 2)\left(N+\frac{1}{2}\right)
\]
where again the first inequality follows from (2) and the second inequality follows from (1).
Assume first that \(N=0\). Then \(Q^{\prime}<\frac{1+\varepsilon / 2}{2}\), and by the assumption \(\varepsilon<1\) we have \(\left\lfloor Q^{\prime}\right\rfloor=0\) as required. Otherwise by the assumption on the number of \(k\)-cliques in \(G\), \(N>\frac{1+\varepsilon / 2}{\varepsilon}\); therefore
\[
Q^{\prime}<(1+\varepsilon / 2)\left(N+\frac{1}{2}\right)=(1+\varepsilon / 2) N+\frac{1+\varepsilon / 2}{2}<(1+\varepsilon / 2) N+(\varepsilon / 2) N=(1+\varepsilon) N
\]

Observe that the reduction runs in time \(f(k) \cdot \operatorname{poly}\left(n+m, \varepsilon^{-1}\right)\) and is a parametrised AP-reduction. Thus, the reduction gives an FPTRAS for \(N\). Theorem 3 is proved.

\section*{5 Conclusions}

We do not know whether Theorem 3 holds for all classes of (bounded-arity) relational structures.

With more technicalities (but the same ideas as presented in this extended abstract), one can weaken the assumption on a fan class to obtain the same result (Theorem 3). In particular, it suffices to require that there are polynomials \(f_{1}, f_{2}, f_{3}, f_{4}\) such that for any parameters \(k, r, \ell_{1}, \ell_{2} \in \mathbb{N}, G(\mathcal{C})\) contains the fan-grid \(L\left(k^{\prime}, r^{\prime}, \ell_{1}^{\prime}, \ell_{2}^{\prime}\right)\), where \(k^{\prime}=f_{1}\left(k, r, \ell_{1}, \ell_{2}\right) \geq k\), \(r^{\prime}=f_{2}\left(k, r, \ell_{1}, \ell_{2}\right) \geq r, \ell_{1}^{\prime}=f_{3}\left(k, r, \ell_{1}, \ell_{2}\right) \geq \ell_{1}, \ell_{2}^{\prime}=f_{4}\left(k, r, \ell_{1}, \ell_{2}\right) \geq \ell_{2}\). This can be achieved by making use of Lemma 9 (as it would not be possible to test directly for cliques of all sizes) and by a modification of the construction from Section 4.1 (to accommodate for the fact that some fan-grids may not correspond to cliques due to incompatible numbers).
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\section*{1 Introduction}

Regular languages of finite words lie at the core of modern automata theory. The study of their properties has led to multiple fundamental discoveries. Among these discoveries was a formal introduction of the model of non-deterministic automata by Rabin and Scott [16]. Later, the results of Büchi, Elgot, and Trakhtenbrot [2, 7, 25] laid the foundations of the correspondence between automata and Monadic Second-Order (MSO) logic. That correspondence is now considered a golden standard, with notable extensions to other structures, like finite and infinite trees. Another breakthrough obtained over finite words was the effective characterisation of the class of star-free languages by McNaughton, Papert and Schützenberger [19, 11]. Again, this result has opened a rich area of extensions, first to infinite words [24], and later to other structures and classes of languages [23, 21, 1]. From the perspective of these results, the theory of regular languages of finite words can be seen as a test ground for novel problems and methods.

The situation is a bit different with the problem of uniformisation. This problem asks, to find an effectively definable graph of a function that is contained in a given relation \(R\).
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Thus, it can be seen as an instance of the choice axiom: the relation \(R(x, y)\) admits multiple witnesses \(y\) for each argument \(x\) and our task is to choose one of them. The origins of that problem come from descriptive set theory, with the famous theorems like that of Novikov and Kondô [9, Theorem 36.12].

The problem of uniformisation was translated to the context of automata theory by Rabin [15], directly for the most complex structures - infinite trees. In that context, the relation \(R\) is given by an MSO-definable language over a product alphabet \(\mathbb{A} \times \mathbb{B}\), and the question of uniformisation asks to find an MSO-definable language that realises a function from structures over \(\mathbb{A}\) to structures over \(\mathbb{B}\). Therefore, the question of uniformisability can be read as the problem of effective selection of witnesses - a way of making non-determinism somehow controlled. In the course of research over that problem, it was shown that MSO-definable uniformisation is always possible over infinite words [20, 10, 17]; but not over infinite trees \([8,4]\). In parallel, a study of sequential uniformisation was performed in the context of games and problems of synthesis [3].

The fact that MSO has \({ }^{1}\) the uniformisation property over finite words is easy to prove and is considered folklore: it is enough to choose the lexicographically minimal witness. That is probably the reason why the case of finite words was somehow ignored in the study of uniformisation problems. It was opened by a recent paper [12], where the author asks about the possibility to uniformise for certain logics weaker than MSO. The results of that work are not unequivocal. On the one hand, it is shown that for multiple pairs of \(\operatorname{logics} \mathbf{L}_{1} \subseteq \mathbf{L}_{2} \subseteq \mathbf{M S O}\), there exists a relation \(R\) definable in \(\mathbf{L}_{1}\) with no \(\mathbf{L}_{2}\)-definable uniformisation. On the other hand, it is shown that each relation definable in \(\mathbf{F O}[]\) (First-Order logic with only equality and letter tests) can be effectively uniformised within First-Order logic with the order predicate. This leads to an intriguing graph of logics, one (not) uniformising another. To simplify the situation, the author formulated the above question for \(\mathbf{L}_{1}=\mathbf{L}_{2}\), i.e. the problem whether a given logic uniformises itself. Based on the provided results, the following conjectured:
- Conjecture 1 (Conjecture 1 in [12]). Let \(\mathbf{L}\) be a fragment of MSO such that \(\mathbf{F O}^{2}[] \subseteq \mathbf{L}\) and \(\mathbf{L}\) satisfies some closure properties (to be specified). If \(\mathbf{L}\) has the uniformisation property, then \(\mathbf{L}\) is MSO

The main result of the present paper is a positive answer to the above conjecture. The assumption that the logic \(\mathbf{F O}^{2}\) [] (the two-variable fragment of First-Order logic) is contained in a given logic turned out to be unnecessary, and the relevant closure properties boil down to the standard notion of a pseudo-variety.
- Theorem 2. MSO is the unique nonempty self-uniformisable pseudo-variety of semigroups.

A class of languages corresponds to a pseudo-variety of semigroups if it is closed under Boolean combinations, left and right quotients, and pre-images under non-erasing homomorphisms. It is known that most of the classically considered logics correspond to pseudo-varieties of semigroups [18]. Since we restrict to semigroups instead of monoids (i.e. we require the considered homomorphisms of words to be non-erasing), this definition also captures logics with successor instead of the order. Among the notable examples of logics that do not correspond to pseudo-varieties of semigroups are the logics with modulo predicates, like \(\mathbf{F O}\left[\leq, \mathbf{M O D}_{2}\right]\). These logics are not covered by the presented arguments. To deal with them, one would need to consider homomorphisms of words that are length-preserving or length-multiplying, see e.g. [14].

\footnotetext{
\({ }^{1}\) We identify a logic with the class of languages it defines. Therefore \(\mathbf{M S O}=\mathbf{R E G}\), i.e. the class of all regular languages.
}

When read in terms of logics, the above result says that most of the widely considered formalisms over finite words weaker than MSO do not have the uniformisation property. As generally in the case of negative results, the consequences of that are more theoretical than practical: there is no hope in finding a robust formalism, that would be easier to handle than MSO and still retain the ability to choose unique witnesses.

The provided proof is independent from the results of [12] - instead of comparing two \(\operatorname{logics} \mathbf{L}_{1} \subseteq \mathbf{L}_{2}\), we focus on one formalism \(\mathbf{L}\) with the assumption that \(\mathbf{L}\) can uniformise itself. Based on that assumption, we gradually bootstrap the expressive power of the considered formalism. It is done in a sequence of steps, showing that \(\mathbf{L}\) must be able to express more and more complex properties: test the letters that appear in a given word; recognise the order in which the letters appear; etc. Each of these steps is based on the assumption that \(\mathbf{L}\) has the uniformisation property and therefore must be sensitive to certain modifications of the input words. Thus, the proofs of the lemmas are of a similar structure.

Nevertheless, we believe that it is non-trivial and instructive to see the ways in which uniformisability guarantees the considered expressive abilities. The difficulty of these arguments lies in the fact that the assumptions about \(\mathbf{L}\) speak about the algebraic properties of the semigroups recognising languages in \(\mathbf{L}\), while the notion of uniformisability is a set-theoretical property of the actual languages in \(\mathbf{L}\).

While the proof goes on, we have more and more tools at hand, but at the same time we need to prove stronger and stronger expressibility properties about L. Ultimately, it turns out that \(\mathbf{L}\) is able to guess evaluations with respect to arbitrary finite semigroups (i.e. in a sense is closed under projection) and therefore must contain all regular languages of finite words. From this perspective, the proof can be seen as a variety of concrete recipes (ranging from the least complex properties to the most complex) explaining what is the interplay between the considered expressibility property and uniformisability.

Although the results are expressed over finite words, we believe that similar arguments can be adapted to the more complex structures, like infinite words or finite trees. Therefore, finite words are used here again as a testing ground, providing new understanding that can later be transferred to richer structures.

The paper is organised as follows. Section 2 is devoted to an introduction of all relevant technical notions. Then, Sections 3.1 up to 3.7 gradually increase the expressive power of the considered class of languages \(\mathbf{L}\). Finally, in Section 4 we conclude.

\section*{2 Technical background}

\section*{Words and languages}

We identify each natural number \(n\) with the set \(\{0, \ldots, n-1\}\), and we denote the set of all natural numbers by \(\omega\). An alphabet \(\mathbb{A}\) is any finite set. A function from a natural number \(n\) to an alphabet \(\mathbb{A}\) is called a (finite) word over \(\mathbb{A}\). The natural number \(n\) is the length of \(w\), and we denote it by \(|w|\). For each \(i \in n\) the element \(w(i) \in \mathbb{A}\) is called the \(i\) th letter of \(w\). We write \(w=w(0) \cdot w(1) \cdots w(n-1)\), but notice that this notation is ambiguous when the alphabet is not clear in the context: if we write \(w=a \cdot b\), we do not know a priori if we see \(w\) as a word over \(\{a, b\}\), or over any other alphabet containing \(\{a, b\}\). We extend this notation: if \(w_{1}\) and \(w_{2}\) are two words over \(\mathbb{A}\), then \(w_{1} \cdot w_{2}\), the concatenation of \(w_{1}\) and \(w_{2}\), is the word \(w\) over \(\mathbb{A}\) of length \(\left|w_{1}\right|+\left|w_{2}\right|\) defined by \(w(i)=w_{1}(i)\) for \(i \in\left|w_{1}\right|\) and \(w(i)=w_{2}\left(i-\left|w_{1}\right|\right)\) for \(i \geq\left|w_{1}\right|\).

A word of length 0 is denoted by \(\epsilon\) and called the empty word. The set of all words over \(\mathbb{A}\) is denoted by \(\mathbb{A}^{*}, \mathbb{A}^{n}\) is the set of all words of length \(n \in \omega\), and \(\mathbb{A}^{+}\)is \(\mathbb{A}^{*} \backslash\{\epsilon\}\), i.e. the set of nonempty words over \(\mathbb{A}\). Note that \(\emptyset^{*}=\{\epsilon\}\) and \(\emptyset^{+}=\emptyset\).

In this paper, a language of words over an alphabet \(\mathbb{A}\) is any subset \({ }^{2}\) of \(\mathbb{A}^{+}\). Once again, notice that a language has to be given with its alphabet. To avoid any ambiguity like the one above, we sometimes write \(\langle L, \mathbb{A}\rangle\) to emphasise the choice of the alphabet.

In order to ease the reading of the paper, we will denote by \(\mathbb{A}, \mathbb{A}_{0}, \mathbb{A}_{1} \ldots\) alphabets of letters \(a, b, \ldots, x, y \ldots\) and by \(\mathbb{B}, \mathbb{B}_{0}, \mathbb{B}_{1} \ldots\) alphabets of symbols \(\square, \bullet, \triangle, \ldots\) Words over the alphabets of letters will be denoted by \(u, v, w \ldots\) while words over the alphabets of symbols will be denoted by \(\pi, \sigma, \tau, \ldots\)

\section*{Semigroups and pseudo-varieties}

In this paper, the classes of languages which we focus on correspond to pseudo-varieties of semigroups.

A semigroup is a set \(S\) provided with an associative binary operation, which we will denote by \(\cdot\). We identify the semigroup \(\langle S, \cdot\rangle\) with its set \(S\). For \(s \in S\) and for a natural number \(n \geq 1, s^{n}\) denotes the product \(s \cdots s\), where \(s\) appears \(n\) times. An element \(e \in S\) is said to be idempotent if \(e^{2}=e\).

It is considered folklore to prove that for every finite semigroup \(S\), there exists a natural number \(n \geq 1\) such that \(s^{n}\) is idempotent for each \(s \in S\). We denote this natural number by \(\sharp(S)\). When the semigroup is known from the context, we just write \(\sharp\) instead of \(\sharp(S)\). Notice that in the literature the symbol \(\omega\) is often used instead of \(\sharp\).

If \(S\) is a semigroup, then \(S^{\prime} \subseteq S\) is said to be a sub-semigroup of \(S\) if it is stable by the operation of \(S\), that is, if for all \(s, t\) in \(S^{\prime}, s \cdot t \in S^{\prime}\). Finally, if \(S_{1}\) and \(S_{2}\) are two semigroups, then \(S_{1} \times S_{2}\) provided with the operation defined by \(\left\langle s_{1}, s_{2}\right\rangle \cdot\left\langle t_{1}, t_{2}\right\rangle=\left\langle s_{1} \cdot s_{2}, t_{1} \cdot t_{2}\right\rangle\) is also a semigroup. It is called the product of \(S_{1}\) and \(S_{2}\).

Let \(S_{1}\) and \(S_{2}\) be two semigroups. A homomorphism from \(S_{1}\) to \(S_{2}\) is a function \(\alpha\) from \(S_{1}\) to \(S_{2}\) such that for all \(x, y\) in \(S_{1}\), we have \(\alpha(x \cdot y)=\alpha(x) \cdot \alpha(y)\). Such a homomorphism is surjective (resp. injective, bijective) if so is the respective function \(\alpha\).

For each alphabet \(\mathbb{A}\), the set \(\mathbb{A}^{+}\)provided with the concatenation operation, is a semigroup that is known as the free semigroup on \(\mathbb{A}\). The fact that a homomorphism \(\alpha: \mathbb{A}^{+} \rightarrow S\) must preserve the operations of the semigroups, implies that \(\alpha\) is uniquely determined by its action on the single letters in \(\mathbb{A}\).

The following variant of Ramsey's theorem is often used when working with finite semigroups.
- Theorem 3 (Simon [22], see also Section II.11.1 in [13]). Let \(\mathbb{A}\) be an alphabet and \(\alpha\) a homomorphism from \(\mathbb{A}^{+}\)to some finite semigroup \(S\). For each natural number \(n \geq 2\), there exists a natural number \(N(n)\) such that for each word \(w\) over \(\mathbb{A}\) of length at least \(N(n)\), there exists an idempotent \(e\) in \(S\) and a decomposition \(w=u \cdot w_{0} \cdots w_{n-1} \cdot v\), where for all \(i \in n\), \(w_{i}\) is nonempty and \(\alpha\left(w_{i}\right)=e\).

Let \(L\) be a language of words over some alphabet \(\mathbb{A}\) and let \(S\) be a finite semigroup. We say that \(S\) recognises \(L\) if there exists a homomorphism \(\alpha\) from \(\mathbb{A}^{+}\)to \(S\) and \(T \subseteq S\) such that \(L=\alpha^{-1}(T)\). In such a case we also say that the tuple \(\langle S, \alpha, T\rangle\) recognises \(L\).

A language of words over \(\mathbb{A}\) is regular if it is recognised by some finite semigroup \(S\). We denote the class of all regular languages by REG. As mentioned in the introduction, the class REG coincides with the class of languages definable in Monadic Second-Order logic (denoted MSO); however as logic is not directly involved in the presentation, we will rather use REG to emphasise the automata- and semigroup-based approach.

\footnotetext{
\({ }^{2}\) It is more standard to define languages as subsets of \(\mathbb{A}^{*}\) but then the natural algebraic structures are monoids, and not semigroups.
}

Let \(\mathbf{L}\) be a class of languages and \(\mathbf{S}\) a class of finite semigroups, we say that \(\mathbf{L}\) corresponds to \(\mathbf{S}\) if it is exactly the class of languages recognised by the semigroups \(S\) of \(\mathbf{S}\). Notice that, under this assumption, \(\mathbf{L}\) only contains regular languages.

We define now an important notion: the notion of pseudo-varieties.
- Definition 4. Let \(\mathbf{S}\) be a class of finite semigroups. We say that \(\mathbf{S}\) is a pseudo-variety of (finite) semigroups if it has the following properties:
- if \(S_{1} \in \mathbf{S}\) and if \(S_{2}\) is a sub-semigroup of \(S_{1}\), then \(S_{2} \in \mathbf{S}\),
- if \(S_{1}\) and \(S_{2}\) are in \(\mathbf{S}\), then the product semigroup \(S_{1} \times S_{2}\) is in \(\mathbf{S}\),
- if \(S_{1} \in \mathbf{S}\) and if there exists a surjective homomorphism from \(S_{1}\) to \(S_{2}\), then \(S_{2} \in \mathbf{S}\).

The following theorem is a part of the so-called Eilenberg's variety theory.
- Theorem 5 (Eilenberg [6]). Let \(\mathbf{L}\) be a class of regular languages. Then the following propositions are equivalent:
- L corresponds to a pseudo-variety of semigroups;
- L has the following closure properties:
\(=\mathbf{L}\) is closed under Boolean operations: for each \(\left\langle L_{1}, \mathbb{A}\right\rangle\) and \(\left\langle L_{2}, \mathbb{A}\right\rangle\) in \(\mathbf{L},\left\langle L_{1} \cup L_{2}, \mathbb{A}\right\rangle\) and \(\left\langle L_{1}^{\mathrm{c}}:=\mathbb{A}^{+} \backslash L_{1}, \mathbb{A}\right\rangle\) are in \(\mathbf{L}\) (and therefore also \(\left\langle L_{1} \cap L_{2}, \mathbb{A}\right\rangle\) ),
- \(\mathbf{L}\) is closed under quotients: for each \(\langle L, \mathbb{A}\rangle \in \mathbf{L}\) and each word \(w \in \mathbb{A}^{+},\left\langle w^{-1} \cdot L, \mathbb{A}\right\rangle\) and \(\left\langle L \cdot w^{-1}, \mathbb{A}\right\rangle\) are in \(\mathbf{L}\), where \(w^{-1} \cdot L=\left\{u \in \mathbb{A}^{+} \mid w \cdot u \in L\right\}\), and \(L \cdot w^{-1}\) is defined symmetrically,
- \(\mathbf{L}\) is closed under pre-images of semigroup homomorphisms: for each alphabet \(\mathbb{A}\), language \(\langle L, \mathbb{B}\rangle \in \mathbf{L}\), and homomorphism \(\varphi\) from \(\mathbb{A}^{+}\)to \(\mathbb{B}^{+}\), the language \(\left\langle\varphi^{-1}(L), \mathbb{A}\right\rangle\) is in \(\mathbf{L}\).

All the classes of languages discussed in [12] are pseudo-varieties of semigroups. The most common are MSO and \(\mathbf{F O}[<]\) (First-Order logic with the order). Other examples include \(\mathbf{F O}^{2}[<]\), the fragment of \(\mathbf{F O}[<]\) where only two distinct variables are allowed; and \(\mathbf{F O}[\mathbf{s}]\), where instead of the order one allows the successor function \(\mathbf{s}\).

\section*{Uniformisation}

Let \(\mathbb{A}\) and \(\mathbb{B}\) be two alphabets. If \(a \in \mathbb{A}\) and \(\square \in \mathbb{B}\) are two letters then their pair is denoted \(\binom{a}{\square} \in \mathbb{A} \times \mathbb{B}\). Let \(w, \pi\) be two words over \(\mathbb{A}\) and \(\mathbb{B}\) respectively, such that \(|w|=|\pi|\). Then the pair \(\langle w, \pi\rangle \in \mathbb{A}^{*} \times \mathbb{B}^{*}\) can be identified with \(\binom{w}{\pi}\), the word over the product alphabet \(\mathbb{A} \times \mathbb{B}\) satisfying \(\binom{w}{\pi}(i)=\binom{w(i)}{\pi(i)}\) for all \(i \in|w|\). This vertical notation is also extended to sets of words of fixed length, for instance, \(\binom{\{a, b\}}{\square}=\left\{\binom{a}{\square},\binom{b}{\square}\right\}\) is a set of two letters in \(\mathbb{A} \times \mathbb{B}\).

Let \(R \subseteq(\mathbb{A} \times \mathbb{B})^{+}\). Based on the previous identification, \(R\) can be seen as a binary relation between words over \(\mathbb{A}\) and words over \(\mathbb{B}\). The projection of \(R\) is the set of words \(w \in \mathbb{A}^{+}\)such that there exists a word \(\pi \in \mathbb{B}^{|w|}\) with \(\binom{w}{\pi} \in R\). We denote this set by \(\Pi(R)\).

A uniformisation of \(R\) is a relation \(F \subseteq R\) such that \(\Pi(F)=\Pi(R)\), and being functional, i.e. if \(\binom{w}{\pi_{1}} \in F\) and \(\binom{w}{\pi_{2}} \in F\) then \(\pi_{1}=\pi_{2}\). In that case, for each word \(w \in \Pi(R)\), the unique \(\pi\) such that \(\binom{w}{\pi} \in F\) is called the image of \(w\) by \(F\).

A class \(\mathbf{L}\) of languages is said to have the uniformisation property if each relation \(R \in \mathbf{L}\) admits a uniformisation \(F \in \mathbf{L}\). We also call such a class self-uniformisable. The fact that REG (i.e. the class of all regular languages) has the uniformisation property is considered folklore.

\section*{3 Proof of the theorem}

We now begin the proof of Theorem 2. For the rest of the section, \(\mathbf{L}\) denotes a class of regular languages corresponding to a nonempty pseudo-variety \(\mathbf{S}\) of semigroups, and we assume that \(\mathbf{L}\) has the uniformisation property. In the following subsections, we show that \(\mathbf{L}\) contains certain specific languages and allows to express more and more complex properties of words. Ultimately, we show in Subsection 3.7 that \(\mathbf{L}\) can validate evaluations with respect to finite semigroups, and therefore can recognise all regular languages.

\subsection*{3.1 Testing letters}

Recall that by Theorem 5 we know that \(\mathbf{L}\) is closed under Boolean operations. Also, as \(\mathbf{S}\) is nonempty, we know that every full language \(\mathbb{A}^{+}\)over some alphabet \(\mathbb{A}\) belongs to \(\mathbf{L}\) : \(\mathbb{A}^{+}=\alpha^{-1}(S)\), for any semigroup \(S \in \mathbf{S}\), and any homomorphism from \(\mathbb{A}^{+}\)to \(S\).

This section is devoted to a first step of the proof: we show that \(\mathbf{L}\) must be able to detect which letters appear in the given word. More formally, the main result of this section is the following lemma.
- Lemma 6. For all alphabets \(\mathbb{A}_{1} \subseteq \mathbb{A}_{2}\), the language \(\left\langle\mathbb{A}_{1}^{+}, \mathbb{A}_{2}\right\rangle\) is in \(\mathbf{L}\).

One can equivalently state the above lemma by saying that \(\mathbf{F O}^{1}[] \subseteq \mathbf{L}\), or that \(\mathbf{S}\) contains the pseudo-variety \(\mathbf{J}_{1}\) of finite idempotent commutative semigroups, see [5]. However, the above statement seems to better fit the rest of the presentation.

This whole subsection is devoted to a proof of Lemma 6. To prove it, notice first that it is enough to show that the semigroup \(2=\{0,1\}\) with the operation max belongs to \(\mathbf{S}\). Indeed, given two alphabets \(\mathbb{A}_{1} \subseteq \mathbb{A}_{2}\) one can consider the homomorphism \(\alpha\) from words over \(\mathbb{A}_{2}\) to 2 , defined by \(\alpha(a)=0\) for \(a \in \mathbb{A}_{1}\) and \(\alpha(a)=1\) otherwise. Then, \(\mathbb{A}_{1}^{+}=\alpha^{-1}(\{0\})\), and therefore belongs to \(\mathbf{L}\).

Let \(R\) be the full relation between words over \(\mathbb{A}=\{x\}\) and words over \(\mathbb{B}=\{\square, \triangle\}\) : \(R=\left\langle(\mathbb{A} \times \mathbb{B})^{+}, \mathbb{A} \times \mathbb{B}\right\rangle\). As discussed above, \(R\) is in \(\mathbf{L}\). By the assumption, \(\mathbf{L}\) must contain a uniformisation \(F\) of \(R\) that is recognised by some tuple \(\langle S, \alpha, T\rangle\), with \(S \in \mathbf{S}\).

Let \(N=N(2)\) be the number we obtain from Theorem 3 applied for \(S\) and \(\alpha\) in the particular case \(n=2\). Consider the word \(w=x^{N}\), and take the unique word \(\pi \in\{\square, \triangle\}^{N}\) such that \(\binom{w}{\pi} \in F\). For convenience, for all \(i \in j \in N+1\), we write \(w_{i, j}\) (resp. \(\pi_{i, j}\) ) for the word \(w(i) \ldots w(j-1)\) (resp. \(\pi(i) \ldots \pi(j-1))\), and \(s_{i, j}\) for \(\alpha\left(\binom{w_{i, j}}{\pi_{i, j}}\right.\) ).

By the definition of \(N\), we know that there exists an idempotent \(e\) of \(S\), and \(i \in j \in k \in\) \(N+1\), such that \(s_{i, j}=s_{j, k}=e\). Since \(j-i>0\) and \(|\mathbb{B}| \geq 2\), there exists a word \(\pi^{\prime} \in \mathbb{B}^{j-i}\) distinct from \(\pi_{i, j}\). We define \(s^{\prime}=\alpha\left(\binom{w_{i, j}}{\pi^{\prime}}\right)\).

As \(e\) is idempotent, we know that for every \(\ell \geq 1\) we have \(s_{0, i} \cdot e^{\ell} \cdot s_{k, N}=s_{0, N} \in T\). Recall that \(\sharp=\sharp(S)\) is a number such that for every \(s \in S\) the element \(s^{\sharp}\) is idempotent. Consider the particular case of the above equality for \(\ell=3 \times \sharp\), we obtain:
\[
\binom{w_{0, i}}{\pi_{0, i}} \cdot\left(\binom{w_{i, j}}{\pi_{i, j}} \cdot\binom{w_{i, j}}{\pi_{i, j}} \cdot\binom{w_{i, j}}{\pi_{i, j}}\right)^{\sharp} \cdot\binom{w_{k, N}}{\pi_{k, N}} \in F .
\]

As \(\pi^{\prime} \neq \pi_{i, j}\) and \(F\) is a uniformisation, we know that
\[
\binom{w_{0, i}}{\pi_{0, i}} \cdot\left(\binom{w_{i, j}}{\pi_{i, j}} \cdot\binom{w_{i, j}}{\pi^{\prime}} \cdot\binom{w_{i, j}}{\pi_{i, j}}\right)^{\sharp} \cdot\binom{w_{k, N}}{\pi_{k, N}} \notin F .
\]

This implies that \(e^{\prime}:=\left(s_{i, j} \cdot s^{\prime} \cdot s_{i, j}\right)^{\sharp}=\left(e \cdot s^{\prime} \cdot e\right)^{\sharp} \neq e\). Now, we set \(s_{0}=e\) and \(s_{1}=e^{\prime}\). As both \(e\) and \(e^{\prime}\) are idempotents, we know that \(s_{0} \cdot s_{0}=s_{0}\) and \(s_{1} \cdot s_{1}=s_{1}\). Moreover, because \(e\) is idempotent, it is immediate to see that \(s_{1} \cdot s_{0}=\left(e \cdot s^{\prime} \cdot e\right)^{\sharp} \cdot e=\left(e \cdot s^{\prime} \cdot e\right)^{\sharp}=s_{1}\), and that we also have \(s_{0} \cdot s_{1}=s_{1}\) symmetrically. Therefore, the subset \(\left\{s_{0}, s_{1}\right\}\) of \(S\) is a sub-semigroup and it is isomorphic to \(\langle 2, \max \rangle\). Because \(\mathbf{S}\) is stable by taking sub-semigroups and images by surjective images, \(\langle 2, \max \rangle \in \mathbf{S}\). This concludes the proof of Lemma 6.

\subsection*{3.2 Changing alphabets}

The aim of this short section is to show that \(\mathbf{L}\) is strong enough not to depend on the actual alphabet of a given language. This property is expressed by the following two lemmas.
- Lemma 7. Let \(\mathbb{A}_{1} \subseteq \mathbb{A}_{2}\) be two alphabets and \(L \subseteq \mathbb{A}_{1}^{+}\). If \(\left\langle L, \mathbb{A}_{2}\right\rangle \in \mathbf{L}\) then \(\left\langle L, \mathbb{A}_{1}\right\rangle \in \mathbf{L}\).

Proof. Let \(\langle S, \alpha, T\rangle\) be a tuple recognising \(L\), with \(S \in \mathbf{S}\). Let \(\beta\) be the homomorphism from \(\mathbb{A}_{1}^{+}\)to \(S\) defined by \(\beta(a)=\alpha(a)\) for \(a \in \mathbb{A}_{1}\). Then, by the assumption, we have \(L=\beta^{-1}(T)\), and therefore \(\left\langle L, \mathbb{A}_{1}\right\rangle \in \mathbf{L}\).
- Lemma 8. Let \(\mathbb{A}_{1} \subseteq \mathbb{A}_{2}\) be two alphabets and \(L \subseteq \mathbb{A}_{1}^{+}\). If \(\left\langle L, \mathbb{A}_{1}\right\rangle \in \mathbf{L}\) then \(\left\langle L, \mathbb{A}_{2}\right\rangle \in \mathbf{L}\).

Proof. Let \(\left\langle L, \mathbb{A}_{1}\right\rangle \in \mathbf{L}\) with and \(\left\langle S_{1}, \alpha_{1}, T_{1}\right\rangle\) a tuple recognising it, with \(S_{1} \in \mathbf{S}\). Assume that \(\mathbb{A}_{1} \subseteq \mathbb{A}_{2}\). We prove that \(\left\langle L, \mathbb{A}_{2}\right\rangle\) is in \(\mathbf{L}\).

We showed in the proof of Lemma 6 that the semigroup \(\langle 2, \max \rangle\) is in \(\mathbf{S}\). This implies that \(S_{1} \times 2\), with the natural product operation, is also in \(\mathbf{S}\). Now, let \(\beta\) be the homomorphism from \(\mathbb{A}_{2}^{+}\)to \(S_{1} \times S_{2}\) defined by \(\beta(a)=\left\langle\alpha_{1}(a), 0\right\rangle\) for \(a \in \mathbb{A}_{1}\), and \(\beta(a)=\left\langle\alpha_{1}(a), 1\right\rangle\) for \(a \in \mathbb{A}_{2} \backslash \mathbb{A}_{1}\).

It is easy to verify that \(L=\beta^{-1}\left(T_{1} \times\{0\}\right)\), and therefore, \(\left\langle L, \mathbb{A}_{2}\right\rangle \in \mathbf{L}\).
Lemmas 7 and 8 imply that if \(L \subseteq \mathbb{A}_{1}^{+} \cap \mathbb{A}_{2}^{+}\), then \(\left\langle L, \mathbb{A}_{1}\right\rangle \in \mathbf{L}\) iff. \(\left\langle L, \mathbb{A}_{2}\right\rangle \in \mathbf{L}\). Therefore, we can simply say that \(L \in \mathbf{L}\), without being specific about its alphabet. Thus, from that moment on we will speak simply about languages \(L\), instead of \(\langle L, \mathbb{A}\rangle\).

Using Lemma 6, we can deduce the following result:
- Corollary 9. Let a be any letter if an alphabet \(\mathbb{A}\). By \([\exists a]_{\mathbb{A}}\) we denote the language of words over \(\mathbb{A}\) that contain at least one occurrence of \(a\). Then \([\exists a]_{\mathbb{A}} \in \mathbf{L}\).

Moreover, by \(\mathbb{A}^{\oplus}\) if we denote the set of all words \(w\) over \(\mathbb{A}\) such that each letter of \(\mathbb{A}\) appears in \(w\), then \(\mathbb{A}^{\oplus}\) too is in \(\mathbf{L}\).

Proof. It is enough to observe that \([\exists a]_{\mathbb{A}}=\left((\mathbb{A} \backslash\{a\})^{+}\right)^{\mathrm{c}}\), where \({ }^{\mathrm{c}}\) denotes the complement over the full language \(\mathbb{A}^{+}\). Lemma 6 tells us that \((\mathbb{A} \backslash\{a\})^{+} \in \mathbf{L}\), and, since \(\mathbf{L}\) is closed under Boolean combinations, \([\exists a]_{\mathbb{A}} \in \mathbf{L}\).

Now, \(\mathbb{A}^{\oplus}=\bigcap_{a \in \mathbb{A}}[\exists a]_{\mathbb{A}}\), and therefore \(\mathbb{A}^{\oplus} \in \mathbf{L}\).

\subsection*{3.3 Counting letters}

Our next step towards Theorem 2 is to notice that \(\mathbf{L}\) is able to test single occurrences of letters, as expressed by the following lemma:
- Lemma 10. Let a be a letter of an alphabet \(\mathbb{A}\). Then the language of words over \(\mathbb{A}\) having exactly one occurrence of \(a\) is in \(\mathbf{L}\). We denote this language by \(\left[\exists^{=1} a\right]_{\mathbb{A}}\).

Similarly as in the case of Lemma 6, the above lemma can be equivalently expressed by saying that \(\mathbf{F O}^{2}[] \subseteq \mathbf{L}\) (i.e. the two-variable fragment of \(\mathbf{F O}\) without any predicates except equality and letter tests).

To prove the above lemma, consider three distinct letters, \(x, y\), and \(z\), and four distinct symbols \(\otimes, \oplus, \ominus\), and \(\odot\). Let \(R^{x}\) and \(R^{y}\) be the relations defined as:
\[
\begin{aligned}
& R^{x}=\left\{\binom{x}{\oplus},\binom{x}{\ominus},\binom{y}{\otimes},\binom{z}{\odot}\right\}^{\oplus}, \\
& R^{y}=\left\{\binom{x}{\otimes},\binom{y}{\oplus},\binom{y}{\ominus},\binom{z}{\odot}\right\}^{\oplus} .
\end{aligned}
\]

We know that \(R^{x}\) and \(R^{y}\) are in \(\mathbf{L}\) because of Corollary 9. Finally, we define \(R=R^{x} \cup R^{y}\), which is in \(\mathbf{L}\) because it is closed under unions.

Since \(\mathbf{L}\) has the uniformisation property, there exists \(F \in \mathbf{L}\) uniformising \(R\). Let \(\langle S, \alpha, T\rangle\), with \(S \in \mathbf{S}\), be a triple recognising \(F\).

Now, for \(p, q \in \omega\), we define \(L_{p}^{x}\) and \(L_{q}^{y}\) as the following two relations:
\[
\begin{aligned}
L_{p}^{x} & =\left\{\left.\binom{u}{\sigma} \in\left\{\binom{x}{\otimes},\binom{z}{\odot}\right\}^{+} \right\rvert\, \otimes \text { appears exactly } p \text { times in } \sigma\right\}, \\
L_{q}^{y} & \left.\left.=\left\{\binom{v}{\tau} \in\left\{\binom{y}{\otimes},\binom{z}{\odot}\right)\right\}^{+} \right\rvert\, \otimes \text { appears exactly } q \text { times in } \tau\right\} .
\end{aligned}
\]

Notice that \(\bigcup_{p \in \omega} L_{p}^{x}=\left\{\binom{x}{\otimes},\binom{z}{\odot}\right\}^{+}\)and similarly \(\bigcup_{q \in \omega} L_{q}^{y}=\left\{\binom{y}{\otimes},\binom{z}{\odot}\right\}^{+}\).
\(\triangleright\) Claim 11. At least one of the two following propositions is true:
- for all \(p \geq 2\) we have \(\alpha\left(L_{1}^{x}\right) \cap \alpha\left(L_{p}^{x}\right)=\emptyset\),
- for all \(q \geq 2\) we have \(\alpha\left(L_{1}^{y}\right) \cap \alpha\left(L_{q}^{x}\right)=\emptyset\).

Proof. Assume the contrary and take:
\[
\begin{align*}
& p \geq 2,\binom{u_{1}}{\sigma_{1}} \in L_{1}^{x} \text {, and }\binom{u_{p}}{\sigma_{p}} \in L_{p}^{x} \text { such that } \alpha\left(\binom{u_{1}}{\sigma_{1}}\right)=\alpha\left(\binom{u_{p}}{\sigma_{p}}\right) \text {; and }  \tag{1}\\
& q \geq 2,\binom{v_{1}}{\tau_{1}} \in L_{1}^{y}, \text { and }\binom{v_{p}}{\tau_{q}} \in L_{q}^{y} \text { such that } \alpha\left(\binom{v_{1}}{\tau_{1}}\right)=\alpha\left(\binom{v_{q}}{\tau_{q}}\right) . \tag{2}
\end{align*}
\]

Let \(w\) be the word \(u_{p} \cdot v_{q} \cdot z\) and assume that \(\pi\) is the unique word over \(\{\oplus, \ominus, \otimes, \odot\}\) such that \(\binom{w}{\pi} \in F\). Clearly, \(w\) is in the projection of both \(R^{x}\) and \(R^{y}\); suppose that \(\binom{w}{\pi} \in R^{x}\) (the case \(\binom{w}{\pi} \in R^{y}\) is symmetric). As \(R^{x}\) determines the symbols below the letters \(y\) and \(z\), we know that \(\pi\) is of the form \(\sigma \cdot \tau_{q} \cdot \odot\), for some word \(\sigma\) over \(\{\oplus, \ominus, \odot\}\) of length \(\left|u_{p}\right|\).

Consider now the new word \(w^{\prime}\) over \(\{x, y, z\}\) defined with \(w^{\prime}=u_{1} \cdot v_{q} \cdot z\). We know that \(w^{\prime}\) belongs to the projection of \(R^{y}\) but not to the projection of \(R^{x}\), because \(u_{1}\) has only one occurrence of \(x\). Let \(\pi^{\prime}\) be the unique word such that \(\binom{w^{\prime}}{\pi^{\prime}} \in F\). Similarly as before, \(\pi^{\prime}=\sigma_{1} \cdot \tau^{\prime} \cdot \odot\) for some word \(\tau^{\prime}\) over \(\{\oplus, \ominus, \odot\}\) of length \(\left|v_{q}\right|\).

Using (1) we know that \(\alpha\left(\binom{u_{1}}{\sigma_{1}}\right)=\alpha\left(\binom{u_{p}}{\sigma_{p}}\right)\), and therefore \(\binom{u_{p}}{\sigma_{p}} \cdot\binom{v_{q}}{\tau^{\prime}} \cdot\binom{z}{\odot} \in F\), whose projection onto \(\mathbb{A}\) equals \(w\), which contradicts the fact that \(F\) is a uniformisation.

By the symmetry, let us assume that the first item of Claim 11 holds, i.e. for all \(\binom{u_{1}}{\sigma_{1}} \in L_{1}^{x}\) and \(\binom{u_{p}}{\sigma_{p}} \in L_{p}^{x}\) with \(p \geq 2\), we have \(\alpha\left(\binom{u_{1}}{\sigma_{1}}\right) \neq \alpha\left(\binom{u_{p}}{\sigma_{p}}\right)\).
\(\triangleright\) Claim 12. The language \(L_{1}^{x}\) is in \(\mathbf{L}\).
Proof. The language \(L_{0}^{x}=\{(\underset{\odot}{\underset{\sim}{\sim}})\}^{+}\)is in \(\mathbf{L}\). Therefore, \(\bigcup_{p \geq 1} L_{p}^{x}=\left\{\binom{x}{\otimes},\left(\begin{array}{l}\underset{\odot}{\odot}\end{array}\right)\right\}^{+} \backslash L_{0}^{x}\) also belongs to \(\mathbf{L}\). Thus, the above assumption about \(\alpha\)-values implies the claim, because \(L_{1}^{x}=\alpha^{-1}\left(\alpha\left(L_{1}^{x}\right)\right) \cap \bigcup_{p \geq 1} L_{p}^{x}\).

Now take \(a \in \mathbb{A}\) as in the statement of Lemma 10. Consider a homomorphism \(\beta\) from \(\mathbb{A}^{+}\)to \(\left\{\binom{x}{\otimes},\binom{z}{\odot}\right\}^{+}\)defined by \(\beta(a)=\binom{x}{\otimes}\) and \(\beta(b)=(\stackrel{z}{\odot})\) for \(b \neq a\). We have \(\left[\exists^{=1} a\right]_{\mathbb{A}}=\beta^{-1}\left(F_{1}^{x}\right)\), and, because \(\mathbf{L}\) is closed under pre-images under homomorphisms, \(\left[\exists^{=1} a\right]_{\mathbb{A}}\) is in \(\mathbf{L}\). This concludes the proof of Lemma 10.

With a similar - yet more technical - proof, one can show that for all \(p \in \omega, \mathbf{L}\) contains \([\exists=p a]_{\mathbb{A}}\), the language of words over \(\mathbb{A}\) having exactly \(p\) letters \(a\), but this point will not be involved in the following demonstrations. This results show that \(\mathbf{L}\) must contain \(\mathbf{F O}[]\), First-Order logic with only equalities between positions and letter tests. Recall that by Proposition 2 in [12], FO[ ] can be uniformised within \(\mathbf{F O}[<]\). This explains why our proof of Theorem 2 needs to use the fact that \(\mathbf{L}\) uniformises itself more than once.
- Corollary 13. By modifying the homomorphism used in the proof of Lemma 10, we obtain that if \(\mathbb{A}_{1} \subseteq \mathbb{A}_{2}\) then the language \(\left[\exists^{=1} \mathbb{A}_{1}\right]_{\mathbb{A}_{2}}\) of words over \(\mathbb{A}_{2}\) that contain exactly one occurrence of a letter from \(\mathbb{A}_{1}\) also belongs to \(\mathbf{L}\).

\subsection*{3.4 Order on letters}

Our next goal is to introduce the order \(<\) on the positions of letters in a given word. This is achieved gradually, with the first instance of the order expressed by the following lemma:

Lemma 14. Let \(\mathbb{A}\) be an alphabet and \(a_{0}, \ldots, a_{p-1}\) be \(p \geq 1\) pairwise distinct letters, that do not belong to \(\mathbb{A}\). Then the language \(L=\mathbb{A}^{*} \cdot a_{0} \cdot \mathbb{A}^{*} \cdots \mathbb{A}^{*} \cdot a_{p-1} \cdot \mathbb{A}^{*}\) is in \(\mathbf{L}\).

Proof. The proof is quite similar to the previous one. We consider two distinct letters, \(x\) and \(y\), and \(p+1\) distinct symbols \(\square, \triangle_{0}, \ldots, \triangle_{p-1}\), and we define the relation \(R:=\mathbb{C}^{\oplus}\), where \(\mathbb{C}\) is the alphabet \(\left\{\binom{y}{\square}\right\} \cup\left\{\left.\binom{x}{\Delta_{i}} \right\rvert\, i \in p\right\}\).

We know that \(R \in \mathbf{L}\) and therefore it admits a uniformisation \(F \in \mathbf{L}\). Let \(\langle S, \alpha, T\rangle\) be a triple recognising it, with \(S \in \mathbf{S}\). Fix \(\sharp=\sharp(S)\).

We define now the word \(u=y^{\sharp} \cdot x \cdot y^{\sharp} \cdots y^{\sharp} \cdot x \cdot y^{\sharp}\), where \(x\) appears exactly \(p\) times. Since \(u\) is in the projection of \(R\), it also belongs to the projection of \(F\). Let \(\pi\) be the image of \(u\) by \(F\), i.e. the unique word \(\pi\) satisfying \(\binom{u}{\pi} \in F\). The word \(\pi\) is necessarily of the shape \(\square^{\sharp} \cdot \triangle_{\sigma(0)} \cdot \square^{\sharp} \ldots \square^{\sharp} \cdot \triangle_{\sigma(p-1)} \cdot \square^{\sharp}\), where \(\sigma\) is a permutation of \(p=\{0, \ldots, p-1\}\).

Let \(e=\alpha\left(\binom{y}{\square}^{\sharp}\right) \in S\). By the definition of \(\sharp(S)\), \(e\) is idempotent. Consider \(\beta\) the homomorphism from words over \(\mathbb{A}^{\prime}:=\mathbb{A} \sqcup\left\{a_{i} \mid i \in p\right\}\) to \(S\) defined by \(\beta\left(a_{i}\right)=e \cdot \alpha\left(\left(\triangle_{\sigma(i)}^{x}\right)\right) \cdot e\) for \(i \in p\), and \(\beta(a)=e\) for \(a \in \mathbb{A}\).

Now, consider \(\sigma^{\prime}\) a second permutation of \(p\), and \(w\) the word \(w_{0} \cdot a_{\sigma^{\prime}(0)} \cdot w_{1} \cdots w_{p-1}\). \(a_{\sigma^{\prime}(p-1)} \cdot w_{p} \in \mathbb{A}^{\prime *}\), where the \(w_{i}\) 's are arbitrary words over \(\mathbb{A}\). Because \(e\) is idempotent, we know that
\[
\beta(w)=\alpha\left(\binom{y}{\square}^{\sharp} \cdot\binom{x}{\Delta_{\sigma^{\prime}(\sigma(0))}} \cdot\binom{y}{\square}^{\sharp} \cdots\binom{y}{\square}^{\sharp} \cdot\binom{x}{\Delta_{\sigma^{\prime}(\sigma(p-1))}} \cdot\binom{y}{\square}^{\sharp}\right) .
\]

Since \(F\) is a uniformisation, \(\beta(w) \in T\) if and only if \(\sigma^{\prime}\) is the identity. Therefore,
\[
\beta^{-1}(T) \cap \bigcap_{i \in p}\left[\exists^{=1} a_{i}\right]_{\mathbb{A}^{\prime}}=\mathbb{A}^{*} \cdot a_{0} \cdot \mathbb{A}^{*} \cdots \mathbb{A}^{*} \cdot a_{p-1} \cdot \mathbb{A}^{*}=L
\]

Using Lemma 10, each of the languages \(\left[\exists^{=1} a_{i}\right]_{\mathbb{A}^{\prime}}\) is in \(\mathbf{L}\). Because \(\mathbf{L}\) is closed under intersections, we can conclude that \(L\) is in \(\mathbf{L}\).

\subsection*{3.5 Subsequences}

Now we need to strengthen the above lemma, to be able to compare the positions of not necessarily distinct letters. This ability is expressed by the following lemma:
- Lemma 15. Let \(\mathbb{A}\) be an alphabet, and let \(a_{0}, \ldots, a_{p-1}\) be letters of \(\mathbb{A}\), with \(p \geq 1\). Then the language \(\mathbb{A}^{*} \cdot a_{0} \cdot \mathbb{A}^{*} \cdots \mathbb{A}^{*} \cdot a_{p-1} \cdot \mathbb{A}^{*}\) is in \(\mathbf{L}\). We denote this language by \(\left[\exists a_{0}<a_{1}<\ldots<a_{p-1}\right]_{\mathbb{A}}\).

Again, this lemma is equivalent to saying that \(\mathcal{B} \Sigma_{1}[<] \subseteq \mathbf{L}\) (i.e. Boolean combinations of existential First-Order sentences with the order) or equivalently that the pseudo-variety of \(J\)-trivial semigroups \(\mathbf{J}\) is contained in \(\mathbf{S}\).

Let \(\mathbb{B}:=\left\{\triangle_{0}, \ldots, \triangle_{p-1}, \square\right\}\) be an alphabet containing \(p+1\) pairwise distinct symbols. First, we consider the following relation:
\[
R=\binom{\mathbb{A}}{\square}^{*} \cdot\binom{a_{0}}{\Delta_{0}} \cdot\binom{\mathbb{A}}{\square}^{*} \cdots\binom{\mathbb{A}}{\square}^{*} \cdot\binom{a_{p-1}}{\Delta_{p-1}} \cdot\binom{\mathbb{A}}{\square}^{*}
\]

It is immediate to see that \(\Pi(R)\) is exactly \(\left[\exists a_{0}<\ldots<a_{p-1}\right]_{\mathbb{A}}\). Consider the relations \(R_{1}:=R \cdot(:) \cdot(\mathbb{A})^{*}\) and \(R_{2}:=(\mathbb{A})^{*} \cdot(:) \cdot R\), where \(\bullet\) is a fresh letter \((\) i.e. not in \(\mathbb{A}\) nor in \(\mathbb{B})\).

To conclude the proof of Lemma 15, we will use a fairly technical fact. It may be seen as an abstract generalisation of the technique used in the proof of Lemma 3 in [12].
- Fact 16. Let \(R\) be a relation over a product alphabet \(\mathbb{A} \times \mathbb{B}\), i.e. \(R \subseteq(\mathbb{A} \times \mathbb{B})^{+}\). Assume that \(\bullet, \square\) are two symbols, with \(\bullet \notin \mathbb{A}\). Define \(R_{1}:=R \cdot(\bullet) \cdot(\mathbb{A})^{*}, R_{2}:=(\mathbb{A})^{*} \cdot(:) \cdot R\), and \(P:=R_{1} \cup R_{2}\). If \(P\) is in \(\mathbf{L}\) then \(\Pi(R)\) is in \(\mathbf{L}\).

Proof. Let \(F \in \mathbf{L}\) be a uniformisation of the above relation \(P\), and let \(\langle S, \alpha, T\rangle\) be a triple recognising \(F\), with \(S \in \mathbf{S}\).

Let \(\beta\) be the homomorphism from \(\mathbb{A}^{+}\)to \(S\) defined by \(\beta(a)=\alpha\left(\binom{a}{\square}\right)\), for all \(a \in \mathbb{A}\). Put \(L:=\Pi(R)\). Notice that if for all words \(w_{1}, w_{2}\) in \(\mathbb{A}^{+}\), the equality \(\beta\left(w_{1}\right)=\beta\left(w_{2}\right)\) implies the equivalence \(w_{1} \in L \Leftrightarrow w_{2} \in L\), then in fact \(L\) is in \(\mathbf{L}\), because \(\beta^{-1}(\beta(L))=L \in \mathbf{L}\).

We show now that this implication holds for all \(w_{1}, w_{2}\). Suppose that there exist \(w_{1} \in L\) and \(w_{2} \in L^{\mathrm{c}}\) such that \(\beta\left(w_{1}\right)=\beta\left(w_{2}\right)\), in order to provide a contradiction.

Let \(w\) be the word \(w_{1} \cdot \bullet \cdot w_{1}\), over the alphabet \(\mathbb{A} \sqcup\{\bullet\}\). This word \(w\) is in \(\Pi\left(R_{1}\right) \cap \Pi\left(R_{2}\right)\), let \(\pi\) the unique word over \(\mathbb{B} \cup\{\bullet, \square\}\) such that \(\binom{w}{\pi} \in F\).

We suppose for instance that \(\binom{w}{\pi} \in R_{1}\) (the case \(\binom{w}{\pi} \in R_{2}\) is symmetric). Because \(\bullet \notin \mathbb{A}, \pi\) is necessarily of the shape \(\pi_{1} \cdot \bullet \cdot \square^{\left|w_{1}\right|}\), with \(\pi_{1} \in \mathbb{B}^{\left|w_{1}\right|}\).

Let now \(w^{\prime}\) be the word \(w_{2} \cdot \bullet w_{1}\) and let \(\pi^{\prime}\) be the unique word such that \(\binom{w^{\prime}}{\pi^{\prime}} \in F\). Again, \(\pi^{\prime}\) is of the shape \(\square^{\left|w_{2}\right|} \cdot \bullet \pi_{1}^{\prime}\), with \(\pi_{1}^{\prime} \in \mathbb{B}^{\left|w_{1}\right|}\). Since \(\beta\left(w_{2}\right)=\beta\left(w_{1}\right)\), we know that \(\alpha\left(\left(\square^{\left|w_{2}\right|} w^{\prime} \cdot \cdot \pi_{1}^{\prime}\right)\right)=\alpha\left(\left(\square^{\left|w_{1}\right|} \cdot \bullet \cdot \pi_{1}^{\prime}\right)\right)\). The latter value does not belong to \(T\) because \(\left(\square^{\left|w_{1}\right|} \stackrel{w}{ } \cdot \pi_{1}^{\prime}\right) \notin F\) - we know that \(F\) is a uniformisation and \(\pi \neq \square^{\left|w_{1}\right|} \cdot \bullet \cdot \pi_{1}^{\prime}\). This means that \(\binom{w^{\prime}}{\pi^{\prime}}\) is not in \(F\), contradicting the assumption, and concluding the proof of this fact.

Now we go back to the proof of Lemma 15. The letters \(\binom{a_{0}}{\Delta_{0}}, \ldots,\binom{a_{p-1}}{\Delta_{p-1}},(:)\) are all pairwise distinct, and none of them is in the alphabet \(\mathbb{A} \times\{\square\}\). Therefore, Lemma 14 tells us that \(R_{1}\) and \(R_{2}\) are in \(\mathbf{L}\). This means that \(P:=R_{1} \cup R_{2}\) is in \(\mathbf{L}\), and we can conclude with Fact 16 that \(\left[\exists a_{0}<\ldots<a_{p-1}\right]_{\mathbb{A}}=\Pi(R)\) is in \(\mathbf{L}\).
- Corollary 17. Let \(\mathbb{A}_{0}, \ldots, \mathbb{A}_{p-1}\) be pairwise disjoint alphabets contained in \(\mathbb{A}\). Then the language \(L=\mathbb{A}_{0}^{*} \cdot \mathbb{A}_{1}^{*} \ldots \mathbb{A}_{p-1}^{*} \backslash\{\epsilon\}\) is in \(L\).

Proof. It is enough to observe that \(L=\bigcap_{i \in j \in p} \bigcap_{a_{i} \in \mathbb{A}_{i}} \bigcap_{a_{j} \in \mathbb{A}_{j}}\left[\exists a_{j}<a_{i}\right]_{\mathbb{A}}^{c}\) (where \(\mathbb{A}\) is the union of the \(\mathbb{A}_{i}\) 's).

\subsection*{3.6 Polynomials}

We will now prove a variant of Lemma 15 for polynomials. A monomial is a language of the shape \(L_{0} \cdot L_{1} \cdots L_{p-1}\), where each \(L_{i}\) is either of the form \(\mathbb{A}_{i}^{*}\), or a set of single-letter words over \(\mathbb{A}_{i}\), and such that at least one of the \(L_{i}\) 's is of the latter kind. An example of a monomial is the language
\[
\{a, b\}^{*} \cdot\{x, y\} \cdot\{x\}^{*} .
\]

Notice that the alphabets \(\mathbb{A}_{i}\) are not required to be pairwise disjoint in that definition. A polynomial is a finite union of monomials. This section is devoted to a proof of the following lemma.
- Lemma 18. Any polynomial is in \(\mathbf{L}\).

First notice that \(\mathbf{L}\) is closed under unions and therefore it is enough to prove the lemma for monomials. Consider a monomial \(L\) over an alphabet \(\mathbb{A}\), i.e. \(L=\mathbb{A}_{0}^{\xi_{0}} \cdot \mathbb{A}_{1}^{\xi_{1}} \cdots \mathbb{A}_{p-1}^{\xi_{p-1}}\), where each \(\xi_{i}\) is either \(*\) or 1 (because \(\mathbb{A}_{i}^{1}=\mathbb{A}_{i}\) ). Take \(\mathbb{A}^{\prime}:=\mathbb{A} \sqcup\{\bullet\}, \mathbb{B}:=\left\{\Delta_{0}, \ldots, \Delta_{p-1}, \bullet, \square\right\}\). Let \(R:=\binom{\mathbb{A}_{0}}{\Delta_{0}}^{\xi_{0}} \cdots\binom{\mathbb{A}_{p-1}}{\Delta_{p-1}}^{\xi_{p-1}}, R_{1}:=R \cdot(:) \cdot\left(\mathbb{A}_{\square}\right)^{*}\), and \(R_{2}:=\binom{\mathbb{A}}{\square}^{*} \cdot(\bullet) \cdot R\).

Notice that
\[
\begin{equation*}
R_{1}=\binom{\mathbb{A}_{0}}{\Delta_{0}}^{*} \cdots\binom{\mathbb{A}_{p-1}}{\Delta_{p-1}}^{*} \cdot(:)^{*} \cdot\binom{\mathbb{A}}{\square}^{*} \cap\left[\exists^{=1}(:)\right]_{\mathbb{A}^{\prime} \times \mathbb{B}} \cap \bigcap_{i \in p} \Xi_{i} \tag{3}
\end{equation*}
\]
where each \(\Xi_{i}\) is either: \(\left(\mathbb{A}^{\prime} \times \mathbb{B}\right)^{+}\)if \(\xi_{i}=*\); or \(\left[\exists=1 \mathbb{A}_{i} \times\left\{\Delta_{i}\right\}\right]_{\mathbb{A}^{\prime} \times \mathbb{B}}\) if \(\xi_{i}=1\). Now, the first ingredient on the right-hand side of (3) is as in Corollary 17 and thus belongs to \(\mathbf{L}\). The other ingredients also belong to \(\mathbf{L}\), see Lemma 10, and Corollary 13. Similarly we know that \(R_{2} \in \mathbf{L}\). Thus, Fact 16 implies that \(L=\Pi(R) \in \mathbf{L}\), which concludes the proof of Lemma 18 .
- Remark 19. The family of polynomials is closed under union and concatenation.

\subsection*{3.7 Semigroups}

We can now conclude the proof of Theorem 2. Let \(L\) be a regular language over some alphabet \(\mathbb{A}\), that is recognised by a tuple \(\langle S, \alpha, T\rangle\) with a finite semigroup \(S\) that may a priori not belong to \(\mathbf{S}\). Our aim is to prove that \(L \in \mathbf{L}\).

Consider a word \(\binom{w}{\sigma} \in(\mathbb{A} \times S)^{+}\)of length \(n\). We say that such a word is an evaluation if for every \(i \in n\) we have \(\sigma(i)=\alpha(w(0) \cdots w(i))\). Notice that in that case \(w \in L\) if and only if \(\sigma(n-1) \in T\). Let \(E\) be the set of words \(\binom{w}{\sigma} \in(\mathbb{A} \times S)^{+}\)that are evaluations and \(\sigma(n-1) \in T\).
\(\triangleright\) Claim 20. Using the above notions, we have \(\Pi(E)=L\).
Proof. Every word \(w \in \mathbb{A}^{n}\) with \(n \geq 1\) admits a unique word \(\sigma \in S^{n}\) such that \(\binom{w}{\sigma}\) is an evaluation. In that case \(\alpha(w)=\sigma(n-1)\). Thus, \(w \in L\) iff. \(\sigma(n-1) \in T\) iff. \(\binom{w}{\sigma} \in E . \quad \triangleleft\)

Our aim is to show that a variant of the set of evaluations \(E\) belongs to \(\mathbf{L}\) and then invoke Fact 16 to project away the \(S\) coordinate of the evaluations.

Consider \(a, b \in \mathbb{A}\) and \(r, s \in S\) and define
\[
I_{a, r}:=\binom{a}{r} \cdot\binom{\mathbb{A}}{S}^{*}, \quad M_{a, r, b, s}:=\binom{\mathbb{A}}{S}^{*} \cdot\binom{a}{r} \cdot\binom{b}{s} \cdot\binom{\mathbb{A}}{S}^{*}, \quad F_{a, r}:=\binom{\mathbb{A}}{S}^{*} \cdot\binom{a}{r} .
\]

Let \(W\) be the union of the languages: \(I_{a, r}\) ranging over \(a \in \mathbb{A}, r \in S\) such that \(\alpha(a) \neq r\); \(M_{a, r, b, s}\) ranging over those \(a, b \in \mathbb{A}, r, s \in S\) such that \(r \cdot \alpha(b) \neq s\); and \(F_{a, r}\) ranging over \(r \notin T\). Notice that \(W\) defined that way is a polynomial.
\(\triangleright\) Claim 21. The complement of \(W\) equals \(E\).
Proof. Clearly \(E \cap W=\emptyset\). Thus, it is enough to prove that if \(\binom{w}{\sigma} \notin W\) then \(\binom{w}{\sigma} \in E\). Let \(n=|w|=|\sigma|\). Since \(\binom{w}{\sigma} \notin W\), we know that \(\sigma(n-1) \in T\) (see the languages \(F_{a, r}\) ), thus it is enough to show that \(\binom{w}{\sigma}\) is an evaluation. It is done inductively, for \(i=0,1, \ldots, n-1\). The fact that \(\sigma(0)=\alpha(w(0))\) follows from the assumption that \(\binom{w}{\sigma} \notin W\) (see the languages \(I_{a, r}\) ).

Take \(i<n-1\) and assume that \(\sigma(i)=\alpha(w(0) \cdots w(i))\). Observe that \(\sigma(i+1)\) must equal \(\sigma(i) \cdot \alpha(w(i+1))\) (see the languages \(\left.M_{a, r, b, s}\right)\). Thus, \(\sigma(i+1)=\alpha(w(0) \cdots w(i+1))\).

Consider fresh letters \(\bullet\) and \(\bullet\), and the alphabets \(\mathbb{A}^{\prime}:=\mathbb{A} \sqcup\{\bullet\}, S^{\prime}:=S \sqcup\{\bullet, \Delta\}\). Let:
\[
\begin{array}{ll}
R_{1}:=W \cdot(:) \cdot\binom{\mathbb{A}}{\Delta}^{*}, & R_{2}:=\binom{\mathbb{A}}{\Delta}^{*} \cdot(\bullet) \cdot W, \\
R_{1}^{\prime}:=R_{1}^{\mathrm{c}} \cap\binom{\mathbb{A}}{S}^{*} \cdot(:) \cdot\binom{\mathbb{A}}{\Delta}^{*}, & R_{2}^{\prime}:=R_{2}^{\mathrm{c}} \cap\binom{\mathbb{A}}{\Delta}^{*} \cdot\left(:(\bullet) \cdot\binom{\mathbb{A}}{S}^{*}, \quad P:=R_{1}^{\prime} \cup R_{2}^{\prime} .\right.
\end{array}
\]

Notice that both \(R_{1}\) and \(R_{2}\) are polynomials (see Remark 19) and therefore all the five relations defined above belong to \(\mathbf{L}\).
\(\triangleright\) Claim 22. Using the above notions, we have
\[
R_{1}^{\prime}=E \cdot(:) \cdot\binom{\mathbb{A}}{\Delta}^{*}, \quad R_{2}^{\prime}=\left(\frac{\mathbb{A}}{\Delta}\right)^{*} \cdot(:(\bullet) \cdot E .
\]

Proof. These equalities follow directly from the definition and Claim 21.

Therefore, Fact 16 applied to \(P\) guarantees that \(\Pi(E) \in \mathbf{L}\). Thus, by Claim 20 we know that \(L \in \mathbf{L}\). This concludes the proof of Theorem 2 .

\section*{4 Conclusions}

The main result of this work shows that among pseudo-varieties of semigroups, only REG \(=\) MSO is strong enough to have the uniformisation property over finite words. It seems that exactly the same techniques work also for infinite words and finite trees, however the technical details are more involved there. This means that, to be able to choose witnesses in a definable way, one needs to have access to the unrestricted quantification over these witnesses (i.e. monadic quantifiers).

The actual arguments used in the presented proof are rather direct: they boil down to finding an appropriate relation \(R\) that is definable in the considered formalism, such that any uniformisation of \(R\) must provide some added expressive power. However, the difficulty of that reasoning lies in the deliberate design of the relations \(R\). From this perspective, the proof can be read as a collection of instances showing how uniformisability (or generally ability to choose witnesses) leads to an increased expressive power.

The results of this work are in a sense negative, showing that all formalisms below MSO do not admit uniformisation. However, still some relations can be uniformised within the limited expressive power. This leads to the following decision problem:

Problem 23. Given a regular language \(R\) over a product alphabet \(\mathbb{A} \times \mathbb{B}\), decide if \(R\) admits an \(\mathbf{F O}[<]\)-definable uniformisation.

Note that even if \(R\) itself is not \(\mathbf{F O}[<]\)-definable, it might be the case that there is an \(\mathbf{F O}[<]\)-definable uniformisation of \(R\). The status of this problem is open at the moment.
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\section*{1 Introduction}

Vector addition systems [8] are a widely accepted model of concurrency equivalent to Petri nets. Another equivalent model, called vector addition systems with states (VASS) [7], is an extension of finite automata with integer counters, on which the transitions can perform operations of increment or decrement (but no zero tests), with the proviso that counter values are 0 initially and must stay non-negative along a run. The number of counters \(d\) defines the dimension of a VASS. For brevity, we call a VASS of dimension \(d\) a \(d\)-VASS. Formally, every transition of a \(d\)-VASS \(V\) has adjoined a vector \(v \in \mathbb{Z}^{d}\) describing the effect of executing this transition on counter values; thus a transition is a triple \(\left(q, v, q^{\prime}\right) \in Q \times \mathbb{Z}^{d} \times Q\), where \(Q\) is the set of control states of \(V\). A finite path, i.e., a sequence of transitions of the form \(\pi=\left(q_{0}, v_{1}, q_{1}\right),\left(q_{1}, v_{2}, q_{2}\right), \ldots,\left(q_{n-1}, v_{n}, q_{n}\right)\), induces a run if the counter values stay non-negative, i.e., \(v_{1}+\ldots+v_{i} \in \mathbb{N}^{d}\) for every \(i\).

In this paper we concentrate on pumping, i.e., techniques exploiting repetitions of states in runs. Pumping is an ubiquitous phenomenon which typically provides valuable tools in proving short run properties, or showing language inexpressibility results. It seems to be particularly relevant in case of VASS, as even the core of the seminal decision procedure for
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the reachability problem in VASS by Mayr and Kosaraju [11, 9] is fundamentally based on pumping: briefly speaking, the decision procedure decomposes a VASS into a finite number of VASS, each of them admitting a property that every path can be pumped up so that it induces a run. Pumping techniques are used even more explicitly when dealing with subclasses of VASS of bounded dimension. The PSpace upper bound for the reachability problem in 2-VASS [2] relies on various un-pumping transformations of an original run, leading to a simple run of at most exponential length, in the form of a short path with adjoined short disjoint cycles. A smart surgery on those simple runs was also used to obtain a stronger upper bound (NL) in case when the transition effects are represented in unary [6]. Un-pumping is also used in [3] to provide a quadratic bound on the length of the shortest run for 1-VASS, also known as one counter automata without zero tests, and for unrestricted one counter automata. See also \([1,10]\) for pumping techniques in one counter automata.


Figure 1 Thin (above) and thick run (below). Points correspond to counter values, and control states along a run are ignored.

Contribution. The above-mentioned techniques are mostly oriented towards reachable sets, and henceforth may ignore certain runs as long as the reachable set is preserved. In consequence, they are not very helpful in solving decision problems formulated in terms of the whole language accepted by a VASS, like the regular separability problem (cf. the discussion below). Our primary objective is to design a pumping infrastructure applicable to every run of a 2-VASS. Therefore, as our main technical contribution we perform a thorough classification of runs, in the form of a dichotomy (see the illustrations on the right): for every run \(\pi\) of a 2 -VASS, whose initial and final values of both counters are 0 ,
- either \(\pi\) is thin, by which we mean that the counter values along the run stay within belts, whose direction and width are all bounded polynomially in the number of states and the largest absolute value of vectors of the 2-VASS;
- or \(\pi\) is thick, by which we mean that a number of cycles is enabled along the run, the effect vectors of these cycles span (slightly oversimplifying) the whole plane, and furthermore the lengths of cycles and the extremal factors of \(\pi\) are all bounded polynomially in \(M\) and exponentially in \(n\). (For the sake of simplicity some details are omitted here; the fully precise statement of the dichotomy is Theorem 3.1 in Section 3).
The dichotomy immediately entails a pumping lemma for 2-VASS by using, essentially, the pumping scheme of 1-VASS in case of thin runs, and the cycles enabled along a run in case of thick runs (cf. Theorem 4.1). As a more subtle application of the dichotomy, we derive an alternative proof of the exponential run property (shown originally in [2]), which immediately implies PSPACE-membership of the reachability problem (cf. Theorem 4.2).

Further applications. We envisage other possible applications of the dichotomy. One important case can be the regular separability problem: given two labeled 2-VASS \(V_{1}\) and \(V_{2}\), decide if there is a regular language separating languages of \(V_{1}\) and \(V_{2}\), i.e., including one of them and disjoint from the other. The problem is decidable in PSpace for 1-VASS [5] while the decidability status for 2-VASS is still open. A cornerstone of the decision procedure of [5] is a well-behaved over-approximation of a language of a 1-VASS \(V\) by a sequence of regular languages \(\left(V_{n}\right)_{n \in \mathbb{N}}\), where the precision of approximation increases with increasing \(n\). In case of 1-VASS, the language \(V_{n}\) is obtained by abstraction of \(V\) modulo \(n\); on the other hand, as argued in [5], the very same approach necessarily fails for dimensions larger than 1. It seems that our dichotomy classification of runs of a 2-VASS prepares the ground for the right definition of abstraction \(V_{n}\) modulo \(n\). Indeed, intuitively speaking, as long as the run stays within belts, 1-dimensional counting modulo \(n\) along the direction of a belt is sufficient; otherwise, a 2-dimensional abstraction modulo \(n\) can be applied as soon as a sufficient number of pumpable cycles has been identified along a run.

As our approach builds on natural geometric properties of runs, we believe that it can be generalized to dimensions larger than 2. However, one should not expect efficient length bounds from this generalization itself, as already in dimension 3 the prefix of a run preceding the first pumpable cycle has non-elementary length (the length can be as large as tower of \(n\) exponentials in the composition of \(n\) copies of the Hopcroft and Pansiot example [7]).

\section*{2 Preliminaries}

2-dimensional vector addition systems with states. We use standard symbols \(\mathbb{Q}, \mathbb{Z}, \mathbb{N}\) for the sets of rationals, integers, and non-negative integers, respectively. Whenever convenient we use subscripts to specify subsets, e.g., \(\mathbb{Q}_{\geq 0}\) for non-negative rationals. We refer to elements of \(\mathbb{Z}^{2}\) briefly as vectors. Non-negative vectors are elements of \(\mathbb{N}^{2}\), and positive vectors are elements of \(\mathbb{Z}_{>0}^{2}\). A vector with only non-negative coordinates and at least one positive coordinate is called semi-positive; it is either positive, or vertical of the form \((0, a)\), or horizontal of the form \((a, 0)\), for \(a \in \mathbb{Z}_{>0}\).

A 2-dimensional vector addition system with states (2-VASS) \(V\) consists of a finite set of control states \(Q\) and a finite set of transitions \(T \subseteq Q \times \mathbb{Z}^{2} \times Q\). We refer to the vector \(v\) as the effect of a transition \((p, v, q)\). A path in \(V\) from control state \(p\) to \(q\) is a sequence of transitions \(\pi=\left(q_{0}, v_{1}, q_{1}\right),\left(q_{1}, v_{2}, q_{2}\right), \ldots,\left(q_{n-1}, v_{n}, q_{n}\right) \in T^{*}\) where \(p=q_{0}\) and \(q=q_{n}\); it is called a cycle whenever the starting and ending control states coincide \(\left(q_{0}=q_{n}\right)\). The effect of a path is defined as \(\operatorname{eff}(\pi)=v_{1}+\ldots+v_{n} \in \mathbb{Z}^{2}\), and its length is \(n\). A cycle is called non-negative, semi-positive or positive, if its effect is so.

A configuration of \(V\) is an element of \(\operatorname{Conf}=Q \times \mathbb{N}^{2}\). A transition \(t=(p, v, q)\) is enabled in a configuration \(c=\left(p^{\prime}, u\right)\) if \(p=p^{\prime}\) and \(u+v \in \mathbb{N}^{2}\). Analogously, a path \(\pi\) is enabled in a configuration \(c=\left(p^{\prime}, u\right)\) if \(q_{0}=p^{\prime}\) and \(u_{i}=u+v_{1}+\ldots+v_{i} \in \mathbb{N}^{2}\) for every \(i\). In such case we say that \(\pi\) induces a run of the form
\[
\rho=\left(c_{0}, t_{1}, c_{1}\right),\left(c_{1}, t_{2}, c_{2}\right), \ldots,\left(c_{n-1}, t_{n}, c_{n}\right) \in(\operatorname{Conf} \times T \times \operatorname{Conf})^{*}
\]
with intermediate configurations \(c_{i}=\left(q_{i}, u_{i}\right)\), from the source configuration \(\operatorname{src}(\rho)=c_{0}\) to the target one \(\operatorname{trg}(\rho)=c_{n}\). If the source configuration \(c_{0}\) is clear from the context, we do not distinguish between a path enabled in \(c_{0}\) and a run with source \(c_{0}\), and simply say that the path is the run. A \((0,0)\)-run is a run whose source and target are \((0,0)\)-configurations, i.e., a configuration whose vector is \((0,0)\).

We will sometimes relax the non-negativeness requirement on some coordinates: For \(j \in\{1,2\}\), we say that a path \(\pi\) is \(\{j\}\)-enabled in a configuration \(c=\left(p^{\prime}, u\right)\) if \(q_{0}=p^{\prime}\) and \(\left(u+v_{1}+\ldots+v_{i}\right)[j] \in \mathbb{N}\) for every \(i\). We also say that \(\pi\) is \(\emptyset\)-enabled in \(c\) if just \(q_{0}=p^{\prime}\).

The reversal of a 2 -VASS \(V=(Q, T)\), \(\operatorname{denoted} \operatorname{rev}(V)\), is a 2 -VASS with the same control states and with transitions \(\{(q,-v, p) \mid(p, v, q) \in T\}\). We sometimes speak of the reversal \(\operatorname{rev}(\rho)\) of a run \(\rho\) of \(V\), implicitly meaning a run in the reversal of \(V\).

As the norm of \(v=\left(v_{1}, v_{2}\right) \in \mathbb{Q}^{2}\), we take the largest of absolute values of \(v_{1}\) and \(v_{2}\), \(\|v\|:=\max \left\{\left|v_{1}\right|,\left|v_{2}\right|\right\}\). By the norm of a configuration \(c=(q, v)\) we mean the norm of its vector \(v\), and by the norm \(\|V\|\) of a 2-VASS \(V\) we mean the largest among norms of effects of transitions.

 vectors \(u_{i}, u_{i+6}\) are contralinear, for \(i=1, \ldots, 5\).

Sequential cones. For a vector \(v \in \mathbb{Z}^{2}\), define the half-line induced by \(v\) as \(\ell_{v}:=\mathbb{Q} \geq 0 \cdot v=\) \(\{\alpha v \mid \alpha \in \mathbb{Q}>0\}\). We call two vectors \(v, w\) colinear if \(\ell_{v}=\ell_{w}\), and contralinear if \(\ell_{v}=\ell_{-w}\). For two vectors \(u, v \in \mathbb{Z}^{2} \backslash\{(0,0)\}\), define the angle \(\measuredangle[u, v] \subseteq \mathbb{Q}^{2}\) as the union of all half-lines which lie clock-wise between \(\ell_{u}\) and \(\ell_{v}\), including the two half-lines themselves. In particular, \(\measuredangle[v, v]=\ell_{v}\). Analogously we define the sets \(\measuredangle[u, v), \measuredangle(u, v]\) and \(\measuredangle(u, v)\) which exclude one or both of the half-lines. We refer to an angle of the form \(\measuredangle[v,-v]\) as half-plane. We write \(v \circlearrowright u\) when \(u \in \measuredangle(v,-v)\), i.e., \(u\) is oriented clock-wise with respect to \(v\) (see Figure 2 for an illustration). Note that \(\circlearrowright\) defines a total order on pairwise non-colinear non-negative vectors.

By the cone of a finite set of vectors \(\left\{v_{1}, \ldots, v_{k}\right\} \subseteq \mathbb{Z}^{2}\) we mean the set of all non-negative rational linear combinations of these vectors:
\[
\operatorname{Cone}\left(v_{1}, \ldots, v_{k}\right):=\left\{\Sigma_{j=1}^{k} a_{j} v_{j} \in \mathbb{Q}^{2} \mid a_{1}, \ldots, a_{k} \in \mathbb{Q}_{\geq 0}\right\} .
\]

We call the cone of a single vector \(\operatorname{Cone}(v)=\ell_{v}\) trivial, and the cone of zero vectors \(\operatorname{Cone}(\emptyset)=\{(0,0)\}\) degenerate. Two non-zero vectors \(v_{1}\) and \(v_{2}\) can be in four distinct relations: (I) they are colinear, (II) they are contralinear, (III) \(v_{1} \circlearrowright v_{2}\) and hence \(\operatorname{Cone}\left(v_{1}, v_{2}\right)=\measuredangle\left[v_{1}, v_{2}\right]\), (IV) \(v_{2} \circlearrowright v_{1}\) and hence \(\operatorname{Cone}\left(v_{1}, v_{2}\right)=\measuredangle\left[v_{2}, v_{1}\right]\).
- Lemma 2.1. Every cone either equals the whole plane \(\mathbb{Q}^{2}\), or is included in some half-plane.

Proof. Assume, w.l.o.g. that the vectors \(v_{1}, \ldots, v_{k}\) are non-zero and include no colinear pair. Suppose there is a contralinear pair \(v_{i}, v_{j}\) among \(v_{1}, \ldots, v_{k}\). If all other vectors \(v_{h}\) satisfy \(v_{i} \circlearrowright v_{h} \circlearrowright v_{j}\) then \(\operatorname{Cone}\left(v_{1}, \ldots, v_{k}\right)\) is included in the half-plane \(\measuredangle\left[v_{i}, v_{j}\right]\). Otherwise \(\operatorname{Cone}\left(v_{1}, \ldots, v_{k}\right)\) is the whole plane.

Now suppose there is no contralinear pair among \(v_{1}, \ldots, v_{k}\). If some three \(v_{i}, v_{j}, v_{h}\) of them satisfy \(v_{i} \circlearrowright v_{j} \circlearrowright v_{h} \circlearrowright v_{i}\) then \(\operatorname{CoNe}\left(v_{1}, \ldots, v_{k}\right)\) includes the three angles \(\measuredangle\left[v_{i}, v_{j}\right]\), \(\measuredangle\left[v_{j}, v_{h}\right]\) and \(\measuredangle\left[v_{h}, v_{i}\right]\), the union of which is the whole plane. Otherwise, the relation \(\circlearrowright\) is
transitive and hence defines a (strict) total order on \(\left\{v_{1}, \ldots, v_{k}\right\}\). The minimal and maximal element \(v_{i}\) and \(v_{j}\) w.r.t. the order satisfy \(v_{i} \circlearrowright v_{j}\), and hence \(\operatorname{Cone}\left(v_{1}, \ldots, v_{k}\right)=\measuredangle\left[v_{i}, v_{j}\right]\) is included in the half-plane \(\measuredangle\left[v_{i},-v_{i}\right]\).

The sequential cone of vectors \(v_{1}, \ldots, v_{k} \in \mathbb{Z}^{2}\) imposes additional non-negativeness conditions, namely for every \(i\), the partial sum \(a_{1} v_{1}+\ldots+a_{i} v_{i}\) must be non-negative (this is required later, when pumping cycles in a run whose effects are \(v_{1}, \ldots, v_{k}\) in that order):
\[
\operatorname{SEQCoNE}\left(v_{1}, \ldots, v_{k}\right):=\left\{\Sigma_{j=1}^{k} a_{j} v_{j} \in \mathbb{Q}_{\geq 0}^{2} \mid a_{1}, \ldots, a_{k} \in \mathbb{Q}_{\geq 0}, \forall_{i} \Sigma_{j=1}^{i} a_{j} v_{j} \in \mathbb{Q}_{\geq 0}^{2}\right\}
\]

Note that \(v_{1}\) may be assumed w.l.o.g. to be semi-positive, but other vectors \(v_{i}\) are not necessarily non-negative; and that every sequential cone is a subset of the non-negative orthant \(\mathbb{Q}_{\geq 0}^{2}\). Importantly, contrarily to cones, the order of vectors \(v_{1}, \ldots, v_{k}\) matters for sequential cones. In fact, sequential cones are just convenient syntactic sugar for cones of pairs of non-negative vectors:
- Lemma 2.2. For all vectors \(v_{1}, \ldots, v_{k}\), the sequential cone \(\operatorname{SEQCone}\left(v_{1}, \ldots, v_{k}\right)\), if not degenerate, equals \(\operatorname{CoNe}(u, v)\), for two non-negative vectors \(u\), \(v\), and each of them either belongs to \(\left\{v_{1}, \ldots, v_{k}\right\}\), or is horizontal, or vertical.

Proof. We proceed by induction on \(k\). For \(k=1\) we have \(\operatorname{SEQCone}\left(v_{1}\right)=\ell_{v_{1}}=\) \(\operatorname{Cone}\left(v_{1}, v_{1}\right)\). Let \(v_{0}\) and \(h_{0}\) denote some fixed vertical and horizontal vector, respectively. For the induction step we assume \(\operatorname{SeqCone}\left(v_{1}, \ldots, v_{k-1}\right)=\operatorname{Cone}(u, v)\) for non-negative vectors \(u, v\); and compute the value of \(\operatorname{SeqCone}\left(v_{1}, \ldots, v_{k}\right)\), separately in each of the following distinct cases (assume w.l.o.g. \(u \circlearrowright v\) ):

\[
\operatorname{SEQCone}\left(v_{1}, \ldots, v_{k}\right)= \begin{cases}\operatorname{Cone}\left(v_{k}, v\right) & \text { if } v_{k} \in \measuredangle\left[v_{0}, u\right) \\ \operatorname{Cone}(u, v) & \text { if } v_{k} \in \measuredangle[u, v] \\ \operatorname{Cone}\left(u, v_{k}\right) & \text { if } v_{k} \in \measuredangle\left(v, h_{0}\right] \\ \operatorname{Cone}\left(u, h_{0}\right) & \text { if } v_{k} \in \measuredangle\left(h_{0},-u\right] \\ \operatorname{Cone}\left(v_{0}, h_{0}\right) & \text { if } v_{k} \in \measuredangle(-u,-v) \\ \operatorname{Cone}\left(v_{0}, v\right) & \text { if } v_{k} \in \measuredangle\left[-v, v_{0}\right) .\end{cases}
\]

\section*{3 Thin-Thick Dichotomy}

The main result of this section (cf. Theorem 3.1 below) classifies ( 0,0 )-runs in a 2-VASS into thin and thick ones. Throughout this section we consider an arbitrary fixed 2-VASS \(V=(Q, T)\).
Let \(n=|Q|\) and \(M=\|V\|\).


Figure 3 Thin run within belts \(B_{v, W}\).

Thin runs. The belt of direction \(v \in \mathbb{N}^{2}\) and width \(W\) is the set
\[
\mathcal{B}_{v, W}=\left\{u \in \mathbb{N}^{2} \mid \operatorname{dist}\left(u, \ell_{v}\right) \leq W\right\},
\]
where \(\operatorname{dist}\left(u, \ell_{v}\right)\) denotes the Euclidean distance between the point \(u\) and the half-line \(\ell_{v}\). For \(A \in \mathbb{N}\), we call \(\mathcal{B}_{v, W}\) an \(A\)-belt if \(\|v\| \leq A\) and \(W \leq A\). We say that a run \(\rho\) of \(V\) is \(A\)-thin if for every configuration \(c\) in \(\rho\) there exists an \(A\)-belt \(B\) such that \(c \in Q \times B\).

Thick runs. Let \(A \in \mathbb{N}\). Four cycles \(\pi_{1}, \pi_{2}, \pi_{3}, \pi_{4} \in T^{*}\) are \(A\)-sequentially enabled in a run \(\rho\) if their lengths are at most \(A\), and the run \(\rho\) factors into \(\rho=\rho_{1} \rho_{2} \rho_{3} \rho_{4} \rho_{5}\) so that (denote by \(v_{1}, v_{2}, v_{3}, v_{4}\) the effects of \(\pi_{1}, \pi_{2}, \pi_{3}, \pi_{4}\), respectively):
- The effect \(v_{1}\) is semi-positive, the cycle \(\pi_{1}\) is enabled in \(c_{1}:=\operatorname{trg}\left(\rho_{1}\right)\), and both coordinates are bounded by \(A\) along \(\rho_{1}\).
- If \(v_{1}\) is positive then \(\pi_{2}\) is \(\emptyset\)-enabled in \(c_{2}:=\operatorname{trg}\left(\rho_{2}\right)\). Otherwise (let \(j\) be the coordinate s.t. \(\left.v_{1}[j]=0\right) \pi_{2}\) is \(\{j\}\)-enabled in \(c_{2}:=\operatorname{trg}\left(\rho_{2}\right)\), and \(j\) th coordinate is bounded by \(A\) along \(\rho_{2}\).
- The cycle \(\pi_{i}\) is \(\emptyset\)-enabled in \(c_{i}:=\operatorname{trg}\left(\rho_{i}\right)\), for \(i=3,4\).

We also say that the four vectors \(v_{1}, v_{2}, v_{3}, v_{4}\) are \(A\)-sequentially enabled in \(\rho\), quantifying the cycles existentially. A \((0,0)\)-run \(\tau\) is called \(A\)-thick if it partitions into \(\tau=\rho \rho^{\prime}\) so that
1. some vectors \(v_{1}, v_{2}, v_{3}, v_{4}\) are \(A\)-sequentially enabled in \(\rho\),
2. some vectors \(v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}, v_{4}^{\prime}\) are \(A\)-sequentially enabled in \(\operatorname{rev}\left(\rho^{\prime}\right)\),
3. \(\operatorname{SEQCone}\left(v_{1}, v_{2}, v_{3}, v_{4}\right) \cap \operatorname{SEQCone}\left(v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}, v_{4}^{\prime}\right)\) is non-trivial.

Figure 4 illustrates the geometric ideas underlying these three conditions for \(A\)-thick runs. Concerning condition 1 , a cycle \(\pi_{1}\) depicted by a dotted line, with vertical effect \(v_{1}\), can be used to increase the second (vertical) coordinate arbitrarily, which justifies the relaxed requirement that a cycle \(\pi_{2}\) with effect \(v_{2}\) is only \(\{1\}\)-enabled. Note that the norm of the configuration enabling \(\pi_{1}\), as well as the first coordinate of the configuration enabling \(\pi_{2}\), are bounded by \(A\). Concerning condition 2 , a cycle \(\pi_{1}^{\prime}\) with positive effect \(v_{1}^{\prime}\) can be used to increase both coordinates arbitrarily; therefore a cycle \(\pi_{2}^{\prime}\) with effect \(v_{2}^{\prime}\) is only required to be \(\emptyset\)-enabled, and no coordinate of the configuration enabling \(\pi_{2}^{\prime}\) is required to be bounded by \(A\). In the illustrated example, vectors \(v_{3}^{\prime}\) and \(v_{4}^{\prime}\) are not needed; formally, one can assume \(v_{2}^{\prime}=v_{3}^{\prime}=v_{4}^{\prime}\) and \(\rho_{3}^{\prime}=\rho_{4}^{\prime}=\varepsilon\). Condition 3 ensures that the cycles


Figure 4 Thick run. Blue angles denote sequential cones \(\operatorname{SEQCone}\left(v_{1}, v_{2}\right), \operatorname{SEQCone}\left(v_{1}, v_{2}, v_{3}\right)\) and \(\operatorname{SeqCone}\left(v_{1}, v_{2}, v_{3}, v_{4}\right)\), respectively, and green angle denotes \(\operatorname{SeqCone}\left(v_{1}^{\prime}, v_{2}^{\prime}\right)\).
\(\pi_{1}, \ldots, \pi_{4}\) and \(\pi_{1}^{\prime}, \ldots, \pi_{4}^{\prime}\) can be pumped such that the pumped versions of \(\rho\) and \(\rho^{\prime}\) are still connected. In the illustrated example, observe that \(\operatorname{SEQCone}\left(v_{1}, v_{2}\right) \cap \operatorname{SEQCone}\left(v_{1}^{\prime}\right)=\emptyset\). Intuitively, both coordinates in the target of \(\rho\) can be increased arbitrarily using \(v_{1}\) and \(v_{2}\), and similarly both coordinates of the target of \(\operatorname{rev}\left(\rho^{\prime}\right)\) can be increased arbitrarily using \(v_{1}^{\prime}\), but "directions of increase" are non-crossing. Adding \(v_{3}\) and \(v_{2}^{\prime}\) is not sufficient, as still \(\operatorname{SEQCone}\left(v_{1}, v_{2}, v_{3}\right) \cap \operatorname{SEQConE}\left(v_{1}^{\prime}, v_{2}^{\prime}\right)=\emptyset\). When vector \(v_{4}\) is adjoined, condition 3 holds as \(\operatorname{Seq} \operatorname{Cone}\left(v_{1}, v_{2}, v_{3}, v_{4}\right)=\mathbb{Q}_{\geq 0}^{2}\). Finally, the four vectors are really needed here, e.g., vector \(v_{3}\) can not be omitted as \(\operatorname{SEQCone}\left(v_{1}, v_{2}, v_{4}\right)=\operatorname{SEQCone}\left(v_{1}, v_{2}\right)\).

Here is the main result of this section:
- Theorem 3.1 (Thin-Thick Dichotomy). There is a polynomial p such that every \((0,0)\)-run in a 2-VASS \(V\) is either \(p(n M)^{n}\)-thin or \(p(n M)^{n}\)-thick.

For the proof of Theorem 3.1 we need the following core fact (for space reasons, the proof is only in the full version of the paper):
- Lemma 3.2 (Non-negative Cycle Lemma). There is a polynomial \(P\) such that every run \(\rho\) in \(V\) from a \((0,0)\)-configuration to a target configuration of norm larger than \(P(n M)^{n}\), contains a configuration enabling a semi-positive cycle of length at most \(P(n M)\).

Proof of Theorem 3.1. Let \(P\) be the polynomial from Lemma 3.2. The polynomial \(p\) required in Theorem 3.1 can be chosen arbitrarily as long as \(p(x) \geq \sqrt{2} \cdot\left(P(x)+(x+1)^{3}\right) \cdot x\). for all \(x\); note that the following inequality follows:
\[
\begin{equation*}
p(n M)^{n} \geq \sqrt{2} \cdot\left((P(n M))^{n}+(n M+1)^{3}\right) \cdot n M \tag{1}
\end{equation*}
\]

In the sequel we deliberately confuse configurations \(c=(q, v)\) with their vectors \(v\) : whenever convenient, we use \(c\) to denote the vector \(v\), hoping that this does not lead to any confusion.

Let \(\tau\) be a \((0,0)\)-run of \(V\) which is not \(p(n M)^{n}\)-thin, i.e., \(\tau\) contains therefore a configuration \(t\) which lies outside of all the \(p(n M)^{n}\)-belts. We need to demonstrate points \(1-3\) in the
definition of thick run. To this aim we split \(\tau\) into \(\tau=\rho \rho^{\prime}\) where \(\operatorname{trg}(\rho)=t=\operatorname{src}\left(\rho^{\prime}\right)\), and are going to prove the following two claims (a) and (a'). Let \(D:=P(n M)^{n}+(n M+1)^{3}\). For \(x, y \in \mathbb{Q}^{2}\), let \(\operatorname{dist}(x, y)\) denote their Euclidean distance.
(a) Some vectors \(v_{1}, v_{2}, v_{3}, v_{4}\) are \(P(n M)^{n}\)-sequentially enabled in \(\rho\), and the sequential cone \(\operatorname{SEQConE}\left(v_{1}, v_{2}, v_{3}, v_{4}\right)\) contains a point \(u \in \mathbb{Q}_{\geq 0}^{2}\) with \(\|u-t\| \leq D\).
(a') Some vectors \(v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}, v_{4}^{\prime}\) are \(P(n M)^{n}\)-sequentially enabled in \(\operatorname{rev}\left(\rho^{\prime}\right)\), and the sequential cone \(\operatorname{SeqCone}\left(v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}, v_{4}^{\prime}\right)\) contains a point \(u \in \mathbb{Q}_{\geq 0}^{2}\) with \(\|u-t\| \leq D\).
In simple words, instead of proving point 3 , we prove that both sequential cones contain a point \(v\) which is sufficiently close to \(t\).
\(\triangleright\) Claim 3.3. The conditions (a) and (a') guarantee that \(\tau\) is thick.
Indeed, points \(1-2\) in the definition of thick run are immediate as \(P(n M) \leq p(n M)\). For point 3 , observe that the inequality (1) implies \(p(n M)^{n} \geq \sqrt{2} \cdot D\), which guarantees that the circle \(\left\{u \in \mathbb{Q}_{\geq 0}^{2} \mid \operatorname{dist}(u, t) \leq \sqrt{2} \cdot D\right\}\) does not touch any half-line \(\ell_{w}\) induced by a non-negative vector \(w\) with \(\|w\| \leq p(n M)^{n}\). In consequence, neither does the square \(X:=\left\{u \in \mathbb{Q}_{\geq 0}^{2} \mid \| u-\right.\) \(t \| \leq D\}\) inscribed in the circle, and hence \(X\) lies between two consecutive half-lines \(\ell_{w}\) induced by a non-negative vector \(w\) with \(\|w\| \leq p(n M)^{n}\). Hence, as \(\operatorname{SEQCone}\left(v_{1}, v_{2}, v_{3}, v_{4}\right)\) contains some point of \(X\), by Lemma 2.2 it includes the whole \(X\), and likewise \(\operatorname{SeqCone}\left(v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}, v_{4}^{\prime}\right)\). In consequence, the whole \(X\) is included in \(\operatorname{SeqCone}\left(v_{1}, v_{2}, v_{3}, v_{4}\right) \cap \operatorname{SeqCone}\left(v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}, v_{4}^{\prime}\right)\) which entails point 3 . Claim 3.3 is thus proved.

As condition (a') is fully symmetric to (a), we focus exclusively on proving condition (a), i.e., on constructing sequentially enabled vectors \(v_{1}, v_{2}, v_{3}, v_{4}\).

Vector \(t\) lies outside of \(p(n M)^{n}\)-belts, hence outside of all the \(P(n M)^{n}\)-belts, therefore its norm \(\|t\|>P(n M)^{n}\). Relying on Lemma 3.2, let \(c_{1}\) be the first configuration in the run \(\rho\) which enables a semi-positive cycle \(\pi_{1}\) of length bounded by \(P(n M)\), and let \(v_{1}=\operatorname{eff}\left(\pi_{1}\right)\). We start with the following obvious claim (let \(v_{0}\) be some vertical vector, e.g. \(v_{0}=(0,1)\) ):
\(\triangleright\) Claim 3.4. \(\operatorname{SEQCone}\left(v_{0}\right)\) contains a point \(u \in \mathbb{Q}_{\geq 0}^{2}\) such that \(\left\|u-c_{1}\right\| \leq P(n M)^{n}+n M\).
Indeed, due to Lemma 3.2 we may assume \(\left\|c_{1}\right\| \leq P(n M)^{n}+M\) and hence \(u=(0,0)\) does the job.
Recall that the relation \(\circlearrowright\) defines a total order on pairwise non-colinear non-negative vectors.
\(\triangleright\) Claim 3.5. We can assume w.l.o.g. that \(v_{1} \circlearrowright t\).
Indeed, if \(v_{1}\) and \(t\) were colinear then \(t \in \operatorname{Cone}\left(v_{1}\right)\) and hence condition (a) would hold.
Split \(\rho\) into the prefix ending in \(c_{1}\) and the remaining suffix: \(\rho=\rho_{1} \sigma\), where \(\operatorname{trg}\left(\rho_{1}\right)=\) \(c_{1}=\operatorname{src}(\sigma)\). As the next step we will identify a configuration \(c_{2}\) in \(\sigma\) which satisfies Claim 3.6 (which will serve later as the basis of induction) and enables a cycle \(\pi_{2}\) with effect \(v_{2}\) (as stated in Claim 3.7).
\(\triangleright\) Claim 3.6. \(\operatorname{SEQConE}\left(v_{0}, v_{1}\right)\) contains a point \(u \in \mathbb{Q}_{\geq 0}^{2}\) such that \(\left\|u-c_{2}\right\| \leq P(n M)^{n}+\) \(2 n M\).

The proof of Claim 3.6 depends on whether \(v_{1}\) is positive. If \(v_{1}\) is so, we simply duplicate the first cycle: \(c_{2}:=c_{1}\) and \(\pi_{2}:=\pi_{1}\), and use Claim 3.4. Otherwise \(v_{1}\) is vertical due to Claim 3.5. If \(t[1] \leq W=P(n M)^{n}+(n+1) M\) then condition (a) holds immediately as \(\operatorname{SEQConE}\left(v_{1}\right)=\ell_{v_{1}}\) contains a point \(u \in \mathbb{Q}_{>0}^{2}\) with \(\|u-t\| \leq P(n M)^{n}+(n+1) M \leq D\). Therefore suppose \(t[1]>P(n M)^{n}+(n+\overline{1}) M\), and define the sequence \(d_{1}, \ldots, d_{m}\) of configurations as follows (cf. Figure 5): let \(d_{1}:=c_{1}\), and let \(d_{i+1}\) be the first configuration in


Figure 5 Proof of Claim 3.6.
\(\sigma\) with \(d_{i+1}[1]>d_{i}[1]\). Recall that \(d_{1}[1] \leq P(n M)^{n}+M\), and observe that \(d_{i+1}[1] \leq d_{i}[1]+M\). Thus by the pigeonhole principle \(m>n\) and hence for some \(i<j \leq n+1\) the configurations \(d_{i}\) and \(d_{j}\) must have the same control state. The infix \(\sigma_{i j}\) of the path \(\sigma\) from \(d_{i}\) to \(d_{j}\) is thus a cycle, enabled in \(d_{i}\), whose effect is positive on the first (horizontal) coordinate. Let \(c_{2}:=d_{i}\). As \(c_{2}[1] \leq P(n M)^{n}+(n+1) M, \operatorname{SEQCone}\left(v_{0}, v_{1}\right)=\ell_{v_{0}}\) contains necessarily a point \(u \in \mathbb{Q}_{\geq 0}^{2}\) such that \(\left\|u-c_{2}\right\| \leq P(n M)^{n}+(n+1) M\), which proves Claim 3.6.
\(\triangleright\) Claim 3.7. The configuration \(c_{2}\{1\}\)-enables a cycle \(\pi_{2}\) of length bounded by \(p(n M)^{n}\), such that the first coordinate of eff \(\left(\pi_{2}\right)\) is positive.

Recalling the proof of the previous claim, observe that the first (horizontal) coordinate in the infix \(\sigma_{i j}\) is bounded by \(P(n M)^{n}+(n+1) M\), and think of the second (vertical) coordinate as irrelevant. Let \(\pi_{2}\) be the path inducing \(\sigma_{i j}\). For bounding the length of \(\pi_{2}\), as long as \(\pi_{2}\) contains a cycle \(\alpha\) with vertical effect \((0, w)\), remove \(\alpha\) from \(\pi_{2}\). This process ends yielding a cycle \(\pi_{2}\) of length at most \(\left(P(n M)^{n}+(n+1) M\right) \cdot n\), and hence at most \(p(n M)^{n}\) (by the inequality (1)), which is \(\{1\}\)-enabled in \(c_{2}\), but not necessarily enabled. Let \(v_{2}:=\operatorname{eff}\left(\pi_{2}\right)\).
\(\triangleright\) Claim 3.8. We can assume w.l.o.g. that \(v_{2} \circlearrowright t\).
Indeed, if \(v_{1}=v_{2}\) then Claim 3.5 does the job; otherwise \(v_{1}\) is vertical and then \(t \circlearrowright v_{2}\) (or \(t\) colinear with \(v_{2}\) ) would imply \(t \in \operatorname{SEQCone}\left(v_{1}, v_{2}\right)\), hence condition (a) would hold again.

Split \(\sigma\) further into the prefix ending in \(c_{2}\) and the remaining suffix: \(\sigma=\rho_{2} \sigma^{\prime}\), where \(\operatorname{trg}\left(\rho_{2}\right)=c_{2}=\operatorname{src}\left(\sigma^{\prime}\right)\). If \(\sigma^{\prime}\) contains a configuration which \(\emptyset\)-enables a simple cycle whose effect \(w\) belongs to \(\measuredangle\left[t,-v_{2}\right)\) then \(t \in \operatorname{SEQCone}\left(v_{2}, w\right)\) and hence condition (a) holds. We aim at achieving this objective incrementally (cf. Figure 6).

For \(i \geq 2\), let \(c_{i+1}\) be the first configuration in \(\sigma^{\prime}\) after \(c_{i}\) that \(\emptyset\)-enables a simple cycle \(\pi_{i+1}\) with effect \(v_{i+1} \in \measuredangle\left(v_{i},-v_{i}\right)\). As discussed above, if \(v_{i+1} \in \measuredangle\left[t,-v_{i}\right)\) for some \(i\) then \(t \in \operatorname{SEQCone}\left(v_{i}, v_{i+1}\right)\) and hence condition (a) holds. Assume therefore that the sequence \(v_{1}, \ldots, v_{m}\) so defined satisfies \(v_{i+1} \in \measuredangle\left(v_{i}, t\right)\) for all \(i \geq 2\). Let \(c_{m+1}:=t\). As vectors \(v_{3}, \ldots, v_{m}\) are pairwise different, semi-positive and, being effects of simple cycles, have norms at most \(n M\), we know that \(m \leq(n M+1)^{2}+1\).
\(\triangleright\) Claim 3.9. For every \(i=1, \ldots, m, \operatorname{SEQCone}\left(v_{0}, v_{i}\right)\) contains a point \(u \in \mathbb{Q}_{\geq 0}^{2}\) such that \(\left\|u-c_{i+1}\right\| \leq P(n M)^{n}+(i+1) n M\).


Figure 6 Incremental construction of \(v_{1}, \ldots, v_{m}\).

Proof. By induction on \(i\). The induction base is exactly Claim 3.6. For the induction step, we are going to show that \(\operatorname{SEQCone}\left(v_{0}, v_{i}\right)\) contains a vector \(u\) such that \(\left\|u-c_{i+1}\right\| \leq\) \(P(n M)^{n}+(i+1) n M\). Decompose the infix of \(\sigma^{\prime}\) which starts in \(c_{i}\) and ends in \(c_{i+1}\) into simple cycles, plus the remaining path \(\bar{\rho}\) of length at most \(n\). The norm of the effect \(\bar{v}\) of \(\bar{\rho}\) is hence bounded by \(n M\), and we have
\[
c_{i+1}=c_{i}+s+\bar{v},
\]
where \(s\) is the sum of effects of all the simple cycles. By the definition of \(v_{i+1}\), the effects of all the simple cycles belong to the half-plane \(\measuredangle\left[-v_{i}, v_{i}\right]\), and hence there belongs \(s\). By induction assumption there is \(u^{\prime} \in \operatorname{SEQCoNE}\left(v_{0}, v_{i-1}\right)\) such that \(\left\|u^{\prime}-c_{i}\right\| \leq P(n M)^{n}+i n M\). As \(v_{i-1} \circlearrowright v_{i}\), we also have \(u^{\prime} \in \operatorname{SEQCone}\left(v_{0}, v_{i}\right)\). Consider the point
\[
u:=u^{\prime}+s
\]
which necessarily belongs to the half-plane \(\measuredangle\left[-v_{i}, v_{i}\right]\) but not necessarily to \(\operatorname{SEQConE}\left(v_{0}, v_{i}\right)=\) \(\measuredangle\left[-v_{i}, v_{i}\right] \cap \mathbb{Q}_{\geq 0}^{2}\). Ignoring this issue, by routine calculations we get
\[
\left\|u-c_{i+1}\right\|=\left\|u^{\prime}+s-c_{i}-s-\bar{v}\right\| \leq\left\|u^{\prime}-c_{i}\right\|+\|\bar{v}\| \leq\left\|u^{\prime}-c_{i}\right\|+n M \leq P(n M)^{n}+(i+1) n M
\]
as required for the induction step. Finally, if \(u \notin \mathbb{Q}_{\geq 0}^{2}\), translate \(u\) towards \(c_{i+1}\) until it enters the non-negative orthant \(\mathbb{Q}_{\geq 0}^{2}\); clearly, the translation can only decrease the value of \(\left\|u-c_{i+1}\right\|\).

Applying the claim to \(i=m\), and knowing that \(m \leq(n M+1)^{2}+1\), we get some point \(u \in\) \(\operatorname{SEQConE}\left(v_{0}, v_{m}\right)\) such that \(\|u-t\| \leq P(n M)^{n}+\left((n M+1)^{2}+1\right) \cdot n M \leq P(n M)^{n}+(n M+1)^{3}\). Furthermore, relying on the assumptions that \(t\) lies outside of all \(p(n M)^{n}\)-belts and that \(v_{1} \circlearrowright t\) we prove, similarly as in the proof of Claim 3.3, that \(v_{1} \circlearrowright u\) and hence the point \(u\) belongs also to \(\operatorname{SEQCone}\left(v_{1}, v_{m}\right)\). This completes the proof of Theorem 3.1.

\section*{4 Dichotomy in Action}

This section illustrates applicability of Theorem 3.1. As before, we use symbols \(n\) and \(M\) for the number of control states, and the norm of a 2-VASS, respectively. As the first corollary we provide a pumping lemma for 2-VASS: in case of thin runs apply, essentially, pumping schemes of 1-VASS, and in case of thick runs use the cycles enabled along a run. As another application, we derive an alternative proof of the exponential run property for 2-VASS.
- Theorem 4.1 (Pumping). There is a polynomial p such that every ( 0,0 )-run \(\tau\) in a 2-VASS of length greater that \(p(n M)^{n}\) factors into \(\tau=\tau_{0} \tau_{1} \ldots \tau_{k}(k \geq 1)\), so that for some non-empty cycles \(\alpha_{1}, \ldots, \alpha_{k}\) of length at most \(p(n M)^{n}\), the path \(\tau_{0} \alpha_{1}^{i} \tau_{1} \alpha_{2}^{i} \ldots, \alpha_{k}^{i} \tau_{k}\) is a \((0,0)\)-run for every \(i \in \mathbb{N}\). Furthermore, the lengths of \(\tau_{0}\) and \(\tau_{k}\) are also bounded by \(p(n M)^{n}\).
- Theorem 4.2 (Exponential run). There is a polynomial p such that for every ( 0,0 )-run \(\tau\) in a 2-VASS, there is a (0,0)-run of length bounded by \(p(n M)^{n}\) with the same source and target as \(\tau\).

We fix from now on a 2-VASS \(V=(Q, T)\) and the polynomial \(p\) of Theorem 3.1. Let \(A=p(n M)^{n}\). Both proofs proceed separately for thin and thick runs \(\tau\). The former (fairly standard) case is treated in the full version of the paper, so assume below \(\tau\) to be \(A\)-thick. The polynomials required in Theorems 4.1 and 4.2 can be read out from the constructions.

We rely on the standard tool, cf. Prop. 2 in [4] (the norm of a system of inequalities is the largest absolute value of its coefficient, and likewise we define the norm of a solution):
- Lemma 4.3. Let \(\mathcal{U}\) be a system of d linear inequalities of norm \(M\) with \(k\) variables. Then the smallest norm of a non-negative-integer solution of \(\mathcal{U}\) is in \(\mathcal{O}(k \cdot M)^{d}\).

Consider a split \(\tau=\rho \rho^{\prime}\), where \(\rho=\rho_{1} \rho_{2} \rho_{3} \rho_{4} \rho_{5}\) and \(\rho^{\prime}=\rho_{5}^{\prime} \rho_{4}^{\prime} \rho_{3}^{\prime} \rho_{2}^{\prime} \rho_{1}^{\prime}\), as well as cycles \(\pi_{1}, \ldots, \pi_{4}\) and \(\pi_{1}^{\prime}, \ldots, \pi_{4}^{\prime}\) given by the definition of thick run. Let \(v_{1}, \ldots, v_{4}\) and \(v_{1}^{\prime}, \ldots, v_{4}^{\prime}\) be the respective effects of \(\pi_{1}, \ldots, \pi_{4}\) and \(\pi_{1}^{\prime}, \ldots, \pi_{4}^{\prime}\). For \(j=1, \ldots, 4\) let \(c_{j}=\operatorname{trg}\left(\rho_{j}\right)\) and for \(j=2, \ldots, 4\) let \(e_{j} \in \mathbb{N}^{2}\) be the minimal non-negative vector such that the configuration \(c_{j}+e_{j}\) enables cycle \(\pi_{j}\). We define the following system \(\mathcal{U}\) of linear inequalities with 6 variables \(a_{1}, a_{2}, a_{3}, a_{4}, x, y\) (max is understood point-wise):
\[
\begin{align*}
a_{1} v_{1} & \geq e_{2}  \tag{2}\\
a_{1} v_{1}+a_{2} v_{2} & \geq \max \left(e_{2}, e_{3}\right)  \tag{3}\\
a_{1} v_{1}+a_{2} v_{2}+a_{3} v_{3} & \geq \max \left(e_{3}, e_{4}\right)  \tag{4}\\
a_{1} v_{1}+a_{2} v_{2}+a_{3} v_{3}+a_{4} v_{4} & =(x, y) \geq e_{4} \tag{5}
\end{align*}
\]
(Observe that when \(v_{1}[j]=0\), i.e., in case when \(v_{1}\) is vertical or horizontal, \(e_{j}=0\) and therefore one of the two first inequalities is always satisfied, namely \(a_{1} v_{1}[j] \geq e_{2}[j]\).) Likewise, we have a system of inequalities \(\mathcal{U}^{\prime}\) with 6 variables \(a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}, a_{4}^{\prime}, x^{\prime}, y^{\prime}\). Observe that the sequential cone \(\operatorname{SEQCONE}\left(v_{1}, v_{2}, v_{3}, v_{4}\right)\) contains exactly (projections on \((x, y)\) of) non-negative rational solutions of the modified system \(\mathcal{U}^{(0,0)}\) obtained by replacing all the right-hand sides with \((0,0)\). Likewise we define \(\mathcal{U}^{\prime(0,0)}\). Finally, we define the compound system \(\mathcal{C}\) by enhancing the union of \(\mathcal{U}\) and \(\mathcal{U}^{\prime}\) with two additional equalities (likewise we define the system \(\mathcal{C}^{(0,0)}\) )
\[
\begin{equation*}
(x, y)=\left(x^{\prime}, y^{\prime}\right) \tag{6}
\end{equation*}
\]
\(\triangleright\) Claim 4.4. \(\mathcal{C}\) admits a non-negative integer solution \(\left(a_{1}, a_{2}, a_{3}, a_{4}, x, y, a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}, a_{4}^{\prime}, x^{\prime}, y^{\prime}\right)\). Proof. The system \(\mathcal{C}^{(0,0)}\) admits a non-negative rational solution as the intersection of the cones \(\operatorname{SeqCone}\left(v_{1}, v_{2}, v_{3}, v_{4}\right)\) and \(\operatorname{SeqCone}\left(v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}, v_{4}^{\prime}\right)\) is non-empty by assumption. As intersection of cones is stable under multiplications by non-negative rationals, the solution can be scaled up arbitrarily, to yield a non-negative integer one, and even a non-negative integer solution of the stronger system \(\mathcal{C}\).
\(\triangleright\) Claim 4.5. For every non-negative integer solution of \(\mathcal{C}\), for the cycles defined as \(\alpha_{j}:=\pi_{j}^{a_{j}}\) and \(\alpha_{j}^{\prime}:=\left(\pi_{j}^{\prime}\right)^{a_{j}^{\prime}}\), for \(j=1,2,3,4\), the following path is a \((0,0)\)-run:
\[
\rho_{1} \alpha_{1} \rho_{2} \alpha_{2} \rho_{3} \alpha_{3} \rho_{4} \alpha_{4} \rho_{5} \rho_{5}^{\prime} \alpha_{4}^{\prime} \rho_{4}^{\prime} \alpha_{3}^{\prime} \rho_{3}^{\prime} \alpha_{2}^{\prime} \rho_{2}^{\prime} \alpha_{1}^{\prime} \rho_{1}^{\prime}
\]

Proof. The first two inequalities (2) enforce that the first cycle \(\pi_{1}\) is repeated sufficiently many \(a_{1}\) times so that \(\pi_{2}\) is enabled in configuration \(\operatorname{trg}\left(\rho_{1} \alpha_{1} \rho_{2}\right)\). Then the next two inequalities (3) enforce that \(\pi_{1}\) and \(\pi_{2}\) are jointly repeated sufficiently many \(a_{1}, a_{2}\) times so that \(\pi_{2}\) is still enabled after its last repetition (which guarantees that every of intermediate repetitions of \(\pi_{2}\) is also enabled), and that \(\pi_{3}\) is enabled in configuration \(\operatorname{trg}\left(\rho_{1} \alpha_{1} \rho_{2} \alpha_{2} \rho_{3}\right)\). Likewise for (4). Finally, the inequalities (5) enforce that \(\pi_{1}, \ldots, \pi_{4}\) are jointly repeated sufficiently many times so that \(\pi_{4}\) is still enabled after its last repetition. Analogous argument, but in the reverse order, applies for the repetitions of \(\pi_{4}^{\prime}, \ldots, \pi_{1}^{\prime}\). Finally, equalities (6) ensure that the total effect of \(\alpha_{1}, \ldots, \alpha_{4}\) is precisely compensated by the total effect of \(\operatorname{rev}\left(\alpha_{1}^{\prime}\right), \ldots, \operatorname{rev}\left(\alpha_{4}^{\prime}\right)\).

Proof of Theorem 4.1. Consider a solution of \(\mathcal{C}\). In particular the sum \(\operatorname{eff}\left(\alpha_{1}\right)+\ldots+\operatorname{eff}\left(\alpha_{j}\right)\), as well as \(\operatorname{eff}\left(\operatorname{rev}\left(\alpha_{1}^{\prime}\right)\right)+\ldots+\operatorname{eff}\left(\operatorname{rev}\left(\alpha_{j}^{\prime}\right)\right)\), is necessarily non-negative for every \(j=1, \ldots, 4\). Therefore, as a direct corollary of Claim 4.5 , for every \(i \in \mathbb{N}\) the path
\[
\rho_{1} \alpha_{1}^{i} \rho_{2} \alpha_{2}^{i} \rho_{3} \alpha_{3}^{i} \rho_{4} \alpha_{4}^{i} \rho_{5} \rho_{5}^{\prime}\left(\alpha_{4}^{\prime}\right)^{i} \rho_{4}^{\prime}\left(\alpha_{3}^{\prime}\right)^{i} \rho_{3}^{\prime}\left(\alpha_{2}^{\prime}\right)^{i} \rho_{2}^{\prime}\left(\alpha_{1}^{\prime}\right)^{i} \rho_{1}^{\prime}
\]
is also a ( 0,0 )-run. For bounding the lengths of cycles we use Claim 4.4 and apply Lemma 4.3 to \(\mathcal{C}\), to deduce that \(\mathcal{C}\) admits a non-negative integer solution of norm polynomial in \(A=p(n M)^{n}\). This, together with the bounds on lengths of cycles \(\pi_{1}, \ldots, \pi_{4}\) and \(\pi_{1}^{\prime}, \ldots, \pi_{4}^{\prime}\) in the definition of \(A\)-thick run, entails required bounds on the lengths of the pumpable cycles. Finally, the lengths of the extremal factors \(\rho_{1}\) and \(\rho_{1}^{\prime}\) can be also bounded: if \(\rho_{1}\) (resp. \(\rho_{1}^{\prime}\) ) is long enough it must admit a repetition of configuration, we add one more cycle determined by the first (resp. last) such repetition, thus increasing \(k\) from 8 to 10 .

For proving Theorem 4.2 we will need a slightly more elaborate pumping. By the definition of thick run, both coordinates are bounded by \(A\) along \(\rho_{1}\) and \(\rho_{1}^{\prime}\). W.l.o.g. assume that no configuration repeats in each of the two runs, and hence their lengths are bounded by \(A^{2}\).

Let \(\mathcal{C}_{\delta}\) denote the union of of \(\mathcal{U}\) and \(\mathcal{U}^{\prime}\) enhanced, this time, by the two equalities
\[
(x, y)+\left(\delta_{x}, \delta_{y}\right)=\left(x^{\prime}, y^{\prime}\right)
\]

The two additional variables \(\delta_{x}, \delta_{y}\) describe, intuitively, possible differences between the total effect of \(\pi_{1}^{a_{1}}, \ldots, \pi_{4}^{a_{4}}\) and the total effect of \(\operatorname{rev}\left(\pi_{1}^{\prime}\right)^{a_{1}^{\prime}}, \ldots, \operatorname{rev}\left(\pi_{4}^{\prime}\right)^{a_{4}^{\prime}}\). The projection of any solution of \(\mathcal{C}_{\delta}\) on variables \(\left(\delta_{x}, \delta_{y}\right)\) we call below a shift.
\(\triangleright\) Claim 4.6. For some non-negative integer \(m\) bounded polynomially with respect to \(A\), all the four vectors \((0, m),(m, 0),(0,-m)\) and \((-m, 0)\) are shifts.

Proof. We reason analogously as in the proof of Claim 4.4, but this time we rely on the assumption that intersection of the cones \(\operatorname{SeqCone}\left(v_{1}, v_{2}, v_{3}, v_{4}\right)\) and \(\operatorname{SeqCone}\left(v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}, v_{4}^{\prime}\right)\) is non-trivial, and hence contains, for some \(v \in \mathbb{Q}_{>0}^{2}\) and \(a \in \mathbb{Q}_{>0}\), the points \(v\) and \(v+(0, a)\). By scaling we obtain an integer point \(v^{\prime} \in \mathbb{N}^{2}\) and a non-negative integer \(m_{1} \in \mathbb{N}\) so that \(v^{\prime}\) and \(v^{\prime}+\left(0, m_{1}\right)\) both belong to the intersection of cones. Therefore the vector \(\left(0, m_{1}\right)\) is a shift. Likewise we obtain three other non-negative integers \(m_{2}, m_{3}, m_{4} \in \mathbb{N}\) such that \(\left(m_{2}, 0\right),\left(0,-m_{3}\right)\) and \(\left(-m_{4}, 0\right)\) are all shifts. Each of the integers \(m_{1}, \ldots, m_{4}\) can be bounded polynomially in \(A\) using Lemma 4.3. As shifts are stable under multiplication by non-negative integers, it is enough to take as \(m\) the least common multiple of the four integers.

Proof of Theorem 4.2. We use \(m\) from the last claim to modify all factors of \(\tau\) except for \(\rho_{1}\) and \(\rho_{1}^{\prime}\), in order to reduce their lengths to at most \(n \cdot m^{2}\). W.l.o.g. assume \(m\) to be larger than \(A\) (take a sufficient multiplicity of \(m\) otherwise); this assumption allows us to


Figure 7 Contracted paths \(\widetilde{\rho}, \widetilde{\rho}^{\prime}\) (left) and reconstructed ( 0,0 )-run \(\bar{\tau}=\bar{\rho} \bar{\rho}^{\prime}\) (right).
proceed uniformly, irrespectively whether \(v_{1}\) is positive or not. Observe that any path longer than \(n \cdot m^{2}\) must contain two configurations with the same control state whose vectors are coordinate-wise congruent modulo \(m\). As long as this happens, we remove the infix; note that this operation changes the effect of the whole path by a multiplicity of \(m\) on every coordinate. If this operation is performed on factors \(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}, \rho_{5}^{\prime}, \rho_{4}^{\prime}, \rho_{3}^{\prime}, \rho_{2}^{\prime}\), the paths \(\rho, \rho^{\prime}\) are transformed into contracted paths (see the left picture in Figure 7) of the form:
\[
\widetilde{\rho}=\rho_{1} \widetilde{\rho}_{2} \widetilde{\rho}_{3} \widetilde{\rho}_{4} \widetilde{\rho}_{5}, \quad \widetilde{\rho}^{\prime}=\widetilde{\rho}_{5}^{\prime} \widetilde{\rho}_{4}^{\prime} \widetilde{\rho}_{3}^{\prime} \widetilde{\rho}_{2}^{\prime} \sigma_{1},
\]
each of total length at most \(5 n \cdot m^{2}\). Importantly, their effects eff \((\widetilde{\rho})\) and \(\operatorname{eff}(\widetilde{\rho})\) are bounded polynomially in \(A\), and their difference is (coordinate-wise) divisible by \(m\) :
\[
\operatorname{eff}(\widetilde{\rho})-\operatorname{eff}\left(\operatorname{rev}\left(\widetilde{\rho}^{\prime}\right)\right)=(a m, b m) \quad \text { for some integers } a, b \in \mathbb{Z} \text { polynomial in } A .
\]

Our aim is now to pump up the cycles \(\pi_{1}, \ldots, \pi_{4}\) and \(\operatorname{rev}\left(\pi_{1}^{\prime}\right), \ldots, \operatorname{rev}\left(\pi_{4}^{\prime}\right)\) (see the right picture in Figure 7), to finally end up with the paths of the form
\[
\begin{equation*}
\bar{\rho}=\rho_{1} \pi_{1}^{a_{1}} \widetilde{\rho}_{2} \pi_{2}^{a_{2}} \tilde{\rho}_{3} \pi_{3}^{a_{3}} \tilde{\rho}_{4} \pi_{4}^{a_{4}} \widetilde{\rho}_{5}, \quad \bar{\rho}^{\prime}=\widetilde{\rho}_{5}^{\prime}\left(\pi_{4}^{\prime}\right)^{a_{4}^{\prime}} \widetilde{\rho}_{4}^{\prime}\left(\pi_{3}^{\prime}\right)^{a_{3}^{\prime}} \widetilde{\rho}_{3}^{\prime}\left(\pi_{2}^{\prime}\right)^{a_{2}^{\prime}} \widetilde{\rho}_{2}^{\prime}\left(\pi_{1}^{\prime}\right)^{a_{1}^{\prime}} \rho_{1}^{\prime} \tag{7}
\end{equation*}
\]
such that \(\bar{\tau}=\bar{\rho} \bar{\rho}^{\prime}\) is a \((0,0)\)-run. In other words, we aim at \(\operatorname{eff}(\bar{\rho})=\operatorname{eff}\left(\operatorname{rev}\left(\bar{\rho}^{\prime}\right)\right)\). We are going to use Lemma 4.3 twice. For \(j=2, \ldots, 5\) let \(c_{j}:=\operatorname{eff}\left(\rho_{1} \widetilde{\rho}_{2} \ldots \widetilde{\rho}_{j}\right) \in \mathbb{Z}^{2}\), and let \(f_{j}\) be the minimal non-negative vector such that the configuration \(c_{j-1}+f_{j}\) enables \(\widetilde{\rho}_{j}\). For \(j=2, \ldots, 4\) let \(e_{j} \in \mathbb{N}^{2}\) be the minimal non-negative vector such that the configuration \(c_{j}+e_{j}\) enables \(\pi_{j}\). Finally, let \(e_{5}\) be the minimal non-negative vector such that \(c_{5}+e_{5} \geq(0,0)\). Analogously to the system \(\mathcal{U}(2)-(5)\), we define the system \(\widetilde{\mathcal{U}}\) of linear inequalities:
\[
\begin{aligned}
a_{1} m v_{1} & \geq \max \left(e_{2}, f_{2}\right) \\
a_{1} m v_{1}+a_{2} m v_{2} & \geq \max \left(e_{2}, e_{3}, f_{3}\right) \\
a_{1} m v_{1}+a_{2} m v_{2}+a_{3} m v_{3} & \geq \max \left(e_{3}, e_{4}, f_{4}\right) \\
a_{1} m v_{1}+a_{2} m v_{2}+a_{3} m v_{3}+a_{4} m v_{4} & \geq \max \left(e_{4}, e_{5}, f_{5}\right)
\end{aligned}
\]

In words, \(\widetilde{\mathcal{U}}\) requires that every prefix of \(\bar{\rho}\) is enabled in the source \((0,0)\)-configuration, and that the number of repetitions of every cycle \(\pi_{i}\) is divisible by \(m\). Clearly \(\widetilde{\mathcal{U}}\) has a non-negative integer solution, as \(v_{1}\) is either positive, or vertical or horizontal in which case
\(v_{2}\) is positive on the relevant coordinate. Likewise we define a system of inequalities \(\widetilde{\mathcal{U}}^{\prime}\) that requires that every prefix of \(\operatorname{rev}\left(\bar{\rho}^{\prime}\right)\) is enabled in the target \((0,0)\)-configuration. Consider some fixed solutions of \(\widetilde{\mathcal{U}}\) and \(\widetilde{\mathcal{U}}^{\prime}\) bounded, by the virtue of Lemma 4.3, polynomially in \(A\). We have thus two fixed runs \(\bar{\rho}\) and \(\operatorname{rev}\left(\bar{\rho}^{\prime}\right)\) of the form (7), with source vector \((0,0)\); the number of repetitions of each cycles is divisible by \(m\), and the difference of their effects is (coordinate-wise) divisible by \(m\) :
\[
\operatorname{eff}(\bar{\rho})-\operatorname{eff}\left(\operatorname{rev}\left(\bar{\rho}^{\prime}\right)\right)=(a m, b m) \quad \text { for some integers } a, b \in \mathbb{Z} \text { polynomial in } A
\]

As shifts are closed under addition, by Claim 4.6 we know that \((a m, b m)\) is a shift. Substituting \((a m, b m)\) for \(\left(\delta_{x}, \delta_{y}\right)\) in the system \(\mathcal{C}_{\delta}\) yields a system which admits, again by Lemma 4.3, a solution bounded polynomially in \(A\). We use such a solution to increase the numbers of repetitions of respective cycles \(a_{1}, \ldots, a_{4}\) and \(a_{4}^{\prime}, \ldots, a_{1}^{\prime}\) in \(\bar{\rho}\) and \(\bar{\rho}^{\prime}\), respectively. This turns the path \(\bar{\tau}=\bar{\rho} \bar{\rho}^{\prime}\) into a \((0,0)\)-run of length bounded polynomially in \(A\).
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Many variations of synchronization of finite automata have been studied in the previous decades. Here, we suggest studying the question if synchronizing words exist that belong to some fixed constraint language, given by some partial finite automaton called constraint automaton. We show that this synchronization problem becomes PSPACE-complete even for some constraint automata with two states and a ternary alphabet. In addition, we characterize constraint automata with arbitrarily many states for which the constrained synchronization problem is polynomial-time solvable. We classify the complexity of the constrained synchronization problem for constraint automata with two states and two or three letters completely and lift those results to larger classes of finite automata.
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\section*{1 Introduction}

Synchronization is an important concept for many applied areas: parallel and distributed programming, system and protocol testing, information coding, robotics, etc. At least some aspects of synchronization are captured by the notion of a synchronizing automaton; for
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instance, synchronizing automata adequately model situations in which one has to direct a certain system to a particular state without a priori knowledge of its current state. We only refer to some survey papers [24, 28], as well as to Chapter 13 in [17], that also report on some of these applications. An automaton is called synchronizing if there exists a word that brings it to a known state independently of the starting state. This concept is quite natural and has been investigated intensively in the last six decades. It is related to the arguably most famous open combinatorial question in automata theory, formulated by Černý in [8]. The Černý conjecture states that every \(n\)-state synchronizing automaton can be synchronized by a word of length smaller or equal \((n-1)^{2}\). Although this bound was proven for several classes of finite-state automata, the general case is still widely open. The currently best upper bound on this length is cubic, and only very little progress has been made, basically improving on the multiplicative constant factor in front of the cubic term, see [25, 27].

Due to the importance of this notion of synchronizing words, quite a large number of generalizations and modifications have been considered in the literature. We only mention four of these in the following. Instead of synchronizing the whole set of states, one could be interested in synchronizing only a subset of states. This and related questions were first considered by Rystsov in [23]. Instead of considering deterministic finite automata (DFAs), one could alternatively study the notion of synchronizability for nondeterministic finite automata [12, 21]. The notion of synchronizability naturally transfers to partially defined transition functions where a synchronizing automata avoiding undefined transitions is called carefully synchronizing, see \([9,20,21]\). To capture more adaptive variants of synchronizing words, synchronizing strategies have been introduced in [19]. Recall that the question of synchronizability (without length bounds) is solvable in polynomial time for complete DFAs [28]. However, in all of the mentioned generalizations, this synchronizability question becomes even PSPACE-complete. This general tendency can also be observed in the generalization that we introduce in this paper, which we call regular constraints. These constraints are defined by some (fixed) finite automaton describing a regular language \(R\), and the question is, given some DFA \(A\), if \(A\) has some synchronizing word from \(R\). This notion explicitly appeared in [13] as an auxiliary tool: it was shown that the synchronization problem of every automaton \(A=(\Sigma, Q, \delta)\) whose letters \(\sigma\) have ranks at most \(r\), i.e., \(|\delta(Q, \sigma)| \leq r\), is equivalent to the synchronization of an \(r\)-state automaton \(A^{\prime}\) under some regular constraints.

The main research question that we look into is to understand for which regular constraints the question of synchronizability is solvable in polynomial time (as it is for \(R=\Sigma^{*}\) ), or for which it is hard. Furthermore, it would be interesting to see complexity classes different from \(P\) and PSPACE to show up (depending on \(R\) ). In our paper, we give a complete description of the complexity status for constraints that can be described by partial 2-state deterministic automata on alphabets with at most three letters. In this case, indeed, we only observe P and PSPACE situations. However, we also find 3 -state automata (on binary input alphabets) that exhibit an NP-complete synchronization problem when considered as constraints. We describe several ways how to generalize our results to larger constraint automata. Moreover, we identify several classes of constraint automata that imply feasible synchronization problems. We motivate our study of synchronization under regular constraints by the following example.

A motivating result. In the theory of synchronizing automata, one normally allows the directing instruction to be an arbitrary word over the input language of the corresponding automaton. In reality, however, available commands might be subject to certain restrictions; for instance, it is quite natural to assume that a directing instruction should always start and end with a specific command that first switches the automaton to a "directive" mode
and then returns the automaton to its usual mode. In its simplest form, the switching between "normal mode" and "directive" (synchronization) mode can be modeled as \(a b^{*} a\). This scenario produces an NP-complete synchronization problem. In order to state our first result formally, we make use of some (standard) notions defined in Section 2.
- Proposition 1. The following problem is NP-complete: Given a deterministic finite complete automaton \(A\) with \(L(A) \subseteq\{a, b\}^{*}\), is there a synchronizing word \(w \in a b^{*}\) a for \(A\) ?

Notice that this contrasts with the complexity of the synchronizability question for complete DFAs, which can be solved in quadratic time; see, e.g., [24, 28]. Also, it contrasts the complexity of synchronizability for partial DFAs, which is PSPACE-complete; see [21].

The constraint automaton describing \(a b^{*} a\) has three states. As we will see below, only Pand PSPACE-results can be observed for two-state constraint automata over binary and ternary input alphabets. Hence, in a sense, Proposition 1 is a minimal example of a complexity status inbetween P and PSPACE. A proof sketch of Proposition 1 is given below.

Rystsov [23] considered a problem that he called Global Inclusion Problem for Non-initial Automata. As we will see below, this problem (together with a variation) will be the key problem in our reductions. Looking at the proof of [23, Theorem 2.1], we can observe the following refined result. We consider the next problem that we call \(\mathcal{P}_{\Sigma}\) for brevity. Given a complete DFA \(A\) with state set \(Q\) and input alphabet \(\Sigma\), with \(a \in \Sigma\), as well as a designated state subset \(S\), is there some word \(w \in\{a\}(\Sigma \backslash\{a\})^{*}\) such that \(w\) drives \(A\) into \(S\), irrespectively of where \(A\) starts processing \(w\) ? Trivially, \(\mathcal{P}_{\Sigma}\) is in P if \(|\Sigma|=1\).
- Theorem 2. \(\mathcal{P}_{\Sigma}\) is NP-hard if \(|\Sigma|=2\), and PSPACE-hard if \(|\Sigma|>2\).

In particular, the case distinction between binary input alphabets and larger input alphabets (concerning hardness results) comes from the fact that the reduction of Rystsov uses DFAIntersection Nonemptiness, the non-emptiness of intersection problem for deterministic finite automata on the alphabet \(\Sigma \backslash\{a\}\), using Theorem 6.1 in [26] (more details in [11, 18]). In Rystsov's reduction, the state set of the automaton \(A\) consists of a part \(Q_{\cap}\), which just copies the \(n\) automata \(A_{i}\) (over alphabet \(\Sigma \backslash\{a\}\) ) of a DFA-Intersection Nonemptiness instance, together with \(n\) new states \(t_{i} \in Q \rightarrow\) that move on input \(a\) into the initial state \(s_{i}\) of \(A_{i}\). Likewise, from any state \(q_{i}\) of \(A_{i}\), letter \(a\) leads to \(s_{i}\). All transitions not yet defined are self-loops. Set \(S\) collects all final states of all \(A_{i}\). Hence, a word \(w \in(\Sigma \backslash\{a\})^{*}\) is accepted by all of the \(A_{i}\) iff \(a w\) drives \(A\) into \(S\), starting out from any state. The promised proof sketch follows. Modify \(A\) to obtain an automaton \(A^{\prime}\) such that \(A^{\prime}\) has a synchronizing word \(a w a\), with \(w \in(\Sigma \backslash\{a\})^{*}\) iff \(a w\) drives \(A\) into \(S\) as follows: add a new state \(s\) where all letters loop; for all \(q \in S\), replace the \(a\)-transitions leading from \(q\) into \(s_{i}\) by \(a\)-transitions leading into \(s\). For more details (membership in NP for \(\Sigma=\{a, b\}\) is non-trivial), see Theorem 19.

\section*{2 Preliminaries and Definitions}

Throughout the paper, we consider deterministic finite automata (DFAs). Recall that a DFA \(A\) is a tuple \(A=\left(\Sigma, Q, \delta, q_{0}, F\right)\), where the alphabet \(\Sigma\) is a finite set of input symbols, \(Q\) is the finite state set, with start state \(q_{0} \in Q\), and final state set \(F \subseteq Q\). The transition function \(\delta: Q \times \Sigma \rightarrow Q\) extends to words from \(\Sigma^{*}\) in the usual way. The function \(\delta\) can be further extended to sets of states in the following way. For every set \(S \subseteq Q\) with \(S \neq \emptyset\) and \(w \in \Sigma^{*}\), we set \(\delta(S, w):=\{\delta(q, w) \mid q \in S\}\). We sometimes refer to the function \(\delta\) as a relation and we identify a transition \(\delta(q, \sigma)=q^{\prime}\) with the tuple ( \(q, \sigma, q^{\prime}\) ). We call \(A\) complete if \(\delta\) is defined for every \((q, a) \in Q \times \Sigma\); if \(\delta\) is undefined for some \((q, a)\),

(a) Unary automaton \(A_{\sigma}\) consisting of 3 sun-structures.

Automata notation (code)
\(\left[\begin{array}{ll}1 & 2 \\ \ddagger\end{array}\right]\)

PDFA

(b) Automata notation and PDFA using its standard interpretation.

Figure 1 Illustration of sun-structures and of the notation of PDFAs.
the automaton \(A\) is called partial. If \(|\Sigma|=1\), we call \(A\) a unary automaton. The set \(L(A)=\left\{w \in \Sigma^{*} \mid \delta\left(q_{0}, w\right) \in F\right\}\) denotes the language accepted by \(A\). A semi-automaton is a finite automaton without a specified start state and with no specified set of final states. Notice that \((\Sigma, \underset{\substack{Q \\ \leq k}}{\underset{2}{ }}, \delta)\) can be viewed as a semi-automaton for each \(k \leq|Q|\), when \((\underset{\leq k}{Q})\) is the set formed by all subsets of \(Q\) of cardinality at most \(k\). The properties of being deterministic, partial, and complete of semi-automata are defined as for DFA. When the context is clear, we call both deterministic finite automata and semi-automata simply automata. We call a deterministic complete semi-automaton a DCSA and a partial deterministic finite automaton a PDFA for short. If we want to add an explicit initial state \(r\) and an explicit set of final states \(S\) to a DCSA \(A\) or change them in a DFA \(A\), we use the notation \(A_{r, S}\).

An automaton \(A\) is called synchronizing if there exists a word \(w \in \Sigma^{*}\) with \(|\delta(Q, w)|=1\). In this case, we call \(w\) a synchronizing word for \(A\). For a word \(w\), we call a state in \(\delta(Q, w)\) an active state. We call a state \(q \in Q\) with \(\delta(Q, w)=\{q\}\) for some \(w \in \Sigma^{*}\) a synchronizing state. A state from which some final state is reachable is called co-accessible. For a set \(S \subseteq Q\), we say \(S\) is reachable from \(Q\) or \(Q\) is synchronizable to \(S\) if there exists a word \(w \in \Sigma^{*}\) such that \(\delta(Q, w)=S\). An automaton \(A\) is called returning, if for every state \(q \in Q\), there exists a word \(w \in \Sigma^{*}\) such that \(\delta(q, w)=q_{0}\), where \(q_{0}\) is the start state of \(A\).
- Fact 1. [28] For any DCSA, we can decide if it is synchronizing in polynomial time \(O\left(|\Sigma||Q|^{2}\right)\). Additionally, if we want to compute a synchronizing word \(w\), then we need time \(\left.O\left(|Q|^{3}+|Q|^{2}|\Sigma|\right)\right)\) and the length of \(w\) will be \(O\left(|Q|^{3}\right)\).

The following obvious remark will be used frequently without further mentioning.
- Lemma 3. Let \(A=(\Sigma, Q, \delta)\) be a DCSA and \(w \in \Sigma^{*}\) be a synchronizing word for \(A\). Then for every \(u, v \in \Sigma^{*}\), the word \(u w v\) is also synchronizing for \(A\).

For an automaton \(A\) over the alphabet \(\Sigma\), we denote with \(A_{\Sigma^{\prime}}\) for every \(\Sigma^{\prime} \subset \Sigma\) the restriction of \(A\) to the alphabet \(\Sigma^{\prime}\). Automaton \(A_{\Sigma^{\prime}}\) is obtained from \(A\) by deleting all transitions with labels in \(\Sigma \backslash \Sigma^{\prime}\). We will identify \(A_{\{\sigma\}}\) with \(A_{\sigma}\) for every \(\sigma \in \Sigma\). For a complete deterministic automaton \(A_{\sigma}\), each connected component of \(A_{\sigma}\) consists of exactly one cycle and some tails leading into the cycle (see Figure 1a). A cycle is a sequence of states \(q_{1}, q_{2}, \ldots, q_{k}\), for \(k \in \mathbb{N}\) such that \(\delta\left(q_{i}, \sigma\right)=q_{i+1}\) and \(\delta\left(q_{k}, \sigma\right)=q_{1}\). In particular, a cycle may consist of one single state only. The tails are only leading into the cycle since \(A\) is deterministic. We call components of this form sun-structures as illustrated in Figure 1a.

We call two automata \(A\) and \(A^{\prime}\) isomorphic if one automaton can be obtained from the other one by renaming states and alphabet-symbols. Notice that the number of nonisomorphic automata can be quite huge even for small number of states and alphabet sizes;
see \([3,10,14]\). In order to address the presented automata in a compact way, we introduce a short notation motivated by \([1,2,22]\), where we assume some order is given on the alphabet and on the state set. Each automaton is denoted by a tuple of size \(|Q| \cdot|\Sigma|\) where for each state the mapping of this state with each alphabet symbol is listed. The states themselves are separated by \(\ddagger\)-signs. For example, the first entry of the tuple denotes the transition of the first state under the first symbol (and "-" for an undefined transition), while the second entry denotes the transition of the first state by the second symbol, and so on. We will always assume the first state in the ordering of the states to be the start state of the automaton. See Figure 1b for an example. Final states are not part of this coding.
For a fixed PDFA \(\mathcal{B}=\left(\Sigma, P, \mu, p_{0}, F\right)\), we define the constrained synchronization problem:
- Definition 4. \(L(\mathcal{B})\)-Constr-Sync

Input: \(D C S A A=(\Sigma, Q, \delta)\).
Question: Is there a synchronizing word \(w\) for \(A\) with \(w \in L(\mathcal{B})\) ?
The automaton \(\mathcal{B}\) will be called the constraint automaton. If an automaton \(A\) is a yes-instance of \(L(\mathcal{B})\)-Constr-Sync we call \(A\) synchronizing with respect to \(\mathcal{B}\). Occasionally, we do not specify \(\mathcal{B}\) and rather talk about \(L\)-Constr-Sync. We are going to inspect the complexity of this problem for different (small) constraint automata. We assume the reader to have some basic knowledge in computational complexity theory and formal language theory, as contained, e.g., in [15]. For instance, we make use of regular expressions to describe languages. We also identify singleton sets with its elements. We also make use of complexity classes like P, NP, or PSPACE. At one point, we also mention the parameterized complexity class XP. With \(\leq_{m}^{\log }\) we denote a logspace many-one reduction. If for two problems \(L_{1}, L_{2}\) it holds that \(L_{1} \leq_{m}^{\log } L_{2}\) and \(L_{2} \leq_{m}^{\log } L_{1}\), then we write \(L_{1} \equiv_{m}^{\log } L_{2}\).

For establishing some of our results, we need the following computational problems taken from [6], which are PSPACE-complete problems for at least binary alphabets, also see [23, 24].
- Definition 5. Sync-From-Subset

Input: \(D C S A A=(\Sigma, Q, \delta)\) and \(S \subseteq Q\).
Question: Is there a word \(w\) with \(|\delta(S, w)|=1\) ?
- Definition 6. Sync-Into-Subset

Input: \(D C S A A=(\Sigma, Q, \delta)\) and \(S \subseteq Q\).
Question: Is there a word \(w\) with \(\delta(Q, w) \subseteq S\) ?
- Remark 7. The terminology is not homogeneous in the literature. For instance, Sync-Into-Subset has different names in [6] and in [23].

\section*{3 Placing Constrained Problems Within Complexity Classes}

In this section we present several criteria for \(L\) which lead to the membership of \(L\)-ConstrSYNC in different complexity classes, starting by studying unary languages.
- Lemma 8. Let \(A=(\{\sigma\}, Q, \delta)\) be a unary synchronizing \(D C S A\). For all \(i \geq|Q|-1\), we have \(\delta\left(Q, \sigma^{i}\right)=\delta\left(Q, \sigma^{i+1}\right)\). A shortest word \(w\) synchronizing \(S \subseteq Q\) obeys \(|w| \leq|Q|-1\).
- Corollary 9. If \(L(\mathcal{B}) \subseteq\{\sigma\}^{*}\) for a PDFA \(\mathcal{B}\), then \(L(\mathcal{B})\)-Constr-Sync \(\in P\).
- Theorem 10. If \(L\) is regular, then \(L\)-Constr-Sync is contained in PSPACE.

We continue with 1 -state constraint automata and unions of constraint languages.
- Lemma 11. Let \(\mathcal{B}=\left(\Sigma, P, \mu, p_{0}, F\right)\) be a PDFA. If \(L(\mathcal{B})=L\left(\mathcal{B}_{\Sigma \backslash\{\sigma\}}\right)\) for some \(\sigma \in \Sigma\), then \(L(\mathcal{B})\)-Constr-Sync \(\equiv{ }_{m}^{\log } L\left(\mathcal{B}_{\Sigma \backslash\{\sigma\}}\right)\)-Constr-Sync.
- Corollary 12. \(L(\mathcal{B})\)-Constr-Sync \(\in P\) for every one-state constraint automaton \(\mathcal{B}\).
- Lemma 13. If \(L\) is a finite union of languages \(L_{1}, L_{2}, \ldots, L_{n}\) such that for each \(1 \leq i \leq n\) the problem \(L_{i}\)-Constr-Sync \(\in P\), then \(L\)-Constr-Sync \(\in P\).
- Theorem 14. Let \(L \subseteq \Sigma^{*}\). If \(\left\{v \in \Sigma^{*} \mid \exists u, w \in \Sigma^{*}: u v w \in L\right\}=\Sigma^{*}, L\)-CONSTR-Sync \(\in P\).

Proof. Let \(A=(\Sigma, Q, \delta)\) be a DCSA. To decide if \(A\) has a synchronizing word from \(L\), simply test if \(A\) is synchronizing at all, cf. Fact 1 . Assume \(v \in \Sigma^{*}\) is a synchronizing word for \(A\). By assumption, \(u v w \in L\) for some \(u, w \in \Sigma^{*}\). Moreover, \(u v w\) also synchronizes \(A\).

With the same type of reasoning, one can show:
- Theorem 15. Let \(L \subseteq L^{\prime} \subseteq \Sigma^{*}\). If \(L^{\prime} \subseteq\left\{v \in \Sigma^{*} \mid \exists u, w \in \Sigma^{*}: u v w \in L\right\}\), then \(L\)-Constr-Sync \(\equiv_{m}^{\log } L^{\prime}\)-Constr-Sync.

In [28], the unconstrained synchronization problem can be decided in polynomial time by verifying that every pair of states can be synchronized. In essence, we generalize this algorithm here for returning constraint automata.
- Lemma 16. Let \(A=(\Sigma, Q, \delta)\) be a DCSA. If the constraint automaton \(\mathcal{B}=\left(\Sigma, P, \mu, p_{0}, F\right)\) is returning, then \(A\) is synchronizing with respect to \(\mathcal{B}\) if and only if for all \(q, q^{\prime} \in Q\) we find \(w \in \Sigma^{*}\) with \(\mu\left(p_{0}, w\right)=p_{0}\) such that \(\delta(q, w)=\delta\left(q^{\prime}, w\right)\).

Proof sketch. If \(u \in L(\mathcal{B})\) is a synchronizing word for \(A, u\) collapses any pair of states, but this is also true for \(w=u v\) with \(\mu\left(p_{0}, w\right)=p_{0}\) that must exist as \(\mathcal{B}\) is returning. Repeatedly using this idea to prolong collapsing words, the somewhat more involved argument for proving the converse implication can be adapted from the unconstrained setting.

As we just have to check pairs of states we can devise a polynomial-time algorithm to decide \(L(\mathcal{B})\)-Constr-Sync of a returning automaton \(\mathcal{B}\).
- Theorem 17. If \(\mathcal{B}=\left(\Sigma, P, \mu, p_{0}, F\right)\) is returning, then \(L(\mathcal{B})\)-Constr-Sync \(\in P\).

Proof. Let \(A=(\Sigma, Q, \delta)\) be an DCSA with \(n=|Q|\). Let \(m=|P|\). From \(A\), we construct the DCSA \(A^{\leq 2}=\left(\Sigma,\binom{Q}{\leq 2}, \delta^{\prime}\right)\). Then, for each two-element set \(\left\{q_{1}, q_{2}\right\} \in\binom{Q}{\leq 2}\), define \(A^{\prime}=A_{\left\{q_{1}, q_{2}\right\}, Q}^{\leq 2}\), identifying \(Q\) with all 1-element state sets. We check for each two-element set \(\left\{q_{1}, q_{2}\right\} \in\binom{Q}{\leq 2}\) if \(L\left(A^{\prime}\right) \cap L\left(\mathcal{B}_{p_{0},\left\{p_{0}\right\}}\right) \neq \emptyset\). By Lemma 16, the DCSA \(A\) is synchronizing with respect to \(\mathcal{B}\) if and only if each intersection is non-empty. Each of the \(\binom{n}{2}\) intersections can be checked by using the product-automaton construction in time \(\mathcal{O}\left(\left(n+\binom{n}{2}\right) m\right)\).

Our considerations can be turned into a polynomial-time algorithm for computing a synchronizing word for \(A\) with respect to \(\mathcal{B}\), which implies the following result.
- Corollary 18. If the constraint automaton \(\mathcal{B}\) is returning, a shortest synchronizing word with respect to \(\mathcal{B}\) is polynomially bounded in the size of the input automaton.
- Theorem 19. Let \(\mathcal{B}=\left(\Sigma, P, \mu, p_{0}, F\right)\) be a PDFA. Then, \(L(\mathcal{B})\)-Constr-Sync \(\in N P\) if there is a \(\sigma \in \Sigma\) such that for all states \(p \in P\), if \(L\left(\mathcal{B}_{p,\{p\}}\right)\) is infinite, then \(L\left(\mathcal{B}_{p,\{p\}}\right) \subseteq\{\sigma\}^{*}\).

Proof. By assumption, the letters in \(\Sigma \backslash\{\sigma\}\) do not appear in any pumpable substring. Hence, their number in a word in \(L(\mathcal{B})\) is bounded by \(|P|=m\). Therefore, any word \(w \in L(\mathcal{B})\) can be partitioned into at most \(2 m-1\) substrings \(w=u_{1} v_{1} \ldots u_{m-1} v_{m-1} u_{m}\) with \(u_{i} \in\{\sigma\}^{*}\) and \(v_{i} \in(\Sigma \backslash\{\sigma\})^{*}\) for all \(i \leq m\). Note that \(\left|v_{i}\right| \leq m-1\), for all \(i<m\). Let \(A=(\Sigma, Q, \delta)\) be a yes-instance of \(L(\mathcal{B})\)-Constr-SYnc with \(|Q|=n\). Let \(k\) be the number of sun-structures in \(A_{\sigma}\). Let \(w \in L(\mathcal{B})\) be a synchronizing word for \(A\) partitioned as mentioned above.
\(\triangleright\) Claim 1. If for some \(i \leq m,\left|u_{i}\right|>(m n)^{k}+n\), then we can replace \(u_{i}\) by some \(u_{i}^{\prime} \in\{\sigma\}^{*}\) with \(\left|u_{i}^{\prime}\right| \leq(m n)^{k}+n\), yielding a word \(w^{\prime} \in L(\mathcal{B})\) that synchronizes \(A\).

We will now show that we can decide whether \(A\) is synchronizing with respect to \(\mathcal{B}\) in polynomial time using nondeterminism despite the fact that an actual synchronizing word might be exponentially large. This problem is circumvented by some preprocessing based on modulo arithmetics. This allows us to guess a binary representation \(\operatorname{bin}\left(u_{i}\right)\) of \(\left|u_{i}\right|\) instead of \(u_{i}\) itself. Hence, we guess \(w_{\text {bin }}=\operatorname{bin}\left(u_{1}\right) v_{1} \ldots \operatorname{bin}\left(u_{m-1}\right) v_{m-1} \operatorname{bin}\left(u_{m}\right)\). Since all \(u_{i}\) are single exponential in size, the length of \(w_{\text {bin }}\) is polynomially bounded in the size of \(A\).
\(\triangleright\) Claim 2. For each \(q \in Q\), one can compute in polynomial time numbers \(\ell(q), \tau(q) \leq n\) such that, given some number \(x\) in binary, based on \(\ell(q), \tau(q)\), one can compute in polynomial time a number \(y \leq n\) such that \(\delta\left(q, a^{x}\right)=\delta\left(q, a^{y}\right)\).

As \(\mathcal{B}\) is even fixed, we can do a similar preprocessing also for \(\mathcal{B}\) in polynomial time.
The NP-machine guesses \(w_{\text {bin }}\) part-by-part, keeping track of the set \(S\) of active states of \(A\) and of the current state \(p\) of \(\mathcal{B}\). Initially, \(S=Q\) and \(p=p_{0}\). When guessing the number \(x_{i}=\left|u_{i}\right|\) in binary, by Claim 1 we guess \(\log \left(\left|u_{i}\right|\right) \leq \log \left((m n)^{k}+n\right) \in O(n \log n)\) many bits. By Claim 2, we can update \(S:=\delta\left(S, \sigma^{x_{i}}\right)\) and \(p:=\mu\left(p, \sigma^{x_{i}}\right)\) in polynomial time. After guessing \(v_{i}\), we can simply update \(S:=\delta\left(S, v_{i}\right)\) and \(p:=\mu\left(p, v_{i}\right)\) by simulating this input, as \(\left|v_{i}\right| \leq m=|P|\), which is a constant in our setting. Finally, check if \(|S|=1\) and if \(p \in F\).

Observe that our NP-algorithm was guessing at most \(b(n, k) \in O((k+1) \log (n m))\) many bits with \(b(n, k) \leq m^{2} \log (|\Sigma|)+(m-1)(k+1)(\log (m)+\log (n))\). As \(m\) and \(|\Sigma|\) are constants and as \(n, k<n\) depend on \(A\), we can determinize this algorithm by testing \(b(n, k)\) many bits.
- Corollary 20. Under the assumptions of Theorem 19, L(B)-Constr-Sync is in XP with parameter \(k\) counting the number of sun-structures in \(A_{\sigma}\) for an input DCSA \(A\).

When \(k=1\), we face a one-cluster automaton, see [4].
After these more general thoughts, we focus on two-state constraint automata \(\mathcal{B}\), giving a complete picture of the complexity of \(L(\mathcal{B})\)-Constr-Sync over alphabets \(\Sigma\) with \(|\Sigma| \leq 3\).

\section*{4 Constraint Automata with Two States and Two or Three Letters}

There are already very many 2 -state PDFA. We explain why we need to consider only one automaton for each automaton code listed in Tables 1 and 2. Here, we consider 1 as the start state and \(\{2\}\) as the set of final states and call this the standard interpretation of a code.
- Lemma 21. Let \(\mathcal{B}=(\Sigma, P, \mu)\) be some partial deterministic semi-automaton with two states, i.e., \(P=\{1,2\}\). Then, for each \(p_{0} \in P\) and each \(F \subseteq P\), either \(L\left(\mathcal{B}_{p_{0}, F}\right)\)-Constr-Sync \(\in P\), or \(L\left(\mathcal{B}_{p_{0}, F}\right)\)-Constr-Sync \(\equiv{ }_{m}^{\log } L\left(\mathcal{B}^{\prime}\right)\)-Constr-Sync for a PDFA \(\mathcal{B}^{\prime}=\left(\Sigma, P^{\prime}, \mu^{\prime}, 1,\{2\}\right)\).

Hence, we only need to specify \(\mathcal{B}=(\Sigma,\{1,2\}, \mu)\) in the following. Let \(\Sigma_{i j}:=\{a \in \Sigma \mid\) \(\mu(i, a)=j\}\) for \(1 \leq i, j \leq 2\). As \(\mathcal{B}\) is deterministic, \(\Sigma_{i 1} \cap \Sigma_{i 2}=\emptyset\). Consider easy cases first.

Table 1 List of all PDFAs with two states and a binary alphabet, with \(\Sigma_{1,2}=\{a, b\}\) or \(\Sigma_{1,2}=\{b\}\).
\begin{tabular}{|c|c|c|c|}
\hline Automaton code & Why in P? & Automaton code & Why in P? \\
\hline [ * 2 \(\ddagger 1 *\) ] & \(a \in \Sigma_{2,1}\) Propos. 22, (2) & [ \(222 \ddagger\) - - ] & Theorem 24 \\
\hline [ * \(2 \ddagger+1\) ] & \(b \in \Sigma_{2,1}\) Propos. 22, (2) & [ \(22 \begin{aligned} & \ddagger\end{aligned}\) & Isomorphic to [ \(22 \ddagger 2\) - ] \\
\hline [ \(* 2 \ddagger 22]\) & \(\Sigma_{1,1} \cup \Sigma_{1,2}=\Sigma_{2,2}\) Propos. 22, (3) & [ \(\{2,-\} 2 \ddagger\) - - ] & \(\Sigma_{1,1} \cup \Sigma_{2,2}=\emptyset\) Propos. 22, (4) \\
\hline [ \(12 \pm \ddagger\)-, 2\} - ] & Theorem 24 & [ - \(2 \ddagger 2-\) ] & Theorem 24 \\
\hline [ \(12 \pm\) - 2 ] & Theorem 24 & [-2 \(\ddagger-2\) ] & \(\Sigma_{1,1} \cup \Sigma_{1,2}=\Sigma_{2,2}\) Propos. 22, (3) \\
\hline
\end{tabular}
- Proposition 22. If one of the following conditions hold, then \(L\left(\mathcal{B}_{1,\{2\}}\right)\)-Constr-Sync \(\in P\) : (1) \(\Sigma_{1,2}=\emptyset\), (2) \(\Sigma_{2,1} \neq \emptyset\), (3) \(\Sigma_{1,1} \cup \Sigma_{1,2} \subseteq \Sigma_{2,2}\), or (4) \(\Sigma_{1,1} \cup \Sigma_{2,2}=\emptyset\).

Proof. (1) If \(\Sigma_{1,2}=\emptyset\) means \(L\left(\mathcal{B}_{1,\{2\}}\right)=\emptyset\). (2) If \(\Sigma_{2,1} \neq \emptyset\), then \(\mathcal{B}\) is returning (Theorem 17). (3) Lemma 11 and Theorem 14 cover this case. (4) Now, \(L\left(\mathcal{B}_{1,\{2\}}\right)\) is finite.

For \(\mathcal{B}=(\Sigma,\{1,2\}, \mu)\) and \(x \in \Sigma_{1,2}\), let \(\mathcal{B}^{x}\) denote the variation with transition function \(\mu^{x}\) defined by \(\mu^{x}=\mu \cap(\{(p, y, p) \mid p \in\{1,2\}, y \in \Sigma\} \cup\{(1, x, 2)\})\). Then Lemma 13 implies:

Lemma 23. If \(L\left(\mathcal{B}_{1,\{2\}}^{x}\right)\)-Constr-Sync \(\in P\) for each \(x \in \Sigma_{1,2}\) and if \(\Sigma_{2,1}=\emptyset\), then \(L\left(\mathcal{B}_{1,\{2\}}\right)\)-Constr-Sync \(\in P\).

Lemma 23 gives some final arguments why we only study the standard interpretation.
For 2-state constraint automata with alphabet \(\Sigma=\{a, b\}\), in order to avoid isomorphic automata and by Proposition 22, we can assume that either (1) \(a \in \Sigma_{1,1}\) and \(b \in \Sigma_{1,2}\) and \(\left|\Sigma_{2,2}\right| \leq 1\) or (2) \(a \in \Sigma_{1,2}\) but \(b \notin \Sigma_{1,1}\) and \(\left|\Sigma_{2,2}\right|>0\). See Table 1.

The constrained synchronization problem for constraint automata with a binary alphabet is not easy in general, as we have seen already in Proposition 1 for 3 -state constraint PDFA.
- Theorem 24. For any two-state binary PDFA \(\mathcal{B}, L(\mathcal{B})\)-Constr-Sync \(\in P\).

Proof. By Table 1, we only need to show the claim for \(\mathcal{B}_{1}=[12 \ddagger 2-], \mathcal{B}_{2}=\)
 \(A=(\Sigma, Q, \delta)\) be a DCSA with \(n:=|Q|-1\). Consider the first PDFA \(\mathcal{B}_{1}\) with \(L\left(\mathcal{B}_{1}\right)=a^{*} b a^{*}\). Let \(a^{\ell} b a^{m}\) be some synchronizing word for \(A\), then by Lemma 8 , applied to \(A_{a}\), we have \(\delta\left(Q, a^{\ell}\right)=\delta\left(Q, a^{j}\right)\) for some \(j \leq n\), and moreover, by a similar argument, we find \(k \leq n\) with \(\delta\left(\delta\left(Q, a^{j} b\right), a^{m}\right)=\delta\left(\delta\left(Q, a^{j} b\right), a^{k}\right)\). So, the word \(a^{j} b a^{k}\) is synchronizing and according to Lemma 3 the word \(a^{n} b a^{n}\) is also synchronizing. In order to decide synchronizability with respect to \(\mathcal{B}_{1}\), we simply have to check this last word. With the same argument, for \(\mathcal{B}_{2}\) we only have to test the word \(a^{n} b^{n}\), for \(\mathcal{B}_{3}\) the word \(a^{n} b\), and for \(\mathcal{B}_{4}\) the word \(b a^{n}\). As \(\mathcal{B}_{5}\) accepts the union of \(L\left(\mathcal{B}_{4}\right)\) and a unary regular language, the claim follows with Corollary 9 and Lemma 13.

Next, we give a full classification on the complexity of the constrained synchronization problem for constraint automata with two states and a ternary alphabet. As can be verified by a case-by-case analysis, the only automaton with a constrained synchronization problem in P not covered by the generalization results in Section 3 is \([12-\ddagger-2\) ].
- Theorem 25. Let \(\mathcal{B}=\left[\begin{array}{ll}1 & 2-\ddagger-2\end{array}\right]\). Then \(L(\mathcal{B})\)-Constr-Sync is in \(P\).

Proof. The language accepted by the constraint automaton \(\mathcal{B}=[12-\ddagger-2]\) is \(a^{*} b c^{*}\). Let \(A=(\Sigma, Q, \delta)\) be a DCSA, \(n=|Q|\). By arguments along the lines of the proof of Theorem 24, one can show that there is a synchronizing word for \(A\) with respect to \(\mathcal{B}\) if and only if \(a^{n} b c^{n}\) synchronizes \(A\). This condition is easy to check.

Table 2 Constraint automata (2 states, 3 letters) causing PSPACE-hard synchronization.
\begin{tabular}{|c|c|c|}
\hline Case & Automaton code & Language \\
\hline \multirow[t]{3}{*}{1} & [ \(2--\ddagger-22\) ] & \(a(b+c)^{*}\) \\
\hline & \(\left[\begin{array}{llllllll}2 & 2 & 2 & \ddagger & 2 & -\end{array}\right]\) & \((a+b+c)(a+b)^{*}\) \\
\hline & [ \(22-\ddagger 2-2]\) & \((a+b)(a+c)^{*}\) \\
\hline \multirow[t]{4}{*}{2} & \(\left[\begin{array}{lllll}1 & 1 & 2 & \ddagger\end{array}\right.\) & \((a+b)^{*} c\) \\
\hline & \(\left[\begin{array}{lllllll}1 & 1 & 2 & \ddagger & - & -\end{array}\right]\) & \((a+b)^{*} c a^{*}\) \\
\hline & \(\left[\begin{array}{llllllll}1 & 1 & 2 & \ddagger & 2 & 2\end{array}\right]\) & \((a+b)^{*} c(a+b)^{*}\) \\
\hline & \(\left[\begin{array}{lll}1 & 1 & 2 \ddagger\end{array}\right.\) & \((a+b)^{*} c c^{*}\) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline Case & Automaton code & Language \\
\hline \multirow[t]{2}{*}{3} & [ \(12-\ddagger 2-2\) - & \(a^{*} b(a+c)^{*}\) \\
\hline & \(\left[\begin{array}{lllllllll}1 & 2 & 2 & \ddagger & 2 & -\end{array}\right]\) & \(a^{*}(b+c)(a+b)^{*}\) \\
\hline \multirow[t]{3}{*}{4} & [ \(12-\ddagger-22]\) & \(a^{*} b(b+c)^{*}\) \\
\hline & \(\left[\begin{array}{lllllll}1 & 1 & 2 \ddagger\end{array}\right.\) & \((a+b)^{*} c(b+c)^{*}\) \\
\hline & [ \(1222 \ddagger-22]\) & \(a^{*}(b+c)(b+c)^{*}\) \\
\hline
\end{tabular}

The leftover two-state automata over a ternary alphabet are listed in Table 2. For all of them, the corresponding constrained synchronization problem is PSPACE-complete (see Theorem 26). We want to point out that there is no constraint automaton with two states and a ternary alphabet for which the \(L(\mathcal{B})\)-Constr-Sync is not either PSPACE-complete or contained in P , as we covered all possible automata of this kind.
- Theorem 26. For each constraint automaton \(\mathcal{B}\) in Table 2 the problem \(L(\mathcal{B})\)-Constr-Sync is PSPACE-hard.

Proof. We prove each case separately by giving an explicit reduction for one of the automata, the statement for the other automata of that case follows by the same argument. Our reductions are illustrated in Figure 2. Each reduction is starting out from \((A, S)\), with \(A=(\Sigma, Q, \delta)\) being a DCSA and \(S \subseteq Q\). Depending on the considered case, \((A, S)\) is either an instance of Sync-From-Subset (or of Sync-Into-Subset, resp.). We construct from \(A\) a DCSA \(A^{\prime}=\left(\Sigma^{\prime}, Q^{\prime}, \delta^{\prime}\right)\), with \(\Sigma^{\prime}=\Sigma \cup\{\sigma\}\) for an appropriately chosen letter \(\sigma \notin \Sigma\), such that there exists \(w \in \Sigma^{*}\) with \(|\delta(S, w)|=1\) (or \(\delta(Q, w) \subseteq S\), resp.) if and only if \(A^{\prime}\) is synchronizing with respect to \(\mathcal{B}\). This construction is described and illustrated in Figure 2.

Case 1: Consider the first automaton \(\mathcal{B}=[2-\cdots \not-22]\). Then, \(L(\mathcal{B})=a(b+c)^{*}\). We reduce from the PSPACE-complete problem Sync-From-Subset for the binary alphabet \(\Sigma=\{b, c\}\). Since the constraint automaton forces us to read an \(a\) as the first letter, we start synchronizing \(A^{\prime}\) with \(\delta^{\prime}(Q, a)=S\). After the first \(a\), we are allowed to read any letter from \(\Sigma\). Hence, if \(|\delta(S, w)|=1\) by a word \(w \in \Sigma^{*}\), then \(a w \in L(\mathcal{B})\) synchronizes \(A^{\prime}\). Conversely, if there exists a word \(v\) that synchronizes \(A^{\prime}\) with respect to \(\mathcal{B}\), then \(v\) must be of the form \(v=a u\) with \(u \in\{b, c\}^{*}\). By the definition of \(\delta^{\prime},|\delta(S, u)|=1\).
The PSPACE-hardness of constrained synchronization with respect to the PDFA [ 222 \(\ddagger 22\) - ] with the language \((a+b+c)(a+b)^{*}\) follows with the same reduction with the letters \(a\) and \(c\) interchanged. The same idea applies to [ \(22-\ddagger 2-2\) ].
Case 2: The language accepted by \(\mathcal{B}=\left[\begin{array}{lllll}1 & 1 & 2 & \ddagger---\end{array}\right]\) is \(L(\mathcal{B})=(a+b)^{*} c\). We reduce from SYnc-Into-SUbSET. Note that by construction if \(A^{\prime}\) is synchronizing, \(p\) must be the unique synchronization state. The state \(p\) can only be reached by a transition with the letter \(c\), but the constraint automaton only allows us to read one single \(c\) as the last letter of the synchronizing word. Hence, if there exists a synchronizing word \(w\) for \(A^{\prime}\) with respect to \(\mathcal{B}\), it is of the form \(u c\) with \(u \in\{a, b\}^{*}\). Since \(\delta^{\prime}(Q, w)=p\), \(\delta^{\prime}(Q, u) \subseteq\left\{q \in Q \mid \delta^{\prime}(q, c)=p\right\}\); by definition of \(\delta^{\prime}\), this equals the set \(S \cup\{p\}\). Hence, \(u\) synchronizes the automaton \(A\) into a subset of \(S\). Conversely, if \(w\) is a word that synchronizes \(A\) to a subset of \(S\), by the construction of \(\delta^{\prime}\), the word \(w c\) synchronizes \(A^{\prime}\) to \(\{p\}\) and since \(w \in\{a, b\}^{*}, w c \in L(\mathcal{B})\).

Sync-From-Subset (Case 1)


Sync-Into-Subset (Case 2)
\begin{tabular}{rl}
\(\delta^{\prime}(q, a)\) & \(:= \begin{cases}p & \text { if } q=p, \\
\delta(q, a) & \text { otherwise. }\end{cases}\) \\
\(\delta^{\prime}(q, b):= \begin{cases}p & \text { if } q=p, \\
\delta(q, b) & \text { otherwise. }\end{cases}\) \\
\(\delta^{\prime}(q, c):= \begin{cases}p & \text { if } q \in S \cup\{p\} \\
q & \text { otherwise. }\end{cases}\)
\end{tabular}

Sync-From-Subset (Case 3)

\[
\begin{aligned}
& \delta^{\prime}(p, a):= \begin{cases}\delta(p, a) & \text { if } p \in Q \\
p & \text { if } p \in S^{\prime}\end{cases} \\
& \delta^{\prime}(p, b):= \begin{cases}t & \text { if } p \in Q \backslash S \\
p & \text { if } p \in S \\
q & \text { if } p \in S^{\prime} \text { and } p=q^{\prime}\end{cases} \\
& \delta^{\prime}(p, c):= \begin{cases}\delta(p, c) & \text { if } p \in Q \\
p & \text { if } p \in S^{\prime}\end{cases}
\end{aligned}
\]

Sync-From-Subset (Case 4)

\[
\begin{aligned}
& \delta^{\prime}(p, a):= \begin{cases}r & \text { if } p \in(Q \backslash S) \cup\{r\} \\
p^{\prime} & \text { if } p \in S \\
p & \text { if } p \in S^{\prime}\end{cases} \\
& \delta^{\prime}(p, b):= \begin{cases}\delta(p, b) & \text { if } p \in Q \\
t & \text { if } p=r \\
q & \text { if } p \in S^{\prime} \text { and } p=q^{\prime}\end{cases} \\
& \delta^{\prime}(p, c):= \begin{cases}\delta(p, c) & \text { if } p \in Q \\
r & \text { if } p=r \\
p & \text { if } p \in S^{\prime}\end{cases}
\end{aligned}
\]

Figure 2 Schematic illustration of our reductions. Transitions inherited from \(A\) are not shown.

We can only reach the synchronizing state by reading the letter \(c\) and for each automaton of this case we are only allowed to read one single letter \(c\). Therefore, allowing additional letters \(a\) and \(b\) in the synchronizing word after reading the letter \(c\) does not change the synchronizability of \(A^{\prime}\) and hence the same construction works for the constraint automata [ \(\left.\begin{array}{lllll}1 & 1 & 2 & \ddagger & 2-\end{array}\right]\) and [ \(\left.\begin{array}{lll}1 & 1 & 2 \\ \ddagger & 2 & 2\end{array}\right]\). The same holds if we allow only additional letters \(c\) (and no \(a\) or \(b\) ) after the first \(c\). In \(A^{\prime}, c\) only leads in the synchronization state from states in \(S\) and is the identity on other states. Therefore, \(\delta(q, c c)=\delta(q, c)\) for any state \(q\) and the construction of Case 2 also works for the constraint automaton [ \(1 \begin{array}{lll}1 & 2\end{array}\) \(\ddagger-2]\).
Case 3: The language accepted by \(\mathcal{B}=[12-\ddagger 2-2]\) is \(L(\mathcal{B})=a^{*} b(a+c)^{*}\). We reduce from Sync-From-Subset for \(\Sigma=\{a, c\}\) similar to the one in Case 1, but we have to ensure that the whole set \(S\) is active after reading the letter \(b\), since a preceding \(a\) might already merge some states in \(S\). The idea is to add for each state \(q \in S\) a new state \(q^{\prime}\) for which we stay in \(q^{\prime}\) with the letters \(a, c\) and go to \(q\) with the letter \(b\). Therefore, we ensure that \(\delta\left(Q, a^{i} b\right)=S\) for every integer \(i\). Since, starting from the whole state set,
\(A^{\prime}\) is precisely in the state set \(S\) after the first and only \(b\) letter, the rest of the argument follows as in Case 1. For the constraint automaton [ \(\left.\begin{array}{llllll}1 & 2 & 2 & \ddagger & 2 & 2\end{array}\right]\), accepting the language \(a^{*}(b+c)(a+b)^{*}\), the same idea applies.
Case 4: The language accepted by \(\mathcal{B}=\left[\begin{array}{ll}1 & 2-\ddagger-22\end{array}\right]\) is \(L(\mathcal{B})=a^{*} b(b+c)^{*}\). Here, we do not have a special letter which appears exactly once in a word from \(L(\mathcal{B})\). We will use the optional \(a\) letters in order to jump into \(S\), since a word from \(L(\mathcal{B})\) that does not contain any \(a\) must synchronize the whole state set and therefore also the subset \(S\). We reduce from the problem Sync-From-Subset for the alphabet \(\Sigma=\{b, c\}\). We decompose the state set \(Q\) with the letter \(a\) in \(S\) and \(Q \backslash S\). The states in \(S\) are stored in an annotated copy \(S^{\prime}\) of \(S\). The other states are gathered up in a new state \(r\). With the first \(b\), we restore the set \(S\) as the set of active states. The remainder of a synchronizing word then synchronizes \(S\).

If the set \(S\) in \(A\) is synchronizable to a single state by a word \(u \in\{b, c\}^{*}\), then the word \(a b u \in L(\mathcal{B})\) synchronizes \(A^{\prime}\) since \(\delta^{\prime}\left(Q^{\prime}, a b\right)=S\). For the other direction, assume \(A^{\prime}\) is synchronizing with respect to \(\mathcal{B}\) by a word \(w\). Then \(w\) is of the form \(u b v\) with \(u \in a^{*}\), \(v \in\{b, c\}^{*}\). If \(u \neq \epsilon\), then \(\delta\left(Q^{\prime}, u b\right)=S\) and \(v\) synchronizes \(S\) to a single state. If \(u=\epsilon\), then \(S \subseteq \delta^{\prime}\left(Q^{\prime}, b\right) \subseteq Q\) since we never synchronized any states into \(r\) and we leave all states in the set \(S^{\prime} \cup\{r\}\) with \(b\) and are not able to reach them again. In particular \(\delta^{\prime}\left(S^{\prime}, b\right)=S\). Therefore, \(b v\) synchronizes \(S\) to a single state without ever leaving \(Q\). The same idea can be applied to the constraing automata \(\left[\begin{array}{lllll}1 & 1 & 2 \\ \hline\end{array}\right.\)

\section*{5 Generalizations to Lift Results}

In this section, we aim for more general results, either by lifting existing cases by homomorphic images, or by identifying common patterns. For a map \(\varphi: \Sigma \rightarrow \Gamma^{*}\) we identify it with its natural homomorphism extension \(\varphi: \Sigma^{*} \rightarrow \Gamma^{*}\) without further mentioning.
- Theorem 27. Let \(L \subseteq \Gamma^{*}\) and \(\varphi: \Sigma^{*} \rightarrow \Gamma^{*}\) be an homomorphism such that \(\varphi\left(\varphi^{-1}(L)\right)=L\). Then \(L\)-Constr-Sync \(\leq_{m}^{\log } \varphi^{-1}(L)\)-Constr-Sync.

A typical application of the preceding theorem is to lift hardness results from smaller to bigger alphabets; e.g., knowing PSPACE-hardness for the constraint language \(a(b+c)^{*}\) lifts to PSPACE-hardness for the constraint language \(a(b+c+d)^{*}\) via \(\varphi: a \mapsto a, b \mapsto b, c \mapsto c, d \mapsto c\).
- Remark 28. It is impossible to further generalize the previous result from homomorphisms to mappings induced by deterministic gsm. Such a machine allows to map \((a+b)(a+b)^{*}\) to \(a(b+c)^{*}\), but the constraint \((a+b)(a+b)^{*}\) yields a synchronization problem in P .
- Theorem 29. Let \(L \subseteq \Sigma^{*}\). Let \(\varphi: \Sigma \rightarrow \Gamma^{*}\) be an homomorphism such that \(\varphi(\Sigma)\) is a prefix code. Let \(c \in \Gamma\) with \(\{c\} \Gamma^{*} \cap \varphi(\Sigma)=\emptyset\). Let \(k:=\max \left\{\ell \geq 0 \mid \exists u, v \in \Gamma^{*}: u c^{\ell} v \in \varphi(\Sigma)\right\}\). Then L-Constr-Sync \(\leq_{m}^{\log }\left\{c^{k+1}\right\} \varphi(L)\)-Constr-Sync .

In the special case where \(c\) does not occur in \(\varphi(\Sigma)\) at all, it is sufficient to choose \(k=0\), i.e., to consider the language \(\{c\} \varphi(L)\) as constraint language. With Theorem 29, we can transfer hardness results with constraint language \(L\) over arbitrary alphabets to hardness results with constraint languages over a binary alphabet.
- Remark 30. With the construction presented in Corollary 1 (see pp. 220-221) in [5] we can lift our hardness results for constrained synchronization with constraint automata with two states and a ternary alphabet to constrained synchronization problems with 6 states and a binary alphabet. More generally we can reduce the alphabet size of a constraint automata
from \(k=|\Sigma|\) to 2 by enlarging the size of its state set from \(n=|Q|\) to \(k \cdot n\) without affecting the hardness of the associated constrained synchronization problem.

Up to this point, we did not make use of the fact that constraint languages considered in this paper are given by finite automata. This changes from here onward.

It is hardness-preserving to plug sub-automata of some kind in front of an automata with a hard constrained synchronization problem. A partial automaton \(A\) is called carefully synchronizing if there exists a synchronizing word \(w\) for \(A\) such that the transition function of \(A\) is defined for \(w\) on every state of \(A\).

Theorem 31. Let \(\mathcal{B}=\left(\Sigma^{\mathcal{B}}, P^{\mathcal{B}}, \mu^{\mathcal{B}}, p_{0}^{\mathcal{B}}, F\right)\) and \(\mathcal{C}=\left(\Sigma^{\mathcal{C}}, P^{\mathcal{C}}, \mu^{\mathcal{C}}, p_{0}^{\mathcal{C}}, \emptyset\right)\) be PDFAs with \(P^{\mathcal{B}} \cap P^{\mathcal{C}}=\emptyset\). For \(p_{x} \in P^{\mathcal{C}}\) let \(\nu \subseteq\left\{p_{x}\right\} \times\left(\Sigma^{\mathcal{B}} \cup \Sigma^{\mathcal{C}}\right) \times\left\{p_{0}^{\mathcal{B}}\right\}\) define the automaton \(\mathcal{B}^{\prime}=\left(\Sigma^{\mathcal{B}} \cup \Sigma^{\mathcal{C}}, P^{\mathcal{B}} \cup P^{\mathcal{C}}, \mu^{\mathcal{B}} \cup \mu^{\mathcal{C}} \cup \nu, p_{0}^{\mathcal{C}}, F\right)\). If the following three conditions are satisfied:
1. automaton \(\mathcal{B}^{\prime}\) is deterministic,
2. automaton \(\mathcal{C}^{\prime}=\left(\Sigma^{\mathcal{B}} \cup \Sigma^{\mathcal{C}}, P^{\mathcal{C}} \cup\left\{p_{0}^{\mathcal{B}}\right\}, \mu^{\mathcal{C}} \cup \nu \cup\left\{p_{0}^{\mathcal{B}}\right\} \times\left(\Sigma^{\mathcal{B}} \cup \Sigma^{\mathcal{C}}\right) \times\left\{p_{0}^{\mathcal{B}}\right\}\right)\) is carefully synchronizing, and
3. there exists a synchronizing word \(v=v_{1} \ldots v_{n}\) for \(\mathcal{C}^{\prime}\) such that \(v_{1} \ldots v_{n-1} \in L\left(\mathcal{C}_{p_{x}}\right)\), where \(\mathcal{C}_{p_{x}}\) results from \(\mathcal{C}\) by adding \(p_{x}\) to the set of final states, then \(L(\mathcal{B})\)-Constr-Sync \(\leq L\left(\mathcal{B}^{\prime}\right)\)-Constr-Sync.

Proof. Note that the start state of \(\mathcal{B}^{\prime}\) is the start state of \(\mathcal{C}\), but the final states of \(\mathcal{B}^{\prime}\) are the ones from \(\mathcal{B}\). Let \(A=\left(\Sigma^{\mathcal{B}}, Q, \delta\right)\) be a DCSA. We extend \(A\) to a DCSA \(A^{\prime}=\left(\Sigma^{\mathcal{B}} \cup \Sigma^{\mathcal{C}}, Q^{\prime}, \delta^{\prime}\right)\) in the following way. For every state \(q \in Q\) we add a copy of \(\mathcal{C}\) to \(A^{\prime}\), where a self-loop is added for every yet undefined transition in \(A^{\prime}\). The \(\mathcal{C}\)-copy is connected to \(q\) with the transitions in \(\nu\) where the target \(p_{0}^{\mathcal{B}}\) is replaced by \(q\). Since the automaton \(\mathcal{B}^{\prime}\) is deterministic by condition (1), the \(\mathcal{C}\)-copies, which are added to \(A\), are also deterministic and so is \(A^{\prime}\).

It remains to show that \(A\) is synchronizing with respect to \(\mathcal{B}\) if and only if \(A^{\prime}\) is synchronizing with respect to \(\mathcal{B}^{\prime}\). For the only if direction, assume \(w \in L(\mathcal{B})\) is a synchronizing word for \(A\). Considering \(A^{\prime}\), condition (2) states that there exists a word \(v\) that, applied to all states of a copy of \(\mathcal{C}\), leads every state of this copy through the exit state \(p_{x}\) into the original states of \(A\). Further, condition (3) specifies that the last state leaves through \(p_{x}\) with the last letter of \(v\) and that this last state is the image of the start state. Hence \(v\) is the label of a path from \(p_{0}^{\mathcal{C}}\) to \(p_{0}^{\mathcal{B}}\) in \(\mathcal{B}^{\prime}\) and \(v w \in L\left(\mathcal{B}^{\prime}\right)\). Starting in all states of \(A^{\prime}\), the active states in each \(\mathcal{C}\)-copy act synchronously. Hence, \(\delta^{\prime}\left(Q^{\prime}, v\right)=Q\). Note that no state of a \(\mathcal{C}\)-copy is reachable by a state of \(Q\). Since \(A^{\prime}\) acts like \(A\) on \(Q,\left|\delta^{\prime}(Q, w)\right|=1\) and \(v w\) is a synchronizing word for \(A^{\prime}\) with respect to \(\mathcal{B}^{\prime}\). For the other direction, we refer to the long version of this paper.

As an illustration, we apply Theorem 31 to a family of languages.
- Corollary 32. Let the language-family \(\mathcal{L}\) consists of languages \(L_{i}:=\left(b^{*} a\right)^{i}\) with \(i \geq 2\). The constrained synchronization problem for all languages in \(\mathcal{L}\) is NP-complete.

\section*{6 Conclusions and Prospects}

We have commenced a study of synchronization under regular constraints. The complexity landscape of 2-state constraint automata with at most ternary input alphabets is completely understood. In particular, binary alphabets yield polynomial-time solvable synchronization problems, while ternary alphabets split the constrained synchronization problems into polynomial-time solvable and PSPACE-complete cases. As already seen in the introduction, this picture changes with 3 -state automata, giving an NP-complete scenario with binary
alphabets. Our general results also imply PSPACE-complete synchronization problems for binary constraint automata with at least six states. In the following theorem, we present a three state constraint automaton with a binary alphabet for which the associated constrained synchronization problem is PSPACE-complete, also because of Theorem 10.
- Theorem 33. Let \(\mathcal{B}=[-2 \ddagger 33 \ddagger 2-]\) be a three state PDFA over the alphabet \(\{0,1\}\) with start state 1 and final state 3. The problem \(L(\mathcal{B})\)-Constr-Sync is PSPACE-hard.

Hence, binary 3-state constraint automata offer easy synchronization problems as well as problems complete for NP and for PSPACE. However, we have no complete complexity picture here, giving a natural research question. Motivated by a remark of Rystsov [23] in a related setting, one could also ask if there are regular language constraints that define synchronization problems that are complete for other levels of the polynomial-time hierarchy. We presented several criteria for a regular language \(L\) such that \(L\)-Constr-Sync \(\in P\) as well as generalization-results to transfer the obtained hardness results for fixed \(L\) to larger classes of constraint languages, but a full classification of the complexity of \(L\)-CONSTR-SYNC for regular constraint languages \(L\) is still an open research problem.
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\begin{abstract}
A (colored) choice dictionary is a data structure that is initialized with positive integers \(n\) and \(c\) and subsequently maintains a sequence of \(n\) elements of \(\{0, \ldots, c-1\}\), called colors, under operations to inspect and to update the color in a given position and to return the position of an occurrence of a given color. Choice dictionaries are fundamental in space-efficient computing. Some applications call for the additional operation of dynamic iteration, i.e., enumeration of the positions containing a given color while the sequence of colors may change. An iteration is robust if it enumerates every position that contains the relevant color throughout the iteration but never enumerates a position more than once or when it does not contain the color in question. We describe the first choice dictionary that executes every operation in constant amortized time and almost robust iteration in constant amortized time per element enumerated. The iteration is robust, except that it may enumerate some elements a second time. The data structure occupies \(n \log _{2} c+O\left((\log n)^{2}\right)\) bits. The time and space bounds assume that \(c=O\left((\log n)^{1 / 2}(\log \log n)^{-3 / 2}\right)\).
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\section*{1 Introduction}

Following similar earlier definitions [3, 5] and concurrently with that of [2], the (colored) choice dictionary was introduced by Hagerup and Kammer [10]. It appears to be fundamental in space-efficient computing and has already been shown to have a number of applications [2, \(5,10,11,12]\). Its precise definition is as follows:
- Definition 1.1. A (colored) choice dictionary is a data structure that can be initialized with integers \(n, c \in \mathbb{N}=\{1,2, \ldots\}\) and subsequently maintains a sequence \(\left(e_{1}, \ldots, e_{n}\right)\) of \(n\) integers drawn from \(\{0, \ldots, c-1\}\), initially \((0, \ldots, 0)\), under the following operations:
\(\operatorname{color}(i)(i \in\{1, \ldots, n\}):\) Returns \(e_{i}\).
setcolor \((j, i)(j \in\{0, \ldots, c-1\}\) and \(i \in\{1, \ldots, n\})\) : Replaces \(e_{i}\) by \(j\).
choice \((j)(j \in\{0, \ldots, c-1\})\) : With \(S_{j}=\left\{i \in\{1, \ldots, n\}: e_{i}=j\right\}\), returns an (arbitrary) element of \(S_{j}\) if \(S_{j} \neq \emptyset\), and 0 if \(S_{j}=\emptyset\).

We call the elements of \(\{0, \ldots, c-1\}\) colors. The choice dictionary is similar to an array of colors that supports reading (color) and writing (setcolor), but with a crucial additional operation (choice) to locate an occurrence of a given color. Our terminology will sometimes pretend that the elements of \(\{1, \ldots, n\}\) have colors. For \(j=0, \ldots, c-1\), we define \(S_{j}=\left\{i \in\{1, \ldots, n\}: e_{i}=j\right\}\) as above and call \(S_{j}\) a color class.

In some applications of choice dictionaries, notably to the computation of a breadth-first search or BFS forest of a given graph \([9,10]\), it is essential for a choice dictionary to support the additional operation of iteration over a given color class (while other computation takes place in an interleaved fashion). The BFS algorithms of [9, 10], for instance, repeatedly
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iterate over the gray vertices, those with a given distance \(d\) from a start vertex, in order to identify the vertices at distance \(d+1\). This is not straightforward because the algorithms in order to save colors - also color the vertices at distance \(d+1\) gray. In other words, the set of gray vertices changes while it is being iterated over. Hagerup and Kammer [10] coined the phrase robust iteration to describe the ideal that one would like to have in such a situation. An iteration over a dynamic set \(S\) is robust if every element that belongs to \(S\) throughout the iteration is certain to be enumerated by the iteration, while no element is enumerated more than once or at a time when it does not belong to \(S\). Elements that belong to \(S\) during part but not all of the iteration may or may not be enumerated. We say that an iteration works in constant time if there are constant-time operations to initialize for a new iteration, to test whether more elements remain to be enumerated, and - if so - to enumerate the next element.

By the information-theoretic lower bound, a choice dictionary with parameters \(n\) and \(c\) must occupy at least \(\lceil n \log c\rceil\) bits ("log" always denotes the binary logarithm function \(\log _{2}\) ). Kammer and Sajenko [13] recently described a choice dictionary that occupies \(n \log c+O(\log n)\) bits and executes every operation including iteration in constant time, but is severely restricted:
- The number \(c\) of colors must be a power of 2 .
- Moreover, \(c\) must be a constant.
- The iteration is static: While an iteration is underway, no changes to colors are allowed.

We present a new choice dictionary that also executes every operation including iteration in constant time and alleviates the drawbacks listed above. The number of colors is not restricted to be a power of 2 , it is not required to be a constant - but we do impose the condition \(c=O\left((\log n)^{1 / 2}(\log \log n)^{-3 / 2}\right)\) - and the iteration is dynamic and almost robust. By "almost robust" we mean that the definition of robust iteration is satisfied, except that some elements may be enumerated a second time (the BFS algorithms discussed above can tolerate this). Compared to the choice dictionary of [13], the new data structure has a few drawbacks of its own:
- It is more complicated.
- The operation times are amortized, not worst-case.
- The number of bits needed is \(n \log c+O\left((\log n)^{2}\right)\), not \(n \log c+O(\log n)\).

The third drawback should be seen in light of the fact that even if only the operations color and setcolor (i.e., those of an array) are to be supported in constant time, every known data structure that does not restrict \(c\) to be a power of 2 requires \(n \log c+\Omega\left((\log n)^{2}\right)\) bits. As for the condition \(c=O\left((\log n)^{1 / 2}(\log \log n)^{-3 / 2}\right)\), it may be noted that the performance of comparable choice dictionaries \([7,10]\) also degrades sharply if the number of colors exceeds similar thresholds.

The main novelty of our work lies in the almost robust iteration. Allowing amortization changes the ground rules of iteration and was crucial to obtaining the results described here. It becomes feasible to begin a dynamic iteration over a color class \(S_{j}\) by an "internal" static iteration that can serve, among other things, to determine \(\left|S_{j}\right|\). Enumerating the elements that belong to \(S_{j}\) at that time, i.e., at the start of the iteration, would satisfy the conditions of robustness, but the elements that are enumerated must be handed to a caller one by one, and there is no space to store them temporarily (cf. the BFS algorithms discussed above). Once \(S_{j}\) is allowed to change while it is being iterated over, it becomes difficult to keep track of which elements have already been enumerated and therefore to prevent elements from being enumerated repeatedly and perhaps an unbounded number of times (i.e., the iteration
might not terminate). Enumerating the elements of \(S_{j}\) in sorted order would take care of this problem, but constant time per element is not enough to sort. Our iteration sorts a small part of \(S_{j}\) initially. If the changes to \(S_{j}\) during the iteration are relatively few, the partial sorting is sufficient to guarantee robustness. If there are many changes to \(S_{j}\), on the other hand, these can "pay for" a complete sorting of what remains of \(S_{j}\). An element is enumerated at most once before and at most once after the complete sorting.

The only previous choice dictionary with robust iteration was devised by Hagerup and Kammer [10], but for worse time and/or space bounds (e.g., constant time together with \(n \log c+O\left(n /(\log n)^{t}\right)\) bits for constant \(c\) and arbitrary fixed \(\left.t \in \mathbb{N}\right)\). It should be noted that in contrast with the robust iteration of [10], if the iteration described here is terminated early, its time bound is the same as if it had run to completion, i.e., incomplete iteration is not supported efficiently.

\section*{2 Preliminaries}

Our model of computation is the standard word RAM \([1,6]\) with a word length of \(w \in \mathbb{N}\) bits, where we assume that \(w\) is large enough to allow all memory words in use to be addressed. As part of ensuring this, we assume that \(w \geq \log n\). The word RAM has constant-time operations for addition, subtraction and multiplication modulo \(2^{w}\), division with truncation \(((x, y) \mapsto\lfloor x / y\rfloor\) for \(y>0)\), left shift modulo \(2^{w}\left((x, y) \mapsto(x \ll y) \bmod 2^{w}\right.\), where \(\left.x \ll y=x \cdot 2^{y}\right)\), right shift \(\left((x, y) \mapsto x \gg y=\left\lfloor x / 2^{y}\right\rfloor\right)\), and bitwise Boolean operations (AND, OR and XOR (exclusive or)). The machine is also assumed to be able to compute \(\lfloor\log x\rfloor\) in constant time for every given \(x \in\left\{1, \ldots, 2^{w}-1\right\}\).

Like all comparable data structures, the new choice dictionary depends on standard low-level word-RAM routines, some of which are conveniently collected in the following lemma.
- Lemma 2.1 ([10], Lemma 3.2). Let \(m\) and \(f\) be given integers with \(1 \leq m, f<2^{w}\) and suppose that a sequence \(A=\left(a_{1}, \ldots, a_{m}\right)\) with \(a_{i} \in\left\{0, \ldots, 2^{f}-1\right\}\) for \(i=1, \ldots, m\) is given in the form of the \((m f)\)-bit binary representation of the integer \(\sum_{i=0}^{m-1} 2^{i f} a_{i+1}\). Then the following holds:
(a) Let \(I_{0}=\left\{i \in\{1, \ldots, m\}: a_{i}=0\right\}\). Then, in \(O(1+m f / w)\) time, we can test whether \(I_{0}=\emptyset\) and, if not, compute \(\min I_{0}\).
(b) If an additional integer \(k \in\left\{0, \ldots, 2^{f}-1\right\}\) is given, then \(O(1+m f / w)\) time suffices to compute the integer \(\sum_{i=0}^{m-1} 2^{i f} b_{i+1}\), where \(b_{i}=1\) if \(k \geq a_{i}\) and \(b_{i}=0\) otherwise for \(i=1, \ldots, m\).
(c) If \(m<2^{f}\) and an additional integer \(k \in\left\{0, \ldots, 2^{f}-1\right\}\) is given, then \(\operatorname{rank}(k, A)=\mid\{i \in\) \(\left.\{1, \ldots, m\}: k \geq a_{i}\right\} \mid\) can be computed in \(O(1+m f / w)\) time.

\section*{3 Informal Overview}

This section tries to convey the basic intuition behind the new data structure. The necessary nitty-gritty details and calculations will be presented in the subsequent sections.

It is known from the work of Dodis, Pǎtraşcu and Thorup [4] that a sequence of \(n\) color values drawn from \(\{0, \ldots, c-1\}\) can be stored in a data structure that occupies \(n \log c+O\left((\log n)^{2}\right)\) bits and supports the operations color and setcolor in constant time. Let us call this structure a c-ary array. Our task can be viewed as that of adding efficient choice and almost robust iteration to a \(c\)-ary array.

Suppose that, in addition to being represented in a \(c\)-ary array, the elements of each color class \(S_{j}\), where \(j \in\{0, \ldots, c-1\}\), are organized in a doubly-linked list \(L_{j}\). Then executing \(\operatorname{choice}(j)\) is trivial - return an arbitrary element of \(L_{j}\) - and with a little care we can also carry out a robust iteration over \(S_{j}\) via a traversal of \(L_{j}\) during which elements that drop out of \(S_{j}\) splice themselves out of \(L_{j}\) and elements that enter \(S_{j}\) are inserted at the beginning of \(L_{j}\), where they will not be enumerated - they may be "trying to sneak in again" after having already been enumerated in the past.

The problem with the scheme outlined above is, of course, that the doubly-linked lists \(L_{0}, \ldots, L_{c-1}\) would need far too much space - \(\Theta(n \log n)\) bits - for two pointers for each of the \(n\) elements. In order to alleviate this problem, we divide the \(n\) elements into equal-sized groups and represent each group via a data structure called a container. Provided that groups are not too large, iteration within a container can be handled efficiently with techniques based on Lemma 2.1. If every container holds at least one element of a color class \(S_{j}\), we can therefore iterate over \(S_{j}\) by iterating over all containers and enumerating the elements of \(S_{j}\) in each. Thus at this point the problem can be viewed as represented by the containers that are \(j\)-free, i.e., do not contain any occurrences of \(j\). The list \(L_{j}\) that we would now like to have for each \(j \in\{0, \ldots, c-1\}\) chains together those containers that are not \(j\)-free. In contrast with what was the case before, a container can belong to many lists, for which reason it may need up to \(2 c\) pointers rather than just two pointers.

Even though we have reduced the need for pointers from two per element to \(2 c\) per container, the basic problem remains that we have already used up practically all the available space and cannot afford to store even a single pointer per container. If some color is missing entirely from a container, however, \(\log c\) bits per element is a tad more than what is strictly necessary to record the contents of the container. Using a more efficient encoding, we can compress the information stored in the container slightly to leave room for a couple of pointers - provided that containers are sufficiently large. The same is true if a color is not missing completely, but has very few occurrences, as we can then store the sequence of these "exceptional" occurrences explicitly while using the efficient encoding for the other elements in the container. If several colors are missing or rare in a container, we can pack the container even more tightly. As a result, the container has room for a couple of pointers for each such color, which in turn means that we can treat the colors somewhat independently.

Let \(j \in\{0, \ldots, c-1\}\) and let us call a container \(H j\)-sparse if the number of occurrences of \(j\) in \(H\) is bounded by some suitably chosen \(r\), and \(j\)-abundant otherwise. For a moment, let us make the unrealistic assumption that all \(j\)-sparse containers are to the left of (have smaller indices than) all \(j\)-abundant containers. Then we can keep in \(L_{j}\) those containers that are \(j\)-sparse (and therefore have room for the necessary pointers) but not \(j\)-free (since a main goal is to skip the \(j\)-free containers). To iterate over \(S_{j}\), iterate both over \(L_{j}\) and over the \(j\)-abundant containers. The latter is easy because the \(j\)-abundant containers, by assumption, are consecutively numbered.

Even though the unrealistic assumption is unrealistic, we can still keep track of the number \(\mu_{j}\) of \(j\)-sparse containers and imagine that the leftmost \(\mu_{j}\) containers (say that these form the left part) "normally" are \(j\)-sparse. There may be containers that go against the norm, \(j\)-abundant containers in the left part - call these \(j\)-masters - and \(j\)-sparse containers in the right part, \(j\)-slaves. It is easy to see that the number of \(j\)-masters equals the number of \(j\)-slaves, and the in-place chain technique of Katoh and Goto [14] suggests to maintain a perfect matching between the \(j\)-masters and the \(j\)-slaves. This helps us to solve two problems: (1) A \(j\)-master, by virtue of not being in the right part, needs to belong to \(L_{j}\) in order to be iterated over, but has no room for pointers. (2) Because it is in the right part, a \(j\)-slave is
iterated over, but may be \(j\)-free, in which case it cannot "pay for" its share of the iteration. To solve problem (1), we relocate some of the data of the master to the slave, which has room to spare. As for problem (2), even though the slave cannot "pay", its master can.

We cannot keep track of the number of occurrences of a color \(j\) in a container once that number exceeds \(r\), and therefore replace the notions \(j\)-sparse and \(j\)-abundant by algorithmically more tractable \(j\)-weak and \(j\)-strong. A \(j\)-weak container is certain to be \(j\) sparse, but a \(j\)-strong container may be \(j\)-sparse or \(j\)-abundant. If the number of occurrences of \(j\) in a \(j\)-weak container \(H\) grows beyond \(r, H\) is converted to being \(j\)-strong. A conversion of \(H\) back to \(j\)-weak, however, takes place only if and when \(H\) is later discovered to have fewer than \(r\) occurrences of \(j\), and this in turn happens essentially only in connection with an iteration over \(H\). The iteration can "pay" a constant for each element that is enumerated, and the operations that changed the colors of the other elements formerly of color \(j\) can "pay" a constant for each of these. In an amortized setting, therefore, a conversion between \(j\)-weak and \(j\)-strong can be allowed to have a cost of \(O(r)\), and \(r\) is chosen accordingly. A budget of \(O(r)\) also covers the conversion of a \(j\)-strong container, for the purpose of iteration over the container, from the very compact usual representation to one that supports efficient iteration.

A final problem is represented by containers that migrate from the left to the right side (as a consequence of a decrease in \(\mu_{j}\) ). Such a container might be iterated over on the left side, because it belongs to \(L_{j}\), and later again as a container on the right side. In order to prevent elements from being enumerated repeatedly, the iteration is designed to enumerate elements roughly in sorted order. In more detail, first the number \(\left|L_{j}\right|\) of containers in \(L_{j}\) is determined, and then the containers in \(L_{j}\) that belong to a "buffer zone" of width \(\left|L_{j}\right|^{2}\) at the right end of the left part are sorted, which can happen in \(O\left(\left|L_{j}\right|+1\right)\) time, and placed last in \(L_{j}\). If the buffer zone is consumed entirely, i.e., migrates completely to the right part before it starts to take part in the iteration, this is evidence of so many color changes during the iteration that we can afford to sort the remaining containers in \(L_{j}\). After that point in time, an element is enumerated at most once, but it may also have been enumerated once before the sorting. If some part of the buffer zone remains in the left part throughout the iteration over the part of \(L_{j}\) on its left, on the other hand, the order of iteration over the containers on its left is immaterial, and the iteration is robust.

\section*{4 The Data Representation}

This section describes the organization of data in the choice dictionary after it has been initialized with parameters \(n, c \geq 2\) with \(c=O\left((\log n)^{1 / 2}(\log \log n)^{-3 / 2}\right)\). We first describe a slightly bigger data structure that uses \(n \log c+O\left(c(\log n)^{2}\right)\) bits.

For a positive integer \(s=\Theta(c \log n)\), we divide the sequence \(\left(e_{1}, \ldots, e_{n}\right)\) of \(n\) color values to be maintained into \(N=\lfloor n / s\rfloor\) subsequences of exactly \(s\) consecutive color values each, with at most \(s-1\) color values left over. The left-over color values can be handled separately in \(O(s \log s)=O\left((\log n)^{2}\right)\) bits, essentially by keeping a doubly-linked list for each color of the positions in which the color occurs. We omit the easy details and assume in the following that \(n\) is a multiple of \(s\). For \(\ell=1, \ldots, N\), the \(\ell\) th subsequence is stored in a data structure \(H_{\ell}\) called a container (as anticipated in the previous section). Each container partitions the set \(\{0, \ldots, c-1\}\) of colors into a set of weak colors and the complementary set of strong colors. If a color \(j \in\{0, \ldots, c-1\}\) is weak in a container \(H\), we call \(H j\)-weak; otherwise \(H\) is \(j\)-strong (again, these terms as well as notation introduced below were used already in Section 3). For \(j=0, \ldots, c-1\), we keep a global count \(\mu_{j} \in\{0, \ldots, N\}\) of the number
of \(j\)-weak containers. For \(\ell \in\{1, \ldots, N\}\) and \(j \in\{0, \ldots, c-1\}\), we say that \(H_{\ell}\) is \(j\)-left if \(\ell \leq \mu_{j}\) and \(j\)-right if \(\ell>\mu_{j}\). Finally, we call \(H_{\ell} j\)-free if the sequence of color values stored in \(H_{\ell}\) does not contain any occurrence of \(j\).

Let \(\ell \in\{1, \ldots, N\}\) and suppose that \(\left(a_{0}, \ldots, a_{s-1}\right)\) is the subsequence of color values stored in \(H_{\ell}\) - thus \(a_{i}=e_{(\ell-1) s+i+1}\) for \(i=0, \ldots, s-1\). If \(H_{\ell}\) is \(j\)-weak, where \(j \in\) \(\{0, \ldots, c-1\}\), we require the number \(\left|\left\{i \in\{0, \ldots, s-1\}: a_{i}=j\right\}\right|\) of occurrences of \(j\) in \(H_{\ell}\) to be bounded by a positive integer \(r\) with \(r=\Theta(\log n /(c \log \log n))\).

If \(H_{\ell}\) is \(j\)-strong and \(j\)-right for all \(j \in\{0, \ldots, c-1\}, H_{\ell}\) is atomic, by which we mean that its representation, which we will call \(D_{\bar{W}}\), consists of the single integer \(x=\sum_{i=0}^{s-1} a_{i} c^{i}\). Provided that we keep a table of the powers \(c^{0}, c^{1}, \ldots, c^{s-1}\), we can then inspect and update individual values in \(\left(a_{0}, \ldots, a_{s-1}\right)\) with a constant number of arithmetic operations. E.g., \(a_{i}=\left\lfloor x / c^{i}\right\rfloor \bmod c\) for \(i=0, \ldots, s-1\). This does not necessarily translate into constant time, as we may not be able to operate on integers as large as \(c^{s}\) in constant time. To remedy this, we obtain \(s\) as \(s_{0} s_{1}\), where \(s_{0}\) and \(s_{1}\) are positive integers with \(s_{0}=\Theta(\log n / \log c)\) and \(s_{1}=\Theta(c \log c)\), and actually represent \(x\) through \(s_{1}\) digits - called big digits - to base \(C=c^{s_{0}}=n^{O(1)}\). We can operate on big digits in constant time, and it is easy to see that we can still inspect and update individual color values by operating only on the appropriate big digit. Now we need only the powers \(c^{0}, \ldots, c^{s_{0}-1}\). For reasons that will become clear shortly, we store in fact a table of all powers bounded by \(C\) of the form \(i^{k}\), where \(i \in\{2, \ldots, c\}\) and \(k \in \mathbb{N}\). The number of bits required for the table is easily seen to be \(O\left(c(\log n)^{2}\right)\).

In all other cases, namely if \(H_{\ell}\) is \(j\)-weak or \(j\)-left for at least one \(j \in\{0, \ldots, c-1\}, H_{\ell}\) is composite, namely represented through a collection of four substructures: \(D_{\mathrm{C}}\), which stores information concerning the roles played by the various colors in \(H_{\ell} ; D_{W}\) and \(D_{\bar{W}}\), which specify the distribution of weak and strong colors in \(H_{\ell}\), respectively; and \(D_{\mathrm{P}}\), which links \(H_{\ell}\) to other containers. The details are as follows:
- First, for various subsets \(M\) of \(\{0, \ldots, c-1\}\) we store \(\operatorname{rank}_{M}(j)=|\{i \in M: i \leq j\}|\) for \(j=0, \ldots, c-1\) and \(\operatorname{select}_{M}(k)=\min \left\{j \in \mathbb{N} \cup\{0\}: \operatorname{rank}_{M}(j)=k\right\}\) for \(k=1, \ldots,|M|\). Thus we store a table of \(\operatorname{rank} k_{M}\), which numbers the elements of \(M\) consecutively, and a table of select \(_{M}\), which realizes the inverse mapping. In detail, let \(W, \bar{W}, R\) and \(\bar{R}\) be the sets of colors \(j\) for which \(H_{\ell}\) is \(j\)-weak, \(j\)-strong, \(j\)-right and \(j\)-left, respectively, Then we store tables of rank and select for all of the sets \(W, \bar{W}, R\) and \(\bar{R}\) as well as for all unions and intersections of two of these (we actually need only a few of the tables). \(D_{\mathrm{C}}\) is the collection of these tables, which occupy \(O(c \log c)\) bits and can be computed from \(W\) and \(R\) in \(O(c)\) time.
- Second, \(D_{W}\) stores the set \(\left\{\left(i, a_{i}\right) \mid i \in\{0, \ldots, s-1\}\right.\) and \(\left.a_{i} \in W\right\}\) and, more abstractly, maintains a subset \(A\) of \(\{0, \ldots, s-1\} \times\{0, \ldots, c-1\}\) and supports the following operations in constant time:
= Given a pair \((i, j) \in A\), delete it from \(A\).
= Given a pair \((i, j) \in\{0, \ldots, s-1\} \times\{0, \ldots, c-1\}\), insert it in \(A\), provided that before the operation no pair in \(A\) has first component \(i\) and fewer than \(r\) pairs in \(A\) have second component \(j\).
- Given \(i \in\{0, \ldots, s-1\}\), return the pair of the form \((i, j)\) in \(A\) or an indication that \(A\) contains no such pair.
= Given \((i, j) \in\{0, \ldots, s-1\} \times\{0, \ldots, c-1\}\), return the pair of the form \(\left(i^{\prime}, j\right)\) in \(A\) with \(i^{\prime} \geq i\) for which \(i^{\prime}\) is minimal or an indication that \(A\) contains no such pair.
- Given \(j \in\{0, \ldots, c-1\}\), return the number of pairs of the form \((i, j)\) in \(A\).
\(D_{W}\) can be thought of as an embellished associative array for the weak colors. What makes its realization easy is the fact that the number of pairs in \(A\) at all times is bounded by \(c r\),
while every component of a pair is an integer of \(f\) bits, where \(f=O(\log s)=O(\log \log n)\). We can simply store \(|A|\), an integer of \(O(\log (c r))=O(\log \log n)\) bits, and two arrays \(A_{1}\) and \(A_{2}\) of \(c r f\)-bit entries each such that the first \(|A|\) entries in \(A_{1}\) contain the first components of the pairs in \(A\) in sorted order and the first \(|A|\) entries in \(A_{2}\) contain their second components in the corresponding order, i.e., so that the two components of each pair have the same index in \(A_{1}\) and \(A_{2}\). Each of \(A_{1}\) and \(A_{2}\) is stored as a single integer of \(c r f=O(\log n)\) bits, and without loss of generality (choose \(s_{0}\) and hence \(s\) sufficiently large) we will assume that \(D_{\mathrm{C}}\) and \(D_{W}\) fit together in a single big digit.
To delete a pair \((i, j)\) from \(A\), we can form the bitwise XOR of \(A_{1}\) with an integer that contains the integer \(i\) in each of \(|A| f\)-bit fields and can be obtained in constant time with a multiplication, and subsequently use the algorithm of Lemma 2.1(a) to discover the position in \(A_{1}\) and \(A_{2}\) of the pair \((i, j)\) (or an indication that \((i, j)\) does not occur in \(A\) ). After subtracting 1 from the variable that stores \(|A|\), we can easily carry out the remainder of the operation, namely prizing out a field from \(A_{1}\) and \(A_{2}\) and closing the gap, in constant time with a combination of bitwise Boolean operations, applications of bit masks and shifts.
When inserting a pair \((i, j)\) in \(A\), rather than an exact match of \(i\) in \(A_{1}\), we want to find the correct place in which to insert \(i\) while keeping \(A_{1}\) sorted. We therefore use part (c) instead of part (a) of Lemma 2.1, but can otherwise proceed similarly as in the case of a deletion. The remaining operations listed above can be implemented to work in constant time in similar ways and are left to the interested reader (the last operation can also be handled by maintaining an additional array of counts).
- Third, the distribution of strong colors in \(H_{\ell}\) is recorded in \(D_{\bar{W}}\) in one of several formats, chosen in dependence of \(|\bar{W}|\) and \(c\) : If \(|\bar{W}|=0\), there are no strong colors in \(H_{\ell}\), and \(D_{\bar{W}}\) is a dummy data structure (denoted by \(\emptyset\), say) that takes up no space. If \(|\bar{W}|=1\) and \(c=2\), we also take \(D_{\bar{W}}=\emptyset\), since the necessary information can be gleaned from \(D_{W}-\) an element whose color is stored in \(H_{\ell}\) has the strong color precisely if it does not have the weak color. If \(1 \leq|\bar{W}| \leq c-2, D_{\bar{W}}\) stores the sequence \(\left(a_{0}^{\prime}, \ldots, a_{s-1}^{\prime}\right)\), where \(a_{i}^{\prime}=0\) if \(a_{i} \in W\) and \(a_{i}^{\prime}=\operatorname{rank}_{\bar{W}}\left(a_{i}\right)\) if \(a_{i} \in \bar{W}\), for \(i=0, \ldots, s-1\), essentially in the form of the integer \(y=\sum_{i=0}^{s-1} a_{i}^{\prime}(|\bar{W}|+1)^{i}\). In other words, every weak color is encoded via a zero, the strong colors are encoded via the integers \(1, \ldots,|\bar{W}|\), and the sequence of codes is represented similarly as for atomic containers. Finally, if \(|\bar{W}| \geq \max \{c-1,2\}\), we redefine \(a_{i}^{\prime}\) as \(\operatorname{rank}_{\bar{W}}\left(a_{i}\right)-1\) for \(a_{i} \in \bar{W}\) and store \(y=\sum_{i=0}^{s-1} a_{i}^{\prime}|\bar{W}|^{i}\). Thus for \(|\bar{W}|=c-1 \geq 2\) we give up on distinguishing between the weak color and one strong color.
Informally, the idea behind \(D_{W}\) and \(D_{\bar{W}}\) is that weak colors have only few occurrences, which can be stored in little space by listing them explicitly (in \(D_{W}\) ), while this allows the strong colors to be represented more economically via smaller codes (in \(D_{\bar{W}}\) ). Having two distinct conventions for \(y\) is a necessary complication: We must be able to store \(H_{\ell}\) in less space even if only a single color is weak, which precludes the use of the first convention (i.e., reserving a code value for weak colors) when \(|\bar{W}| \geq c-1\). On the other hand, the second convention (not distinguishing between weak colors and the smallest strong color \(j_{0}\) ) cannot be used when \(|W|=c-|\bar{W}|\) is large, since it requires us to find the occurrences of \(j_{0}\) by testing all occurrences of a zero in \(\left(a_{0}^{\prime}, \ldots, a_{s-1}^{\prime}\right)\) and filtering out those that correspond to weak colors - we cannot allow too many "false positives". Moreover, the case \(|\bar{W}|=c-1\) must be handled separately in \(D_{\bar{W}}\) for \(c=2\) (namely not at all), because \(|\bar{W}|=1\) cannot be used as the basis of a positional system.
As was the case for \(x\), if \(1 \leq|\bar{W}| \leq c-2\) or \(|\bar{W}| \geq \max \{c-1,2\}\) it is necessary to express \(y\) through a sequence of big digits but, unless \(|\bar{W}|=c\), the task is now hampered by rounding issues. Assume that \(|\bar{W}| \leq c-1\). The \(s\) small digits to base \(|\bar{W}|+h\), where \(h=1\)
if \(1 \leq|\bar{W}| \leq c-2\) and \(h=0\) if \(|\bar{W}|=c-1 \geq 2\), are to be distributed over a number of big digits to base \(C=c^{s_{0}}\). A single big digit can accommodate \(\left\lfloor\left(s_{0} \ln c\right) / \ln (|\bar{W}|+h)\right\rfloor\) small digits. Now \(\ln (|\bar{W}|+h)=\ln (c-|W|+h)=\ln c+\ln (1-(|W|-h) / c) \leq \ln c-(|W|-h) / c \leq\) \(\ln c-|W| /(2 c)\) and
\[
\frac{s_{0} \ln c}{\ln (|\bar{W}|+h)} \geq \frac{s_{0} \ln c}{\ln c-|W| /(2 c)}=\frac{s_{0}}{1-|W| /(2 c \ln c)} \geq s_{0}(1+|W| /(2 c \ln c)) .
\]

Since \(|W| \geq 1\) and \(s_{0} /(c \ln c)=\Omega\left(\ln n /\left(c(\ln c)^{2}\right)\right)=\omega(1)\), we may conclude that a big digit can accommodate \(s_{0}(1+\Omega(|W| /(c \ln c)))\) small digits (even taking the \(\lfloor\cdots\rfloor\) operation into account). Moreover, since
\[
\frac{s}{s_{0}(1+\Omega(|W| /(c \ln c)))}=\frac{s_{1}}{1+\Omega(|W| /(c \ln c))}=s_{1}(1-\Omega(|W| /(c \ln c)))
\]
and \(s_{1}=\Theta(c \ln c)\), by choosing \(s_{1}\) and hence \(s\) sufficiently large we can ensure that the total number of big digits necessary to accommodate all \(s\) small digits is at most \(s_{1}-2 K|W|\) for an arbitrary constant \(K \in \mathbb{N}\) of our choice (but independent of \(s\) ).
- Fourth and finally, \(D_{\mathrm{P}}\) is an array that maps each color \(j \in\{0, \ldots, c-1\}\) for which \(H_{\ell}\) is \(j\)-weak or \(j\)-left to a block of three pointers, each of which points to a container or has the value null (points to nothing). By choosing \(s_{0}\) and therefore \(s\) sufficiently large, we can assume that a block fits in a big digit. Two of the pointers stored for a color \(j\) are used to organize certain \(j\)-left containers in a doubly-linked list \(L_{j}\), namely those that are \(j\)-strong or not \(j\)-free (informally, those that might contain occurrences of \(j\) ). The third pointer, called a matching pointer, is used (has a value different from null) only if \(H_{\ell}\) is \(j\)-left and \(j\)-strong - then \(H_{\ell}\) is called a \(j\)-master - or \(H_{\ell}\) is \(j\)-right and \(j\)-weak - then \(H_{\ell}\) is called a \(j\)-slave. As essentially noted before, the number of \(j\)-masters always equals the number of \(j\)-slaves, and the matching pointers form a perfect matching between the \(j\)-masters and the \(j\)-slaves, with each matching pointer of a master pointing to its corresponding slave, and vice versa.

In order to reduce the space needed for tables of powers of integers to \(O\left((\log n)^{2}\right)\) bits, we replace the set \(\{c, c-1, \ldots, 2\}\) of possible bases used to represent the integer \(y\) of \(D_{\bar{W}}\) by the smaller set \(\{c, c-1, c-2, c-4, c-8, \ldots\}\) : The base \(c-i\), where \(i \in\{1, \ldots, c-2\}\), is replaced by \(c-2^{\lfloor\log i\rfloor}\). Then \(y\) takes up more space, but the inequality \(2^{\lfloor\log (|W|-h)\rfloor} \geq|W| / 2\) for \(0 \leq h \leq \min \{|W|-1,1\}\) shows that it is still the case that \(y\) can be represented in \(s_{1}-2 K|W|\) big digits, where \(W\) is the set of weak colors of the container under consideration. Now we need powers of only \(O(\log c)\) integers, at most one of which is smaller than \(\sqrt{c}\), so the number of bits needed comes to \(O\left(\log c \cdot s_{0} \log C\right)=O\left((\log n)^{2}\right)\). This ends the description of the structure of a composite container \(H_{\ell}\).

The use of masters and slaves is an element of the in-place chain technique of Katoh and Goto [14]. Another element requires us to distinguish between conceptual containers (intended until this point) and physical containers. The number of big digits needed to store a composite container \(H_{\ell}\) was bounded above by \(1+\left(s_{1}-2 K|W|\right)+|W \cup \bar{R}|\), where \(W\) and \(\bar{R}\) are the sets of colors \(j\) for which \(H_{\ell}\) is \(j\)-weak and \(j\)-left, respectively. This number varies from one (conceptual) container to another, which is precisely the problem - we cannot store the containers in little space so as to allow constant-time access to a given container. This problem is solved by a transfer of data between containers. For each \(j \in\{0, \ldots, c-1\}\) and each pair \(\left(H, H^{\prime}\right)\) of containers such that \(H\) and \(H^{\prime}\) are a \(j\)-master and its \(j\)-slave, respectively, \(K\) big digits are relocated from \(H\) to \(H^{\prime}\). A container chooses the at most \(K c\) big digits to relocate as a master to be among at least \(s_{1}-1-c=\omega(c)\) big digits reserved for \(D_{\bar{W}}\) and
not to overlap with the at most \(K c\) digits received as a slave - if \(s_{1}\) and hence \(s\) are chosen sufficiently large, this is always possible. The first condition means that no "bookkeeping information" is moved to a place where it might be difficult to find (most obviously, the pointer to a slave should not be relocated to the slave), and the second condition ensures that a master can always access one of its relocated big digits in constant time - it must follow a pointer chain of length 1 only.

With the transfer of data described above, the number of big digits needed by a composite container \(H_{\ell}\) changes to
\[
\begin{aligned}
& 1+\left(s_{1}-2 K|W|\right)+|W \cup \bar{R}|-K|\bar{W} \cap \bar{R}|+K|W \cap R| \\
\leq & 1+s_{1}-K(|W|+|\bar{W} \cap \bar{R}|)+|W \cup \bar{R}| \\
= & s_{1}+1-(K-1)|W \cup \bar{R}|
\end{aligned}
\]
where, again, \(W, \bar{W}, R\) and \(\bar{R}\) are those of \(H_{\ell}\). Because \(H_{\ell}\) is composite, \(|W \cup \bar{R}| \geq 1\), so that the quantity above is at most \(s_{1}-(K-2)\). After the transfer of data, therefore, every conceptual container \(H\) can be stored in a physical container of exactly \(s_{1}\) big digits, and if \(H\) is composite, it additionally offers \(K-2\) big digits of freely usable extra space.

The \(P=N s_{1}\) big digits of the \(N\) physical containers are maintained in an instance of the ingenious data structure of Dodis et al. [4] embodied in the lemma below. The number of bits needed is \(P \log C+O\left((\log P)^{2}\right)=N s_{1} s_{0} \log c+O\left(\left(\log \left(N s_{1}\right)\right)^{2}\right)=n \log c+O\left((\log n)^{2}\right)\).
- Lemma 4.1 ([4], Theorem 1). There is a data structure that, given arbitrary positive integers \(P\) and \(C\) with \(C=P^{O(1)}\), can be initialized in \(O(\log P)\) time and subsequently maintains an array of \(P\) elements drawn from \(\{0, \ldots, C-1\}\) in \(P \log C+O\left((\log P)^{2}\right)\) bits such that individual array elements can be read and written in constant time.

When nothing else is stated, in the following "container" means "conceptual container". A subtle point is that an atomic container must be prevented from "posing as" a composite container - there is no space for an atomic/composite bit, and every bit combination is in use for an atomic container. If an atomic container \(H\) "claims" to be \(j\)-left for some \(j \in\{0, \ldots, c-1\}\), such a \(j\) can be found in constant time with \(D_{\mathrm{C}}\), and the claim can be falsified in constant time by inspection of \(\mu_{j}\). Otherwise, if \(H\) "claims" to be \(j\)-weak for some \(j \in\{0, \ldots, c-1\}\) and hence a \(j\)-slave, the claim can be falsified in constant time by the lack of a reverse pointer to \(H\) in its purported \(j\)-master. Thus we can always test in constant time whether a given container is atomic or composite.

In addition to the "per-container" data detailed above, we store globally, for each color, a choice buffer and an iteration buffer, maintained in a special loose representation that is wasteful of space, but allows efficient operations corresponding to choice and robust iteration. Each buffer is derived from a container \(H_{\ell}\) whose index \(\ell\) is remembered. If the data structure \(D_{\bar{W}}\) of \(H_{\ell}\) stores the sequence \(\left(a_{0}^{\prime}, \ldots, a_{s-1}^{\prime}\right)\) of codes, the loose representation of \(H_{\ell}\) consists of the integer \(\sum_{i=0}^{s-1} 2^{i f} a_{i}^{\prime}\), where \(f=\lceil\log c\rceil\). The derivation of a choice or iteration buffer can be carried out in \(O\left(\log s_{0}\right)\) time per big integer and \(O\left(s_{1} \log s_{0}\right)=O(c \log c \log \log n)=O(r)\) time altogether with the algorithm of Lemma 4.2 below, which is a word-parallel version (i.e., essentially independent computations take place simultaneously in different regions of a word) of a simple divide-and-conquer procedure.
- Lemma 4.2 ([7], Lemma 3.3 with \(p=1\) ). Given positive integers \(c, d\), \(f\) and \(s\) with \(c, d \geq 2\) and \(f \geq\left\lceil\log _{2} \max \{c, d\}\right\rceil\) and an integer of the form \(\sum_{j=0}^{s-1} a_{j} c^{j}\), where \(0 \leq a_{j}<\min \{c, d\}\) for \(j=0, \ldots, s-1\), the integer \(\sum_{j=0}^{s-1} a_{j} d^{j}\) can be computed in \(O\left(\lceil s f / w\rceil\left(\log s+(\log (2+s f / w))^{2}\right)\right)\) time.

Because each code \(a_{i}^{\prime}\) is readily available in an \(f\)-bit field in the loose representation, we can use the algorithm of Lemma 2.1(a), applied to a buffer for a color \(j\) and derived from a container \(H\), to carry out a sweep of \(H\) that reports all elements stored in \(H\) whose color is \(j\) when they are hit by the sweep. This takes \(O(1+s f / w)=O(c \log c)\) time plus time proportional to the number of occurrences reported plus, possibly, \(O(r)\) time to skip occurrences of weak colors with the same code as \(j\), and clearly satisfies the conditions for a robust iteration over \(H\). We generally suspend the sweep as soon as we have found one occurrence of \(j\) and resume the sweep later to find the next occurrence, for which reason we also store with each buffer how far the current sweep over the buffer has progressed. In the case of a choice buffer, the sweep is resumed one position earlier so that it reports the same element as last time unless the color of that element has changed. The space needed is \(O(s f)=O(c \log c \log n)\) bits per buffer and \(O\left(c^{2} \log c \log n\right)=O\left((\log n)^{2}\right)\) bits for all \(2 c\) buffers.

When a buffer for a color \(j\) derived from a container \(H\) is replaced by a different buffer, \(j\) is made weak in \(H\) if this is possible, i.e., if \(j\) occurs at most \(r\) times in \(H\). The procedure for doing this is described in the following section.

Initially all containers are 0 -strong and \(j\)-weak for \(j=1, \ldots, c-1\), and there are no masters or slaves.

\section*{5 Conversion Between Weak and Strong Colors}

If the number of occurrences of a color \(j\) in a container \(H_{\ell}\) is bounded by \(r, H_{\ell}\) may be changed from \(j\)-weak to \(j\)-strong, or vice versa. This section describes the details.

Assume first that \(H_{\ell}\) is composite both before and after the change. Let the sets \(W, R\), etc., and the substructures \(D_{\mathrm{C}}, D_{W}\), etc., be those of \(H_{\ell}\). First, \(W\) changes in the obvious way by gaining or losing an element, and \(D_{\mathrm{C}}\) is recomputed accordingly from skratch in \(O(c)\) time. Second, up to \(r\) pairs are inserted in or removed from \(D_{W}\), which can happen in \(O(r)\) time.

Consider now the necessary update of \(D_{\bar{W}}\). Recall that in the nontrivial cases, \(D_{\bar{W}}\) is represented by an integer \(y\) composed of \(s\) small digits to base \(|\bar{W}|\) or \(|\bar{W}|+1\) distributed over a number of big digits. Using the algorithm of Lemma 4.2, we first convert \(y\) to the loose representation, which takes \(O(r)\) time as before. Informally, we must either create a gap among the code values of the existing strong colors to make room for a new strong color or, conversely, prize out the code value of a color that stops being strong and subsequently close the gap that it leaves. Both of these can be done in \(O(r)\) time with the algorithm of Lemma 2.1(b). We omit the details. For \(c \geq 3\), these vary a little depending on whether or not \(|\bar{W}|\) switches between \(c-2\) and \(c-1\), i.e., depending on whether or not the interpretation of \(y\) switches between the first and the second convention. After the creation of a gap for the code value of a new strong color, the \(r+1\) occurrences of that code are "planted" one by one in \(O(r)\) time. Similarly, the occurrences of the code of a color that becomes weak are replaced by the code of weak colors (i.e., zero) before the code value of the formerly strong color is prized out. When these changes have taken place, the algorithm of Lemma 4.2 is applied again to convert the loose representation back to the usual representation of \(D_{\bar{W}}\) as an integer \(y\). Altogether, the update of \(D_{\bar{W}}\) can happen in \(O(r)\) time.

The final task is to repair the matching between \(j\)-masters and \(j\)-slaves. In the special case in which \(H_{\ell}\) switches not only between \(j\)-weak and \(j\)-strong, but simultaneously between \(j\)-left and \(j\)-right (this happens if \(\mu_{j}\) switches between \(\ell\) and \(\ell-1\) ), \(H_{\ell}\) is neither a \(j\)-master nor a \(j\)-slave neither before nor after the switch, and nothing needs to be done. Otherwise
let \(H \neq H_{\ell}\) be the container that switches as above between \(j\)-left and \(j\)-right because of the change in \(\mu_{j}\). There are two main cases: (1) If \(H_{\ell}\) switches from \(j\)-weak to \(j\)-strong and therefore \(\mu_{j}\) decreases by 1 and \(H\) switches from \(j\)-left to \(j\)-right, \(H_{\ell}\) either becomes a \(j\)-master (it is \(j\)-left) or stops being a \(j\)-slave (it is \(j\)-right), and \(H\) either stops being a \(j\)-master (it is \(j\)-strong) or becomes a \(j\)-slave (it is \(j\)-weak). In all combinations there is a master without a slave and a slave without a master, and they are matched. (2) If \(H_{\ell}\) switches from \(j\)-strong to \(j\)-weak and \(H\) switches from \(j\)-right to \(j\)-left, the situation is completely analogous: \(H_{\ell}\) either becomes a \(j\)-slave (it is \(j\)-right) or stops being a \(j\)-master (it is \(j\)-left), and \(H\) either stops being a \(j\)-slave (it is \(j\)-weak) or becomes a \(j\)-master (it is \(j\)-strong). Again, there is a slave without a master and a master without a slave, and they are matched. In each case the matching pointers are adjusted and the data relocated from masters to slaves is moved appropriately. In addition, the substructure \(D_{\mathrm{C}}\) of \(H\) must be updated. All of this can be done in \(O((s \log c) / w)=O(r)\) time.

If \(H_{\ell}\) is atomic either before or after the conversion, the algorithmic steps are very similar, except that the bookkeeping information for \(H_{\ell}\) is only implicit when \(H_{\ell}\) is atomic. A similar situation obtains when \(H_{\ell}\) has \(D_{\bar{W}}=\emptyset\) either before or after the conversion. In all cases, the total time needed for the complete conversion is \(O(r)\).

\section*{6 The Operations}

This section describes how to execute the operations color, setcolor and choice and how to carry out an almost robust iteration.

\section*{color}

In order to execute a call color \((i)\), we identify the container \(H\) that stores the \(i\) th color value. The substructures \(D_{W}, D_{\bar{W}}\) and \(D_{\mathrm{C}}\) mentioned in the following are those of \(H\). Accessing \(D_{W}\), we can determine whether the color \(j\) to be returned is weak in \(H\) and, if so, \(j\) itself. If \(j\) is strong and \(|\bar{W}| \geq 2\), we can access \(D_{\bar{W}}\) to learn the code of \(j\) in \(H\), from which \(j\) itself can be recovered using \(D_{\mathrm{C}}\). If \(j\) is strong and \(|\bar{W}|=1, j\) is the unique element of \(\bar{W}\). Once \(j\) is known, it is returned. The execution of color takes constant time.

\section*{setcolor}

Suppose that a call of setcolor changes the color of some \(i \in\{1, \ldots, n\}\) from \(j\) to \(j^{\prime}\). If \(j^{\prime}\) is weak in the relevant container \(H\) and the operation causes the number of occurrences of \(j^{\prime}\) in \(H\) to exceed \(r, H\) is first converted from \(j^{\prime}\)-weak to \(j^{\prime}\)-strong, as described in the previous section. The rest of the operation is straightforward. If \(j\) is weak in \(H\), the pair \((i, j)\) is removed from the substructure \(D_{W}\) of \(H\), and if \(j^{\prime}\) is weak in \(H,\left(i, j^{\prime}\right)\) is inserted in \(D_{W}\). Similarly, if \(j^{\prime}\) is strong in \(H\) and \(|\bar{W}| \geq 2\), the code of \(j^{\prime}\) in \(H\) is obtained from the substructure \(D_{\mathrm{C}}\) of \(H\), after which it is easy to carry out the appropriate update of the sequence \(\left(a_{0}^{\prime}, \ldots, a_{s-1}^{\prime}\right)\) stored in the substructure \(D_{\bar{W}}\). A call of setcolor needs \(O(r)\) time if it carries out a conversion of a container and constant time if not.

\section*{choice}

The execution of a call choice \((j)\) continues the sweep over the choice buffer for the color \(j\), if any, until an occurrence of \(j\) is found or the sweep is complete. In the former case the position found is returned. In the latter case, as far as possible, a container \(H\) is selected
that either belongs to \(L_{j}\) or is \(j\)-right - if there is no such container, there are no occurrences of \(j\), and 0 is returned. If \(H\) is \(j\)-weak, we distinguish between two cases: If \(H\) belongs to \(L_{j}\), it is not \(j\)-free, and an occurrence of \(j\) in \(H\) can be found in constant time and returned. If \(H\) is \(j\)-right and therefore a \(j\)-slave, it is replaced by its corresponding \(j\)-master. Now \(H\) is strong, a new choice buffer for the color \(j\) is derived from \(H\), and the procedure is restarted recursively.

\section*{Almost Robust Iteration}

Consider an iteration over a given color class \(S_{j}\). In preparation for the iteration, we step through the list \(L_{j}\) to determine \(\left|L_{j}\right|\). Then, using \(O(\log n)\) bits of additional space, we split \(L_{j}\) into two lists \(L_{j}^{\prime}\) and \(L_{j}^{\prime \prime}\), with \(L_{j}^{\prime}\) consisting of precisely those containers \(H_{\ell}\) in \(L_{j}\) for which \(\ell \leq \mu_{j}-\left|L_{j}\right|^{2}\). The time needed to do this is \(O\left(\left|L_{j}\right|+1\right)\). Since the indices \(\ell\) of the containers in \(L_{j}^{\prime \prime}\) are distinct integers in the range \(\left\{\mu_{j}-\left|L_{j}\right|^{2}+1, \ldots, \mu_{j}\right\}\) of size \(\left|L_{j}\right|^{2}\), we can sort the containers in \(L_{j}^{\prime \prime}\) by their indices with 2-pass radix sorting in \(O\left(\left|L_{j}\right|+1\right)\) time. If \(K\) is chosen sufficiently large, the \(O\left(\left|L_{j}\right| \log n\right)\) bits of additional space needed for this can be supplied by the extra space, discussed shortly before Lemma 4.1, of the containers \(H_{\ell}\) with \(\mu_{j}-\left|L_{j}\right|^{2}<\ell \leq \mu_{j}\). At this point \(L_{j}\) is updated to be the concatenation of \(L_{j}^{\prime}\) with the sorted \(L_{j}^{\prime \prime}\).

Now the iteration proper can begin. We move a token through \(L_{j}\), always robustly enumerating the elements of \(S_{j}\) in the current container \(H\), the container that holds the token. If \(H\) is \(j\)-strong, this is done by deriving the iteration buffer for \(j\) from \(H\) and sweeping it, as described in Section 4. If \(H\) is \(j\)-weak, it is done similarly, by always remembering the last occurrence enumerated and using the fourth operation listed for \(D_{W}\) to enumerate the next occurrence. We will speak of a sweep also in this case. If a container \(H\) drops out of \(L_{j}\) because it becomes \(j\)-free while it holds the token, the token is first passed on to the successor of \(H\) in \(L_{j}\), if any.

If a container \(H\) is \(j\)-strong or not \(j\)-free and \(H\) is to be inserted in \(L_{j}\) because it becomes \(j\)-left, then \(H\) is inserted at the end of \(L_{j}\), i.e., so that it will still be swept. If a container is to be inserted in \(L_{j}\) because it stops being \(j\)-free, however, it is inserted at the beginning of \(L_{j}\), i.e., so that it will not be swept.

Suppose that the iteration starts with \(\mu_{j}=\widehat{\mu_{j}}\). If \(\mu_{j}\) decreases all the way to \(\widehat{\mu_{j}}-\left|L_{j}\right|^{2}\) (i.e., to the "border" between \(L_{j}^{\prime}\) and \(L_{j}^{\prime \prime}\) ) before all containers in \(L_{j}^{\prime}\) have been fully swept, the enumeration is suspended and the containers in \(L_{j}\) whose sweep has not yet begun are sorted. Although it is not strictly necessary, this can happen "in-place" with Bubblesort in \(O\left(\left|L_{j}\right|^{2}\right)\) time. Then the enumeration is resumed. When the iteration reaches the end of \(L_{j}\), it proceeds to sweep the containers \(H_{\overline{\mu_{j}+1}}, \ldots, H_{N}\) in that order, where \(\overline{\mu_{j}}\) is the value of \(\mu_{j}\) when the iteration over \(L_{j}\) finishes.

\section*{7 Analysis of Correctness and Execution Times}

The correctness of the implementation of color, setcolor and choice is easy to see or has already been argued. Consider therefore an iteration over a color class \(S_{j}\). Every element \(i\) that belongs to \(S_{j}\) throughout the iteration is stored in a container \(H\) that belongs to \(L_{j}\) or is \(j\)-right at the beginning of the iteration, and it is stored in \(H\) throughout any sweep over \(H\). During the iteration \(H\) can drop out of \(L_{j}\) only by becoming \(j\)-right, and if \(H\) stops being \(j\)-right it is inserted at the end of \(L_{j}\), where it will still be swept. Thus \(i\) is enumerated.

Let \(t_{0}\) be the point in time when the iteration over \(L_{j}^{\prime}\) ends or when what remains of \(L_{j}\) is sorted, whatever happens first. Until \(t_{0}\) only containers in \(L_{j}^{\prime}\) are iterated over, and any containers that enter \(L_{j}\) during this period are inserted at the beginning of \(L_{j}\), where they
will not be iterated over. Thus no element is enumerated more than once before \(t_{0}\). After \(t_{0}\) the enumeration happens strictly in increasing order, so again no element is enumerated more than once. Thus an element is enumerated at most once before \(t_{0}\) and at most once after \(t_{0}\). It is easy to see that no element is ever enumerated when it does not belong to \(S_{j}\). It follows that the iteration is almost robust, as claimed.

The basic idea of the amortized timing analysis is simple: Disregarding iteration, all operations that involve only weak colors take constant time. Consider a point in time at which a container \(H\) is converted from \(j\)-weak to \(j\)-strong for some color \(j\). At that time \(H\) contains more than \(r\) elements of color \(j\). Because of this, before a conversion of \(H\) from \(j\)-weak to \(j\)-strong can happen again, a buffer for the color \(j\) must be derived from \(H\), and the data structure must operate on each of the more than \(r\) elements of color \(j\) in \(H\) by enumerating the element, returning it (choice) or changing its color. We can "charge" all of the following to these more than \(r\) operations: The derivation of up to two buffers for color \(j\) from \(H\), the sweep over the buffers, exclusive of the time spent reporting occurrences of \(j\) found there, and a possible conversion of \(H\) from \(j\)-strong to \(j\)-weak and back.

A problematic issue with the argument in the previous paragraph is that operations on elements in a buffer are called upon to pay for the derivation of the buffer, which happened earlier. For every color \(j\) other than 0 there is no problem here, since more than \(r\) operations - which can pay for the cost - must change the colors of elements in \(H\) to \(j\) before \(j\) can become strong in \(H\) for the first time. This argument does not apply to the color 0 because all elements have color 0 initially. However, using the structure \(D_{W}\) of \(H\), a suitably represented first buffer for the color 0 can be derived from \(H\) in a time that is at most proportional to a constant plus the number of color changes executed on \(H\) since the initialization, so these operations can be charged with the cost.

Certain costs of an iteration are not covered by the analysis above (and, indeed, an iteration may temporarily "go into dept", which is why we cannot support incomplete iteration efficiently). First, there is the cost associated with sorting. The first sorting of part of \(L_{j}\) happens in \(O\left(\left|L_{j}\right|+1\right)\) time, which is acceptable because every container that does not drop out of \(L_{j}\) before it receives the iteration token eventually contributes at least one occurrence of \(j\) to be enumerated or - if it turns out to be \(j\)-free - is converted from \(j\)-strong to \(j\)-weak, the cost of which was considered above. The second sorting of part of \(L_{j}\) is carried out, in \(O\left(\left|L_{j}\right|^{2}\right)\) time, only after at least \(\left|L_{j}\right|^{2}\) operations on elements of color \(j\) have been executed during the iteration, and the cost of the sorting can be charged to these operations. Second, there is the cost associated with sweeping \(j\)-slaves and \(j\)-weak former \(j\)-slaves that turn out to be \(j\)-free (so that the cost of the sweep cannot be charged to the occurrences found). This cost, however, can be charged to the sweeping of the corresponding masters or to the color changes that created or destroyed the matching links to these masters.

Theorem 4 of [8] furnishes a variant of the data structure of Lemma 4.1 that initializes all array elements to zero and can itself be initialized in constant time. Storing the global book-keeping information such as \(\mu_{0}, \ldots, \mu_{c-1}\) in another instance of this data structure and interpreting the all-zero initial values appropriately allows the choice dictionary developed here to be initialized in constant time. We omit the details.
- Theorem 7.1. There is a choice dictionary that, for arbitrary given positive integers \(n\) and \(c\) with \(c=O\left((\log n)^{1 / 2}(\log \log n)^{-3 / 2}\right)\), can be initialized with parameters \(n\) and \(c\) in constant time and subsequently occupies \(n \log _{2} c+O\left((\log n)^{2}\right)\) bits and executes color, setcolor and choice in constant amortized time and complete almost robust iteration (an element may be enumerated a second time) in constant amortized time per element enumerated.
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\section*{1 Introduction}

Depth First Search (DFS) is a widely popular graph traversal method. The traversal routine, formalized by Tarjan [44] in 1972, has played a crucial role in various graph problems including reachability, bi-connectivity, topological sorting, and strongly connected components.

Given an undirected graph \(G=(V, E)\) with \(n=|V|\) vertices and \(m=|E|\) edges, DFS traversal on the graph takes \(\mathcal{O}(m+n)\) time and results in a DFS tree of \(G\).

Most of the graphs in real-world applications keep changing with time. Vertices and edges keep entering and leaving the graph at various time steps. This dynamic aspect has motivated researchers to design algorithms that can update the solution of the corresponding problem efficiently after each such change in the graph. There are two models used for solving these graph problems, namely, fault tolerant algorithms and dynamic graph algorithms.

The fault tolerant version of any problem \(\mathcal{P}\) on a graph \(G\) is to construct a compact data structure, using which, for any given set of failed edges or vertices \(F\), one can efficiently report the solution of \(\mathcal{P}\) on \(G \backslash F\). Many elegant fault tolerant algorithms have been designed for problems including connectivity [13, 21, 25], shortest paths [10, 11, 16, 20, 28], and spanners \([12,15]\).

The dynamic version of any problem \(\mathcal{P}\) on \(G\) is modeled as follows. For any online sequence of updates (insertion or deletion of an edge/vertex), one has to report the solution of \(\mathcal{P}\) efficiently after every update. Note that, unlike the fault tolerant version, the updates are persistent in dynamic version, i.e., after each update, the solution has to be reported
taking into account all the updates made so far. Algorithms which handle both insertion and deletion of vertices/edges are called fully dynamic graph algorithms, whereas the algorithms that handle either insertions or deletions are called partially dynamic graph algorithms, more specifically incremental or decremental graph algorithms, respectively. The prominent results for dynamic graph problems include connectivity [22, 30, 32], reachability [39, 41], shortest path [19, 29, 40], matching [6, 9, 43], spanner [8, 26, 38], min cut [45], Even-Shiloach tree [23], minimum spanning tree [31, 35], and graph sparsifiers [1].

\subsection*{1.1 Previous Results on Fault Tolerant and Dynamic DFS}

Franciosa et al. [24] presented an incremental algorithm for maintaining a DFS tree in a directed acyclic graph (DAG) which takes overall \(\mathcal{O}(m n)\) time for any sequence of \(m\) edge insertions. For undirected graphs, Baswana and Khan [7] presented an incremental algorithm for a DFS tree which takes overall \(\mathcal{O}\left(n^{2}\right)\) time for any sequence of edge insertions. Baswana and Choudhary [4] designed a randomized decremental algorithm for a DFS tree in a DAG with overall expected \(\mathcal{O}(m n \log n)\) time for any sequence of edge deletions.

None of the partially dynamic algorithms stated above achieves an \(o(m)\) bound over the worst-case complexity of a single update. Moreover, there were no fully dynamic or fault tolerant algorithms for DFS in undirected graphs until recently. In 2016, the first fault tolerant algorithm was presented that takes \(\mathcal{O}\left(n k \log ^{4} n\right)\) time to report a DFS tree for any set of \(k\) failed vertices or edges [3]. The time complexity was further improved by Chen et al. [17] to \(\mathcal{O}\left(n k \log ^{2} n\right)\). Both \([3,17]\) require a data structure occupying \(\mathcal{O}\left(m \log ^{2} n\right)\) bits. Nakamura and Sadakane [34] reduced the space occupied by the data structure to \(\mathcal{O}(m \log n)\) bits which is indeed optimal \({ }^{1}\). Using the standard technique of periodic rebuilding, the fault tolerant algorithms presented in \([3,17,34]\) were also extended to \(o(m)\) fully dynamic DFS algorithms (refer to Table 1 for comparison).

Recently, Chen et al. [18] designed an \(\mathcal{O}(n)\) time incremental algorithm for DFS tree in undirected graphs, which is optimal if it is required to output the DFS tree after each update. For the hardness results for the dynamic ordered DFS problem, the reader may refer to the work of Reif \([36,37]\) and Miltersen et al. [33].

\subsection*{1.2 Familiarizing with the Fault Tolerant DFS Problem}

For an undirected graph, DFS traversal results in a spanning tree rooted at the vertex from where the DFS begins. The depth first nature of the traversal ensures the following property:
- Property 1. (DFS Property) For each vertex \(v \in V\), every neighbour of \(v\) in the graph appears either as an ancestor of \(v\) or as a descendant of \(v\) in any DFS tree.

The DFS property implies that a non-tree edge is never a cross edge - an edge whose endpoints do not share an ancestor-descendant relationship. It is due to this reason that each non-tree edge is called a back edge. We now define ancestor-descendant paths.
- Definition 2. (Ancestor-descendant Path) A path in a DFS tree is called an ancestordescendant path if its endpoints have an ancestor-descendant relationship in the tree.

In order to familiarize with the problem of fault tolerant DFS tree, we discuss another related, but simpler problem, namely, rerooting of a DFS tree defined as follows.

\footnotetext{
\({ }^{1}\) Precisely, their data structure occupies \((m+o(m)) \log n\) bits by using a wavelet tree.
}

(a) a DFS tree rooted at \(r\).

(b) reversing path \((r, v)\) results in transforming many back edges to cross edges.

Figure 1 Non-triviality of rerooting problem.
- Problem 3. Preprocess an undirected graph \(G=(V, E)\) to build a compact data structure so that given any vertex \(v \in V\), we can report the DFS tree rooted at \(v\) efficiently.

Let \(T\) be an initial DFS tree, rooted at a vertex, say \(r\) (see Figure 1(a)). We use \(T(q)\) to represent the subtree of \(T\) rooted at the vertex \(q\). Also, let path \((a, b)\) denote the path from vertex \(a\) to \(b\) in \(T\). For computing a DFS tree rooted at any vertex \(v\), the first natural idea is to just reverse the direction of the path from \(r\) to \(v\) in \(T\). However, this may result in transforming many back edges to cross edges and hence a violation of the DFS property (see Figure 1(b)). To fix this problem, we may need to reroot various subtrees hanging from the reversed path. Along these lines, [3] presented an algorithm that takes \(\mathcal{O}\left(n \log ^{3} n\right)\) time to compute a DFS tree rooted at any vertex.

In order to see how rerooting a DFS tree is related to the problem of fault tolerant DFS tree, consider the failure of vertex \(u\) in Figure 1(a). The subtree \(T(v)\) is connected to the remaining tree through many back edges, and the back edge ( \(p, t\) ) is incident closest to \(u\) on the path \((r, u)\). If we reroot the subtree \(T(v)\) at vertex \(p\) and hang it from the remaining tree through the edge \((p, t)\), the resulting tree will indeed be a valid DFS tree of \(G \backslash\{u\}\).

The fault tolerant DFS tree problem becomes more complex in the presence of multiple faults. However, the distribution of faults plays an important role as follows. If the failing vertices do not have any ancestor-descendant relationship in the DFS tree, they can be handled independently. For example, the simultaneous failure of vertices \(u\) and \(x\) in the DFS tree shown in Figure 1(a) requires rerooting the respective subtrees \(T(v)\) and \(T(y)\) at vertices \(p\) and \(z\) respectively. So, even for arbitrarily large number of faults, if no two of them appear on the same root to leaf path, we have to just reroot the corresponding disjoint subtrees of \(T\) to report the DFS tree avoiding those failures. However, if two or more faults indeed appear on a single root to leaf path, the problem becomes more complex. For this case, [3] presents an algorithm which is quite different from their rerooting algorithm.

\subsection*{1.3 Overview of the Previous Results}

We now begin with an overview of the existing algorithms for fault tolerant DFS tree. For any set of \(k\) failures, the algorithm presented in [3] first partitions the original DFS tree into a pool of connected components. This pool consists of \(k\) paths (specifically, ancestordescendant paths) and potentially a large number of subtrees. The algorithm treats each
of these components as a super vertex and uses them to grow the DFS tree \(T^{*}\) that avoids all the failures. At a high level, the algorithm can be visualized as a traversal on these super vertices. Each traversal extracts a path from the super vertex, attaches it to \(T^{*}\), and places the remaining portion of the super vertex back into the pool. In order to pursue DFS traversal further in an efficient manner, the algorithm needs to compute minimal adjacency lists for the vertices of the traversed path (referred to as reduced adjacency lists). The algorithm makes use of the following crucial property of DFS traversal.
- Property 4. (Components Property [3]) Consider any DFS Traversal on any undirected graph \(G=(V, E)\). When the traversal reaches a vertex \(v \in V\), let the set of connected components induced by the unvisited vertices be \(C\). If from any component \(c \in C\), there exists two edges - \(e\) to vertex \(v\) and \(e^{\prime}\) to any of the visited vertices (including \(v\) ), then for building a valid DFS tree, it is sufficient to consider only the edge e during the rest of DFS traversal, that is, \(e^{\prime}\) can be ignored.

In order to use the above property to populate the reduced adjacency list, the algorithm needs a data structure to answer the following queries repeatedly.
- \(\operatorname{Query}(w, x, y)\) : among all the edges from \(w\) that are incident on the \(\operatorname{path}(x, y)\) in \(T\), return an edge that is incident nearest to \(x\) on the path \((x, y)\).
- \(\operatorname{Query}(T(w), x, y)\) : among all the edges from \(T(w)\) that are incident on the path \((x, y)\) in \(T\), return an edge that is incident nearest to \(x\) on the \(\operatorname{path}(x, y)\).
It is quite obvious from the description given above that these queries are quite non-trivial, and so a sophisticated data structure is designed in [3] to answer these queries efficiently. In addition to the complex data structure, the complete difference in the processing of a path and a subtree obfuscates the algorithm and its analysis.

The subsequent results [17, 34] keep the algorithm unchanged and replace the data structure used in [3] with alternate data structures. Chen et al. [17] model the two queries mentioned above as Orthogonal Range Successor/Predecessor(ORS/ORP) queries and this improves the query processing time. Nakamura and Sadakane [34] compressed the data structure used in [17] using Wavelet Trees [27] to achieve optimal space. Despite these improvements, the core of the fault tolerant algorithm remains intricate and the data structure still remains complex. Recently, in an empirical study [5], it was found that this algorithm, for incremental updates, performs even worse than the static DFS algorithm for certain classes of graphs. This naturally raises the question whethere there exists a simpler algorithm for this fundamental problem.

In addition to being complex, all these algorithms fail to exploit the distribution of the faults to achieve efficiency. The running time of these algorithm is \(\mathcal{O}(n k \operatorname{polylog}(n))\) time irrespective of how the \(k\) faults are distributed in the DFS tree. In the extreme case, when no two faults share the ancestor-descendant relaitonship, there is a simple \(\mathcal{O}(n \operatorname{polylog}(n))\) time algorithm as described in Section 1.2. This raises the question whether it is possible to have a fault tolerant DFS algorithm whose time complexity depends upon the maximum number of faults lying on any ancestor-descendant path instead of the total number of faults.

\subsection*{1.4 Our Contribution}

We take a much simpler approach as compared to the previous algorithms. We first present a new and simple rerooting algorithm based on the following ideas. After building an initial DFS tree, say \(T\), we decompose \(T\) into a disjoint collection \(\mathcal{P}\) of ancestor-descendant paths. Similar to [3], each of these paths are treated like super vertices. At a high level, the algorithm can still be viewed as a traversal on these super vertices. However, as the reader may also
verify, the algorithm turns out to be lighter and quite different at the core. Interestingly, the original DFS tree alone acts as a powerful data structure to be used for rerooting or for the computation of another valid DFS tree in the presence of faults. The algorithm crucially exploits an implicit hierarchy among the ancestor-descendant paths in \(\mathcal{P}\). This hierarchy along with the DFS property of \(T\) enables us to use much simpler queries. In particular, each query will ask only for an edge from a vertex to one of its ancestor paths in the hierarchy. The hierarchy allows us to represent \(T\) as another tree structure, called shallow tree. In a nutshell, our algorithm can be viewed as an efficient DFS traversal guided by this shallow tree.

This rerooting algorithm extends to the fault tolerant algorithm with very little and obvious modifications. While preserving simplicity, the fault tolerant algorithm turns out to be faster than all the previous algorithms. Moreover, our algorithm is the first to implicitly incorporate the distribution of faults to gain efficiency. We summarize our result in the following theorem.
- Theorem 5. An undirected graph \(G\) can be preprocessed in \(\mathcal{O}(m+n)\) time to build a DFS tree, say \(T\), and a data structure of \(\mathcal{O}(m+n)\) words \({ }^{2}\) such that for any set \(F\) of \(k\) failed vertices or edges, a DFS tree of \(G \backslash F\) can be reported in \(\mathcal{O}\left(n\left(k^{\prime}+\log n\right) \log n\right)\) time, where \(k^{\prime} \leq k\) is the maximum number of faults on any root-leaf path in the tree \(T\).

We now present the highlights of our algorithm.
Drastically simpler algorithm: Our algorithm is drastically simpler and more intuitive than the previous algorithm. We feel confident to defend that it can be taught even in an undergraduate course on algorithms. The pseudo-codes in Algorithm 1 and Algorithm 2 are concise and very close to the corresponding implementations.

Faster time complexity: Our algorithm takes \(\mathcal{O}\left(n\left(k^{\prime}+\log n\right) \log n\right)\) time, where \(k^{\prime}\) is the maximum number of failures on any ancestor-descendant path of the DFS tree when \(k\) edges/vertices fail. In the worst-case \(k^{\prime}\) can be as large as \(k\). However, \(k^{\prime}\) can be \(o(k)\) as well. In the latter case, our result improves all the existing results significantly. Moreover, even in the case \(k^{\prime}=k\), our time complexity is superior to the previous best by a \(\log\) factor.

Optimal preprocessing time: Our preprocessing relies upon DFS traversal only, taking \(\mathcal{O}(m+n)\) time. Given a graph, in order to report the initial DFS tree, one anyway has to run a static DFS. Hence, our preprocessing time is optimal.

Optimal space and elementary data structure: In contrast to the heavy data structure used by \([3,17]\), our algorithm makes use of very elementary data structures which are compact as well. Each vertex keeps an array storing edges incident on it from ancestors sorted according to their levels. This data structure uses just \(m+n\) words and still achieves \(\mathcal{O}\left(n\left(k^{\prime}+\log n\right) \log ^{2} n\right)\) time to report a DFS tree upon failure of any \(k\) vertices or edges. By using fractional cascading [14], we get rid of one log factor while still keeping space requirement to be \(\mathcal{O}(m+n)\) words.

Faster Fully Dynamic Algorithm: Using Theorem 5 and periodic rebuilding technique used in [3], we also get the fastest algorithm for fully dynamic DFS.
- Theorem 6. Given an undirected graph, one can maintain a DFS tree for any online sequence of insertions and deletions of vertices/edges in \(\mathcal{O}(\sqrt{m n \log n})\) worst-case time per update.

\footnotetext{
\({ }^{2}\) One word stores \(\lceil\log m\rceil\) bits.
}

Table 1 Comparison of the existing and the new results. Note that \(k\) is the total number of faults, whereas \(k^{\prime}\) is the maximum number of faults lying on any root-to-leaf path of the DFS tree.
\begin{tabular}{|l|c|c|c|c|}
\hline & {\([3]\)} & {\([17]\)} & {\([34]\)} & New \\
\hline Space (in bits) & \(\mathcal{O}\left(m \log ^{2} n\right)\) & \(\mathcal{O}\left(m \log ^{2} n\right)\) & \(\mathcal{O}(m \log n)\) & \(\mathcal{O}(m \log n)\) \\
\hline Preprocessing & \(\mathcal{O}(m \log n)\) & \(\mathcal{O}(m \log n)\) & \(\mathcal{O}(m \sqrt{\log n})\) & \(\mathcal{O}(m+n)\) \\
\hline Fault tolerant & \(\mathcal{O}\left(n k \log ^{4} n\right)\) & \(\mathcal{O}\left(n k \log ^{2} n\right)\) & \(\mathcal{O}\left(n k \frac{\log ^{3} n}{\log \log n}\right)\) & \(\mathcal{O}\left(n\left(k^{\prime}+\log n\right) \log n\right)\) \\
\hline Dynamic DFS & \(\mathcal{O}\left(\sqrt{m n} \log ^{2.5} n\right)\) & \(\mathcal{O}\left(\sqrt{m n} \log ^{1.5} n\right)\) & \(\mathcal{O}\left(\sqrt{m n} \frac{\log ^{1.75} n}{\sqrt{\log \log n}}\right)\) & \(\mathcal{O}(\sqrt{m n \log n})\) \\
\hline
\end{tabular}

The new fully dynamic algorithm can be used to solve the dynamic subgraph problems discussed in [3] and improves upon their time complexity as well. Due to space constraint, we do not discuss these problems here. These can be accessed in the full version of the paper.

Table 1 offers a comparison of our results with all the previous results.

\subsection*{1.5 Organisation of the Paper}

Section 2 introduces the notations and some well-known techniques/properties used throughout the paper. Section 3 defines the shallow tree representation, a concise structure which encapsulates the hierarchy of paths in the initial DFS tree. Section 4 is the core of our work. Here, we describe how a DFS tree can be rerooted efficiently. Section 5 describes how with some minor modifications to the data structure, rerooting procedure extends to a fault tolerant algorithm. We present the fully dynamic algorithm in Section 6.

\section*{2 Preliminaries}

\subsection*{2.1 Notations}

Following notations will be used throughout this paper.
- \(T\) : Any DFS tree of the original graph \(G\).
- \(d f n(x)\) : The depth first number, i.e., the discovery time of the vertex \(x\) during the DFS traversal.
- \(v(i)\) : the vertex \(x \in V\) such that \(d f n(x)=i\).
- dist \((x, y)\) : distance between the vertices \(x\) and \(y\) in the DFS tree \(T\).

For the sake of ease of explanation, we shall assume that the graph remains connected at all times. This assumption is without loss of generality because of the following standard way of transforming the original graph right in the beginning - Introduce a dummy vertex \(r\) and connect it to all vertices of the graph. Henceforth, we maintain a DFS tree rooted at \(r\) for this augmented graph. It is easy to observe that the augmented graph remains connected throughout and the DFS tree rooted at \(r\) will be such that the subtrees rooted at the children of \(r\) constitute a DFS forest of the original graph.

\subsection*{2.2 Heavy-Light Decomposition}

Sleator and Tarjan, in their seminal result on dynamic trees [42] introduced a technique of partitioning any rooted tree called Heavy-light decomposition. Given any rooted tree, this technique splits it into a set of vertex-disjoint ancestor-descendant paths. It marks all the
tree edges either dashed or solid - a tree edge is marked solid iff the subtree of the child vertex is heaviest (in terms of number of vertices) among the subtrees of all its siblings and dashed otherwise. A maximal sequence of vertices connected through solid edges constitutes the required ancestor-descendant path. This decomposition can be carried out using DFS traversal in \(\mathcal{O}(n)\) time.

\subsection*{2.3 Fractional Cascading}

Given \(n\) sorted arrays and a value \(x\), suppose we need to find the predecessor/successor of \(x\) in each of them. A naive way is to make a binary search on each array. Chazelle and Guibas [14] introduced a novel tool called fractional cascading using which this problem can be solved more efficiently. Also, Chen et al.[18] used this tool for arriving at an \(\mathcal{O}(n)\) algorithm for incremental updates. We adapt a customized version of their method.
- Lemma 7. Fractional cascading: Given \(n\) sorted arrays \(\left\{A_{i}\right\}_{i \in[n]}\) each with \(l_{i}=\left|A_{i}\right|\) elements and total \(\sum_{i}^{n} l_{i}=m\) elements. There exists a data structure of \(\mathcal{O}(m+n)\) words, which can be built in \(\mathcal{O}(m+n)\) time, such that for any given \(x, i\), and \(k\) satisfying \(i, k \in[n]\) and \(i+k \leq n\), we can search for \(x\) (or its predecessor/successor) in all arrays \(A_{i}, \ldots, A_{i+k}\) using the data structure in \(\mathcal{O}(k+\log m)\) time.

\section*{3 Shallow Tree Representation}

We now introduce the shallow tree representation for DFS tree \(T\) that plays a key role in our algorithm. Using heavy-light decomposition, \(T\) is broken down into a set of vertex-disjoint ancestor-descendant paths. Let's denote this set with \(\mathcal{P}\). Observe that these paths are connected through dashed edges in \(T\). These dashed edges introduce a hierarchy among paths in \(\mathcal{P}\) and the shallow tree defined below captures this hierarchy.
- Definition 8. Given a DFS tree \(T\) of an undirected graph \(G\), let \(\mathcal{P}\) be the set of paths obtained through heavy-light decomposition of \(T\). Let \(H\) be the set of edges marked dashed during the decomposition. For tree \(T\), its shallow tree \(S\) is a rooted tree formed by collapsing each element of \(\mathcal{P}\) into a single node (super vertex). Note that, for each edge \((y, z) \in H\) with \(y=\) parent \((z)\), the node in \(S\) that contains \(y\) is the parent of the node containing \(z\).

Figure 2 demonstrates how a DFS tree is decomposed to form a set of ancestor-descendant paths \(\mathcal{P}\) which is subsequently used to form the shallow tree \(S\).

To avoid ambiguity, we address the vertices in the shallow tree as "nodes" and the vertices in the DFS tree as "vertices". node \((x)\) denotes the shallow tree node corresponding to the path in \(\mathcal{P}\) containing vertex \(x\).

The construction of \(S\) described above ensures the following simple but crucial properties.
- As a result of heavy-light decomposition of a tree \(T\) with \(n\) vertices, there can be at most \(\log n\) dashed edges on any root to leaf path in \(T\). Recall that each edge in \(S\) corresponds to a dashed edge. Thus, the depth of any node in tree \(S\) can't be larger than \(\log n\). It is because of this small depth that we choose the name shallow tree for \(S\).
- From the DFS property, neighbours of any vertex \(v \in V\) in the graph are either ancestors or descendants of \(v\) in \(T\). Consider any such neighbour \(u\). Let \(p_{1}\) be the path in \(\mathcal{P}\) containing \(v\) and \(p_{2}\) be the path in \(\mathcal{P}\) containing \(u . u\) and \(v\) may also lie in the same path in \(\mathcal{P}\). From the construction of \(S\), the nodes corresponding to \(p_{1}\) and \(p_{2}\) will share an ancestor-descendant relation in \(S\). So we can state the following lemma.


Figure 2 (a) A DFS tree \(T\). (b) Heavy light decomposition of \(T\) and the resulting paths in \(\mathcal{P}\).
(c) The corresponding shallow tree.
- Lemma 9. For a DFS tree \(T\) of an undirected graph \(G=(V, E)\) with shallow tree \(S\), any vertex \(v \in V\) which lies in node \(\mu \in S\) can have edges only to vertices lying in the nodes which are ancestors or descendants of \(\mu\) in \(S\).

We require that the vertices of each solid path have consecutive \(d f n\). This enables us to represent each path \(p \in \mathcal{P}\) in a compact manner using just the smallest and largest \(d f n\) of vertices on \(p\). For each path \(p\), we store this pair as PathEndPoints at the corresponding node of the shallow tree \(S\). Assigning consecutive \(d f n\) to each solid path can be accomplished easily - we carry out another DFS on \(T\) where for each vertex, the next vertex to be visited is its child hanging through a solid edge. Thus, the processing of \(T\) to make the shallow tree \(S\) requires only DFS on \(T\) and takes \(\mathcal{O}(n)\) time.

\section*{4 Rerooting DFS Tree T}

Given a DFS tree \(T\) for a graph \(G=(V, E)\) and a vertex \(r^{\prime} \in V\), the objective is to compute a DFS tree \(T^{*}\) rooted at \(r^{\prime}\) for the same graph \(G\). First we compute the shallow tree representation \(S\) of \(T\). We now describe the rerooting procedure.

\subsection*{4.1 Reroot Procedure}

The tree \(T^{*}\) is empty in the beginning and is grown gradually starting from \(r^{\prime}\). To build this tree efficiently, we use the following two ideas. The first idea is to re-use the paths from \(\mathcal{P}\). Observe that while rerooting, if we use the original adjacency list for scanning the neighbours, we need \(\mathcal{O}(m+n)\) time. So the second idea is to populate for each vertex only a subset of its adjacency list which is small and yet sufficient to compute a DFS tree (this idea was used by [3] in the fault tolerant DFS problem). These lists we refer as reduced adjacency lists. We take a lazy and frugal approach to populate them.

The intuition sketched above is materialized by carrying out a DFS traversal guided by the shallow tree \(S\). Note that a node of the shallow tree corresponds to a path in \(\mathcal{P}\). To compute \(T^{*}\), our algorithm performs a sequence of steps. Each step begins with entering a node of \(S\) through some vertex present on the path stored at the node and leaving it after traversing the path along one direction. The first node to be visited is node ( \(r^{\prime}\) ). We now
provide complete details of the computation involved in each step. Consider any node \(\nu \in S\). Let \(\operatorname{path}(y, z)\) be the path corresponding to \(\nu\). When the DFS traversal enters \(\nu\) through a vertex, say \(x\), the following 3 simple operations are carried out.
1. Move towards the farther end of the path.

We determine the vertex from \(\{y, z\}\) farther from \(x\). Let this vertex be \(y\). DFS traversal proceeds from \(x\) to \(y\) and \(\operatorname{path}(x, y)\) is attached to the tree \(T^{*}\). Next, we update the PathEndpoints \((\nu)\) such that it stores the endpoints of the untraversed part of path \((y, z)\). This choice of direction ensures that at least half of the path is traversed (referred to as path halving technique, also used in [2, 3]).
2. Populate the reduced adjacency list of the path just traversed.

For vertices on \(\operatorname{path}(x, y)\), we populate the reduced adjacency list \(\mathcal{L}\) using ancestors and descendants of \(\nu\) in the shallow tree \(S\). This will be explained below in Section 4.1.1.
3. Continue traversal.

Using the reduced adjacency list \(\mathcal{L}\) of the traversed path computed in step 2 above, we continue the DFS traversal along the unvisited neighbours of the vertices in the order from \(y\) to \(x\) (opposite to the direction of traversal, due to the recursive nature of DFS).

Algorithm 1 presents the complete pseudocode of the rerooting procedure based on the above 3 steps. All vertices are marked unvisited initially and the reduced adjacency list \(\mathcal{L}\) is empty. Invoking Reroot \(\left(r^{\prime}\right)\) produces the DFS tree rooted at \(r^{\prime}\).

Algorithm 1 Recursive procedure to reroot the DFS Tree \(T\).
Function Reroot (x)
\((y, z) \leftarrow\) PathEndpoints (node \((x))\);
if \(\operatorname{dist}(x, z)>\operatorname{dist}(x, y)\) then \(\operatorname{Swap}(y, z) ; \quad / *\) compute dist using dfns */
Attach path \((x, y)\) to \(T^{*}\);
if \(x \neq z\) then
\(w \leftarrow\) Neighbour of \(x\) on \(\operatorname{path}(y, z)\) nearest to \(z\);
PathEndpoints (node \((x)) \leftarrow(w, z)\); /* untraversed path */
end
\(\mathcal{L} \leftarrow \operatorname{ReducedAL}(\mathcal{L},(x, y)) ; \quad / *\) Update \(\mathcal{L}\) for vertices on path \((x, y)\) */
for \(i=d f n(y)\) to \(d f n(x)\) do status \((v(i)) \leftarrow\) visited;
for \(i=d f n(y)\) to \(d f n(x)\) do
foreach vertex \(u \in \mathcal{L}(v(i))\) do
if \(\operatorname{status}(u)=\) unvisited then \(\left\{\operatorname{add}(v(i), u)\right.\) to \(\left.T^{*} ; \operatorname{Reroot}(u)\right\}\);
end
end

\subsection*{4.1.1 Populating Reduced Adjacency Lists}

Here we define a query \(Q\left(u,\left(p_{s}, p_{e}\right)\right)\), where \(u, p_{s}, p_{e} \in V\) satisfy the following constraints: - \(p_{s}\) and \(p_{e}\) are the endpoints of an ancestor-descendant path in \(T\).
- \(u\) is a descendant of the highest vertex on path \(\left(p_{s}, p_{e}\right)\), but does not lie on the path.

This query finds an edge from the vertex \(u\) that is incident to \(\operatorname{path}\left(p_{s}, p_{e}\right)\) closest to \(p_{e}\). It returns null if no such edge exists, otherwise it returns the endpoint other than \(u\).

Consider any node \(\nu \in S\), and let path \((y, z)\) be its corresponding path in \(\mathcal{P}\). When the DFS traversal enters \(\nu\) through \(x\) and proceeds towards \(y\), we populate the reduced adjacency lists of vertices on path \((x, y)\) using Lemma 9 as follows.
- Processing Ancestors of vertices on path(x, y).

For each \(u \in \operatorname{path}(x, y)\) and for each ancestor \(\mu\) of \(\nu\), we add \(Q(u, \operatorname{PathEndpoints}(\mu))\) to \(\mathcal{L}(u)\).
- Processing Descendants of vertices on path (x, y).

Using the shallow tree \(S\), one can list all the vertices that are descendants of vertices on \(\operatorname{path}(x, y)\) in \(T\). From all these vertices, we query for an edge to path \((x, y)\) which is incident closest to \(y\). For any descendant \(u\), if the query \(Q(u,(x, y))\) returns a non- null value, say \(w\), then we add \(u\) to \(\mathcal{L}(w)\).
- Remark 10. In Algorithm 1, after visiting \(x\), if we moved towards the leaf node, then the untraversed part of \(\nu\) has to be treated as an ancestor path while populating the reduced adjacency lists of path \((x, y)\), and as a descendant path, otherwise.

Algorithm 2 Populating reduced adjacency lists of vertices on path \((x, y)\).
```

Function ReducedAL $(\mathcal{L},(x, y))$
$\mu \leftarrow \operatorname{parent}(\operatorname{node}(x))$;
while $\mu \neq N U L L$ do /* edges to ancestor paths */
for $i=d f n(y)$ to $d f n(x)$ do
$\mathcal{L}(v(i)) \leftarrow \mathcal{L}(v(i)) \cup\{Q(v(i)$, PathEndPoints $(\mu))\} ;$
end
$\mu \leftarrow \operatorname{parent}(\mu) ;$
end
if $d f n(x)<d f n(y)$ then $z \leftarrow x$ else $z \leftarrow y ; \quad / * z$ is ancestor among two */
$\mathcal{C} \leftarrow \operatorname{Desc}_{T}(z) \backslash\{v(d f n(x)), \ldots, v(d f n(y))\} ;$
foreach $u \in \mathcal{C}$ do $\quad / *$ each descendant of path $(x, y)$ */
$w \leftarrow Q(u,(x, y)) ; \quad / *$ ensure $w$ is closest to $y * /$
if $w \neq N U L L$ then $\mathcal{L}(w) \leftarrow \mathcal{L}(w) \cup\{u\} ;$
end
return $\mathcal{L}$

```

In Algorithm 2, we used query \(Q\left(u,\left(p_{s}, p_{e}\right)\right)\) as a black box. This query can be answered very easily as follows. The constraints of \(Q\left(u,\left(p_{s}, p_{e}\right)\right)\) imply that the returned edge is always an edge from \(u\) to an ancestor of \(u\). For answering this query, we use a data structure \(\mathcal{D}\) which stores the following information for each vertex \(u\).
- Definition 11. \(\mathcal{D}(u)\) is an array that stores each ancestor of \(u\) in \(T\) to which \(u\) is a neighbour and it stores them in the increasing order of distance from the root of \(T\).

This data structure enables us to answer query \(Q\left(u,\left(p_{s}, p_{e}\right)\right)\) using a binary search on array \(\mathcal{D}(u)\) and it takes \(\mathcal{O}(\log n)\) time only. Interestingly, the data structure \(\mathcal{D}\) can be preprocessed very easily in \(\mathcal{O}(m+n)\) time as follows. We visit vertices in the increasing order of their depth first numbers. Note that for each vertex \(v\), the neighbours of \(v\) which have \(d f n\) larger than that of \(v\) are its descendants. For each such descendant \(u\), we append \(v\) to \(\mathcal{D}(u)\). Iterating in increasing order of \(d f n\) ensures that all arrays in \(\mathcal{D}\) are sorted as needed.
- Theorem 12. Given a DFS Tree \(T\) of an undirected graph \(G\), it takes \(\mathcal{O}(m+n)\) time to build a data structure consisting of exactly \((m+n)\) words which can answer the query \(Q\left(u,\left(p_{s}, p_{e}\right)\right)\) in \(\mathcal{O}(\log n)\) time.

\subsection*{4.2 Time Complexity Analysis}

During preprocessing, we construct the shallow tree \(S\) for the DFS tree \(T\) and build \(\mathcal{D}\). This processing as shown earlier can be completed in \(\mathcal{O}(m+n)\) time. The time complexity of the Reroot procedure is bounded by the time required to populate the reduced adjacency lists \(\mathcal{L}\). This in turn, is bounded by the number of calls to query \(Q\). To analyse the number of calls made from any vertex \(w\), let \(\nu\) be the node in the shallow tree \(S\), containing \(w\). In general, if the bound on height of \(S\) is \(d\), ReducedAL makes worst-case \(d\) queries from \(w\) to ancestors of \(\nu\). Also when an ancestor of \(\nu\) in \(S\), say \(\mu\), is visited during Reroot procedure, ReducedAL makes a query from \(w\) to \(\mu\). The path halving technique (line 3 in Algorithm 1) ensures that any node in \(S\) (or a path in \(\mathcal{P}\) ) is visited at most \(\log n\) times. This implies that any such ancestor \(\mu\) may be visited at most \(\log n\) times. Thus, we can have worst-case \(d(\log n+1)\) queries from \(w\) to its ancestor paths throughout the Reroot procedure. Summing over all the vertices, there can be at most \(n d(\log n+1)\) calls to query \(Q\). Therefore, populating the reduced adjacency lists \(\mathcal{L}\) takes overall \(\mathcal{O}\left(n d \log ^{2} n\right)\) time. From Section 3, we know \(d \leq \log n\). Thus, using Theorem 12, we can state the following lemma.
- Lemma 13. Given a DFS Tree \(T\) of an undirected graph \(G\), it takes \(\mathcal{O}(m+n)\) time to build a data structure of \((m+n)\) words using which we can compute a DFS Tree of \(G\) rooted at any given vertex in \(\mathcal{O}\left(n \log ^{3} n\right)\) time.

\subsection*{4.2.1 Getting rid of a \(\log\) factor}

Consider the moment when the Reroot procedure enters a path \((y, z)\) through the vertex \(x\) and reaches the endpoint \(y\). In Algorithm 2, for each descendant \(w\) of path \((x, y)\), we perform query \(Q(w,(x, y))\) separately. Instead, using Fractional Cascading, we can perform all these queries together in an efficient manner. Among \(x\) and \(y\), let \(x\) be the vertex closer to the root of \(T\). As described earlier, all the vertices of \(\operatorname{path}(x, y)\) have consecutive \(d f n\), and so do the vertices of subtree \(T(x)\). Let last \((x)\) be the vertex in \(T(x)\) with the largest \(d f n\). Since vertices on path \((x, y)\) have already been visited, we need to query for edges only from vertices with \(d f n\) between \(d f n(y)+1\) and \(d f n(l a s t(x))\). Finding edges to path \((x, y)\) from these vertices can be done with a single query to the fractionally cascaded \(\mathcal{D}\) (Lemma 7). It takes \(\mathcal{O}(\log m+d f n(\operatorname{last}(x))-d f n(y))\) time to execute this query. We charge the \(\log m\) part of the query time to the vertices on path \((x, y)\) and the \(d f n(\operatorname{last}(x))-d f n(y)\) is distributed among the descendant vertices. Thus, each descendant vertex incurs a constant charge.

Note that, queries to the ancestors of path \((x, y)\) are answered using the original \(\mathcal{D}\) itself. Therefore, in a shallow tree of height \(d\), each vertex \(v \in V\) incurs following charges during Reroot procedure \(-\mathcal{O}(d \log n)\) when \(v\) acts as a descendant in the queries made while visiting ancestors of \(v\), and \(\mathcal{O}(d \log n+\log m)\) while visiting \(v\) itself. Overall the charge on any vertex is \(\mathcal{O}(d \log n)\) and, therefore, the time complexity of Reroot procedure reduces to \(\mathcal{O}(n d \log n)\). So we can state the following lemma.
- Lemma 14. Given an undirected graph \(G\), the DFS tree \(T\) and corresponding shallow tree of height d, it takes \(\mathcal{O}(m+n)\) time to build a data structure occupying \(\mathcal{O}(m+n)\) words using which the Reroot algorithm executes in \(\mathcal{O}(n d \log n)\) time.

\subsection*{4.3 Correctness of Reroot Procedure}

As is evident from the pseudocode of Algorithm 1, besides populating the reduced adjacency lists, Reroot imitates a usual DFS traversal. So in order to show that Reroot computes a valid DFS tree, we need to prove the following. Each edge \(e\) that is not added to reduced
adjacency list is indeed redundant and will appear as a back edge in the resulting DFS tree. We can show this as follows.

During Reroot procedure, consider the moment when we attach some path, say path \((x, y)\) to \(T^{*}\). Lemma 9 implies that all the neighbours of vertices on the path \((x, y)\) will lie either in ancestors or in descendants of \(\operatorname{path}(x, y)\) in the shallow tree. For each descendant vertex \(v\) of path \((x, y)\), we add an edge from \(v\) incident on \(\operatorname{path}(x, y)\) closest to \(y\) (lines 12,13 of Algorithm 2). For each ancestor path of \(\operatorname{path}(x, y)\), say \(\mu\), we add an edge from each vertex of \(\operatorname{path}(x, y)\) to \(\mu\) (line 5 of Algorithm 2). These ensure that at the moment path \((x, y)\) is visited and attached to \(T^{*}\), from each connected component in the graph induced by unvisited vertices, the edge incident on \(\operatorname{path}(x, y)\) closest to vertex \(y\) is added to \(\mathcal{L}\) (if exists). Using Components Property, it follows that all those edges incident on \(\operatorname{path}(x, y)\), that are not added to \(\mathcal{L}\), will appear as back edges in the resulting DFS tree. Hence, the traversal performed using the reduced adjacency lists indeed results in a valid DFS tree.

\section*{5 Extension to Fault Tolerant DFS Tree}

Given an undirected graph \(G\), we build a DFS tree of \(G\), say \(T\), the corresponding shallow tree \(S\), and the fractionally cascaded \(D\). Let \(F\) be the set of failures (edges/vertices) in \(G\), with \(|F|=k\). Here, we describe how with some elementary modifications to the shallow tree of \(T\), procedure Reroot can be utilized to report a DFS tree of \(G \backslash F\). For the given set \(F\), we update the set \(\mathcal{P}\) and the shallow tree \(S\) as follows.
1. Each vertex maintains a state: active or failed. For a failed vertex \(x \in F\), we toggle \(x\) 's state to failed. Let \(p \in \mathcal{P}\) be the path containing \(x\). We remove \(x\) from \(p\). The resulting smaller paths are added to \(\mathcal{P}\) and \(p\) is removed from \(\mathcal{P}\).
2. For each failed edge \(e=(u, v)\), we mark the corresponding entries in the adjacency lists of \(u\) and \(v\) as failed. Here, we do not make any changes to fractionally cascaded \(\mathcal{D}\). If failed edge \(e\) is a tree-edge and was marked solid during heavy-light decomposition, \(\mathcal{P}\) is updated as follows. Path \(p \in \mathcal{P}\) containing \(e\) is split into two smaller paths. These smaller paths are added to \(\mathcal{P}\) and \(p\) is removed from \(\mathcal{P}\).
3. After updating \(\mathcal{P}\), shallow tree \(S\) is updated as follows. For any path \(p \in \mathcal{P}\), let the vertex in \(p\) closest to root of \(T\) be \(x\). The parent of node corresponding to \(p\) in \(S\) will be the node containing the nearest active ancestor of \(x\).
Given the set \(F\), we can update \(\mathcal{P}\) and \(S\) in \(\mathcal{O}(n)\) time as follows - Make a DFS traversal through \(T\) while ensuring vertices are visited in increasing order of their dfn. Update \(\mathcal{P}\) and \(S\) as discussed above. For each failure, the number of nodes in \(S\) increases by at most one. After \(k\) updates, \(S\) can have at most \(k\) new nodes and may not be shallow anymore. However, the depth of a node \(\nu\) in \(S\) doesn't increase due to any failure which does not lie on the path from \(\nu\) to root of \(S\). Thus, if the maximum number of failures on any root-leaf path in \(T\) is \(k^{\prime}\), the height of the shallow tree will be at most \(k^{\prime}+\log n\).

To ensure that no deleted vertices/edges are traversed during Reroot procedure, we make the following modifications. Since no changes are made to fractionally cascaded \(\mathcal{D}\), the result of some query \(Q\left(v,\left(p_{s}, p_{e}\right)\right)\) may be an endpoint of a failed edge. In such a case, we iterate in \(\mathcal{D}(v)\) starting from the failed edge towards \(p_{s}\) until we find an edge present in \(G \backslash F\). However, if we cross \(p_{s}\) in doing so, it implies that there is no edge between vertex \(v\) and path \(\left(p_{s}, p_{e}\right)\), we stop and return null. During the procedure Reroot, we spend overall \(\mathcal{O}(k)\) time in such iterations. Also note that each node of the updated \(S\) corresponds to a path consisting of active vertices only. So \(Q\left(v,\left(p_{s}, p_{e}\right)\right)\) never returns a failed vertex. It follows from the changes in the query and the shallow tree described above that Reroot procedure reports a valid DFS tree of \(G \backslash F\). Using Lemma 14, we can conclude the following theorem.
- Theorem 15. An undirected graph \(G\) can be preprocessed in \(\mathcal{O}(m+n)\) time to build a DFS tree, say \(T\), and a data structure of \(\mathcal{O}(m+n)\) words such that for any set \(F\) of \(k\) failed vertices or edges, a DFS tree of \(G \backslash F\) can be reported in \(\mathcal{O}\left(n\left(k^{\prime}+\log n\right) \log n\right)\) time, where \(k^{\prime} \leq k\) is the maximum number of faults on any root-leaf path in the tree \(T\).

\section*{6 Fully Dynamic DFS}

We first describe how the fault tolerant DFS algorithm can handle incremental updates. Following that, we use the overlapped periodic rebuilding technique to arrive at a fully dynamic DFS algorithm. The ideas utilized in both of these steps were used by Baswana et al. [3].

Let \(U\) be the set of updates in any undirected graph \(G\). For the edge insertions, we directly add them to the reduced adjacency lists of the endpoints of the edges. To handle insertion of a vertex, we add the new vertices in \(V\) and treat their edges as edge insertions. Observe that these modifications are sufficient to handle incremental updates. The size of the reduced adjacency lists after \(|U|\) updates is at most \(n(|U|+\log n)(\log n+1)\) (from Section 4.2). So the worst-case time complexity of our algorithm is \(\mathcal{O}(n(|U|+\log n) \log n)\).

We can use the Reroot procedure to report a DFS tree after every update. But as \(|U|\) increases, the algorithm slows down. Therefore, we need to rebuild the data structures (denoted collectively using \(\mathcal{A}\) ) periodically to maintain the efficiency. We rebuild them after, let's say, every \(c\) updates. It takes \(\mathcal{O}(m+n)\) time to rebuild the data structures. The cost of rebuilding is amortized among the \(c\) updates. This results in an amortized runtime fully dynamic algorithm.

To get a worst-case bound, the rebuilding is done in an overlapped fashion as follows. The original data structures \(\mathcal{A}_{0}\) are used till first \(2 c\) updates. At the end of \(k c\) updates (for \(k \geq 1\) ), we start building \(\mathcal{A}_{k}\), the data structures for the graph after incorporating the first \(k c\) updates. The computation of building \(\mathcal{A}_{k}\) is distributed evenly over the next \(c\) updates to the graph (from \((k c+1)\) to \((k+1) c\) updates). However, during these updates we use \(\mathcal{A}_{k-1}\) to report the updated DFS Tree. This ensures \(|U|\) is never larger than \(2 c\). After \((k+1) c\) updates, we have \(\mathcal{A}_{k}\) ready for use and we can discard \(\mathcal{A}_{k-1}\). This helps us manage our data structures in \(\mathcal{O}(m+n)\) space. For this overlapped periodic rebuilding framework, the following lemma from [3] provides the worst-case bound on the update time we can derive.
- Lemma 16. (Overlapped Periodic Rebuilding: Lemma 6.1 in [3]) Let \(\mathcal{D}\) be a data structure that can be used to report the solution of a graph problem after a set of \(U\) updates on an input graph \(G\). If \(\mathcal{D}\) can be built in \(\mathcal{O}(f)\) time and the solution for graph \(G+U\) can be reported in \(\mathcal{O}(h+|U| \cdot g)\) time, then \(\mathcal{D}\) can be used to report the solution after every update in worst-case \(\mathcal{O}(\sqrt{f g}+h)\) update time, given that \(f / g \leq n\).

Substituting \(f=m, g=n \log n\) and \(h=n \log ^{2} n\), we obtain, \(\mathcal{O}(\sqrt{f g}+h)=\mathcal{O}(\sqrt{m n \log n})\). Hence we conclude with the following theorem.
- Theorem 17. An undirected graph can be preprocessed in \(\mathcal{O}(m+n)\) time to build a data structure occupying \(\mathcal{O}(m+n)\) words, using which one can maintain a DFS tree for any online sequence of insertions and deletions of vertices/edges in \(\mathcal{O}(\sqrt{m n \log n})\) worst-case time per update.
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\section*{1 Introduction}

The edit distance is one of the most common distance measures between strings. For two strings of length \(M\) and \(N\) respectively, the edit distance counts the minimum number of single character insertions, deletions and substitutions needed to transform one string into the other. The first record of an \(\mathcal{O}(M N)\) algorithm to compute the edit distance is from 1968 [14] although it was rediscovered independently a number of times subsequently. Masek and Paterson improved the running time to \(\mathcal{O}(M N / \log N)\), for \(N \geq M\), in 1980 and this is the fastest known algorithm to date [12]. Much more recently it has been shown that no \(\mathcal{O}\left(M N^{1-\epsilon}\right)\) time edit distance algorithm can exist, subject to the strong exponential time hypothesis (SETH) [4,5]. As a result, it is likely that little further progress can be made in terms of improving its worst case complexity.

\footnotetext{
1 Research carried out while the author was a member of the University of Bristol and the Heilbronn Institute for Mathematical Research.
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In this paper we focus on the problem of computing the edit distance between two compressed strings. The run-length encoding (RLE) of a string compresses consecutive identical symbols into a run, denoted \(\sigma^{i}\) if the symbol \(\sigma\) is repeated \(i\) times. For example aaabbbbaaa would be compressed to \(\mathrm{a}^{3} \mathrm{~b}^{4} \mathrm{a}^{3}\). This form of compression is commonly used for image compression but also has wider applications including, for example, in image processing \([9,15]\) and succinct data structures [11].

In 1993 Bunke and Csirik proposed the first algorithm for computing the edit distance between RLE strings. For two strings of RLE-compressed lengths \(m\) and \(n\) respectively, their algorithm runs in \(\mathcal{O}(m n)\) time in the special case where all the runs are of the same length [6]. However the running time falls back to the naive complexity of \(\mathcal{O}(M N)\) time in the worst case where \(M\) and \(N\) are the uncompressed lengths of the two strings. This worst case complexity was subsequently improved to \(\mathcal{O}(N m+M n)[3,7]\) and then \(\mathcal{O}(\min \{N m, M n\})\) time in 2007 [10]. Finally in 2013 the fastest solution prior to this current work was given running in \(\mathcal{O}\left(m n^{2}\right)\) time, where \(n \geq m\) [8]. This was the also the first algorithm for the RLE edit distance problem whose running time did not depend on the uncompressed lengths of the input strings.

For uncompressed strings, the longest common subsequence (LCS) problem has long been considered a close relative of the edit distance problem. This is partly due to the similarity of their dynamic programming solutions and partly because LCS is a special case of edit distance when general costs are allowed for the different mismatch and substitution operations. Moreover, the two problems have the same quadratic time upper bounds and SETH-hardness lower bounds [5]. Somewhat surprisingly, however, the history of algorithms for LCS and edit distance have not mirrored each other when the problems are considered on RLE strings. In particular, an \(\mathcal{O}(m n \log (m n))\) time algorithm for computing the LCS on RLE strings was given in 1999 [2] which is considerably faster than has been possible up to this point for the edit distance problem. Some work has also been carried out since that date to improve the log factor in the running time complexity for the LCS problem \([1,13]\).

In this paper we speed up the running time for the edit distance problem on RLE strings by a factor of \(\mathcal{O}(n / \log (m n))\), matching the fastest LCS algorithm to within a logarithmic factor and making it within subpolynomial factors of being optimal, assuming SETH holds. As a result, our new algorithm shows that the LCS and edit distance problems are indeed of essentially the same complexity even when the input strings are run-length encoded. This effectively closes a line of algorithmic research first started in 1993.
- Theorem 1. Given two RLE strings of compressed length \(n\) and \(m\) respectively, there exists an algorithm to compute their edit distance which runs in \(\mathcal{O}(m n \log (m n))\) time.

\section*{2 Previous Work and Preliminaries}

The classic dynamic programming solution for computing the edit distance between uncompressed strings \(X\) and \(Y\) of uncompressed lengths \(M\) and \(N\) respectively, computes the distance between all prefixes \(X[1, \ldots, i]\) and \(Y[1, \ldots, j]\). The key recurrence which enables us to do this efficiently is given by:
\[
\mathrm{ED}(i, j)=\min \left(\mathrm{ED}(i-1, j-1)+\delta\left(X_{i} \neq Y_{j}\right), \mathrm{ED}(i-1, j)+1, \mathrm{ED}(i, j-1)+1\right)
\]

From this the classic \(\mathcal{O}(M N)\) time solution follows directly.
The previous approaches for the edit distance problem on RLE strings take this recurrence and the implied dynamic programming table as their starting point. The basic idea was introduced by Bunke and Csirk [6] whose algorithm works by dividing the dynamic programming table into "blocks", where each block is defined by a run in the original strings.

For each block the central task is to compute its bottom row and rightmost column given the bottom row of the block above and the rightmost column of the block to the left. For simplicity of terminology, we will refer to the rightmost column of the block to the left and the bottom row of the block above collectively as the input border of a block and the bottom row and rightmost column of a block as its output border. Figure 1 illustrates an example.

In \([3,7]\) it was shown that the work needed to derive the values of all the output borders of blocks is at most linear in their length. When computing the edit distance between strings \(X\) and \(Y\), the length of each row in the dynamic programming table is the uncompressed length of string \(Y\) and the length of each column is the uncompressed length of \(X\). If there are \(m\) runs in string \(X\) and \(n\) runs in \(Y\) then the total time complexity for computing the edit distance using their approach is therefore \(\mathcal{O}(N m+M n)\).

The work closest to ours is the \(\mathcal{O}\left(m n^{2}\right)\) algorithm of Chen and Chao [8]. They observe that the borders of the blocks in the dynamic programming table are piecewise linear with gradient \(\pm 1\) or 0 . The borders can be therefore concisely represented by specifying their starting values as well as the positions and types of the points of changing gradient called the turning points. They prove that for a given block the number of turning points in an output border is at most a constant greater than in its input border. Consequently, a simple calculation shows that the total number of turning points is \(\mathcal{O}\left(m n^{2}\right)\) (for \(m \leq n\) ). Chen and Chao arrive at their final complexity by designing a procedure that computes the representation of the output border of a block, given the representation of its input border, in time proportional to the number of turning points. We now summarise their approach using our own notation.

There are two distinct types of blocks in the dynamic programming table. A match block corresponds to a rectangle where the corresponding symbols in the two strings match. A mismatch block corresponds to a rectangle where the corresponding symbols mismatch. Figure 1 shows both match and mismatch blocks. Borrowing notation from [8] we say that element \((i, j)\) of the dynamic programming table ED is in diagonal \(j-i\). Let \(\left(i_{d}, j_{d}\right)\) be the intersection of the input border with diagonal \(j-i\).
- Lemma 2 ([8, Lemma 1]). For a match block, \(E D(i, j)=E D\left(i_{d}, j_{d}\right)\).

Lemma 2 indicates that for a match block we can simply copy the values from the corresponding position in the input border to derive the values of the output border. The main challenge is therefore how to handle mismatch blocks.


Figure 1 Match blocks are in grey. The thick line is for an input border and the dotted line an output border. The input border is contained entirely inside the neighbouring match blocks.

For mismatch blocks Chen and Chao's algorithm, in a similar manner to previous RLE edit distance algorithms, splits the problem into two parts corresponding to shortest paths that pass through the leftmost column or the top row [3,6-8]. Consider a mismatch block of height \(h\) and width \(w\) corresponding to runs \(\mathbf{a}^{h-1}\) and \(\mathbf{b}^{w-1}\) such that \(h \leq w\) (the other case can be processed similarly by swapping the left and the top part of the input border). \(\operatorname{LEFT}[1, h]\) and TOP \([1, w]\) denotes the values of the left and the top part of the input border, numbered in a bottom-to-top and a left-to-right direction, respectively. For an array \(S[1, n]\) and a parameter \(h \in \mathbb{Z}^{+}\), let \(S^{(h)}[i]=\min \{S[j] \mid i-h+1 \leq j \leq i, 1 \leq j \leq n\}\). Chen and Chao separately compute all the output border values that are derived from a value in the left part of the input border, denoted \(\operatorname{OUT}_{\text {LEFT }}[1, w+h-1]\), and similarly compute all the output border values that are derived from a value in the top part of the input border, denoted \(\mathrm{OUT}_{\mathrm{TOP}}[1, w+h-1]\), as follows.
\[
\begin{align*}
\operatorname{OUT}_{\mathrm{LEFT}}[i] & = \begin{cases}\operatorname{LEFT}^{(h)}[i]+i-1 & \text { for } i \in[1, h] ; \\
\operatorname{LEFT}^{(h)}[h]+i-1 & \text { for } i \in[h, w] ; \\
\operatorname{LEFT}^{(h)}[i-w+h]+w-1 & \text { for } i \in[w, w+h-1]\end{cases}  \tag{1}\\
\operatorname{OUT}_{\mathrm{TOP}}[i] & = \begin{cases}\operatorname{TOP}^{(h)}[i]+h-1 & \text { for } i \in[1, w] ; \\
\operatorname{TOP}^{(h)}[i]+w+h-1-i & \text { for } i \in[w, w+h-1]\end{cases} \tag{2}
\end{align*}
\]

We start with reformulating the algorithmic framework of Chen and Chao using the following notation.
- Definition 3. Let \(S[1, n]\) be a 1-indexed array of length \(n\).
- For a parameter \(h \in \mathbb{Z}^{+}, \operatorname{SWM}(S, h)\) (Sliding Window Minima) returns the array \(S^{(h)}\) of length \(n+h-1\).
- split \((S, m)\) returns the two subarrays \(S[1, m]\), and \(S[m+1, n]\).
- \(S \pm \overrightarrow{1}\) returns \(S\) with the gradient decreased/increased by one, or formally \(S^{\prime}[i]=S[i] \pm i\).
- For an integer constant \(c, S+c\) returns \(S\) with every value increased by \(c\).
- initialise \((\ell)\) returns an array of length \(\ell\) initially filled with zeroes.
- join \(\left(S_{1}, S_{2}\right)\) simply concatenates two arrays.

Now, equations (1) and (2) can be rephrased as Algorithms 1 and 2, respectively. The final step of the algorithm is to compute the output border as the minimum of \(\mathrm{OUT}_{\mathrm{TOP}}[i]\) and \(\mathrm{OUT}_{\text {LEFt }}[i]\) for each index \(i\). This is performed in linear time per block by Chen and Chao [8]. In Section 3 we will design a new implementation of both algorithms and a subtle amortised argument for this final step. The latter is based on the fundamental property of the values in an output border summarised by Lemma 4.
- Lemma 4 ([8, Lemma 7]). If there exists an \(i\) such that \(\operatorname{OUT}_{\mathrm{TOP}}[i] \leq \operatorname{OUT}_{\mathrm{LEFT}}[i]\), then \(\operatorname{OUT}_{\mathrm{TOP}}[j] \leq \operatorname{OUT}_{\mathrm{LEFT}}[j]\) for all \(j \geq i\).

Algorithm 1 Compute the shortest path passing through the left border.
```

S}\leftarrow\mp@subsup{\textrm{SWM}}{h}{}(\operatorname{LEFT}[1,h],h)
S
S}\leftarrow\leftarrow\mp@subsup{S}{}{\ell}+\vec{1}-1
S}\leftarrow\leftarrow\mathrm{ initialise }(w-h)+\vec{1}+S[h]+h-1
S3}\leftarrow\mp@subsup{S}{}{r}+w-1
OUT LEFT

```

Algorithm 2 Compute the shortest path passing through the top border.
```

$S \leftarrow \mathrm{SWM}_{h}(\operatorname{TOP}[1, w], h) ;$
$S^{\ell}, S^{r} \leftarrow \operatorname{split}(S, w)$;
3 $S_{1} \leftarrow S^{\ell}+h-1$;
$4 S_{2} \leftarrow S^{r}-\overrightarrow{1}+w+h-1$;
$5 \mathrm{OUT}_{\mathrm{TOP}} \leftarrow \operatorname{join}\left(S_{1}, S_{2}\right)$;

```

Before we go on to explain how we speed up the task of deriving the borders of blocks, it is worth exploring for a moment why we cannot simply apply, perhaps with some small modifications, the known \(\mathcal{O}(m n \log (m n))\) time solution for LCS on RLE strings [2]. The key obstacle comes from the different nature of optimal paths in the dynamic programming table of the LCS and edit distance problems.

For the LCS problem on RLE strings Apostolico et al. [2] introduced two important concepts. The first is forced paths and the second corner paths. They say that a path beginning at the upper-left corner of a match block is forced if it traverses the block by strictly diagonal moves and, whenever the right (respectively, lower) side of an intermediate match block is reached, proceeds to the next match block by a straight horizontal (respectively, vertical) line through the mismatch blocks in between. A corner path is one that enters match blocks in the top left corner and exits only through the bottom right corner. They show that there is always a longest common subsequence between two strings corresponding to the concatenation of subpaths of corner and forced paths. This fact greatly reduces the number of different paths that have to be considered and hence the complexity of solving the overall LCS problem. However for the edit distance problem this property of forced paths no longer holds. Figures 2 and 3 show an example of this key difference between optimal paths under edit distance and LCS. In Figure 2 we can see that there is no optimal vertical (or horizontal) path through the mismatch block. By contrast, there is indeed an optimal vertical path for the LCS problem as illustrated by Figure 3.

In order to speed up edit distance computation on RLE strings we introduce a new data structure for input borders and output borders. This will allow us to derive the values of output borders from their respective input borders in amortised logarithmic time per border, rather than the previous linear time. The rest of the paper is devoted to this task.
\begin{tabular}{ll|lllllllll} 
& & a & a & a & a & a & a & a & a & a \\
& 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\hline a & 1 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
a & 2 & 1 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
a & 3 & 2 & 1 & 0 & 1 & 2 & 3 & 4 & 5 & 6 \\
\hline b & 4 & 3 & 2 & 1 & 1 & 2 & 3 & 4 & 5 & 6 \\
b & 5 & 4 & 3 & 2 & 2 & 2 & 3 & 4 & 5 & 6 \\
b & 6 & 5 & 4 & 3 & 3 & 3 & 3 & 4 & 5 & 6 \\
b & 7 & 6 & 5 & 4 & 4 & 4 & 4 & 4 & 5 & 6 \\
b & 8 & 7 & 6 & 5 & 5 & 5 & 5 & 5 & 5 & 6 \\
b & 9 & 8 & 7 & 6 & 6 & 6 & 6 & 6 & 6 & 6 \\
\hline a & 10 & 9 & 8 & 7 & 6 & 6 & 6 & 6 & 6 & 6 \\
a & 11 & 10 & 9 & 8 & 7 & 6 & 6 & 6 & 6 & 6 \\
a & 12 & 11 & 10 & 9 & 8 & 7 & 6 & 6 & 6 & 6
\end{tabular}

Figure 2 Edit distance with forced turn in mismatch block.
\begin{tabular}{cc|ccccccccc} 
& & & & a & a & a & a & a & a & a \\
\(0 \rightarrow\) & a & a \\
& \(0 \rightarrow 0\) & \(\rightarrow 0\) & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline a & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
a & 0 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
a & 0 & 1 & 2 & 3 & 3 & 3 & 3 & 3 & 3 & 3 \\
\hline b & 0 & 1 & 2 & 3 & 3 & 3 & 3 & 3 & 3 & 3 \\
b & 0 & 1 & 2 & 3 & 3 & 3 & 3 & 3 & 3 & 3 \\
b & 0 & 1 & 2 & 3 & 3 & 3 & 3 & 3 & 3 & 3 \\
b & 0 & 1 & 2 & 3 & 3 & 3 & 3 & 3 & 3 & 3 \\
b & 0 & 1 & 2 & 3 & 3 & 3 & 3 & 3 & 3 & 3 \\
b & 0 & 1 & 2 & 3 & 3 & 3 & 3 & 3 & 3 & 3 \\
\hline a & 0 & 1 & 2 & 3 & 4 & 4 & 4 & 4 & 4 & 4 \\
a & 0 & 1 & 2 & 3 & 4 & 5 & 5 & 5 & 5 & 5 \\
a & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 6 & 6 & 6
\end{tabular}

Figure 3 LCS with optimal vertical path through mismatch block.

\section*{3 Efficient Manipulation of Piecewise-Linear Functions}

In this section, we describe the data structure we will use to represent input borders and output borders in the dynamic programming table. We will then show how the operations from Definition 3 can be implemented efficiently using this data structure.

Recall that a piecewise linear function is a real-valued function \(F\) whose domain \(\operatorname{dom}(F)\) is a closed interval that can be represented as a union of closed intervals \(\operatorname{dom}(F)=\bigcup_{j=1}^{k} I_{j}\) such that \(F\) restricted to \(I_{j}\) is an affine function \(\left(g_{j} x+h_{j}\right.\) for some coefficients \(g_{j}\) and \(\left.h_{j}\right)\). The input and output borders as defined in Section 2 are by definition piecewise linear.

In this section, we impose a few further restrictions:
- For each integer \(x \in \operatorname{dom}(F)\), the value \(F(x)\) is also an integer.
- The gradient \(g_{j}\) of each \(\left.F\right|_{I_{j}}\) is \(-1,0\), or 1 .
- The endpoints of \(\operatorname{dom}(F)\) are integers or half-integers.

The graph of a piecewise linear function \(F\) is a simple polygonal curve, and thus it can be interpreted as a sequence of turning points connected by straight-line segments. Due to the restrictions imposed on \(F\), each turning point has integer or half-integer coordinates. We represent such a function \(F\) as a sequence of segments stored in an annotated balanced binary search tree, where each segment explicitly keeps the coordinates of its endpoints. \({ }^{2}\)

We first provide a simple implementation of curves supporting a few basic operations, and then we gradually augment it to handle more complicated operations. We conclude with an amortised running time analysis.

\subsection*{3.1 Basic Operations}

Our first implementation just stores the corresponding segment for each node \(v\) :
( \(x_{\ell}, y_{\ell}\) ): The coordinates of the left endpoint of the segment corresponding to \(v\).
\(\left(x_{r}, y_{r}\right)\) : The coordinates of the right endpoint of the segment corresponding to \(v\).
Nevertheless, we are already able to implement some operations useful in Algorithms 1 and 2.

Create. The create operation produces a function \(F\) whose graph consists of just one segment \(S\) with given endpoints \(\left(x_{\ell}, y_{\ell}\right)\) and \(\left(x_{r}, y_{r}\right)\). This enables us to implement the whole of line 4 of Algorithm 1 in worst-case constant time.

Join. The join operation takes two functions, \(F_{L}\) and \(F_{R}\) with domains dom \(\left(F_{L}\right)=\left[x_{L}, x_{M}\right]\) and \(\operatorname{dom}\left(F_{R}\right)=\left[x_{M}, x_{R}\right]\), respectively, and with a common endpoint \(F_{L}\left(x_{M}\right)=F_{R}\left(x_{M}\right)\). It returns a function \(F\) with \(\operatorname{dom}(F)=\left[x_{L}, x_{R}\right]\) such that \(F_{L}=\left.F\right|_{\left[x_{L}, x_{M}\right]}\) and \(F_{R}=\left.F\right|_{\left[x_{M}, x_{R}\right]}\). To implement this operation, we first join the two balanced binary search trees. If the rightmost segment of \(F_{L}\) has the same gradient as the leftmost segment of \(F_{R}\), we also join these segments. The resulting tree represents \(F\). The worst-case running time is logarithmic.

Split. The split operation takes a function \(F\) with \(\operatorname{dom}(F)=\left[x_{L}, x_{R}\right]\) and a value \(x_{M} \in\) \(\operatorname{dom}(F)\). It returns two functions \(F_{L}=\left.F\right|_{\left[x_{L}, x_{M}\right]}\) and \(F_{R}=\left.F\right|_{\left[x_{M}, x_{R}\right]}\). To implement it, we first descend the binary search tree to find a segment \(S\) with \(x_{M} \in \operatorname{dom}(S)\). If \(x_{M}\) lies in the interior of \(\operatorname{dom}(S)\), we split this segment into two. Next, we split the binary search tree to separate the segments to the left of \(x_{M}\) from the segments to the right of \(x_{M}\). The resulting two trees represent \(F_{L}\) and \(F_{R}\), respectively. The worst-case running time is logarithmic.

\footnotetext{
2 Note that the coordinates of each internal turning point are stored with both incident segments.
}

Combine. The combine operation takes two functions \(F_{1}\) and \(F_{2}\) over the same domain \(\operatorname{dom}\left(F_{1}\right)=\operatorname{dom}\left(F_{2}\right)=\left[x_{L}, x_{R}\right]\) and returns their pointwise minimum: a function \(F\) with \(\operatorname{dom}(F)=\left[x_{L}, x_{R}\right]\) such that \(F(x)=\min \left(F_{1}(x), F_{2}(x)\right)\) for \(x \in \operatorname{dom}(F)\). We assume that there exists \(x_{M} \in\left[x_{L}, x_{R}\right]\) such that \(F_{1}(x)>F_{2}(x)\) if \(x<x_{M}\) and \(F_{1}(x) \leq F_{2}(x)\) if \(x \geq x_{M}\).

If \(F_{1}\left(x_{L}\right) \leq F_{2}\left(x_{L}\right)\), then \(x_{M}=x_{L}\). Hence, we return \(F=F_{1}\) and discard \(F_{2}\). Similarly, if \(F_{1}\left(x_{R}\right)>F_{2}\left(x_{R}\right)\), then \(x_{M}=x_{R}\). Hence, we return \(F=F_{2}\) and discard \(F_{1}\).

Otherwise, we are guaranteed that \(F_{1}\left(x_{M}\right)=F_{2}\left(x_{M}\right)\). Our first task is to find \(x_{M}\). For this, we locate segments \(S_{1}\) of \(F_{1}\) and \(S_{2}\) of \(F_{2}\) such that \(x_{M} \in \operatorname{dom}\left(S_{1}\right) \cap \operatorname{dom}\left(S_{2}\right)\).

We observe that \(S_{1}\) corresponds to the leftmost node \(v\) in the BST of \(F_{1}\) such that \(v \cdot y_{r}=F_{1}\left(v \cdot x_{r}\right) \leq F_{2}\left(v \cdot x_{r}\right)\). Hence, we perform a left-to-right in-order traversal of the BST to find \(S_{1}\). For each visited node \(v\), we evaluate \(F_{2}\left(v \cdot x_{r}\right)\) by descending the BST of \(F_{2}\) to find a segment whose domain contains \(v \cdot x_{r}\). Symmetrically, \(S_{2}\) corresponds to the rightmost node \(v\) in the BST of \(F_{2}\) such that \(F_{1}\left(v \cdot x_{\ell}\right)>F_{2}\left(v \cdot x_{\ell}\right)=v \cdot y_{\ell}\), so we find \(S_{2}\) by performing a right-to-left in-order traversal of the BST.

Next, we note that \(\left(x_{M}, F_{1}\left(x_{M}\right)\right)=\left(x_{M}, F_{2}\left(x_{M}\right)\right)\) is the leftmost common point of \(S_{1}\) and \(S_{2}\). Hence, we can now compute \(x_{M}\) easily (the restrictions on \(F_{1}\) and \(F_{2}\) guarantee that it is an integer or a half-integer). Finally, we split both \(F_{1}\) and \(F_{2}\) at \(x_{M}\), discard \(\left.F_{1}\right|_{\left[x_{L}, x_{M}\right]}\) and \(\left.F_{2}\right|_{\left[x_{M}, x_{R}\right]}\), join \(\left.F_{2}\right|_{\left[x_{L}, x_{M}\right]}\) with \(\left.F_{1}\right|_{\left[x_{M}, x_{R}\right]}\), and return the resulting function as \(F\).

As far as the running time is concerned, the cost is logarithmic for each discarded segment. We can now also implement the final combine step that produces our representation of the output border from the outputs of Algorithms 1 and 2 by finding the minimum at each index.

\subsection*{3.2 Shifts}

Next, we extend our data structure to implement the shift operation which moves the whole function by a given vector. It is useful in Algorithms 1 and 2 for altering \(S^{\ell}\) and \(S^{r}\).

Formally, given a function \(F\) with \(\operatorname{dom}(F)=\left[x_{L}, x_{R}\right]\) and a vector \(\left(\Delta_{x}, \Delta_{y}\right)\), we transform \(F\) into \(F^{\prime}\) such that \(F^{\prime}(x)=F\left(x-\Delta_{x}\right)+\Delta_{y}\) for each \(x \in \operatorname{dom}\left(F^{\prime}\right)=\left[x_{L}+\Delta_{x}, x_{R}+\Delta_{x}\right]\).

This update is performed using a technique known as lazy propagation. We augment each node \(v\) with the following extra field:
\(\left(\delta_{x}, \delta_{y}\right)\) : A deferred shift to be propagated within the subtree of \(v\).
This change is then lazily propagated as further operations are executed. Here, we rely on a key structural property of BST operations:
- Observation 5. The execution of every BST operation can be extended (at the cost of an extra multiplicative constant in the running time) with a sequence of node activations and deactivations such that:
- a node \(v\) is accessed only when it is active and has no active descendant,
- when \(v\) is active, then all its ancestors are active,
- no node is active at the beginning and the end of the execution.

The idea behind lazy propagation is that the deferred updates stored at a node \(v\) are propagated when \(v\) is activated. This way, every active node has no delayed updates pending. Hence, from the perspective of any other operation, the effect is the same as if we have meticulously modified every node for each update.

The shift propagation is very simple: when a node \(v\) receives a request for a shift by \(\left(\Delta_{x}, \Delta_{y}\right)\), then we just add \(\left(\Delta_{x}, \Delta_{y}\right)\) to the delayed shift \(\left(v . \delta_{x}, v . \delta_{y}\right)\) stored at \(v\). Upon activation of \(v\), we propagate \(\left(v . \delta_{x}, v . \delta_{y}\right)\) to the children of \(v\), add \(\left(v . \delta_{x}, v . \delta_{y}\right)\) to both ( \(\left.x_{\ell}, y_{\ell}\right)\)
and \(\left(x_{r}, y_{r}\right)\), and reset \(\left(v . \delta_{x}, v . \delta_{y}\right):=(0,0)\). To implement the shift operation, we just send a request for a shift by \(\left(\Delta_{x}, \Delta_{y}\right)\) to the root node \(r\).

The worst-case running time of a shift is constant, and the extra cost of propagation does not increase the asymptotic running time of the remaining operations.

\subsection*{3.3 Gradient Changes}

The gradient change operation takes a function \(F\) and a coefficient \(\Delta_{g}\), and it transforms \(F\) into \(F^{\prime}\) such that \(F^{\prime}(x)=F(x)+\Delta_{g} \cdot x\) for each \(x \in \operatorname{dom}\left(F^{\prime}\right)=\operatorname{dom}(F)\). This operation is needed in both Algorithms 1 and 2 to transform \(S^{r}\) and \(S^{\ell}\), respectively.

We first note that the constraints imposed on the gradients of functions \(F\) and \(F^{\prime}\) yield that \(\Delta_{g}=-1, F\) is non-decreasing, and \(F^{\prime}\) is non-increasing, or \(\Delta_{g}=1, F\) is non-increasing, and \(F^{\prime}\) is non-decreasing. However, these limitations only become relevant in Section 3.4.

To implement gradient change, we just add another field to each node \(v\) :
\(\delta_{g}\) : A deferred gradient change to be propagated within the subtree of \(v\).
We now have two types of lazily propagated updates: shift and gradient change. These two operations do not commute, so we need to decide how to interpret the two kinds of deferred updates stored at a node \(v\). We shall assume that the gradient change by \(\delta_{g}\) is to be performed before the shift by \(\left(\delta_{x}, \delta_{y}\right)\).

Thus, while shift propagation is implemented as in Section 3.2, adding \(\Delta_{g}\) to \(v . \delta_{g}\) is insufficient when a node \(v\) receives a request to change gradient by \(\Delta_{g}\) : we also need to add \(\Delta_{g} \cdot \delta_{x}\) to \(\delta_{y}\). This approach is correct since a shift by \(\left(\Delta_{x}, \Delta_{y}\right)\) followed by a gradient change by \(\Delta_{g}\) is equivalent to a gradient change by \(\Delta_{g}\) followed by a shift by \(\left(\Delta_{x}, \Delta_{y}+\Delta_{g} \cdot \Delta_{x}\right)\).

Upon activation of \(v\), we first apply the deferred gradient change: we propagate it to the children of \(v\), increase \(v . y_{\ell}\) by \(v . \delta_{g} \cdot v \cdot x_{\ell}\) and \(v . y_{r}\) by \(v . \delta_{g} \cdot v \cdot x_{r}\), and reset \(v . \delta_{g}=0\). Then, we handle the deferred shift as in Section 3.2.

Finally, we note that to implement the gradient change operation, we just send a request for a gradient change by \(\Delta_{g}\) to the root node \(r\). The worst-case running time is constant.

\subsection*{3.4 Sliding Window Minima}

We can finally show how to implement the SWM operation efficiently on our data structure. This is the most involved of the operations we will need. The SWM operation given a function \(F\) with \(\operatorname{dom}(F)=\left[x_{L}, x_{R}\right]\) and a window width \(t\), returns a function \(F^{\prime}\) with \(\operatorname{dom}\left(F^{\prime}\right)=\left[x_{L}, x_{R}+t\right]\) such that \(F^{\prime}(x)=\min \left\{F\left(x^{\prime}\right): x^{\prime} \in[x-t, x] \cap \operatorname{dom}(F)\right\}\).

\section*{Combinatorial Properties}

We begin by observing that the SWM operation is composable.
- Observation 6. Every function \(F\) and positive window widths \(t, t^{\prime}\) satisfy
\(\operatorname{SWM}\left(S W M(F, t), t^{\prime}\right)=\operatorname{SWM}\left(F, t+t^{\prime}\right)\).
Hence, instead of applying \(\operatorname{SWM}(\cdot, t)\) for an integer width \(t\), we may equivalently apply the \(\operatorname{SWM}(\cdot, 1)\) operation \(t\) times. The key property of width 1 is that the changes to the transformed function are very local. The structure of these modifications can be described in terms of types of turning points. We classify internal turning points by the gradients (Increasing, Flat, or Decreasing) of the incident segments; see Table 1, where we also analyse how a function changes in the vicinity of each turning point subject to \(\operatorname{SWM}(\cdot, 1)\).

Table 1 Types of internal turning points and their behaviour subject to the SWM operation.
\begin{tabular}{c|c|c|c|c|c} 
Type DI & Type ID & Type IF & Type FD & Type FI & Type DF \\
\hline
\end{tabular}
- A point of type FD or DF remains intact.
- A point of type FI or IF is shifted by \((1,0)\).
- A point of type ID is shifted by \((0.5,-0.5)\).
- A point of type DI transformed into a point of type DF and a point of type FI, and the latter is shifted by \((1,0)\).

Note that the behaviour of DI points is unlike that of other types. However, this discrepancy disappears if we replace every DI point with two coinciding points of types DF and FI, respectively, with an artificial length-0 segment in between. Hence, whenever a new internal turning point is created (which happens only within the join operation), if the turning point would be of type DI, we pre-emptively replace it by two coinciding points of type DF and FI, respectively. Note that the resulting length-0 segment never changes its gradient since gradient change is allowed only on a monotone function. However, when an incident segment is modified, we may need to remove the length-0 segment. This process cannot cascade, though, causing another length zero segment to be removed.

Next, we analyse in Table 2 how the \(\operatorname{SWM}(F, 1)\) operation affects the endpoints of the graph of \(F\). In most cases, the left endpoint stays intact and the right endpoint is shifted by \((0,1)\). The only exceptions are endpoints of type -I and D-, which exhibit similar behaviour to the internal turning points of type DI. Moreover, this discrepancy also disappears if we introduce artificial flat segments of length 0 . Hence, we replace a point of type -I with two points of type -F and FI, respectively, and a point of type D- with two points of type DF and F-, respectively. However, this time the replacement is not pre-emptive: we perform it as the first step in the implementation of the SWM operation. This is possible because there are just two endpoints, while the number of internal turning points of type DI could be large. Our gain, on the other hand, is that we avoid length-0 segments changing their gradients.

With the artificial length-0 segments in place, it is now true that the effect of the SWM operation on each turning point can be described as a shift depending only on the type of the point. As a result of these shifts, some segments may disappear as their length reaches 0 ; in this case, we say that a segment collapses. Only segments of three kinds may collapse:
- a segment between a point of type ID and point of type DF;
- a segment between a point of type IF and point of type FD;
- a segment between a point of type FI and point of type ID;

Table 2 Types of endpoints and their behaviour subject to the SWM operation.
\begin{tabular}{l|c|c|c|c|c} 
Type -I & Type -F & Type -D & Type I- & Type F- & Type D- \\
\hline & \(\bullet\) & & & &
\end{tabular}

When a segment collapses, it is removed and the two incident turning points are merged. \({ }^{3}\) Each segment of the three affected kinds has the collapse time, defined as the smallest \(t\) for which \(\operatorname{SWM}(\cdot, t)\) makes it collapse (assuming no interaction from incident segments) equal to the Manhattan distance between its endpoints. Note that due to the restrictions on the piecewise linear functions considered in this section, the collapse time is always an integer.

\section*{Implementation}

To implement the SWM operation, we augment each node \(v\) with the following fields:
type \(_{\ell}\), type \(_{r}\) : The types of the turning points joined by the segment corresponding to \(v\). \(\delta_{t}\) : The amount of a deferred SWM to be propagated within the subtree of \(v\). \(t_{\min }\) : The minimum collapse time among the segments in the subtree of \(v\).

Note that the type of each internal turning point is stored twice. Hence, whenever a node type changes, this fact needs to be reflected at both incident segments (and we need to reach the corresponding nodes by descending the BST; shortcuts would violate Observation 5).

The field \(v . t_{\text {min }}\) is of a kind we have not encountered yet: its value depends on the corresponding values for the children of \(v\) and on other fields at \(v\). It is brought up to date whenever \(v\) is deactivated (so that it can be accessed only when \(v\) is inactive). We shall assume that its value already reflects the deferred updates stored at \(v\). The procedure of recomputing \(v . t_{\min }\) is simple: we determine the collapse time of the segment represented by \(v\) (which is infinite or equal to \(\left|v \cdot x_{r}-v \cdot x_{\ell}\right|+\left|v \cdot y_{r}-v \cdot y_{\ell}\right|\) depending on the types of the incident turning points), and take the minimum of this value and \(u . t_{\text {min }}\) for every child \(u\) of \(v\). Since \(v\) has no deferred changes when it is deactivated, the resulting minimum is \(v . t_{\text {min }}\).

Propagation. The main structural modification to the lazy propagation procedures is that we maintain an additional invariant that no deferred changes are stored on the leftmost and on the rightmost path of the BSTs representing every function \(F\). To maintain this invariant, immediately after lazily updating of the whole \(F\) (sending a request to the root node \(r\) ), we descend to the leftmost and to the rightmost segment \(F\); this increases the cost of shift and gradient change to logarithmic. Note that the split operation must anyway visit the nodes representing the new boundary segments (to update the types of new endpoints). Moreover, if a path from the root to a given node \(v\) contains no deferred updates, then this is still true after any rebalancing of the BST (as only active nodes get rotated).

Concerning the lazy SWM propagation, we explicitly forbid requesting for SWM with window width exceeding \(r . t_{\text {min }}\), because collapsed segments need to be removed before we proceed further. Also, the window widths (and hence the values \(\delta_{t}\) ) are always non-negative.

We have three kinds of deferred updates now: SWM, gradient change, and shift. We fix the semantics of the fields \(\delta_{t}, \delta_{g}\), and \(\left(\delta_{x}, \delta_{y}\right)\) so that an SWM of width \(\delta_{t}\) is performed first, a gradient change by \(\delta_{g}\) second, and a shift by \(\left(\delta_{x}, \delta_{y}\right)\) last. The requests for a shift and for a gradient change are still implemented as in Section 3.3; note that these updates do not affect the collapse times (the three segment kinds with finite collapse times cannot appear in monotone functions). On the other hand, the request for an SWM with a window width \(\Delta_{t}\) requires more care. We clearly need to increase \(\delta_{t}\) by \(\Delta_{t}\) and decrease \(t_{\text {min }}\) by the same amount. The aforementioned steps suffice if \(\delta_{g}=0\). Otherwise, we note that the turning

\footnotetext{
3 Two adjacent segments may collapse simultaneously. In that special case, three subsequent points, of type FI, ID, and DF, respectively, need to be deleted.
}
points in the subtree of \(v\) are all of types DF and FD or all of types IF and FI. (Observe that there are no deferred changes in the proper ancestors of \(v\) and that \(v\) is not on the leftmost or rightmost path in this case.) We can easily distinguish the two cases by analysing the endpoints of the segment corresponding to \(v\). Moreover, the SWM operation is void in the first of these cases, and in the second one it reduces to a shift by \(\left(\Delta_{t}, 0\right)\). Hence, we shall implement it this way rather than by modifying \(v . \delta_{t}\).

The propagation itself is relatively easy: upon activation of a node \(v\), we first propagate the SWM operation to the children of \(v\), update the endpoints of the segment corresponding to \(v\) (according to Tables 1 and 2 , with the shift multiplied by \(\delta_{t}\) ), and finally reset \(\delta_{t}=0\). Then, we propagate the gradient change and the shift. This is implemented as in Section 3.3 except that the gradient change now affects not only the coordinates but also the types of the segment's endpoints.

SWM Procedure. To implement the SWM procedure itself, we first check the endpoint types and perform appropriate substitutions for endpoints of type -I and D-. Next, we would like to lazily apply the SWM operation with window width \(t\) to the root \(r\). However, this could result in negative collapse time \(r . t_{\min }\), so instead we perform SWM gradually based on Observation 6. If \(r . t_{\min }<t\), we make a request for SWM with window width just r.t \(t_{\text {min }}\), leaving the remaining quantity \(t-r . t_{\min }\) for later on. This already results in \(r . t_{\text {min }}=0\), which indicates that there is a collapsed segment. We descend the tree to find such a collapsed segment (activating nodes on the way there and deactivating them on the way back), and take care of this segment appropriately (this may affect neighbouring segments as well). We repeat the process as long as \(r . t_{\min }=0\). Once this value is positive again, we are ready to proceed with further application of SWM.

As far as the running time is concerned, the cost of SWM consists of a logarithmic term for visiting the endpoints and further logarithmic terms for each collapsed segment.

\subsection*{3.5 Complexity Analysis}

We complete this section by showing that the aforementioned operations run in amortised logarithmic time.
- Lemma 7. A sequence of \(k\) operations on piecewise linear functions takes \(\mathcal{O}(k \log k)\) time.

Proof. Our potential is \(\log k\) multiplied by the total number of turning points in all the stored functions. First, we observe that this potential grows by \(\mathcal{O}(\log k)\) : each operation creates a constant number of new turning points. In particular, the total number of turning points is \(\mathcal{O}(k)\), so manipulating BSTs takes \(\mathcal{O}(\log k)\) time. Next, we note that the worst-case running time of most operations is \(\mathcal{O}(\log k)\), with extra \(\mathcal{O}(\log k)\) time needed for each discarded or collapsed segment. However, every such segment decreases the potential by \(\log k\).

\section*{4 An \(\mathcal{O}(m n \log (m n))\) time RLE Edit Distance Algorithm}

As in the previous algorithm by Chen and Chao [8], we go through the dynamic programming table block by block. For every block, we transform the representation of its input border to the representation of its output border. As mentioned earlier, borders are piecewise linear with gradient \(\pm 1\) or 0 so they can be maintained in the structure described in Section 3. We will assume that the left and the top part of the input border of every block are stored in separate structures. We start by generating the structures corresponding to the left and the top border of the whole dynamic programming table. These left and top borders are each a
single decreasing and increasing sequence, respectively. As a result, we can generate the data structure for the parts corresponding to all blocks trivially in \(\mathcal{O}(m+n)\) time using \(m+n\) create operations. Now, we have to describe how to obtain the structure corresponding to the right and the bottom part of the output border of the current block given the structures corresponding to the left and the top part of its input border. We stress that any structure will be created and then used once as an input to a further operation, which is crucial for the amortisation argument within Lemma 7.

Recall that the semantics of split and join operating on arrays in Section 2 and of split and join operating on piecewise linear functions in Section 3 is slightly different: split now creates two functions that both contain the value of the original function at \(x_{M}\); symmetrically, join takes two functions defined on \(\left[x_{L}, x_{M}\right]\) and \(\left[x_{M}, x_{R}\right]\) that share the same value at \(x_{M}\). This is, however, not an issue because the cases in both (1) and (2) overlap at the boundaries.

For a match block, the value stored in an element \((i, j)\) of the output border is a copy of the value stored in the corresponding element \(\left(i_{d}, j_{d}\right)\) of the input border. Recalling that \(\left(i_{d}, j_{d}\right)\) is the intersection of the input border with diagonal \(j-i\), this can be readily implemented with a constant number of split and join operations.

For a mismatch block, we need to apply Algorithms 1 and 2, merge the returned solutions by taking the minimum at every position, and finally create separate structures corresponding to the right and the bottom part of the output border with a single split operation. Note that while we have already observed that both input border and output border are piecewise linear with gradient \(\pm 1\) or 0 , we need to make sure that the same is true for every function obtained inside Algorithms 1 and 2, and for \(\mathrm{OUT}_{\text {TOP }}\) and \(\mathrm{OUT}_{\text {LEFT }}\) in particular.
- Lemma 8. Every function obtained in Algorithms 1 and 2 is piecewise linear with gradient \(\pm 1\) or 0 .

Proof. Consider Algorithm 1. It is easy to verify that \(S\) and hence also \(S^{\ell}\) and \(S^{r}\) are indeed piecewise linear with gradient \(\pm 1\) or 0 . Additionally, \(S^{\ell}[i]\) is equal to the minimum in \(\operatorname{LEFT}[1, i]\) and so \(S^{\ell}\) is non-increasing. Consequently, \(S_{1}, S_{2}\), and \(S_{3}\) are all piecewise linear with gradient \(\pm 1\) or 0 . We only need to verify that the same holds for their concatenation. This is true because each of these three parts corresponds to a case considered in (1), and these cases overlap at the boundaries.

Next, consider Algorithm 2. Similarly as above, it is easy to verify that \(S\) and so also \(S^{\ell}\) and \(S^{r}\) are piecewise linear with gradient \(\pm 1\) or 0 . Furthermore, \(S^{r}[i]\) is equal to the minimum in TOP \([w-h+i+1, w]\) and so \(S^{r}\) is non-decreasing. Thus, \(S_{1}\) and \(S_{2}\) are piecewise linear with gradient \(\pm 1\) or 0 and the same holds for their concatenation because the cases in (2) overlap at the boundaries.

We now explain in detail how to implement Algorithm 1. We start with computing \(S^{\ell}\) and \(S^{r}\) by first calling SWM(LEFT, \(h-1\) ) and then using split. Next, \(S_{1}\) is obtained by applying gradient change and shift to \(S^{\ell}, S_{2}\) is obtained by calling create, and \(S_{3}\) is obtained by applying shift to \(S^{r}\). Finally, \(\mathrm{OUT}_{\mathrm{LEFT}}\) is created with two calls to join.

Algorithm 2 is implemented by calling SWM(TOP, \(w-1\) ) and then using split. Next, \(S_{1}\) is obtained by applying shift to \(S^{\ell}\), while \(S_{2}\) is obtained by applying gradient change and shift to \(S^{r}\). Finally, \(\mathrm{OUT}_{\mathrm{TOP}}\) is created by a single call to join.

Having obtained a representation of \(\mathrm{OUT}_{\text {LEFT }}\) and \(\mathrm{OUT}_{\mathrm{TOP}}\), we call combine to obtain a representation of the output border. Such a call is valid due to Lemma 4. The overall number of operations on structures is \(\mathcal{O}(m n)\), making the final time complexity \(\mathcal{O}(m n \log (m n))\) by Lemma 7.
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\section*{1 Introduction}

Depth First Search (DFS) is a very well-known method for visiting the vertices and edges of a directed or undirected graph. DFS differs from other ways of traversing the graph such as Breadth First Search (BFS) by the following DFS protocol: Whenever two or more vertices were discovered by the search method and have unexplored incident (out)edges, an (out)edge incident on the most recently discovered such vertex is explored first. This DFS traversal produces a rooted spanning tree (forest), called DFS tree (forest) along with assigning an index to every vertex \(v\) i.e., the time vertex \(v\) is discovered for the first time during DFS. We call it depth-first-index \((\operatorname{DFI}(v))\). Let \(G=(V, E)\) be a graph on \(n=|V|\) vertices and \(m=|E|\) edges where \(V=\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}\). It takes \(O(m+n)\) time to perform a DFS traversal of \(G\) and to generate its DFS tree (forest) with DFIs of all the vertices. The DFS rule confers a number of structural properties on the resulting graph traversal that cause DFS to have a large number of applications. These properties are captured in the DFS tree (forest), and can be used crucially to design efficient algorithms for many basic and fundamental algorithmic graph problems, namely, biconnectivity [22], 2-edge connectivity [23], strongly connected components [22], topological sorting [22], dominators [24], st-numbering [13] and planarity testing [17] among many others.

\footnotetext{
1 We use \(\lg\) to denote logarithm to the base 2.
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There are two versions of DFS studied in the literature. In the lexicographically smallest DFS or lex-DFS problem, when DFS looks for an unvisited vertex to visit in an adjacency list, it picks the "first" unvisited vertex where the "first" is with respect to the appearance order in the adjacency list. The resulting DFS tree will be unique. In contrast to lex-DFS, an algorithm that outputs some DFS numbering of a given graph, treats an adjacency list as a set, ignoring the order of appearance of vertices in it, and outputs a vertex ordering \(Q\) such that there exists some adjacency ordering \(R\) such that \(Q\) is the DFS numbering with respect to \(R\). We say that such a DFS algorithm performs general-DFS. In this work, we focus only on lex-DFS, thus, given a source vertex, the DFS tree is always unique. Given the lex-DFS tree, the non-tree edges of a given directed graph can be classified into four categories as follows. An edge directed from a vertex to its ancestor in the tree is called a back edge. Similarly, an edge directed from a vertex to its descendant in the tree is called a forward edge. Further, an edge directed from right to left in the DFS tree is called a cross edge. The remaining edges directed from left to right in the tree are called anti-cross edges. In the undirected graphs, there are no cross edges. Note that, we can store the complete DFS tree explicitly using \(O(n \lg n)\) bits by storing pointers between nodes. In what follows, we formally define the problem which we call the DFS-Indexing problem.

> DFS-Indexing problem
> Input: A directed or undirected graph \(G=(V, E)\) where \(|V|=n\), \(|E|=m\), and a source vertex \(v_{s}\), preprocess \(G\) and answer the following queries with respect to the DFS tree \(T\) rooted at \(v_{s}\) :
> 1. Given any pair of vertices \(v_{i}\) and \(v_{j}\),
> a. Who is visited first in the DFS traversal of \(G\) ?
> b. Is \(v_{i}\) an ancestor of \(v_{j}\) in \(T\) ?
> 2. Given \(v_{i}\),
> a. Return the parent of \(v_{i}\) in \(T\).
> b. Return the number of children (if any) of \(v_{i}\) in \(T\).
> c. Enumerate all the children (if any) of \(v_{i}\) in \(T\).
> d. Return the DFI of \(v_{i}\).
> 3. Enumerate the order in which vertices of \(G\) are visited in the DFS.
> 4. Given \(1 \leq i \leq n\), return the vertex with DFI \(i\).

We study the DFS-Indexing problem in two well-known models: the indexing and encoding models [21]. In the indexing model, we wish to build an index ind after preprocessing the input graph \(G\) such that queries can be answered using both ind and \(G\) whereas in the encoding model, we seek to build a data structure encod after preprocessing the input graph \(G\) such that queries have to be answered using encod only. Typically the parameters of interest are (i) query time, (ii) space consumed (in bits) by ind and encod resp. and (iii) the preprocessing time and space. We address all these issues in our paper for the DFS-Indexing problem, assuming our computational model is a Random-Access-Machine with constant time operations on \(O(\lg n)\)-bit words. In both models, it is not hard to see that using \(O(n \lg n)\) bits, we can answer all the queries of the DFS-Indexing problem in the optimal \(O(1)\) time except the query of 3 which takes \(O(n)\) time. Our main objective here is to beat this trivial \(O(n \lg n)\) bit space bound without compromising too much on the query time.

The motivation for studying this question mainly stems from the rise of the "big data" phenomenon and its implications. To illustrate, the rate at which we store data is increasing even faster than the speed and capacity of computing hardware. Thus, if we want to use the stored data efficiently, we need to represent it in sophisticated ways. Many applications dealing
with huge data structures can benefit from keeping them in compressed form. Compression has many advantages: it can allow a representation to fit in main memory rather than swapping out to disk, and it improves cache performance since it allows more data to fit into the cache. However, such a data structure is only handy if it allows the application to perform fast queries to the data, and this is the direction we want to explore for the DFS tree. More specifically, we are interested in representing the DFS tree of a given graph compactly while supporting all the queries mentioned above efficiently.

\subsection*{1.1 Representation of the Input Graph}

We assume that the input graphs \(G=(V, E)\) are represented using the adjacency array format, i.e., \(G\) is given by an array of length \(|V|\) where the \(i\)-th entry stores a pointer to an array that stores all the neighbors of the \(i\)-th vertex. For the directed graphs, we assume that the input representation has both in/out adjacency array for all the vertices i.e., for directed graphs, every vertex \(v\) has access to two arrays, one array is for all the in-neighbors of \(v\) and the other array is for all the out-neighbors of \(v\). This form of input graph representation has now become somewhat standard and was recently used in plenty of other works \([2,6,7,8,9,10]\). Throughout this paper, we call a graph sparse when \(m=O(n)\), and dense otherwise (i.e., \(m=\omega(n)\) ).

\subsection*{1.2 Our Main Results and Organization of the Paper}

We start by mentioning some preliminary results that will be used throughout the paper in Section 2. Section 3 contains the description of our main index for solving the DFS-Indexing problem in the indexing model. Our main results here can be summarized as follows,
- Theorem 1. In the indexing model, given any sparse (dense resp.) undirected or directed graph \(G\), there exists an \(O(m+n)\) time and \(O(n \lg n)\) bits preprocessing algorithm which outputs a data structure of size \(O(n)(O(n \lg (m / n))\) resp.) bits, using which the queries \(1(a)\), \(1(b)\), 2(d) and 4 can be reported in \(O(\lg n)\) time, 2(a) and 2(b) in \(O(1)\) time, 2(c) in time proportional to the number of solutions, and finally 3 can be solved in \(O(n)\) time resp. for the DFS-Indexing problem.

We want to emphasize that obtaining better results for sparse graphs is not only interesting from theoretical perspective but also from practical point of view as these graphs do appear very frequently in most of the realistic network scenario in real world applications, e.g., Road networks and the Internet.

In Section 4, we provide the detailed proof of our index in the encoding model. This contains a space lower bound for any index for the DFS-Indexing problem, followed by an index whose size asymptotically matches the lower bound and has efficient query time. We summarize our main results below.
- Theorem 2. In the encoding model, the size of any data structure for the DFS-Indexing problem must be \(\Omega(n \lg n)\) bits. On the other hand, given any (un)directed graph, there exists an \(O(m+n)\) time and \(O(n \lg n)\) bits preprocessing scheme that outputs an index of size \((1+\epsilon) n \lg n+2 n+o(n)\) bits (for any constant \(\epsilon>0)\), using which the queries \(1(a), 1(b)\), 2(a), 2(b), 2(d) can be reported in \(O(1)\) time, 2(c) in time proportional to the number of solutions, 3 in \(O(n / \epsilon)\) time, and finally 4 in \(O(1 / \epsilon)\) time resp. for the DFS-Indexing problem in this setting.

Building on all these aforementioned results, we also show a host of applications of our techniques in designing indices for other fundamental graph problems. We provide the details about these results in the full version of our paper. Finally, we conclude in Section 5 with some open problems and possible future directions to explore further.

Remark. At this point we want to emphasize that our results are more general, i.e., they can be extended to store any arbitrary labeled tree (arising from some underlying graph) along with the mechanism for fast querying. This method is very useful as many graph algorithms (like shortest path, minimum spanning tree, biconnectivity etc) induce a tree structure which is used subsequently during the execution of the algorithm. Hence, we can use our technique to store and query those trees compactly as well as efficiently. Thus, we also believe that our algorithm may find many other potential interesting applications. However, we chose to provide all the details in terms of DFS as DFS is very widely popular graph traversal technique and is used as the backbone for multiple fundamental algorithms, yet there is no explicit indexing scheme for storing DFS tree compactly. In the full version of our paper, we show how one can extend these techniques to design indexing schemes for a variety of other classical and fundamental graph problems.

\subsection*{1.3 Related Works}

There already exists a large body of work concerning compactly representing various specific classes of graphs, for example planar, constant genus graphs etc [1, 5, 16, 18, 20, 21, 25]. All of these works are able to store an \(n\)-vertex unlabeled planar graph in \(O(n)\) bits, and some of them even allow for \(O(1)\)-time neighbor queries. Generally what is meant by unlabeled is that the algorithm is free to choose an ordering on the vertices (integer labels from 1 to \(n\) ). Our setting here is slightly different as we work with graphs whose vertices are labeled, and matches closely with [3]. Also we want to support more complex queries whereas the previous works only focused on adjacency queries mostly. Even though DFS being such a widely known method, and having many applications, to the best of our knowledge, we are not aware of any previous work focusing on compactly representing the DFS tree with efficient query support.

\section*{2 Preliminaries}

Rank-Select. We make use of the following theorem:
- Theorem 3 ([11]). We can store a bitstring \(B\) of length \(n\) with additional o( \(n\) ) bits such that rank and select operations (defined below) can be supported in \(O(1)\) time. Such a structure can also be constructed from the given bitstring in \(O(n)\) time and space.

For any \(a \in\{0,1\}\), the rank and select operations are defined as follows :
- \(\operatorname{rank}_{a}(B, i)=\) the number of occurrences of \(a\) in \(B[1, i]\), for \(1 \leq i \leq n\);
- \(\operatorname{select}_{a}(B, i)=\) the position in \(B\) of the \(i\)-th occurrence of \(a\), for \(1 \leq i \leq n\).

When the bitvector \(B\) is sparse, the space overhead of \(o(n)\) bits can be avoided by using the following theorem, which will also be used later in our paper.
- Theorem 4 ([21]). We can store a bitstring \(B\) of length \(n\) with \(m 1 s\) using \(m \lg (n / m)+O(m)\) bits such that select \((B, 1)\) can be supported in \(O(1)\) time, select \(_{0}(B, 1)\) in \(O(\lg m)\) time, and both the rank queries \(\left(\operatorname{rank}_{1}(B, i)\right.\) and \(\left.\operatorname{rank}_{0}(B, i)\right)\) can be supported in \(O(\min (\lg m, \lg n / m))\) time. Such a structure can also be constructed from \(B\) in \(O(n)\) time and space.

Permutation. We also use the following theorem:
- Theorem 5 ([19]). A permutation \(\pi\) of length \(n\) can be represented using \((1+\epsilon) n \lg n\) bits so that \(\pi(i)\) is answered in \(O(1)\) time and \(\pi^{-1}\) in time \(O(1 / \epsilon)\) for any constant \(\epsilon>0\). Such a representation can be constructed using \(O(n)\) time and space.

Succinct Tree Representation. We need following result from [15].
- Theorem 6 ([15]). There exists a data structure to succinctly encode an ordered tree with \(n\) nodes using \(2 n+o(n)\) bits such that, given a node \(v\), (a) child \((v, i)\) : \(i\)-th child of \(v\), ( \(b\) ) degree \((v)\) : number of children of \(v\), (c) depth \((v)\) : depth of \(v\), (d) \(\operatorname{select}_{\text {pre }}(v)\) : position of \(v\) in preorder, (e) LA(v,i): ancestor of \(v\) at level \(i\) can be supported in \(O(1)\) time among many others. Such a structure can also be constructed in \(O(n)\) time and space.

\section*{3 Algorithms in the Indexing Model}

In this section, we provide the main algorithmic ideas needed for the solution of the DFSIndexing problem in the indexing model. We start by describing the preprocessing procedure which is followed by the query algorithms.

\subsection*{3.1 Preprocessing Step}

We first describe our algorithms for undirected graphs, and later mention the modifications required for the case of directed graphs. The preprocessing step of the algorithm is divided into two parts. In the first part, we perform a DFS of the input graph \(G\) along with storing some necessary data structures. In the second step, we perform a partition of the DFS tree of \(G\) using the well-known "tree covering technique" of the succinct data structures world [14], and also store some auxiliary data structures. Later, in the final step of our algorithm, we show how to use these data structures to answer the required queries. In what follows, we describe each step in detail.

Step 1: Creating Parent-Child Array using Unary Degree Sequence Array. The main idea of this step is to perform a DFS traversal of \(G\) and store in a compact way the parentchild relationship of the DFS tree \(T\). The way we achieve this is by using three bitvectors of length \(O(m+n)\) bits. Recall that, our input graphs \(G=(V, E)\) are represented using the standard adjacency array. Central to our preprocessing algorithm is an encoding of the degrees of the vertices in unary. As usual, let \(V=\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}\) be the vertex set of \(G\). The unary degree sequence encoding \(D\) of the undirected graph \(G\) has \(n 1\) s to represent the \(n\) vertices and each 1 is followed by a number of 0 s equal to its degree. Moreover, if \(d\) is the degree of vertex \(v_{i}\), then \(d\) s following the \(i\)-th 1 in the \(D\) array corresponds to \(d\) neighbors of \(v_{i}\) (or equivalently the edges from \(v_{i}\) to the \(d\) neighbors of \(v_{i}\) ) in the same order as in the adjacency array of \(v_{i}\). Clearly \(D\) uses \(n+2 m\) bits and can be obtained from the neighbors of each vertex in \(O(m+n)\) time. Now using rank/select queries of Theorem 3 in Section 2, the \(j\)-th outgoing edge of vertex \(v_{i}\) can be identified with the position \(p=\operatorname{select}_{1}(D, i)+j\) of \(D\) \(\left(1 \leq j \leq \operatorname{degree}\left(v_{i}\right)\right.\) where degree \(\left(v_{i}\right)\) denotes the degree of the vertex \(\left.v_{i}\right)\). From a position \(p\), we can obtain an endpoint of the corresponding edge by \(i=\operatorname{rank}_{1}(D, p)\), and the other endpoint is the \(j\)-th neighbor of \(v_{i}\) where \(j=p-\operatorname{select}_{1}(D, i)\).

We also use two bitvectors \(E, P\) of the same length where every bit is initialized to 0 , and the bits in \(E, P\) are in one-to-one correspondence with bits in \(D\). The bitvector \(E\) will be used to mark the tree edges of the DFS tree \(T\), and the bitvector \(P\) to mark the unique
parent of every vertex in \(T\). The marking is carried out while performing a DFS of \(G\) in the preprocessing step. I.e., if \(\left(v_{i}, v_{j}\right)\) is an edge in the DFS tree where \(v_{i}\) is the parent of \(v_{j}\), and suppose \(k\) is the index of the edge \(\left(v_{i}, v_{j}\right)\) in \(D\), then the corresponding location in \(E\) is marked as 1 during DFS. At the same time, we scan the adjacency array of \(v_{j}\) to find the position of \(v_{i}\) (as \(G\) is undirected, there will be two entries for each edge in the adjacency array), and suppose \(t\) is the index of the edge \(\left(v_{j}, v_{i}\right)\) in \(D\), then the corresponding location in \(P\) is marked as 1 during DFS. Thus, assuming \(G\) is a connected graph, once DFS finishes traversing \(G\), the number of ones in \(E\) is exactly the number of tree edges (which is \(n-1\) ) and the number of ones in \(P\) will be \(n-1\) as root does not have any parent.

The parent of \(v_{i}\) in \(T\) is computed in \(O(1)\) time as follows. Let \(v_{r}\) be the root of \(T\). Then if \(i>r\) (resp. \(i<r\) ), the marked bit representing the parent of \(v_{i}\) is the \((i-1)\)-st (resp. \(i\)-th) 1 in \(P\). Let \(p=\operatorname{select}_{1}(P, i-1)\left(\right.\) resp. \(\left.p=\operatorname{select}_{1}(P, i)\right)\) and \(j=p-\operatorname{select}_{1}(D, i)\). Then the parent of \(v_{i}\) is the \(j\)-th neighbor of \(v_{i}\).

We use another bitvector \(D_{T}\) of length \(2 n\), which encodes the degree of each vertex in \(T\) by unary sequences. Then the degree of vertex \(v_{i}\) in \(T\) is \(\operatorname{select}_{1}\left(D_{T}, i+1\right)-\operatorname{select}_{1}\left(D_{T}, i\right)-1\), and \(j\)-th child of \(v_{i}\) in \(T\) is \(p\)-th neighbor of \(v_{i}\) in \(G\) where \(p=\operatorname{select}_{1}\left(E, \operatorname{select}_{1}\left(D_{T}, i-1\right)+\right.\) \(j)-\operatorname{select}_{1}(D, i)\). These are computed in constant time.

Note that, the classical linear time implementation of DFS [12] uses a stack (which could grow to \(O(n \lg n)\) bits) and a color array (of size \(O(n)\) bits). Thus, the procedure takes \(O(m+n)\) time and \(O(n \lg n)\) bits overall. First, we argue that using the same linear time, we can also create bitvectors \(D, E\) and \(P\) and fill up them correctly. It's easy to see that creating \(D\) as well as initializing \(E\) and \(P\) to all zero takes \(O(m+n)\) time. All it remains is to show, how one can fill up \(E\) and \(P\) while performing DFS. For this purpose, we build the data structures to support the constant time rank/select query (of Theorem 3) on \(D\) (and on \(E, P\) as well, the reason will be clear in the query step) and use the result of the select query to mark the tree edges on \(E\) (as they are in one-to-one correspondence). To illustrate, suppose, while traversing from \(v_{i}\), DFS discovers the edge \(\left(v_{i}, v_{j}\right)\) as a tree edge in \(T\) where \(v_{i}\) is the parent of \(v_{j}\), and suppose \(v_{j}\) is the \(c\)-th neighbor in \(v_{i}\) 's adjacency array, then we find the index of the \(c\)-th zero after \(i\)-th one in \(D\) (using select query), and the corresponding index is marked as 1 in the \(E\) array. This takes \(O(1)\) time for each tree edge marking. After this, we mark the index in \(P\) as 1 corresponding to the edge \(\left(v_{j}, v_{i}\right)\) to denote that \(v_{i}\) is the parent of \(v_{j}\). Thus, marking parent takes \(O\left(\operatorname{degree}\left(v_{j}\right)\right)\) time for the vertex \(v_{j}\). Note that, all of this happens along with the classical stack-based DFS implementation. Thus overall it takes \(O(m+n)\) time, and space required to store all these arrays is \(O(m+n)\) bits. We refer to the bitvector \(D\) as the unary degree sequence array, \(E\) as the child array, and \(P\) the parent array. These three arrays are stored and used for the query step of our algorithm. Thus, we obtain the following lemma.
- Lemma 7. Given an undirected graph \(G\), there exists an \(O(m+n)\) time and \(O(n \lg n)\) bits preprocessing algorithm to construct the unary degree sequence array, parent and child arrays for \(G\), each of which takes \(O(m+n)\) bits of space.

Step 2: Decomposing the DFS tree by the Tree Covering Technique. The main idea of this step is to perform a decomposition of the DFS tree, and along with storing some crucial informations which will be very useful for navigating the tree during the query step of our algorithm. For this purpose, we use the well-known tree covering technique in the context of succinct representation of rooted ordered trees. The high level idea is to decompose the tree into subtrees called minitrees, and further decompose the minitrees into yet smaller subtrees called microtrees. The microtrees are small enough to be stored in a compact table. The root


Figure 1 An example of Tree Covering technique with \(L=5\). Each closed region formed by the dotted lines represents a minitree. Here each minitree has at most one "child" minitree (other than the minitrees that share its root).
of a minitree can be shared by several other minitrees. To represent the tree, we only have to represent the connections and links between the subtrees. One such tree decomposition method was given by Farzan and Munro [14] where each minitree has at most one node, other than the root of the minitree, that is connected to the root of another minitree. This guarantees that in each minitree, there exists at most one non-root node which is connected to (the root of) another minitree. We use this decomposition in our algorithms, and the main result of Farzan et al. [14] is summarized in the following theorem:
- Theorem 8 ([14]). For any parameter \(L \geq 1\), a rooted ordered tree with n nodes can be decomposed into \(\Theta(n / L)\) minitrees of size at most \(2 L\) which are pairwise disjoint aside from the minitree roots. Furthermore, aside from edges stemming from the minitree root, there is at most one edge leaving a node of a minitree to its child in another minitree. The decomposition can be performed in linear time using linear words of space.

See Figure 1 for an illustration. For the purpose of our algorithms, we apply Theorem 8 with \(L=\lg n\) on the DFS tree \(T\) of \(G\). For this parameter \(L\), since the number of minitrees is only \(O(n / \lg n)\), we can represent the structure of the minitrees within the original tree (i.e., how the minitrees are connected with each other) using \(O(n)\) bits by simply storing both way pointers (so that we can traverse easily) between the roots of the minitrees. We refer to this as the skeleton \(S\) of the DFS tree \(T\). See Figure 2 for a demonstration of Figure 1's skeleton. The decomposition algorithm of [14] also ensures that each minitree has at most one "child" minitree (other than the minitrees that share its root) in this structure. We use this property crucially later.


Figure 2 (a) A rough sketch of the skeleton of the tree decomposition shown in Figure 1. In this diagram, the triangles represent the minitrees along with the roots of the minitrees are marked inside the circle. For example, the minitrees \(M_{1}\) and \(M_{2}\) share the same root \(b\). Also the node \(o\) is a minitree on its own. Strictly speaking, the skeleton will not have the traingles, rather it just contains the pointers between the roots of the minitrees (i.e., circles in this diagram). But we put this diagram for better visual description of the compact representation of the previous diagram.

In what follows, we explain how we compactly represent the minitree structure, and we refer to this compact representation obtained using this tree covering (TC) approach as the TC representation of the DFS tree. Towards this, first observe that every minitree root has unique first child and last child inside the minitree. In some cases, both are the same (see the minitree rooted at node \(d\) of Figure 1), and in some cases, both are absent (see the minitree rooted at node \(o\) of Figure 1). Thus, if we specify these two quantities, we can uniquely identify the root of the minitree (along with the exact portion of the nodes which are children of the root of this minitree and also belong to the same minitree as the first and last child of the root) even though the root is shared between multiple minitrees. We use this idea crucially in the design of the TC representation of the DFS tree.

We mark in a bitvector \(R\) of size \(n\) all the nodes which are the last child of a minitree root inside a minitree. Note that, there are \(O(n / \lg n)\) such nodes which are marked as 1 in \(R\). In the case of a minitree root not having any children, we mark the minitree root itself as 1 in \(R\). We also build the data structure to support \(O(1)\) time rank/select queries on \(R\) using Theorem 3. Next, we create an array \(C\) where each of the \(O(n / \lg n)\) entries are \(O(\lg n)\) bits long, thus overall it takes \(O(n)\) bits. Basically, each entry of \(C\) stores some informations regarding the minitree for which the last child of the minitree root is marked 1 in \(R\). More specifically, For a typical node, say \(v_{i}\), which is the last child of some minitree, we have \(R[i]=1\), and \(C[j]\) (where \(j=\operatorname{rank}_{1}(R, i)\) ) comprises of the following six informations (some of which could be empty), (i) label of the minitree root, say \(v_{r}\), for which \(v_{i}\) is the last child inside the minitree, (ii) location of the first child, say \(v_{j}\), of \(v_{r}\) inside the minitree in the adjacency array of \(v_{r}\), (iii) DFI of \(v_{j}\), (iv) the edge \(\left(v_{c}, v_{d}\right)\) (if any) that goes out of the minitree, (v) the size of the subtree rooted at \(v_{c}\) in the DFS tree, (vi) depth of \(v_{r}\) in the

DFS tree. The tree decomposition method ensures that a minitree has at most one edge \(\left(v_{c}, v_{d}\right)\), where \(v_{c}\) is a non-root node of minitree and \(v_{d}\) is a root of a different minitree, that goes out of the minitree. We also mark in a bitvector \(Z\) of size \(n\) bits all such vertices like \(v_{c}\) (also note, there could be \(O(n / \lg n)\) such vertices). We mark in a bitvector \(L\) all the vertices which are the rightmost leaves of every minitree. Note that these vertices (there are, again, \(O(n / \lg n)\) of them) have the highest DFI inside the minitree. In another bitvector \(A\), we mark all the roots of the minitrees as 1 , and build rank/select structure on top of \(A\). Correspondingly, the \(F\) array will store the DFI of the roots so that we can retrieve them in constant time. More specifically, for a minitree root \(v_{r}, A[r]=1\) and \(F[j]\left(j=\operatorname{rank}_{1}(A, r)\right)\) will store the DFI of \(v_{r}\). Next we build the \(O(1)\) time level ancestor data sturcture, say \(L A\), on the \(O(n / \lg n)\) minitree roots (i.e., on the skeleton structure) using [4]. Thus, here, \(L A\) takes \(O(n)\) bits and \(O(n)\) time. As a root of the minitree is shared between multiple minitrees, from each node \(v_{i}\) of the skeleton \(S\) (where \(v_{i}\) is a root of a minitree), we store pointers to all the minitrees (in \(C\) array) which has \(v_{i}\) as their root. Overall these pointers also consume \(O(n)\) bits. This completes the description of the TC representation. Note that, the creation of the skeleton and the TC representation for \(T\) can be done in \(O(n)\) time using \(O(n \lg n)\) bits (using Theorem 8) after the DFS (which takes \(O(m+n)\) time and \(O(n \lg n)\) bits). Hence, we obtain the following,
- Lemma 9. Given an undirected graph \(G\), there exists an \(O(m+n)\) time and \(O(n \lg n)\) bits preprocessing algorithm to construct the skeleton \(S\) and the TC representation of the DFS tree \(T\) of \(G\), each of which occupies \(O(n)\) bits.

First observe that, the outputs of the previous step are the unary degree sequence array \((D)\), parent array \((E)\), child array \((P)\), the \(D_{T}\) array, TC representation of \(T\) (this includes \(R, C, Z, A, F\) and \(L\) ) along with the skeleton \(S\) with pointers to \(C\), and finally the \(L A\) structure on \(S\). The arrays \(D, E\), and \(P\) take \(O(m+n)\) bits, and the others take \(O(n)\) bits. Now we show how to efficiently solve the DFS-Indexing problem using these structures.

Query Algorithms. Given \(v_{i}\), to answer \(2(\mathrm{a})\) in \(O(1)\) time, we do the following. If \(v_{i}\) is the root of the DFS tree, we return null. Otherwise, we can compute the answer by using only select \(_{1}\) queries on \(P\) and \(D\), as described previously.

To answer 2(b) in \(O(1)\) time, we use select \({ }_{1}\) queries on the bitvector \(D_{T}\).
To answer 2(c), we first compute the number of children of \(v_{i}\) in \(T\) using the query \(2(\mathrm{~b})\). Then \(j\)-th child is obtained in constant time as described above.

Note that, the queries 2(a), 2(b) and 2(c) can be answered using only \(D, E, P\) and \(D_{T}\) arrays. Before explaining the algorithms for the rest of the queries, we first prove the following very crucial lemma.
- Lemma 10. Given any query node \(v_{i}\) which is not a root of a minitree, we can reconstruct the minitree \(M\) containing \(v_{i}\) in time proportional to the size of \(M\) along with the DFIs of all the nodes inside \(M\). In the same amount of time, we can also retrieve the root node of \(M\).

Proof. First note that if a node \(v\) belongs to the minitree \(M\), its children in \(T\) also belong to \(M\), except for the following two cases. The first case is that \(v\) is the root \(v_{r}\) of \(M\) and the second case is that \(v\) is \(v_{c}\) of \(M\). In the first case, as we have stored the location (in the adjacency array) of the first child, say \(v_{j}\), of \(v_{r}\) inside \(M\) in the \(C\) array, we can enumerate all the children of \(v_{r}\) in \(M\) in constant time for each until we hit the rightmost child of \(v_{r}\) in \(M\), which is stored in \(R\). In the second case, we can also enumerate all the children of \(v_{c}\)
in \(T\) in constant time for each and discard \(v_{d}\). For other vertices in \(M\), we can enumerate children using constant time for each output. Note also that going to the parent can be performed in constant time.

The algorithm to achieve the claim can be broken down into three steps. In the first step, given \(v_{i}\), we launch a DFS starting from \(v_{i}\), and continue till we retrieve the rightmost leaf, say \(v_{j}\), of the minitree \(M\). In second step, we follow the path in \(T\) (by going to \(v_{j}\) 's parent, then its parent and so on) till we reach the rightmost child, say \(v_{k}\), of the root, say \(v_{r}\), inside \(M\) by using the query algorithm to find the parent repeatedly. In the third and final step, we use the \(C\) array, by using \(v_{k}\), to extract all the informations needed to reconstruct the full minitree by performing another round of DFS. We provide the details below.

To perform the first step, we only need to use the parent and child related queries, whose execution we already showed previously. Note that, as we have stored the information (in \(Z\) array) regarding the only edge that goes out of the minitree, we never incorrectly go out of \(M\). Also we can verify if we have reached the unique node \(v_{j}\) which is the rightmost leaf of \(M\) from the \(L\) array. Once we reach \(v_{j}\), it's easy to see that \(v_{k}\) has to be an ancestor of \(v_{j}\) (note that \(v_{k}\) and \(v_{j}\) could be same in some cases). Thus, we can reach \(v_{k}\) from \(v_{j}\) by repeatedly using the parent query algorithm, and this completes the second step. Finally, once we reach \(v_{k}\), we use the informations in \(C[j]\) (where \(j=\operatorname{rank}_{1}(R, k)\) ) to retrieve the root \(v_{r}\) of \(M\) and other informations. Then we carry out a DFS from \(v_{r}\) by first going to the first child of \(v_{r}\) inside \(M\) (retrieved from \(C\) ), then its first child and so on till we fully reconstruct \(M\). This step also requires repeated invoking of parent and child query only.

In order to retrieve the DFIs of the nodes inside \(M\), observe that, if \(M\) doesn't have any child minitree (i.e., no edge is going out of \(M\) ), then while doing the final DFS from \(v_{r}\), we can easily compute the DFIs of all the nodes inside \(M\). Otherwise, assume the edge ( \(v_{c}, v_{d}\) ) goes out of \(M\) where \(v_{c}\) belongs to \(M\), then the DFI of next node inside \(M\) can be calculated by adding the size of the subtree rooted at \(v_{c}\) in \(T\) (which is stored in \(C\) ) to the DFI of \(v_{c}\). It is clear that all of these procedures can be performed in the time proportional to the size of \(M\), which is \(O(\lg n)\) here. This completes the description of the proof.

As a corollary of the previous lemma, it is easy to see that the query of \(2(\mathrm{~d})\) can be reported in \(O(\lg n)\) time for any node \(v_{i}\) which is not a root of the minitree. Otherwise, it can be done in \(O(1)\) time by reporting the value stored in \(F[j]\) where \(j=\operatorname{rank}_{1}(A, i)\).

To answer 1(a), first we invoke query algorithm of \(2(\mathrm{~d})\) for both \(v_{i}\) and \(v_{j}\) to retrieve their DFIs respectively, and then answer accordingly. Thus, this also takes \(O(\lg n)\) time.

Answering 1(b) involves a few cases. In the first case, if both of them belong to the same minitree then we can figure out the answer by reconstructing the complete minitree. Secondly, suppose \(v_{i}\) and \(v_{j}\) are roots of the two separate minitrees, and their depths in \(T\) are \(x\) and \(y\) respectively (depth can be obtained from \(C\) array). Then using these values in \(L A\) data structure, we can figure out the required answer. Finally, if both of these nodes belong to two separate minitrees but are not the roots of the minitrees, then first we retrieve the roots of those minitrees using Lemma 10, then follow almost the same procedure as before to figure out the answer. Note that, in this case, it is enough to reconstruct the path from \(v_{c}\) (of the minitree located near to the root) to the root of that minitree (for the case when one of the minitree root is an ancestor of the other minitree root) to figure out the answer of the query. Thus, overall, it takes \(O(\lg n)\) time.

To return the query for 3 , we do a standard DFS traversal on the skeleton \(S\) and each time we visit a new node \(v_{i}\) in \(S\), we follow the pointer from \(v_{i}\) in \(S\) to the part of the \(C\) array where the informations regarding the minitree rooted at \(v_{i}\) is stored. Note that, \(v_{i}\) might be shared between multiple minitrees, hence, we always start following these pointers from left
to right. More specifically, if \(v_{i}\) is the root of \(p\) minitrees, we have \(p\) pointers emanating from \(v_{i}\), and going to \(p\) different locations of \(C\) array. As these pointers are stored from left to right order, which is the same order in DFS of all the minitrees that share the root \(v_{i}\). Thus we follow the first pointer, and reach the specific portion of \(C\), use Lemma 10 to generate the complete minitree along with the DFIs of the nodes. Then if this minitree has any child minitree, we go on to explore that and so on (by following the \(\left(v_{c}, v_{d}\right)\) edge stored in that minitree). Once we finish all the descendant minitree of the first minitree rooted at \(v_{i}\), we come back and start exploring the second minitree (by following the second pointer from \(v_{i}\) ) and so on. Thus, we need to store these intermediate pointers, in stack, to know how much progress has been made in every node's (in skeleton) list. This procedure is continued until all the nodes of \(S\) are exhausted. It is clear that this procedure takes \(O(n)\) time as there are \(O(n / \lg n)\) nodes in \(S\) and for each node, we spend \(O(\lg n)\) time. Also, we need \(O(n)\) bits (as there could be \(O(n / \lg n)\) pointers) of intermediate space for the execution of the DFS.

To answer 4 , first note that, in any minitree \(M\), if there is no egde going out (i.e., no \(\left(v_{c}, v_{d}\right)\) type edge), then the DFIs inside \(M\) are consecutive, i.e., in general, first child of root inside \(M\) has the smallest DFI and the rightmost leaf in \(M\) has the maximum DFI, and the numbers are consecutive. Otherwise, DFIs are consecutive from the root of \(M\) to the DFI of \(v_{c}\), then there is a jump of DFI by the size of the subtree rooted at \(v_{c}\) in the DFS tree, then it's consecutive DFI again until the rightmost leaf (which has the largest DFI inside \(M\) ) of \(M\). Thus, the range of DFIs of the vertices inside any arbitrary minitree \(M\) can be broken into at most two disjoint consecutive intervals. We store these (at most \(O(n / \lg n)\) ) intervals in an interval tree along with augmenting it with the last child of \(M\) inside \(M\). Now, given \(i\), we first find the interval where \(i\) belongs to from the tree and simultaneously retrieve the last child, say \(v_{a}\), of the corresponding minitree, all using \(O(\lg n)\) time. Then, we use the information from \(R\) and \(C\) array corresponding to \(v_{a}\) to invoke Lemma 10, and retrieve the desired vertex with DFI \(i\) using \(O(\lg n)\) overall time. This completes the description of the query algorithms for undirected graphs.

We can handle directed graphs similarly except a few changes in the data structures. Recall that, for directed graphs, every vertex \(v_{i}\) has access to its in-neighbors array as well as out-neighbors array, and additionally we create two unary degree sequence arrays (each of size \(O(m+n)\) bits), \(D_{1}\) for the out-neighbors and \(D_{2}\) for the in-neighbors. We also have two separate arrays, say \(E_{1}\) (having one-to-one map with \(D_{1}\) ), for marking child of every node and \(E_{2}\) (having one-to-one map with \(D_{2}\) ) where parents are marked. It is easy to see that almost in a similar fashion as in the undirected case, we can correctly mark, for any node \(v_{i}\), the children of \(v_{i}\) in \(E_{1}\) array and parent of \(v_{i}\) in \(E_{2}\) array using both the \(D_{1}\) and \(D_{2}\) arrays while performing DFS of \(G\). The second preprocessing step doesn't require any changes for the directed graphs. Now reporting queries also can be suitably modified to make use of these changes without affecting the asymptotic running time of the query algorithms. Basically the only change that takes place is as follows, whenever we need to find the parent of a node, now we need to use the in-neighbor array whereas finding children can be handled by consulting out-neighbor array along with the mapping with their respective unary degree sequence array. We omit the details. Thus, we obtain the following,
- Theorem 11. Given any undirected or directed graph \(G\), there exists an \(O(m+n)\) time and \(O(n \lg n)\) bits preprocessing algorithm which outputs a data structure of size \(O(m+n)\) bits, using which the queries \(1(a), 1(b), 2(d)\) and 4 can be reported in \(O(\lg n)\) time, 2(a) and 2(b) in \(O(1)\) time, 2(c) can be answered in time proportional to the number of solutions, and finally 3 can be solved in \(O(n)\) time respectively for the DFS-Indexing problem.

Note that, if the given input graph is sparse (i.e., \(m=O(n)\) ), then both unary degree sequence array \((D)\), and parent and child arrays \((E, P)\) take \(O(n)\) bits, and every other data structure anyway takes \(O(n)\) in total, thus, we obtain the result mentioned in Theorem 1 for the case of sparse graphs. When the input graph is dense (i.e., \(m=\omega(n)\) ), we compress the \(D, E, P\) arrays using Theorem 4 . Note that we use only select \({ }_{1}\) queries on compressed arrays and thus query time complexity on the arrays is still constant. Hence, we obtain the result of Theorem 1 for the dense graph case. It is worth mentioning that except the case for very dense graphs, our space bound always beats the space bound of the naive algorithm for every edge density in the full spectrum, albeit with super-constant query time. Thus, when the graph is sufficiently dense, it is better to use the standard solution which uses \(O(n \lg n)\) bits with constant query time. This completes the description of our algorithms in the indexing model, and hence, the proof of Theorem 1.

\section*{4 Algorithms in the Encoding Model}

Recall that in the encoding model, we seek to build a data structure encod after preprocessing the input graph \(G\) such that queries have to be answered using encod only, without accessing \(G\). To this end, we first provide a lower bound for the space needed for encod to answer queries of the DFS-Indexing problem.

\subsection*{4.1 Space lower-bound}

Observe that, in order to correctly answer the queries, the data structure encod must contain the information regarding the topology of the DFS tree \(T\) of the graph \(G\) along with the labels of the vertices of \(T\) as, unlike the indexing model, we don't have the access to \(G\) during the query time. It's easy to see that we need \(\Omega(n \lg n)\) bits to store the vertex labels mappings. In what follows, we give a proof for the space needed to store the topology of the DFS tree by counting the number of such trees in any arbitrary graph \(G\).
- Lemma 12. For a graph with \(n\) vertices and \(m\) edges, the size of data structures for storing the topology of the DFS trees is \(\Omega\left(n \lg \frac{m}{n}\right)\) bits.

Proof. Let us consider the following graph \(G\) with \(n\) vertices and \(m\) edges ( \(m<n^{2} / 2\) ). It has a vertex \(r, k=m / n\) vertices \(u_{1}, \ldots, u_{k}\), and \(n-k-1\) vertices \(v_{1}, \ldots, v_{n-k-1}\). The vertex \(r\) is connected to all \(u_{i}\), and each \(v_{j}\) is also connected to all \(u_{i}\). To construct a spanning tree of \(G\), we choose one edge among all \(k\) edges connected to each \(v_{j}\). Then the number of different spanning trees of \(G\) is at least \(k^{n-k-1}\), and for all different spanning trees the set of DFI's are different. Therefore the size of data structure must be at least \(\lg k^{n-k-1}\) bits, which is \(\Omega\left(n \lg \frac{m}{n}\right)\).

Thus, the space lower bound for encod is \(\Omega\left(\max \left\{n \lg \frac{m}{n}, n \lg n\right\}\right)\) bits, which is \(\Omega(n \lg n)\) bits as mentioned in Theorem 2. In what follows, we complement the above claim by providing a simple indexing structure which asymptotically matches this lower bound.

\subsection*{4.2 Upper-bound}

Preprocessing Step. Our index for the DFS-Indexing problem consists of two components which we prepare during the preprocessing step. In the first component, we store, for every vertex \(v_{i}, \operatorname{DFI}\left(v_{i}\right)\) as permutation using the structure of Theorem 5 of Section 2. Secondly, we encode the DFS tree succinctly using the structure of Theorem 6 of Section 2.

Query Algorithm. We answer the queries using the two above mentioned structures as follows. To answer \(2(\mathrm{~d})\), we just use \(\pi(i)\). Similarly, 4 can be answered by invoking \(\pi^{-1}(i)\). We report \(v_{i}\) (resp. \(v_{j}\) ) as the answer for query 1 (a) if \(\pi(i)<\pi(j)\) (resp. \(\pi(i)>\pi(j)\) ). We enumerate the vertex ordering as traversed in the DFS order by invoking \(\pi^{-1}(1)\), then \(\pi^{-1}(2)\), and so on till \(\pi^{-1}(n)\). We answer \(1(\mathrm{~b})\) in affirmative by checking if \(L A\left(v_{j}\right.\), depth \(\left.\left(v_{i}\right)\right)\) matches with \(v_{i}\), otherwise no. To answer \(2(\mathrm{a})\), we return \(L A\left(v_{i}, \operatorname{depth}\left(v_{i}\right)-1\right)\). We return the answer of \(2(\mathrm{~b})\) by using the query \(\operatorname{degree}\left(v_{i}\right)\). Finally, we enumerate the children of a node \(v_{i}\) as requested in query \(2(\mathrm{c})\) by using the query \(\operatorname{child}\left(v_{i}, 1\right)\) till \(\operatorname{child}\left(v_{i}\right.\), \(\left.\operatorname{degree}\left(v_{i}\right)\right)\). Hence we obtain the results mentioned in Theorem 2.

\section*{5 Conclusion}

In this paper, we provided procedures for compactly storing the DFS tree for any graph with efficiently supporting various queries in the indexing and encoding models, and showed how to extend these techniques to design indexing schemes for other fundamental and basic graph problems. With some work, our algorithm can be extended for indexing BFS tree (and other graph search tree also) as well while supporting similar types of queries. Also, as mentioned previously, our results are more general, and can be used in other situations as well.

This work opens up many possible future directions to explore. Can we further improve the query time while keeping the space bound same in the indexing model? Can we prove a space lower bound in the indexing model? Can we design compact data structures for indexing problems like maximum flow? Finally, we conclude by remarking that using [2, 9], we can improve the preprocessing space of our algorithms to \(O(n)\) bits (from \(O(n \lg n)\) bits) with marginal increment in the preprocessing time.
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\begin{abstract}
We study the dynamical behavior of \(D\)-dimensional ( \(D \geq 1\) ) additive cellular automata where the alphabet is any finite abelian group. This class of discrete time dynamical systems is a generalization of the systems extensively studied by many authors among which one may list [36, 43, 44, 40, 12, 11]. Our main contribution is the proof that topologically transitive additive cellular automata are ergodic. This result represents a solid bridge between the world of measure theory and that of topology theory and greatly extends previous results obtained in \([12,43]\) for linear CA over \(\mathbb{Z}_{m}\) i.e. additive CA in which the alphabet is the cyclic group \(\mathbb{Z}_{m}\) and the local rules are linear combinations with coefficients in \(\mathbb{Z}_{m}\). In our scenario, the alphabet is any finite abelian group and the global rule is any additive map. This class of CA strictly contains the class of linear CA over \(\mathbb{Z}_{m}^{n}\), i.e., with the local rule defined by \(n \times n\) matrices with elements in \(\mathbb{Z}_{m}\) which, in turn, strictly contains the class of linear CA over \(\mathbb{Z}_{m}\). In order to further emphasize that finite abelian groups are more expressive than \(\mathbb{Z}_{m}\) we prove that, contrary to what happens in \(\mathbb{Z}_{m}\), there exist additive CA over suitable finite abelian groups which are roots (with arbitrarily large indices) of the shift map.

As a consequence of our results, we have that, for additive CA, ergodic mixing, weak ergodic mixing, ergodicity, topological mixing, weak topological mixing, topological total transitivity and topological transitivity are all equivalent properties. As a corollary, we have that invertible transitive additive CA are isomorphic to Bernoulli shifts. Finally, we provide a first characterization of strong transitivity for additive CA which we suspect it might be true also for the general case.
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\section*{1 Introduction}

Cellular automata (CA) are widely known formal models for studying and simulating complex systems [9]. They are used in many disciplines ranging from physics to biology, stepping through sociology and, of course, computer science (for recent results and an up-to date bibliography on CA, see \([25,28,17,16,3]\), while for other models of natural computing see for instance [21, 19, 26, 18]). Their extensive use is due to the huge variety of dynamical behaviors. In computer science, applications can be found in many different contexts such as cryptography, pseudo-random number generation, image processing, data compression, etc.

More formally, a CA can be defined as an infinite set of finite automata arranged on the regular lattice \(\mathbb{Z}^{D}\), where \(D \in \mathbb{N}\) is the dimension of the CA. Each finite automaton has a state which is chosen from a finite set \(G\), called the set of states or the alphabet. All finite automata update synchronously according to a local rule which takes into account the current state of the automaton and the states of a neighborhood \(\mathcal{N}\) of neighboring automata. The local rule \(f\) induces a global map \(F: G^{\mathbb{Z}^{D}} \rightarrow G^{\mathbb{Z}^{D}}\) which describes the overall evolution of the CA at each time tick.

Despite of their apparent simplicity, CA may exhibit extremely complex dynamical behaviors. Indeed, in most cases the problem of deciding if a given CA has a certain dynamical property or not is undecidable \([5,30,37]\) and some Rice-like theorems have been proved [34, 39]. The complex dynamics of CA has been described through a great number of properties (see Section 2 for definitions) involving both the measure theoretical and the topological point of views. Figure 1 illustrates the relations between those that are studied in this paper.


Figure 1 Known relations between dynamical properties of CA. An arrow with single tip indicates that the converse relation is unknown, an arrow with double tip means that the converse relation is false. Labels on arrows indicate that implications have been proved only for specific dimensions. Note that there are no expansive CA in dimension \(D>1\).

Imposing some additional constraints to the global update map allows a complete and efficient description of the dynamical behavior. These properties can take the form of a conservation law [33, 29, 32, 6, 49] or superposition principles induced by an algebraic structure imposed on the alphabet [36, 43, 44, 40, 12, 11] (in both cases the literature is really huge, only a small excerpt is cited here).

Similarly, in this paper, it is required that the alphabet \(G\) of the CA is a finite abelian group and its global update map is additive, i.e., an endomorphism of \(G^{\mathbb{Z}^{D}}\). This is a pretty broad requirement which characterizes a class of CA generalizing those with linear local rule defined by \(n \times n\) matrices (see the previous citations for the case \(n=1\) and [40, 8] for a generic \(n\) ). Indeed, the local rule of an additive CA over a group \(\langle G,+\rangle\) can be written as
\[
f\left(x_{1}, \ldots, x_{r}\right)=\sum_{i=1}^{r} f_{i}\left(x_{i}\right)
\]
where the functions \(f_{i}\) are endomorphisms of \(G\) and \(\left\{x_{1}, \ldots, x_{r}\right\}\) is the neighborhood \(\mathcal{N}\).
The fundamental theorem of finite abelian groups states that every finite abelian group is isomorphic to \(\bigoplus_{i=1}^{h} \mathbb{Z}_{k_{i}}\) where the numbers \(k_{1}, \ldots, k_{h}\) are powers of (not necessarily distinct) primes and \(\oplus\) is the direct sum operation. Hence, the global rule \(F\) of an additive CA over \(G\) splits into the direct sum of a suitable number \(h^{\prime}\) of additive CA over subgroups \(G_{1}, \ldots, G_{h^{\prime}}\) with \(h^{\prime} \leq h\) and such that \(\operatorname{gcd}\left(\left|G_{i}\right|,\left|G_{j}\right|\right)=1\) for each pair of distinct \(i, j \in\left\{1, \ldots, h^{\prime}\right\}\). Each of them can be studied separately and then the analysis of the dynamical behavior of \(F\) can be carried out by combining together the results obtained for each component.

In order to make things clearer, consider the following example. If \(F\) is an additive CA over \(G \cong \mathbb{Z}_{4} \times \mathbb{Z}_{8} \times \mathbb{Z}_{3} \times \mathbb{Z}_{3} \times \mathbb{Z}_{25}\) then \(F\) splits into the direct sum of 3 additive CA over \(\mathbb{Z}_{4} \times \mathbb{Z}_{8}, \mathbb{Z}_{3} \times \mathbb{Z}_{3}\) and \(\mathbb{Z}_{25}\), respectively. Therefore, \(F\) will be topologically transitive iff each component is topologically transitive while \(F\) will be sensitive to initial conditions iff at least one component is sensitive to initial conditions (see Section 2.1 for the precise definitions of these properties).

The above considerations lead us to three distinct scenarios:
- \(G \cong \mathbb{Z}_{p^{k}}\). Then, \(G\) is cyclic and we can define each \(f_{i}\) simply assigning the value of \(f_{i}\) applied to the unique generator of \(G\). Moreover, every pair \(f_{i}, f_{j}\) commutes, i.e. \(f_{i} \circ f_{j}=f_{j} \circ f_{i}\), and this makes it possible a detailed analysis of the global behavior of \(F\). For additive cellular automata over \(\mathbb{Z}_{p^{k}}\) almost all dynamical properties are well understood and characterized [43].
- \(G \cong \mathbb{Z}_{p^{k}}^{n}\). In this case, \(G\) is not cyclic anymore and has \(n\) generators. We can define each \(f_{i}\) assigning the value of \(f_{i}\) for each generator of \(G\). This gives rise to the class of linear CA over \(\mathbb{Z}_{p^{k}}^{n}\) that have been studied in \([20,40,8]\). Now, \(f_{i}\) and \(f_{j}\) do not commute in general and this makes the analysis of the dynamical behavior much harder. As pointed out in [20], we also recall that linear CA over \(\mathbb{Z}_{p^{k}}^{n}\) allow the investigation of some classes of non-uniform CA over \(\mathbb{Z}_{p^{k}}\) (for these latter see [22, 10, 24, 23]).
- \(G \cong \bigoplus_{i=1}^{n} \mathbb{Z}_{p^{k_{i}}}\). In this case ( \(\mathbb{Z}_{4} \times \mathbb{Z}_{8}\) in the example), \(G\) is again not cyclic and \(F\) turns out to be a subsystem (in the sense of topological dynamics) of a suitable linear CA. In this last case the analysis of the dynamical behavior of \(F\) is even more complex than in the previous case. We do not even know easy checkable characterizations of basic properties like surjectivity or injectivity.

Even if the superposition principle still allows us to prove deep and interesting results on the asymptotic behavior of additive CA over finite abelian groups, their dynamics is definitely more interesting and expressive than that of linear CA over \(\mathbb{Z}_{m}\) and exhibits much more complex features. As a first example, consider the set \(A\) of graphs with \(n\) nodes represented by their adjacency matrices. \(A\) can be equipped with a binary operation " + " that makes it a finite (or finitely generated) abelian group \(G\) (isomorphic to the group of all \(n \times n\) matrices over \(\mathbb{Z}_{2}\) with the " + " operation). The group operation can be defined in many different ways,


Figure 2 Known relations among dynamical properties of additive CA before the present paper. An arrow with single tip indicates that the converse relation is unknown, an arrow with double tip means that the converse relation is false. Labels on arrows indicate that implications have been proved only for specific alphabets or dimensions. Note that there are no expansive CA in dimension \(D>1\).
e.g. sum of matrices or, for undirected graphs, product of (symmetric) matrices. The local rule of the CA can be any map preserving the group structure. It is easy to verify that the dynamics of this kind of automata cannot be simulated by any linear CA over \(\mathbb{Z}_{m}\).

This richness in terms of expressive power is further stressed by Theorem 9 which shows how the group structure of \(\mathbb{Z}_{p^{k}}\) constraints the dynamics. However, there exist additive one-dimensional CA over suitable abelian groups that are arbitrarily "small" roots of the shift map, as illustrated in Example 10. This means that the group structure helps out in constructing CA which are able of transmitting the information (encoded in the initial configuration) at arbitrary slow speed. In particular, this allows the construction of ergodic maps with arbitrary low Lyapunov exponents. Theorem 8 tells that the same cannot be done by one-dimensional CA over alphabets of prime cardinality.

Figure 2 illustrates the known relations among dynamical properties of linear CA before the present paper. Figure 3 illustrates the impact of the results of the present paper. As a matter of fact, the overall picture have been greatly simplified and the dynamics much better understood.

The paper is structured as follows. Section 2 introduces all the necessary background and formal definitions. Section 3 states the main contributions of the paper and the next one provides all the proofs. In the last section we draw our conclusions and provide some perspectives.

\section*{2 Background}

We begin by reviewing some general notions and introducing notations we will use throughout the paper.

Let \(\mathbb{Z}\) and \(\mathbb{N}\) be the set of integers and natural numbers, respectively. For any \(v \in \mathbb{Z}^{D}\) we denote \(\|v\|=\left\|\left(v_{1}, \ldots, v_{D}\right)\right\|=\max \left\{\left|v_{1}\right|, \ldots,\left|v_{D}\right|\right\}\).


Figure 3 Relations among dynamical properties of additive CA taking into account the results of the present paper. An arrow with single tip indicates that the converse relation is unknown, an arrow with double tip means that the converse relation is false. Labels on arrows indicate that implications have been proved only for specific dimensions. Note that there are no expansive CA in dimension \(D>1\).

Let \(G\) be a finite alphabet. A configuration over \(G\) is a map from \(\mathbb{Z}^{D}\) to \(G\). For any configuration \(c \in G^{\mathbb{Z}^{D}}\) and any vector \(v \in \mathbb{Z}^{D}, c(v)\) is the value of \(c\) in position \(v\). The configuration space \(G^{\mathbb{Z}^{D}}\) is equipped with the distance \(d\) defined as follows
\[
\forall c, c^{\prime} \in G^{\mathbb{Z}^{D}}, \quad d\left(c, c^{\prime}\right)= \begin{cases}0, & \text { if } c=c^{\prime} \\ 2^{-\min \left\{\|\boldsymbol{v}\|: c(v) \neq c^{\prime}(v)\right\}}, & \text { otherwise }\end{cases}
\]

In this way, the set \(G^{\mathbb{Z}^{D}}\) equipped with the topology induced by \(d\) turns out to be a compact, perfect, and totally disconnected topological space (i.e., a Cantor space). In the sequel, the configuration space \(G^{\mathbb{Z}^{D}}\) will be sometimes denoted by \(X\).

A pattern \(P\) is a function from \(\{-\ell, \ldots, \ell\}^{D}\) to \(G\), for some \(\ell \in \mathbb{N}\). For any \(\ell \in \mathbb{N}\), denote by \(\mathcal{P}_{\ell}\) the set of all patterns with domain \(\{-\ell, \ldots, \ell\}^{D}\). For any \(P \in \mathcal{P}_{\ell}\), the cylinder individuated by the pattern \(P\) is the set \([P]=\left\{c \in G^{\mathbb{Z}^{D}} \mid \forall v \in\{-\ell, \ldots, \ell\}^{D}, c(v)=P(v)\right\}\). Cylinders are clopen sets and the set \(\left\{[P]: \ell \in \mathbb{N}, P \in \mathcal{P}_{\ell}\right\}\) of all cylinders is a basis for the topology induced by \(d\).

For some fixed integer \(s \geq 1\), let \(f\) (named, \(s\)-sized local rule) and \(\mathcal{N}(s\)-sized neighborhood frame) be any map from \(G^{s}\) to \(G\) and an ordered set of distinct vectors \(u_{1}, \ldots, u_{s}\), respectively. A \(\boldsymbol{D}\)-dimensional CA over \(G\) is a pair \(\left(G^{\mathbb{Z}^{D}}, F\right)\), where \(F: G^{\mathbb{Z}^{D}} \rightarrow G^{\mathbb{Z}^{D}}\) is the function (named, global transition map) defined on the basis of \(f\) and \(\mathcal{N}\) as follows
\[
\begin{equation*}
\forall c \in G^{\mathbb{Z}^{D}}, \forall v \in \mathbb{Z}^{D}, \quad F(c)(v)=f\left(c\left(v+u_{1}\right), \ldots, c\left(v+u_{s}\right)\right) . \tag{1}
\end{equation*}
\]

Recall that \(F\) is a uniformly continuous map w.r.t. the metric \(d\) and any function \(F: G^{\mathbb{Z}^{D}} \rightarrow\) \(G^{\mathbb{Z}^{D}}\) is the global transition map of a \(D\)-dimensional CA iff it is uniformly continuous and shift-commuting (Hedlund's theorem from [35]), i.e., \(F \circ \sigma^{u}=\sigma^{u} \circ F\) for any \(u \in \mathbb{Z}^{D}\), where \(\sigma^{u}: G^{\mathbb{Z}^{D}} \rightarrow G^{\mathbb{Z}^{D}}\) is the \(D\)-dimensional shift map defined by \(\forall c \in G^{\mathbb{Z}^{D}}, \forall v \in \mathbb{Z}^{D}, \sigma^{u}(c)(v)=\) \(c(v+u)\). From now on, for the sake of simplicity, we identify a CA with its global map. Moreover, we will denote \(\sigma^{1}\) simply by \(\sigma\).

In the sequel, the alphabet \(G\) will be an abelian group, with group operation + , neutral element 0 , and inverse operation - . In this way, both the configuration space \(G^{\mathbb{Z}^{D}}\) and the set \(\mathcal{P}_{\ell}\) turn out to be abelian groups, too, where the group operation of \(G^{\mathbb{Z}^{D}}\) and \(\mathcal{P}_{\ell}\) is the component-wise extension of + to \(G^{\mathbb{Z}^{D}}\) and \(\mathcal{P}_{\ell}\). With an abuse of notation, we denote by the same symbols,+ 0 , and - the group operation, the neutral element, and the inverse operation, respectively, both of \(\mathbb{Z}^{D}, G, G^{\mathbb{Z}^{D}}\), and \(\mathcal{P}_{\ell}\). Observe that + and - are continuous functions in the topology induced by cylinders. Hence, \(G^{\mathbb{Z}^{D}}\) is a compact topological group.

A configuration \(c \in G^{\mathbb{Z}^{D}}\) is said to be finite if the number of positions \(v \in \mathbb{Z}^{D}\) with \(c(v) \neq 0\) is finite. A CA \(\left(G^{\mathbb{Z}^{D}}, F\right)\) over \(G\) is additive if
\[
\forall c, c^{\prime} \in G^{\mathbb{Z}^{D}}, \quad F\left(c+c^{\prime}\right)=F(c)+F\left(c^{\prime}\right)
\]

In other words, additive \(D\)-dimensional CA over \(G\) are endomorphisms of \(G^{\mathbb{Z}^{D}}\).
The sum of two additive CA \(F_{1}\) and \(F_{2}\) over \(G\) is naturally defined as the map on \(G^{\mathbb{Z}^{D}}\) denoted by \(F_{1}+F_{2}\) and such that
\[
\forall c \in G^{\mathbb{Z}^{D}}, \quad\left(F_{1}+F_{2}\right)(c)=F_{1}(c)+F_{2}(c)
\]

\subsection*{2.1 Topological and measure theoretic properties}

We now recall the definition of some topological and measure theoretical properties for general systems.

A discrete time dynamical system (DTDS) is a pair \((\mathcal{X}, \mathcal{F})\), where \(\mathcal{X}\) is any set equipped with a distance \(d\) and \(\mathcal{F}\) is a transformation on \(\mathcal{X}\) which is continuous with respect to \(d\). Clearly, CA are DTDS. A DTDS \((\mathcal{X}, \mathcal{F})\) is surjective, resp., open, if \(\mathcal{F}\) is surjective, resp., open. Open CA are surjective (for a proof see [25], for instance). Moreover, any open one-dimensional CA \(F\) is characterized by the following property: there exists a natural \(k>0\) such that for every configuration \(c \in G^{\mathbb{Z}^{D}}\) it holds that \(\left|F^{-1}(c)\right|=k\). Two DTDS \((\mathcal{X}, \mathcal{F})\) and \(\left(\mathcal{X}^{\prime}, \mathcal{F}^{\prime}\right)\) are isomorphic if there exists an homeomorphism \(\varphi: \mathcal{X} \rightarrow \mathcal{X}^{\prime}\) such that \(\varphi \circ \mathcal{F}=\mathcal{F}^{\prime} \circ \varphi\).

A DTDS \((\mathcal{X}, \mathcal{F})\) is topologically transitive (or, simply, transitive) if for all nonempty open subsets \(U\) and \(V\) of \(\mathcal{X}\) there exists a natural number \(t\) such that \(\mathcal{F}^{t}(U) \cap V \neq \emptyset\), while it is said to be topologically mixing if for all nonempty open subsets \(U\) and \(V\) of \(\mathcal{X}\) there exists a natural number \(t_{0}\) such that the previous intersection condition holds for every \(t \geq t_{0}\). Intuitively, a topologically transitive system \((\mathcal{X}, \mathcal{F})\) has elements of \(\mathcal{X}\) which eventually move under iteration of \(\mathcal{F}\) from one arbitrarily small neighbourhood to any other. As a consequence, the dynamical system cannot be decomposed into two disjoint open sets which are invariant under the map \(\mathcal{F}\). Clearly, topological mixing is a stronger condition than transitivity. Further, \((\mathcal{X}, \mathcal{F})\) is topologically weakly mixing if the DTDS \((\mathcal{X} \times \mathcal{X}, \mathcal{F} \times \mathcal{F})\) is topologically transitive, while it is totally transitive if \(\left(\mathcal{X}, \mathcal{F}^{t}\right)\) is topologically transitive for all \(t \in \mathbb{N}\). We now recall another condition stronger than transitivity. A DTDS is strongly transitive if for any nonempty open subset \(U\) of \(\mathcal{X}\) it holds that \(\bigcup_{t=1}^{\infty} \mathcal{F}^{t}(U)=\mathcal{X}\).

A DTDS \((\mathcal{X}, \mathcal{F})\) is sensitive to initial conditions if there exists \(\epsilon>0\) such that for any \(\delta>0\) and \(x \in \mathcal{X}\), there are an element \(y \neq x\) with \(d(y, x)<\delta\) and a natural number \(t\) such that \(d\left(\mathcal{F}^{t}(y), \mathcal{F}^{t}(x)\right)>\epsilon\). Roughly speaking, \((\mathcal{X}, \mathcal{F})\) is sensitive to initial conditions, or simply sensitive, if there exist elements arbitrarily close to \(x\) which eventually separate from \(x\) by at least \(\epsilon\) under iteration of \(\mathcal{F}\). If a DTDS is sensitive, then, for all practical purposes, the dynamics eventually defy numerical approximation. Small errors in computation which are introduced by round-off may become magnified upon iteration. The results of numerical computation of an orbit, no matter how accurate, may be completely different from the real
orbit. In [13] it has been proven that, for CA, topological transitivity implies sensitivity. Thus, for CA, the notion of topological transitivity becomes central to chaos theory. A DTDS \((\mathcal{X}, \mathcal{F})\) is said to be positively expansive if there exists \(\epsilon>0\) such that for any pair of elements \(x, y \in \mathcal{X}\) with \(x \neq y\) there exists a natural number \(t\) such that \(d\left(\mathcal{F}^{t}(y), \mathcal{F}^{t}(x)\right)>\epsilon\). If \(\mathcal{X}\) has infinite cardinality then expansivity is a stronger condition than sensitivity (see [31] for a study concerning expansivity and sensitivity in CA). While there are no positively expansive \(D\)-dimensional CA when \(D \geq 2\), in dimension 1 , expansivity implies both mixing, strong transitivity, and openness [41].

An element \(x \in \mathcal{X}\) is a periodic point for a \(\operatorname{DTDS}(\mathcal{X}, \mathcal{F})\) if \(\mathcal{F}^{t}(x)=x\) for some integer \(t>0\). A DTDS \((\mathcal{X}, \mathcal{F})\) has dense periodic orbits (DPO) if the set of its periodic points is dense in \(\mathcal{X}\). The popular book by Devaney [27] isolates three components as being the essential features of chaos for DTDS: topological transitivity, sensitivity to initial conditions and denseness of periodic orbits (see [27, Def. 8.5]).

Let \((\mathcal{X}, \mathcal{M}, \mu)\) be a probability space and let \((\mathcal{X}, \mathcal{F})\) be a DTDS where \(\mathcal{F}\) is a measurable map which preserves \(\mu\), i.e., \(\mu(E)=\mu\left(\mathcal{F}^{-1}(E)\right)\) for every \(E \in \mathcal{M}\). The \(\operatorname{DTDS}(\mathcal{X}, \mathcal{F})\), or, the map \(\mathcal{F}\), is ergodic with respect to \(\mu\) if for every \(E \in \mathcal{M}\)
\[
\left(E=\mathcal{F}^{-1}(E)\right) \Rightarrow(\mu(E)=0 \text { or } \mu(E)=1)
\]

It is well known that \(\mathcal{F}\) is ergodic iff for any pair of sets \(A, B \in \mathcal{M}\) it holds that
\[
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} \mu\left(\mathcal{F}^{-i}(A) \cap B\right)=\mu(A) \mu(B)
\]

The DTDS \((\mathcal{X}, \mathcal{F})\) is (ergodic) mixing, if for any pair of sets \(A, B \in \mathcal{M}\) it holds that
\[
\lim _{n \rightarrow \infty} \mu\left(\mathcal{F}^{-n}(A) \cap B\right)=\mu(A) \mu(B)
\]
while it is (ergodic) weak mixing, if for any pair of sets \(A, B \in \mathcal{M}\) it holds that
\[
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1}\left|\mu\left(\mathcal{F}^{-i}(A) \cap B\right)-\mu(A) \mu(B)\right|=0
\]

In order to apply ergodic theory to CA , we need to define the collection \(\mathcal{M}\) of measurable subsets of \(G^{\mathbb{Z}^{D}}\) and a probability measure \(\mu: \mathcal{M} \rightarrow[0,1]\). We will use the normalized Haar measure \(\mu_{H}\) defined over the \(\sigma\)-algebra generated by the cylinders which is, to our knowledge, one of the most widely used probabilistic setting in CA theory. The measure \(\mu_{H}\) is defined as the product measure induced by the uniform probability distribution over \(G\). In this way, for any \(\ell \in \mathbb{N}\) and any pattern \(P \in \mathcal{P}_{\ell}\), it holds that \(\mu_{H}([P])=\frac{1}{|G|^{(2 \ell+1)^{D}}}\). Since in the rest of this paper we will only use the Haar measure, then we will write \(\mu\) instead of \(\mu_{H}\).

\section*{3 Statement of the main results}

In this section, we state the main results of this paper. They allow us to simplify the relationships between the dynamical and measure theoretic properties of additive CA, as depicted in Figure 3.

The following is the main result of the paper. It builds a bridge between two pretty different ways of approaching the study of the dynamics of CA: measure-theoretic and topological. The arguments used in the proofs are closely crafted on the additivity property of the global rule and on the group structure of the alphabet, however, the overall impression is that this tight link between topology and measure theory shall be true in a much more general setting.
- Theorem 1. Let \(F\) be an additive \(D\)-dimensional \(C A\) over a finite abelian group. If \(F\) is topologically transitive then \(F\) is ergodic.

Theorem 2 provides a new facet of the ergodicity property. This time ergodicity is related to set theoretic properties like surjectivity and aperiodicity of finite configurations.
- Theorem 2. Any additive D-dimensional CA Fover a finite abelian group is ergodic if and only if \(F\) is surjective and no finite configuration except 0 is a periodic point for \(F\).

The following corollary collects all the known properties which are related to ergodicity in the context of additive CA over finite abelian groups.
- Corollary 3. Let \(F\) be an additive \(D\)-dimensional CA over a finite abelian group. The following properties are equivalent
1. ergodic mixing;
2. weak ergodic mixing;
3. ergodicity;
4. topological mixing;
5. total transitivity;
6. weak topological mixing;
7. topological transitivity;
8. \(F\) is surjective and no finite configuration except 0 is a periodic point of \(F\).
- Corollary 4. Let \(F\) be an additive \(D\)-dimensional \(C A\) over a finite abelian group. If \(F\) is invertible and transitive then \(F\) is isomorphic to a Bernoulli shift.

Surjectivity has strong implications on the dynamics of general CA, the following proposition and its corollary prove that in the context of additive CA, those implications are even stronger.
- Proposition 5. Let \(F\) be an additive \(D\)-dimensional CA over a finite abelian group. If \(F\) is surjective then it is open.
- Corollary 6. Surjectivity and openness are equivalent properties for additive \(D\)-dimensional CA over a finite abelian group. Furthermore, they are equivalent to DPO in dimension \(D=1\).

The following theorem provides a first characterization of strong transitivity for additive CA over finite abelian groups. Roughly speaking, the theorem states that this property is conserved under translations and iterations. We wonder whether the same holds for general CA.
- Theorem 7. Let \(F\) be and additive \(D\)-dimensional CA over a finite abelian group. The following conditions are equivalent:
1. \(F\) is strongly transitive;
2. for every \(v \in \mathbb{Z}^{D}\), the \(C A \sigma^{v} \circ F\) is strongly transitive;
3. for every \(n \in \mathbb{N}\), the \(C A F^{n}\) is strongly transitive;

In the context of 1-dimensional CA, the following result characterizes the roots of powers of the shift map. Recall that a CA \(F\) is a root of another CA \(F^{\prime}\) if there exists an integer \(n>0\) such that \(F^{n}=F^{\prime}\).
- Theorem 8. [35, Thm. 18.1] Let \(F\) be a 1-dimensional \(C A\) over an alphabet \(G\) of prime cardinality. If \(F^{n}=\sigma^{m}\) for some naturals \(n, m\) with \(n \geq 1\), then \(n \mid m\).

In the case of linear CA over an alphabet of cardinality which is a power of a prime, the following weaker form of Theorem 8 can be proved.
- Theorem 9. Let \(G=\mathbb{Z}_{p^{k}}\) with \(p\) prime and let \(F\) be a 1-dimensional CA over \(G\) defined by the neighborhood \(\mathcal{N}=\{-r, \ldots, r\}\) and the local rule \(f: \mathbb{Z}_{p^{k}}^{2 r+1} \rightarrow \mathbb{Z}_{p^{k}}\) expressed by the linear combination with coefficients \(a_{-r}, \ldots, a_{r} \in \mathbb{Z}_{p^{k}}\). If \(F^{n}=\sigma^{m}\) for some naturals \(n \geq 1\) and \(m \geq 1\), then \(m \geq n\).

The following example shows that Theorem 9 is no longer true for additive CA over finite abelian groups.
- Example 10. Let \(F\) be the 1-dimensional CA over \(\mathbb{Z}_{m}^{n}\) defined by the neighbourhood \(\mathcal{N}=\{0,1\}\) and the local rule \(f:\left(\mathbb{Z}_{m}^{n}\right)^{2} \rightarrow \mathbb{Z}_{m}^{n}\) such that
\[
\forall\left(x_{0}, x_{1}\right) \in\left(\mathbb{Z}_{m}^{n}\right)^{2}, \quad f\left(x_{0}, x_{1}\right)=M_{0} x_{0}+M_{1} x_{1}
\]
where
\[
M_{0}=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & 0
\end{array}\right] \text { and } M_{1}=\left[\begin{array}{ccccc}
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
1 & 0 & 0 & \cdots & 0
\end{array}\right] .
\]

It is easy to check that \(F^{n}=\sigma\) contradicting the statement of Theorem 9.
Example 10 has also other important consequences. On the one hand, it provides examples of CA that are arbitrarily "small" roots of the shift map. On the other hand, it provides the basic building blocks for systems which are ergodic but have both arbitrarily low Lyapunov exponents and arbitrarily low topological entropies.

\section*{4 Proofs of the main results}

\subsection*{4.1 Useful known results}

Before going into the proofs of our main results let us recall some known facts which helped in shaping the situation depicted in Figure 2.

Theorem 11. [50, Thm. 1.28, pag. 50] Mixing, weak mixing and ergodicity are equivalent properties for endomorphisms of compact groups.
- Theorem 12. [4, Thm. 1] An ergodic automorphism of a compact metric abelian group is a Bernoulli shift.
- Proposition 13. [15, Prop. 6.7, pag. 32] Ergodic (resp., weak ergodic) mixing implies topological (resp., weak) mixing for endomorphisms of compact groups and measures with full support.

The following will be fundamental for proving our main result.
- Theorem 14. [48, Thm. 1] Let \(F\) be any endomorphism of a compact abelian group with normalized Haar measure. Then, \(F\) is ergodic if and only if \(F\) is surjective and \(F^{n}-I\) is surjective for all \(n \in \mathbb{N}\) ( \(I\) is the identity map).

\subsection*{4.2 Proofs of our results}

In order to make the proof of the main result more readable, we cut it into several lemmata.
- Lemma 15. Let \(F\) be an additive \(D\)-dimensional \(C A\) over a finite abelian group \(G\). For all \(n \geq 1\), it holds that
\[
\begin{equation*}
F^{n}-I=(F-I) \circ\left(I+F+\cdots+F^{n-1}\right)=\left(I+F+\cdots+F^{n-1}\right) \circ(F-I) \tag{2}
\end{equation*}
\]

Proof. It is an immediate consequence of the fact that the composition operation on the set of additive CA is distributive over the sum operation (defined on the same set).
- Lemma 16. Let \(F\) be an additive \(C A\) over a finite abelian group \(G\). Let \(\ell \in \mathbb{N}\) and \(w \in \mathcal{P}_{l}\) such that \((F-I)(X) \cap[w]=\emptyset\). Then, it holds that
\[
\forall n \geq 1, \quad\left(F^{n}-I\right)(X) \cap[w]=\emptyset
\]

Proof. For every natural \(n \geq 1\), by Lemma 15, we get
\[
\left(F^{n}-I\right)(X)=(F-I)\left(\left(I+F+\cdots+F^{n-1}\right)(X)\right) \subseteq(F-I)(X)
\]

Since \((F-I)(X) \cap[w]=\emptyset\), it follows that \(\left(F^{n}-I\right)(X) \cap[w]=\emptyset\).
- Lemma 17. Let \(F\) be an additive \(D\)-dimensional \(C A\) over a finite abelian group \(G\). If there exist \(\ell \in \mathbb{N}\) and \(w \in \mathcal{P}_{l}\) such that
\[
\forall n \geq 1, \quad\left(F^{n}-I\right)(X) \cap[w]=\emptyset
\]
then \(F\) is not topologically transitive.
Proof. For the sake of argument, assume that \(F\) is topologically transitive. Choose arbitrarily two patterns \(w_{1}, w_{2} \in \mathcal{P}_{l}\) such that \(w_{2}-w_{1}=w\). By transitivity, there exist a configuration \(c \in\left[w_{1}\right]\) and a natural \(n \geq 1\) such that \(F^{n}(c) \in\left[w_{2}\right]\). Thus, \(F^{n}(c)-c \in[w]\), or, equivalently, \(\left(F^{n}-I\right)(c) \in[w]\), which is a contradiction.

At present all the necessary pieces have been built to go through the proof of Theorem 1.
Proof of Theorem 1. For the sake of argument, assume that \(F\) is transitive but not ergodic. Since transitive CA are surjective, then, by Theorem 14, there exists \(n \geq 1\) such that \(F^{n}-I\) is not surjective. Let \(H=F^{n}\). Since \(H-I\) is not surjective and \((H-I)(X)\) is closed, there exist a natural \(\ell \in \mathbb{N}\) and a pattern \(w \in \mathcal{P}_{\ell}\) such that \((H-I)(X) \cap[w]=\emptyset\). So, by Lemma 16, it follows that
\[
\forall m \geq 1, \quad\left(H^{m}-I\right)(X) \cap[w]=\emptyset
\]

Therefore, by Lemma 17, \(H\) is not topologically transitive. Since topologically transitive CA are totally transitive (see [46], where the proof involving 1-dimensional CA can be extended to any dimension \(D\) ), we conclude that neither is \(F\), which is a contradiction.

Proof of Theorem 2. By Theorem 14, \(F\) is ergodic if and only if it is surjective and for every natural \(m \geq 1\) the CA \(I-F^{m}\) is surjective. Fix an arbitrary natural \(m \geq 1\) and define \(H^{(m)}=I-F^{m}\). The Garden-of-Eden Theorem for CA [45, 47] guarantees that \(H^{(m)}\) is surjective if and only if it is injective on finite configurations, i.e., \(H^{(m)}(c) \neq H^{(m)}\left(c^{\prime}\right)\) for every pair of distinct finite configurations \(c, c^{\prime} \in G^{\mathbb{Z}^{D}}\). Set \(d=c-c^{\prime} \in G^{\mathbb{Z}^{D}}\). Clearly \(d\) is a finite configuration. Furthermore, by additivity, it holds that \(H^{(m)}(c) \neq H^{(m)}\left(c^{\prime}\right)\) if and only if \(H^{(m)}(d) \neq 0\). By definition of \(H^{(m)}\), the condition \(H^{(m)}(d) \neq 0\) is true for every \(m \geq 1\) if and only if \(F^{m}(d) \neq d\), i.e., \(d\) is not a periodic point of \(F\).

Proof of Proposition 5. We are going to prove that \(F\) is open at the configuration \(0 \in G^{\mathbb{Z}^{D}}\), i.e., equivalently, for every \(\ell \in \mathbb{N}\), the set \(F([0])\) is open, where \(0 \in \mathcal{P}_{\ell}\). Since \(F\) is an endomorphism of the topological group \(G^{\mathbb{Z}^{D}}\), we conclude that \(F\) is open.

To proceed, consider any arbitrary \(\ell \in \mathbb{N}\). Clearly, it holds that \(G^{\mathbb{Z}^{D}}=\bigcup_{w \in \mathcal{P}_{\ell}}[w]\) and, since \(F\) is surjective, we get \(G^{\mathbb{Z}^{D}}=\bigcup_{w \in \mathcal{P}_{\ell}} F([w])\). Thus, there exists \(w^{\prime} \in \mathcal{P}_{\ell}\) such that \(F\left(\left[w^{\prime}\right]\right)\) has non-empty interior. Let \(c \in\left[w^{\prime}\right]\) be the configuration such that \(c(v)=0 \in G\) for every position \(v \in \mathbb{Z}^{D}\) with \(\|v\|>\ell\). One gets \(F\left(\left[w^{\prime}\right]\right)=F([0]+c)=F([0])+F(c)\) (where \([0]+c\) and \(F([0])+F(c)\) denote suitable cosets of \([0]\) and \(F([0])\), respectively). Therefore, \(F([0])\) must have non-empty interior, too. Since \(F([0])\) is a subgroup of the topological group \(G^{\mathbb{Z}^{D}}\), it follows that \(F([0])\) is open.

Proof of Corollary 6. It is well-known that any open \(D\)-dimensional CA is surjective. By Proposition 5, surjective additive \(D\)-dimensional CA over a finite abelian group are open. It is easy to see that DPO implies surjectivity in any dimension. While, by Proposition 5 and the fact that open 1-dimensional CA have DPO [7, Thm. 4.4], it follows that surjective additive 1-dimensional CA have DPO.

Proof of Corollary 4. By Theorem 1, F is ergodic. The thesis follows from Theorem 12.
- Lemma 18. An additive \(C A F\) over a finite abelian group \(G\) is strongly transitive if and only if the following condition holds: for any natural \(\ell \in \mathbb{N}\) and any pattern \(P \in \mathcal{P}_{\ell}\) there exists \(t \in \mathbb{N}\) such that \(0 \in F^{t}([P])\).

Proof. The "only if" part trivially follows from the definition of strong transitivity. Let us prove the "if" part. Assume that \(F\) is an additive CA over a finite abelian group \(G\) and satisfying the condition in the statement. Consider an arbitrary natural \(\ell \in \mathbb{N}\). For every \(P \in \mathcal{P}_{\ell}\) let \(n_{P, \ell}\) be the smallest natural \(t\) such that \(0 \in F^{t}([P])\). Define \(n_{\ell}=\max \left\{n_{P, \ell}: P \in\right.\) \(\left.\mathcal{P}_{\ell}\right\}\). Since \(F(0)=0\) it holds that
\[
\begin{equation*}
\forall P \in \mathcal{P}_{\ell}, \quad 0 \in F^{n_{\ell}}([P]) \tag{3}
\end{equation*}
\]

We now show that for any configuration \(e \in G^{\mathbb{Z}^{D}}\), any natural \(\ell\), and any pattern \(P \in \mathcal{P}_{\ell}\) there exists \(t^{\prime}=n_{\ell}\) such that \(e \in F^{t^{\prime}}([P])\), that is, \(F\) is strongly transitive. Choose arbitrarily a configuration \(e \in G^{\mathbb{Z}^{D}}\), a natural \(\ell\), and pattern \(P \in \mathcal{P}_{\ell}\). Let \(c\) be any configuration belonging to \(F^{-n_{\ell}}(e)\). If \(c \in[P]\) we are done. Otherwise, by (3), there exists \(c^{\prime} \in G^{\mathbb{Z}^{D}}\) such that \(c+c^{\prime} \in[P]\) and \(F^{n_{\ell}}\left(c^{\prime}\right)=0\). Thus, we get
\[
F^{n_{\ell}}\left(c+c^{\prime}\right)=F^{n_{\ell}}(c)+F^{n_{\ell}}\left(c^{\prime}\right)=F^{n_{\ell}}(c)+0=F^{n_{\ell}}(c)=e,
\]
and this concludes the proof.
Proof of Theorem 7. It is an immediate consequence of Lemma 18 and the fact that for every \(v \in \mathbb{Z}^{D}\) and every \(n \in \mathbb{N}\) both \(\sigma^{v}(0)=0\) and \(F^{n}(0)=0\) hold.

Proof of Theorem 9. The CA \(F\) can be represented by the Laurent polynomial \(\mathbb{p}\left(x, x^{-1}\right)=\) \(\sum_{i=-r}^{r} a_{i} x^{i} \in \mathbb{Z}_{p^{k}}\left[x, x^{-1}\right]\), while \(\sigma^{1}\) can be represented by the Laurent polynomial \(x\). Assume that \(F^{n}=\sigma^{m}\) for some naturals \(n\), \(m\) with \(n \geq 1\) and \(m \geq 1\). It is easy to verify that \(F^{n}=\sigma^{m}\) if and only if \(\left(\mathbb{p}\left(x, x^{-1}\right)\right)^{n}=x^{m}\). We consider two cases. 1) If \(p \mid a_{i}\) for each \(i \in \mathcal{N}\) with \(i \neq 0\) then, by [14, Lemma 5], putting \(h=p^{k-1} \in \mathbb{N}\) we have that \(\left(\mathbb{p}\left(x, x^{-1}\right)\right)^{h}\) is a constant (i.e., it does not contain the formal variable \(x\) ). Hence, for every \(s \in \mathbb{N}\) it holds that \(\left(\mathbb{p}\left(x, x^{-1}\right)\right)^{s h} \neq x^{m h}\) and this contradicts that \(\left.F^{n}=\sigma^{m} .2\right)\) Otherwise, there
exists \(i \neq 0\) such that \(\operatorname{gcd}\left(a_{i}, p\right)=1\) (since \(F^{n}=\sigma^{m}\) then \(F\) must be injective and so for every other coefficient \(a_{j}\) with \(i \neq j\) we have \(\left.\operatorname{gcd}\left(a_{j}, p\right)=p\right)\). First of all, we prove that there always exist \(n^{\prime}\) and \(m^{\prime}\) with \(m^{\prime} \geq n^{\prime}\) such that \(F^{n^{\prime}}=\sigma^{m^{\prime}}\). Indeed, by [14, Lemma 5], for \(h=p^{k-1} \in \mathbb{N}\) we get \(\left(\mathbb{p}\left(x, x^{-1}\right)\right)^{h}=a_{i}^{h} x^{i h}\). Therefore, for \(t=\varphi\left(p^{k}\right)\) (where \(\varphi\) is the Euler's totient function) we get \(\left(\mathbb{p}\left(x, x^{-1}\right)\right)^{n^{\prime}}=x^{m^{\prime}}\), i.e., \(F^{n^{\prime}}=\sigma^{m^{\prime}}\), with \(n^{\prime}=h t\) and \(m^{\prime}=i h t\). To conclude, assume by contradiction that \(F^{n}=\sigma^{m}\) with \(m<n\). Then, we get \(F^{n^{\prime} n}=\sigma^{m^{\prime} n}\) and \(F^{n^{\prime} n}=\sigma^{n^{\prime} m}\). So, it follows that \(m^{\prime} n=n^{\prime} m\), but this is not possible since \(m^{\prime} n \geq n^{\prime} n>n^{\prime} m\). Thus, it holds that \(m \geq n\) and this concludes the proof.

\section*{5 Conclusions and perspectives}

Comparing Figure 2 and 3, one can immediately appreciate the impact of the results in the paper. All single arrow tips (i.e. the known relations for which the opposite implication was unknown) disappeared and several properties coalesced in the group of transitivity, total transitivity and weak topological mixing. However, what is more important is that many measure theoretical and topological properties coincide. These facts legitimate the following
- Conjecture 1. Transitive CA are ergodic with respect to Bernoulli measures.

Solving the previous conjecture will probably clarify also the status of the properties of ergodic mixing, weakly ergodic mixing and topological mixing, much like it happened for the case of endomorphisms of compact abelian groups in this paper. Investigating, the following well-known conjecture due to Blanchard and Tisseur (see [2, Conjecture 1] and [1] for more details) will definitively complete the overall picture.
- Conjecture 2. All surjective CA have a dense set of periodic orbits.

Another interesting research direction consists in establishing the decidability of the dynamical properties. In the framework of general CA, recent results from Ville Lukkarila have shown that both topological mixing and transitivity are undecidable properties [42]. Undecidability of sensitivity, surjectivity (for dimensions larger than 1) and openness (for dimensions larger than 1) were already known for years [38, 30]. It is therefore natural to conjecture that the remaining ones are also undecidable.
- Conjecture 3. Ergodicity, weak ergodic mixing, ergodic mixing and strong transitivity are undecidable for \(C A\).

We want to remark that we intentionally left out the expansivity property from Conjecture 3 , since it is so peculiar that we believe it might be decidable.

Finally, it would be very interesting to extend Theorem 7 to all CA, and not only to additive CA. In some way, this would turn strong transitivity into the "strongest" translation invariant property, since it is well-known that expansivity is not translations invariant and that there are no expansive CA for dimensions greater than one.
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\section*{1 Introduction}

The notion of word transformation is pervasive in computer science, as computers typically process streams of data and transform them between different formats. The most basic form of word transformation is realized using finite memory. Such a model is called finite-state transducer and was studied from the early beginnings of automata theory. Differently from automata, the expressiveness of transducers is significantly affected by the presence of nondeterminism (even when the associated transformation is a function), and by the capability of processing the input in both directions (one-way vs two-way transducers). Another difference is that many problems, notably, equivalence and containment, become undecidable when moving from automata to transducers [11, 14].

An alternative semantics for transducers, called origin semantics, was introduced in [4] in order to obtain canonical two-way word transducers. In the origin semantics, the output is tagged with positions of the input, called origins, that describe where each output element was produced. According to this semantics, two transducers may be non-equivalent even when they compute the same relation in the classical semantics. From a computational viewpoint, the origin semantics has the advantage that it allows to recover the decidability of equivalence and containment of non-deterministic (and even two-way) transducers [6].

It can be argued that comparing two transducers in the origin semantics is rather restrictive, because it requires that the same output is generated at precisely the same place. A natural approach to allow some 'distortion' of the origin information when comparing two transducers was proposed in [10]. Rational resynchronizers allow to compare one-way transducers (hence, the name 'rational') under origin distortions that are generated with finite control. A rational resynchronizer is simply a one-way transducer that processes an interleaved input-output string, producing another interleaved interleaved input-output string with the same input and output projection. For two-way transducers (or equivalently, streaming string transducers [1]) a different formalism is required to capture origin distortion, since the representation of the origin information through interleaved input-output pairs does not work anymore. To this purpose, regular resynchronizers were introduced in [6] as a logic-based transformation of origin graphs, in the spirit of Courcelle's monadic second-order logic definable graph transductions [8]. In [6] it was shown that containment of two-way transducers up to a (bounded) regular resynchronizer is decidable.

In this paper we first show that bounded regular resynchronizers capture the rational ones. This result is rather technical, because rational resynchronizers work on explicit origin graphs, encoded as input-output pairs, which is not the case for regular resynchronizers. Then we consider the following problem: given two transducers \(T_{1}, T_{2}\), we ask whether some rational, or bounded regular, resynchronizer \(R\) exists such that \(T_{1}\) is origin-contained in \(T_{2}\) up to \(R\). So here, the resynchronizer \(R\) is not part of the input, and we want to synthesize such a resynchronizer, if one exists.

Our main contributions can be summarized as follows:
1. synthesis of rational resynchronizers for functional (or even finite-valued) one-way transducers is decidable,
2. synthesis of rational resynchronizers for unrestricted one-way transducers is undecidable,
3. synthesis of bounded regular resynchronizers for unambiguous two-way transducers is decidable.
Somewhat surprisingly, for both decidable cases above the existence of a resynchronizer turns out to be equivalent to the classical inclusion of the two transducers.

Full proofs of the results presented in this paper can be found in the extended version https://arxiv.org/abs/1906.08688.

\section*{2 Preliminaries}

\section*{One-way transducers}

One of the simplest transducer model is the one-way non-deterministic finite-state transducer (hereafter, simply one-way transducer), capturing the class of so-called rational relations. This is basically an automaton in which every transition consumes one letter from the input and appends a word of any length to the output.

Formally, a one-way transducer is a tuple \(T=(\Sigma, \Gamma, Q, I, E, F, L)\), where \(\Sigma, \Gamma\) are finite input and output alphabets, \(Q\) is a finite set of states, \(I, F \subseteq Q\) are subsets of initial and final states, \(E \subseteq Q \times \Sigma \times Q\) is a finite set of transition rules, and \(L: E \uplus F \rightarrow 2^{\Gamma^{*}}\) is a function specifying a regular language of partial outputs for each transition rule and each final state. The relation defined by \(T\) contains pairs \((u, v)\) of input and output words, where \(u=a_{1} \ldots a_{n}\) and \(v=v_{1} \ldots v_{n} v_{n+1}\), for which there is a run \(q_{0} \xrightarrow{a_{1} \mid v_{1}} q_{1} \xrightarrow{a_{2} \mid v_{2}} \ldots q_{n} \xrightarrow{\mid v_{n+1}}\) such that \(q_{0} \in I, q_{n} \in F,\left(q_{i-1}, a_{i}, q_{i}\right) \in E, v_{i} \in L\left(q_{i-1}, a_{i}, q_{i}\right)\), and \(v_{n+1} \in L\left(q_{n}\right)\). The transducer is called functional if it associates at most one output with each input, namely, if it realizes a partial function. For example, Figure 1 shows two one-way transducers with input alphabet


Figure 1 Examples of functional and relational one-way transducers.
\(\Sigma=\{a, b\}\) and output alphabet \(\Gamma \supseteq \Sigma\). The first transducer is functional, and realizes the cyclic rotation \(f: c u \mapsto u c\), for any letter \(c \in\{a, b\}\) and any word \(u \in\{a, b\}^{*}\). The second transducer is not functional, and associates with an input \(u \in \Sigma^{*}\) any possible word \(v \in \Gamma^{*}\) as output such that \(u\) is a sub-sequence of \(v\).

\section*{Two-way transducers}

Allowing the input head to move in any direction, to the left or to the right, gives a more powerful model of transducer, which captures e.g. the relation \(\left\{\left(u, u^{n}\right): u \in \Sigma^{*}, n \in \mathbb{N}\right\}\). To define two-way transducers, we adopt the convention that, for any given input \(u \in \Sigma^{*}\), \(u(0)=\vdash\) and \(u(|u|+1)=\dashv\), where \(\vdash, \dashv \notin \Sigma\) are special markers used as delimiters of the input. In this way, a transducer can detect when an endpoint of the input has been reached.

A two-way transducer is a tuple \(T=(\Sigma, \Gamma, Q, I, E, F, L)\), whose components are defined just like those of a one-way transducer, except that the state set \(Q\) is partitioned into two subsets, \(Q_{<}\)and \(Q_{>}\), the set \(I\) of initial states is contained in \(Q_{>}\), and the set \(E\) of transition rules is contained in \((Q \times \Sigma \times Q) \uplus\left(Q_{<} \times\{\vdash\} \times Q_{\succ}\right) \uplus\left(Q_{>} \times\{\dashv\} \times Q_{<}\right)\). The partitioning of the set of states is useful for specifying which letter is read from each state: states from \(Q_{<}\)read the letter to the left, whereas states from \(Q_{>}\)read the letter to the right. Given an input \(u \in \Sigma^{*}\), a configuration of a two-way transducer is a pair \((q, i)\), with \(q \in Q\) and \(i \in\{1, \ldots,|u|+1\}\). Based on the types of source and target states in a transition rule, we can distinguish four types of transitions between configurations (the output \(v\) is always assumed to range over the language \(L\left(q, a, q^{\prime}\right)\) ):
- \((q, i) \xrightarrow{a \mid v}\left(q^{\prime}, i+1\right)\) if \(\left(q, a, q^{\prime}\right) \in E, q, q^{\prime} \in Q_{>}\), and \(a=u(i)\),
- \((q, i) \xrightarrow{a \mid v}\left(q^{\prime}, i\right)\) if \(\left(q, a, q^{\prime}\right) \in E, q \in Q_{>}, q^{\prime} \in Q_{<}\), and \(a=u(i)\),
- \((q, i) \xrightarrow{a \mid v}\left(q^{\prime}, i-1\right)\) if \(\left(q, a, q^{\prime}\right) \in E, q, q^{\prime} \in Q_{<}\), and \(a=u(i-1)\),
- \((q, i) \xrightarrow{a \mid v}\left(q^{\prime}, i\right)\) if \(\left(q, a, q^{\prime}\right) \in E, q \in Q_{<}, q^{\prime} \in Q_{>}\), and \(a=u(i-1)\).

Note that, when reading a marker \(\vdash\) or \(\dashv\), the transducer is obliged to make a U-turn, either left-to-right or right-to-left. The notions of successful run, realized relation, and functional transducer are naturally generalized from the one-way to the two-way variant, (we refer to [6] for more details).

In [5], a slight extension of two-way transducers, called two-way transducers with common guess, was proposed. Before processing its input, such a transducer can non-deterministically guess some arbitrary annotation of the input over a fixed alphabet. Once an annotation is guessed, it remains the same during the computation. Transitions may then depend on the input letter and the guessed annotation at the current position. For example, this extension allows to define relations of the form \(\left\{(u, v v)\left|u \in \Sigma^{*}, v \in \Gamma^{*},|u|=|v|\right\}\right.\). Note that the extension with common guess does not increase the expressiveness of one-way transducers, since these are naturally closed under input projections. Likewise, common guess does not affect the expressive power of functional two-way transducers, since one can guess a canonical annotation at runtime.


Figure 2 Input-output pairs annotated with origin information.

\section*{Classical vs origin semantics}

In the previous definitions, we associated a classical semantics to transducers (one-way or two-way), which gives rise to relations or functions between input words over \(\Sigma\) and output words over \(\Gamma\). In [4] an alternative semantics for transducers, called origin semantics, was introduced with the goal of getting canonical transducers for any given word function. Roughly speaking, in the origin semantics, every position of the output word is annotated with the position of the input where that particular output element was produced. This yields a bipartite graph, called origin graph, with two linearly ordered sets of nodes, representing respectively the input and the output elements, and edges directed from output nodes to input nodes, representing the so-called origins. Figure 2 depicts an input-output pair ( \(a^{n}, b^{n}\) ) annotated with two different origins: in the first graph, a position \(i\) in the output has its origin at the same position \(i\) in the input, while in the second graph it has origin at position \(n-i\).

Formally, the origin semantics of a transducer is a relation \(S_{o} \subseteq \Sigma^{*} \times(\Gamma \times \mathbb{N})^{*}\) consisting of pairs \((u, \nu)\), where \(u=a_{1} \ldots a_{n} \in \Sigma^{*}\) is a possible input and \(\nu=\nu_{1} \ldots \nu_{m+1} \in(\Gamma \times \mathbb{N})^{*}\) is the corresponding output tagged with input positions, as induced by a successful run of the form \(\left(q_{0}, i_{0}\right) \xrightarrow{a_{1} \mid \nu_{1}}\left(q_{1}, i_{1}\right) \xrightarrow{a_{2} \mid \nu_{2}} \ldots\left(q_{m}, i_{m}\right) \xrightarrow{\mid \nu_{m+1}}\), with each \(\nu_{j} \in\left(\Gamma \times\left\{i_{j}\right\}\right)^{*}\). We identify a pair \((u, \nu)\) with the origin graph obtained by arranging the input elements and the output elements along two lines (we omit the successor relation in the graph notation), and adding edges from every output element \((a, i)\) to the \(i\)-th element of the input. Given an origin graph \(G=(u, \nu)\), we denote by \(\operatorname{in}(G)\), out \((G)\), and \(\operatorname{orig}(G)\) respectively the input word \(u\), the output word obtained by projecting \(\nu\) onto the finite alphabet \(\Gamma\), and the sequence of input positions (origins) obtained by projecting \(\nu\) onto \(\mathbb{N}\).

For one-way transducers, there is a simpler presentation of origin graphs in the form of interleaved words. Assuming that the alphabets \(\Sigma\) and \(\Gamma\) are disjoint, we interleave the input and output word by appending after each input symbol the output word produced by reading that symbol. For example, if \(\Sigma=\{a\}\) and \(\Gamma=\{b\}\), then a word of the form \(a b b \ldots a b b\) represents an origin graph \(\left(a^{n}, \nu\right)\), where \(|\nu|=2 n\) and \(\nu(2 i-1)=\nu(2 i)=(b, i)\), for all \(i=1, \ldots, n\). Words over \(\Sigma \uplus \Gamma\) are called synchronized words. Just as every synchronized word represents an origin graph, a regular language over \(\Sigma \uplus \Gamma\) represents a rational relation with origins, or equally the origin semantics of a one-way transducer.

In general, when comparing transducers, we can refer to one of the two possible semantics. Clearly, two transducers that are equivalent in the origin semantics are also equivalent in the classical semantics, but the converse is not true.

\section*{3 Resynchronizations}

The central concept of this paper is that of resynchronization, which is a transformation of origin graphs that preserves the underlying input and output words. The concept was originally introduced in [10], and mostly studied in the setting of rational relations. Here we use the concept in the more general setting of relations definable by two-way transducers.

Formally, a resynchronization is any relation \(R \subseteq\left(\Sigma^{*} \times(\Gamma \times \mathbb{N})^{*}\right)^{2}\) that contains only pairs \(\left(G, G^{\prime}\right)\) of origin graphs such that \(\operatorname{in}(G)=\operatorname{in}\left(G^{\prime}\right)\) and out \((G)=\) out \(\left(G^{\prime}\right)\), namely, with the same projections onto the input and output alphabets. \({ }^{1}\) A resynchronization \(R\) can be used to modify the origin information of a relation, while preserving the underlying input-output pairs. Formally, for every relation \(S_{o} \subseteq \Sigma^{*} \times(\Gamma \times \mathbb{N})^{*}\) with origins, we define the resynchronized relation \(R\left(S_{o}\right)=\left\{G^{\prime} \in S_{o} \mid\left(G, G^{\prime}\right) \in R, G \in S_{o}\right\}\). Note that if the origin information is removed from both \(R\left(S_{o}\right)\) and \(S_{o}\), then \(R\left(S_{o}\right) \subseteq S_{o}\). Moreover, \(R\left(S_{o}\right)=S_{o}\) when \(R\) is the universal resynchronization, that is, when \(R\) contains all pairs ( \(G, G^{\prime}\) ), with \(G, G^{\prime} \in \Sigma^{*} \times(\Gamma \times \mathbb{N})^{*}, \operatorname{in}(G)=\operatorname{in}\left(G^{\prime}\right)\), and out \((G)=\operatorname{out}\left(G^{\prime}\right)\).

\section*{Definability of resynchronized relations}

An important property that we need to guarantee in order to enable some effective reasoning on resynchronizations is the definability of the resynchronized relations. More precisely, given a class \(\mathcal{C}\) of transducers, we say that a resynchronization \(R\) preserves definability in \(\mathcal{C}\) if for every transducer \(T \in \mathcal{C}\), the relation \(R(T)\) is realized by some transducer \(T^{\prime} \in \mathcal{C}\), that can be effectively constructed from \(R\) and \(T\). The class \(\mathcal{C}\) will usually be the class of one-way transducers or the class of two-way transducers, and this will be clear from the context.

Below, we recall the definitions of two important classes of resynchronizations, called rational [10] and regular resynchronizers [6], that preserve definability by one-way transducers and by two-way transducers, respectively. We will then compare the expressive power of these two formalisms, showing that rational resynchronizers are strictly less expressive than regular resynchronizers.

\section*{Rational resynchronizers}

A natural definition of resynchronizers for one-way transducers is obtained from rational relations over the disjoint union \(\Sigma \uplus \Gamma\) of the input and output alphabets. Any such relation consists of pairs of synchronized words \(\left(w, w^{\prime}\right)\), and thus represents a transformation of origin graphs. In addition, if the induced synchronized words \(w\) and \(w^{\prime}\) have the same projections over the input and output alphabets, then the relation represents a resynchronization. We also recall that rational relations are captured by one-way transducers, so, by analogy, we call rational resynchronizer any one-way transducer over \(\Sigma \uplus \Gamma\) that preserves the input and output projections.

It is routine to see that rational resynchronizers preserve definability of relations by one-way transducers. It is also worth noting that every rational resynchronizer is a length-preserving transducer. By a classical result of Elgot and Mezei [9] every rational resynchronizer can be assumed to be a letter-to-letter one-way transducer, namely, a transducer with transitions of the form \(q \xrightarrow{a \mid b} q^{\prime}\), with \(a, b \in \Sigma \uplus \Gamma\).
- Example 1. Consider the functional one-way transducers \(T_{1}, T_{2}\) in Figure 3. The domain of both transducers is \((a a)^{*}\). An origin graph of \(T_{1}\) is a one-to-one mapping from the output to the input (each \(a\) produces one \(b\) ). On the other hand, in an origin graph of \(T_{2}\), every \(a\) at input position \(2 i+1\) is the origin of two \(b\) 's at output positions \(2 i+1,2 i+2\). The transducer \(R\) depicted to the right of the figure transforms synchronized words while preserving their input and output projections. It is then a rational resynchronizer. In particular, \(R\) transforms origin graphs of \(T_{1}\) to origin graphs of \(T_{2}\).

\footnotetext{
\({ }^{1}\) In [10], resynchronizers were further restricted to contain at least the pairs of identical origin graphs. Here we prefer to avoid this additional restriction and reason with a more general class of resynchronizations.
}


Figure 3 Two functional 1NFT \(T_{1}, T_{2}\), their origin graphs, and a rational resynchronizer \(R\).

\section*{Regular resynchronizers}

While languages of synchronized words are a faithful representation of rational relations, this notation does not capture regular relations, so relations realized by two-way transducers. An alternative formalism for resynchronizations of relations defined by two-way transducers was proposed in [6] under the name of MSO resynchronizer (here we call it simply "resynchronizer"). The formalism describes pairs ( \(G, G^{\prime}\) ) of origin graphs by means of two relations move \(_{\gamma}\) and next \({ }_{\gamma, \gamma^{\prime}}\left(\gamma, \gamma^{\prime} \in \Gamma\right)\) in the spirit of MSO graph transductions. More precisely:
- move \(_{\gamma}\) describes how the origin \(y\) of an output position \(x\) labeled by \(\gamma\) is redirected to a new origin \(z\) (for short, we call \(y\) and \(z\) the source and target origins of \(x\) ). Formally, move \(_{\gamma}\) is a relation contained in \(\Sigma^{*} \times \mathbb{N} \times \mathbb{N}\) that induces resynchronization pairs \(\left(G, G^{\prime}\right)\) such that, for all output positions \(x\), if out \((G)(x)=\gamma, \operatorname{orig}(G)(x)=y\), and \(\operatorname{orig}\left(G^{\prime}\right)(x)=z\), then \((\operatorname{in}(G), y, z) \in\) move \(_{\gamma}\).
- next \({ }_{\gamma, \gamma^{\prime}}\) constrains the target origins \(z\) and \(z^{\prime}\) of any two consecutive output positions \(x\) and \(x+1\) that are labelled by \(\gamma\) and \(\gamma^{\prime}\), respectively. Formally, next \({ }_{\gamma, \gamma^{\prime}}\) is a relation contained in \(\Sigma^{*} \times \mathbb{N} \times \mathbb{N}\) that induces resynchronization pairs ( \(G, G^{\prime}\) ) such that, for all output positions \(x\) and \(x+1\), if out \((G)(x)=\gamma\), out \((G)(x+1)=\gamma^{\prime}\), orig \(\left(G^{\prime}\right)(x)=z\), and \(\operatorname{orig}\left(G^{\prime}\right)(x+1)=z^{\prime}\), then \(\left(\operatorname{in}(G), z, z^{\prime}\right) \in \operatorname{next}_{\gamma, \gamma^{\prime}}\).
A resynchronizer is a tuple \(\left(\left(\text { move }_{\gamma}\right)_{\gamma \in \Gamma},\left(\text { next }_{\gamma, \gamma^{\prime}}\right)_{\gamma, \gamma^{\prime} \in \Gamma}\right)\), and defines the resynchronization \(R\) with pairs ( \(G, G^{\prime}\) ) induced by the relations move \(\gamma_{\gamma}\) and next \({ }_{\gamma, \gamma^{\prime}}\), where \(\gamma, \gamma^{\prime} \in \Gamma\).

In order to obtain a well-behaved class of resynchronizations, that in particular preserves definability by two-way transducers, we need to enforce some restrictions. First, we require that the relations move \({ }_{\gamma}\) and next \(\gamma_{\gamma, \gamma^{\prime}}\) are described by regular languages (or equally, definable in monadic second-order logic). By this we mean that we encode the input positions \(y, z, z^{\prime}\) with suitable annotations over the binary alphabet \(\mathbb{B}=\{0,1\}\), so that we can identify the relations move \({ }_{\gamma}\) and next \(\gamma_{\gamma, \gamma^{\prime}}\) with some regular languages over the expanded alphabet \(\Sigma \times \mathbb{B}^{2}\). We call regular resynchronizer a resynchronizer where the relations move \(\gamma_{\gamma}\) and next \({ }_{\gamma, \gamma^{\prime}}\) are given by regular languages. In addition, we also require that regular resynchronizers are \(k\)-bounded, for some \(k \in \mathbb{N}\), in the sense that for every input \(u\), every output letter \(\gamma\), and every target origin \(z\), there are at most \(k\) positions \(y\) such that \((u, y, z) \in\) move \(_{\gamma}\).
- Example 2. Consider the resynchronization \(R\) of Figure 4, containing the pairs ( \(G, G^{\prime}\) ), where \(G\) (resp. \(G^{\prime}\) ) is the origin graph that maps every output position to the first (resp. last) input position. \(R\) is "one-way", in the sense that it contains only origin graphs that are admissible outcomes of runs of one-way transducers. However, \(R\) is not definable by any rational resynchronizer, since, in terms of synchronized words, it should map \(a v u\) to \(a u v\), for every \(a \in \Sigma, u \in \Sigma^{*}\), and \(v \in \Gamma^{*}\), which is clearly not a rational relation. The resynchronization \(R\) can however be defined by a 1-bounded regular resynchronizer, e.g. \(\left(\left(\text { move }_{\gamma}\right)_{\gamma \in \Gamma},\left(\operatorname{next}_{\gamma, \gamma^{\prime}}\right)_{\gamma, \gamma^{\prime} \in \Gamma}\right)\), with \(\operatorname{move}_{\gamma}=\left\{(u, y, z)\left|u \in \Sigma^{*}, y=1, z=|u|\right\}\right.\) and


Figure 4 A 1-bounded, regular resynchronization that is not rational.
\(\operatorname{next}_{\gamma, \gamma^{\prime}}=\Sigma^{*} \times \mathbb{N} \times \mathbb{N}\).
One can observe that, in the previous example, next is not restricting the resynchronization further. For other examples that use next in a non-trivial way see for instance [6, Example 13].

The notion of resynchronizer can be slightly enhanced in order to allow some additional amount of non-determinism in the way origin graphs are transformed (this enhanced notion is indeed the one proposed in [6]). The principle is very similar to the idea of enhancing two-way transducers with common guess. More precisely, we allow additional monadic parameters that annotate the input and the output, thus obtaining words over expanded alphabets of the form \(\Sigma \times \Sigma^{\prime}\) and \(\Gamma \times \Gamma^{\prime}\). A resynchronizer with parameters is thus a tuple (ipar, opar, \(\left.\left(\text { move }_{\gamma}\right)_{\gamma},\left(\text { next }_{\gamma, \gamma^{\prime}}\right)_{\gamma, \gamma^{\prime}}\right)\), where ipar \(\subseteq\left(\Sigma \times \Sigma^{\prime}\right)^{*}\) describes the possible annotations of the input, opar \(\subseteq\left(\Gamma \times \Gamma^{\prime}\right)^{*}\) describes the possible annotations of the output, and, for every \(\gamma, \gamma^{\prime} \in \Gamma \times \Gamma^{\prime}\), move \({ }_{\gamma} \subseteq\left(\Sigma \times \Sigma^{\prime} \times \mathbb{B}^{2}\right)^{*}\) describes a transformation from source to target origins of \(\gamma\)-labelled output positions, and next \({ }_{\gamma, \gamma^{\prime}} \subseteq\left(\Sigma \times \Sigma^{\prime} \times \mathbb{B}^{2}\right)\) constraints the target origins of consecutive output positions labelled by \(\gamma\) and \(\gamma^{\prime}\). The resynchronization pairs ( \(G, G^{\prime}\) ) in this case are induced by \(\left(\left(\text { move }_{\gamma}\right)_{\gamma \epsilon \Gamma \times \Gamma^{\prime}},\left(\text { next }_{\gamma, \gamma^{\prime}}\right)_{\gamma, \gamma^{\prime} \in \Gamma \times \Gamma^{\prime}}\right)\) and are obtained by projecting the input and output over the original alphabets \(\Sigma\) and \(\Gamma\), under the assumption that the annotations satisfy ipar and opar. A resynchronizer with parameters is called regular if all its relations are regular. A regular resynchronizer is called bounded if is \(k\)-bounded for some \(k\).

In [6] it was shown that, given a bounded regular resynchronizer \(R\) with parameters and a two-way transducer \(T\) with common guess, one can construct a two-way transducer \(T^{\prime}\) with common guess such that \(T^{\prime}{ }_{o}{ }_{o} R(T)\). The notation \(T^{\prime}{ }_{o} R(T)\) is used to represent the fact that \(T^{\prime}\) and \(R(T)\) define the same relation in the origin semantics.

Unless otherwise stated, hereafter we assume that two-way transducers are enhanced with common guess, and regular resynchronizers are enhanced with parameters.

\section*{Rational vs regular resynchronizers}

Our first result shows that bounded, regular resynchronizers are more expressive than rational resynchronizers. Consider for instance Example 1: it can be captured by the regular resynchronizer with opar annotating even/odd positions. The resynchronizer shifts the origins of the even positions of the output by one to the left and keeps the origins of the odd positions unchanged. So here move \({ }_{\gamma}\) can be described by a regular language. On the other hand, Example 2 shows that there are bounded, regular resynchronizers that cannot be captured by rational resynchronizers.
- Theorem 3. For every rational resynchronizer, there is an equivalent 1-bounded regular resynchronizer.

The proof of the above result is rather technical and can be found in the extended version. Here we only provide a rough idea. Consider a rational resynchronizer \(R\), that is, a one-way transducer that transforms synchronized words while preserving the input and output projections. For example, Figure 5 represents a possible pair of synchronized words,


Figure 5 A 1-bounded, regular resynchronization that is not rational.
denoted \(w\) and \(w^{\prime}\), shown in blue and in red, respectively, such that \(\left(w, w^{\prime}\right) \in R\). We assume that \(\Sigma=\{a\}\) and \(\Gamma=\{b\}\).

From the given rational resynchronizer \(R\) we construct an equivalent 1-bounded, regular resynchronizer \(R^{\prime}\). The natural approach is to encode a successful run \(\rho\) of \(R\) over a synchronized word \(w\). By measuring the differences between the partial inputs and the partial outputs that are consumed and produced along the run \(\rho\), we obtain a partial bijection on the input letters that represents a mapping from source origins to target origins. This mapping determines the relation move \({ }_{\gamma}\) of \(R^{\prime}\), and in fact depends on a suitable additional annotation \(\gamma\) of the underlying output position. The additional annotation is needed in order to distinguish output elements with the same origin in the source, but with different origins in the target.

For example, by referring again to the figure above, consider the first occurrence of \(b\) in \(w\). Its origin in \(w\) is given by the closest input letter to the left (follow the blue arrow). To find the origin in \(w^{\prime}\), one finds the same occurrence of \(b\) in \(w^{\prime}\) (solid line), then moves to the closest input letter to the left (red arrow), and finally maps the latter input position in \(w^{\prime}\) back to \(w\) (dashed line). The resulting position determines the new origin (w.r.t. \(w^{\prime}\) ) of the considered output element.

The remaining components ipar, opar, and next \({ }_{\gamma, \gamma^{\prime}}\) of \(R^{\prime}\) are used to guarantee the correctness of the various annotations (notably, the correctness of the encoding of the run \(\rho\) and that of the output annotations).

\section*{4 Synthesis of Resynchronizers}

Recall that containment between transducers depends on the adopted semantics. More precisely, according to the classical semantics, \(T_{1}\) is contained in \(T_{2}\) (denoted \(T_{1} \subseteq T_{2}\) ) if all input-output pairs realized by \(T_{1}\) are also realized by \(T_{2}\); according to the origin semantics, \(T_{1}\) is contained in \(T_{2}\) (denoted \(T_{1} \subseteq_{o} T_{2}\) ) if all origin graphs realized by \(T_{1}\) are also realized by \(T_{2}\). In this section, we study the following variant of the containment problem:

\section*{Resynchronizer synthesis problem.}

Input: two transducers \(T_{1}, T_{2}\).
Question: does there exist some resynchronization \(R\) such that \(T_{1} \subseteq_{o} R\left(T_{2}\right)\).
In fact, the above problem comes in several variants, depending on the model of transducers considered (one-way or two-way) and the class of admissible resynchronizations \(R\) (rational or bounded regular). Moreover, for the positive instances of the above problem, we usually ask to compute a witnessing resynchronization \(R\) from the given \(T_{1}\) and \(T_{2}\) (this is the reason for calling the problem a synthesis problem).

Clearly, the synthesis problem for unrestricted resynchronizers is equivalent to a classical containment, that is, \(T_{1} \subseteq T_{2}\) if and only if \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) for some resynchronizer \(R\). Therefore, the synthesis problem for unrestricted resynchronizers is undecidable. Thus we
will consider the synthesis problem of rational (resp. bounded regular) resynchronizers for one-way (resp. two-way) transducers.

We also recall that rational resynchronizers preserve definability of relations by oneway transducers [10], while bounded regular resynchronizers (which, by Theorem 3, are strictly more expressive than rational resynchronizers) preserve definability by two-way transducers [6]. For the sake of presentation, we shall first consider the synthesis of rational resynchronizers in the functional one-way setting, that is, for instances given by functional one-way transducers. We show that in this setting the problem collapses again to the classical containment problem, which is however decidable now, that is: \(T_{1} \subseteq T_{2}\) if and only if \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) for some rational resynchronizer \(R\). The decidability result can be slightly extended to some non-functional transducers. More precisely, we will show that synthesis of rational resynchronizers for finite-valued one-way transducers is still decidable. When moving to the relational case, however, the problem becomes undecidable.

The decidability status in the one-way setting could be also contrasted with the two-way setting. In this respect, we observe that, in the functional case, the synthesis problem does not collapse anymore to classical containment, as there are functional two-way transducers \(T_{1}, T_{2}\) such that \(T_{1} \subseteq T_{2}\), but for which no bounded regular resynchronizer \(R\) satisfies \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) (an example can be found at the beginning of Section 4.3). We are able to prove decidability of synthesis of bounded, regular resynchronizers for unambiguous two-way transducers. The decidability status, however, remains open in the functional two-way case, as well as in the unrestricted (non-functional) two-way case.

\subsection*{4.1 Resynchronizing functional, one-way transducers}

Recall that it can be decided in PSPace whether a transducer (be it one-way or two-way) is functional [2], and that the classical containment problem for functional (one-way/two-way) transducers is also in PSpace [3]. The following result shows that, for functional one-way transducers, classical containment and rational resynchronizer synthesis are inter-reducible.
- Theorem 4. Let \(T_{1}, T_{2}\) be two functional one-way transducers. The following conditions are equivalent, and decidable:
1. \(T_{1} \subseteq T_{2}\),
2. \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) for some resynchronization \(R\),
3. \(T_{1}={ }_{o} R\left(T_{2}\right)\) for some rational resynchronizer \(R\).

Proof sketch. The implications from 2. to 1. and 3. to 2 . are trivial. The implication from 1. to 3 . is proved by constructing a rational resynchronizer \(R\) as a product of \(T_{1}, T_{2}\) : at each step, \(R\) consumes a symbol \(a \in \Sigma\) and a word \(v_{1} \in \Gamma^{*}\) from a transition of \(T_{1}\) and produces the same symbol \(a\) and possibly a different word \(v_{2} \in \Gamma^{*}\) from a corresponding transition of \(T_{2}\). The fact that \(R\) preserves the outputs relies on functionality of \(T_{1}\) and \(T_{2}\).

A natural question arises: can a characterization similar to Theorem 4 be obtained for transducers that compute arbitrary relations, rather than just functions? The example below provides a negative answer to this question. Later in Section 4.2, we will see that synthesis of rational resynchronizers for unrestricted one-way transducers is an undecidable problem.
- Example 5. Consider a one-way transducer \(T_{1}\) that checks that the input is from ( \(\left.a a\right)^{*}\) and produces a single output letter \(b\) for each consumed input letter \(a\), and another transducer \(T_{2}\) that works in two phases: during the first phase, it produces two \(b\) 's for each consumed \(a\), and during the second phase consumes the remaining part of the input without producing any output. We have \(T_{1} \subseteq T_{2}\), but \(T_{1} \not \oiint_{o} T_{2}\). The only resynchronization \(R\) that satisfies \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) must map synchronized words from \((a b)^{*}\) to \((a b b)^{*}(a)^{*}\), while preserving the
number of \(a\) 's and \(b\) 's. Such a transformation cannot be defined by any rational resynchronizer, nor by a bounded regular resynchronizer.

There is however an intermediate case, between the functional and the full relational case, for which a generalization of Theorem 4 is possible. This is the case of finite-valued one-way transducers, that is, transducers that realize finite unions of partial functions. The generalization exploits a result from [10], stated just below, that concerns synthesis of bounded-delay resynchronizers. Formally, given two origin graphs \(G\) and \(G^{\prime}\) with the same input and output projections, and given an input position \(y\), we denote by delay \({ }_{G, G^{\prime}}(y)\) the difference between the largest \(x \in \operatorname{dom}(\operatorname{out}(G))\) such that \(\operatorname{orig}(G)(x)=y\) and the largest \(x^{\prime} \in \operatorname{dom}\left(\operatorname{out}\left(G^{\prime}\right)\right)\) such that orig \(\left(G^{\prime}\right)\left(x^{\prime}\right)=y\). Given \(d \in \mathbb{N}\), we define the \(d\)-delay resynchronizer as the resynchronization that contains all pairs ( \(G, G^{\prime}\) ) with the same input and output projections and such that delay \({ }_{G, G^{\prime}}(y) \in[-d,+d]\) for all input positions \(y\). It is easy to see that the \(d\)-delay resynchronizer is a special case of a rational resynchronizer.
- Theorem 6 (Theorem 13 in [10]). Let \(T_{1}, T_{2}\) be one-way transducers, where \(T_{2}\) is \(k\) ambiguous. \({ }^{2}\) One can compute a d-delay resynchronizer \(R_{d}\), for some \(d \in \mathbb{N}\), such that \(T_{1} \subseteq T_{2}\) implies \(T_{1} \subseteq_{o} R_{d}\left(T_{2}\right)\).

As a corollary we can generalize Theorem 4 to \(k\)-valued one-way transducers, with the only difference that the witnessing rational resynchronizer now satisfies \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) rather than \(T_{1}=_{o} R\left(T_{2}\right)\). We also recall that classical containment remains decidable for \(k\)-valued one-way transducers, thanks to the fact that these can be effectively transformed to finite unions of functional transducers [15]:
- Corollary 7. Let \(T_{1}, T_{2}\) be \(k\)-valued one-way transducers. The following conditions are equivalent, and decidable:
1. \(T_{1} \subseteq T_{2}\),
2. \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) for some resynchronization \(R\),
3. \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) for some rational resynchronizer \(R\).

Proof. We prove the only interesting implication from 1. to 3 . Suppose that \(T_{1}, T_{2}\) are \(k\)-valued one-way transducers such that \(T_{1} \subseteq T_{2}\). Using the decomposition theorem from [15], we can construct a \(k\)-ambiguous one-way transducer \(T_{2}^{\prime}\) that is classically equivalent to \(T_{2}\) and such that \(T_{2}^{\prime} \subseteq_{o} T_{2}\). Since \(T_{1} \subseteq T_{2}^{\prime}\), by Theorem 6 we can compute a \(d\)-delay (in particular, rational) resynchronizer \(R_{d}\) such that \(T_{1} \subseteq_{o} R_{d}\left(T_{2}^{\prime}\right)\). Finally, since \(T_{2}^{\prime} \subseteq_{o} T_{2}, T_{1} \subseteq_{o} R_{d}\left(T_{2}^{\prime}\right)\), and \(R_{d}\left(T_{2}^{\prime}\right) \subseteq_{o} R_{d}\left(T_{2}\right)\), we get \(T_{1} \subseteq_{o} R_{d}\left(T_{2}\right)\).

\subsection*{4.2 Resynchronizing arbitrary one-way transducers}

In the previous section we saw how to synthesize a rational resynchronizer for functional, or even finite-valued, one-way transducers. One may ask if finite-valuedness is necessary. We already know that classical containment \(T_{1} \subseteq T_{2}\) is undecidable \([11,12]\) for arbitrary one-way transducers, whereas origin-containment \(T_{1} \subseteq_{o} T_{2}\) is decidable [6]. Synthesis of a rational resynchronizer \(R\) such that \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) is a question that lies between the two questions above. We show in this section that in the case of real-time transducers with unary output alphabet, the latter question is equivalent to language-boundedness of one-counter automata, a problem that we define below.

A transducer is said to be real-time if it produces bounded outputs for each consumed input symbol. A one-counter automaton (OCA) is a non-deterministic pushdown automaton

\footnotetext{
2 A transducer is \(k\)-ambiguous if each input admits at most \(k\) successful runs.
}
with a single stack symbol, besides the bottom stack symbol. In the definition of the language-boundedness problem, we assume that the OCA recognizes a universal language; this assumption is used in the reduction to the synthesis problem.

\section*{Language-boundedness of OCA.}

Input: An OCA \(A\) over alphabet \(\Omega\) that recognizes the universal language \(L(A)=\Omega^{*}\).
Question: Does there exist some bound \(k\) such that every word over \(\Omega\) can be accepted by \(A\) with a run where the counter never exceeds \(k\) ?

Our reductions between language-boundedness of OCA and synthesis of rational resynchronizers rely on the following result from [10], that implies that bounded-delay resynchronizers are enough for synthesizing resynchronizers of real-time transducers:
- Theorem 8 (Theorem 11 in [10]). Let \(T_{1}, T_{2}\) be real-time, one-way transducers and \(R\) a rational resynchronizer such that \(T_{1} \subseteq_{o} R\left(T_{2}\right)\). One can compute a d-delay resynchronizer \(R_{d}\) such that \(T_{1} \subseteq_{o} R_{d}\left(T_{2}\right)\).
- Proposition 9. Synthesis of rational resynchronizers for real-time one-way transducers with unary output alphabet and language-boundedness of OCA are inter-reducible problems. Moreover, in the reductions, one can assume that the left hand-side transducer is functional.

Proof sketch. Given some real-time transducers \(T_{1}, T_{2}\), one constructs an OCA \(A\) that, when the input encodes a successful run of \(T_{1}\), guesses and simulates an equivalent successful run of \(T_{2}\). The OCA \(A\) keeps track in its counter, how ahead or behind is the partial output produced by the encoded run of \(T_{1}\) compared to the partial output produced by the simulated run \(T_{2}\), and accepts with an empty counter. Moreover, \(A\) accepts all inputs that do not encode successful runs of \(T_{1}\) : as soon as an error is detected, the counter is reset and frozen. Thus, badly-formed encodings do not affect language-boundedness. Then, using Theorem 8, one shows that \(A\) is language-bounded if and only if \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) for some rational (and w.l.o.g. bounded-delay) resynchronizer \(R\).

In the opposite reduction, one has to construct some real-time transducers \(T_{1}, T_{2}\) from a given OCA \(A\). Both transducers receive inputs over the same alphabet as \(A . T_{1}\) is a simple functional transducer that outputs one symbol for each consumed input symbol. \(T_{2}\), instead, guesses and simulates a run of \(A\), and ouputs two symbols when the counter of the OCA increases, and no symbol when it decreases. As before, one argues using Theorem 8 that \(A\) is language-bounded if and only if \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) for some rational resynchronizer \(R\).

The status of the problem of language-boundedness of OCA was open, to the best of our knowledge. Piotr Hofman communicated to us the following unpublished result, which can be obtained by a reduction from the undecidable boundedness problem for Minsky machines (the proof is in the extended version of this paper):
- Theorem 10 ([13]). The language-boundedness problem for OCA is undecidable.
- Corollary 11. Synthesis of rational resynchronizers for (real-time) one-way transducers is undecidable, and this holds even when the left hand-side transducer is functional.

\subsection*{4.3 Resynchronizing unambiguous, two-way transducers}

We now focus on the resynchronizer synthesis problem for two-way transducers. Here the appropriate class of resynchronizations is that of regular resynchronizers, since, differently from rational resynchronizer, they can handle origin graphs induced by two-way transducers.

The situation is more delicate, as the synthesis problem does not reduce anymore to classical containment. As an example, consider the transducer \(T_{1}\) that consumes an input of the form \(a^{*}\) from left to right, while copying the letters to the output, and a two-way transducer \(T_{2}\) that realizes the same function but while consuming the input in reverse. We have that \(T_{1} \subseteq T_{2}\), but there is no resynchronizer \(R\) that satisfies \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) and that is bounded and regular at the same time. As we will see, extending Theorem 4 to two-way transducers is possible if we move beyond the class of regular resynchronizers and consider bounded resynchronizers defined by Parikh automata. The existence of bounded regular resynchronizers between functional two-way transducers can thus be seen as a strengthening of the classical containment relation. Unfortunately, we are only able to solve the synthesis problem of bounded regular resynchronizers for unambiguous two-way transducers, so the problem remains open for functional two-way transducers.

First we introduce resynchronizers definable by Parikh automata. Formally, a Parikh automaton is a finite automaton \(A=(\Sigma, Q, I, E, F, Z, S)\) equipped with a function \(Z: E \rightarrow \mathbb{Z}^{k}\) that associates vectors of integers to transitions and a semi-linear set \(S \subseteq \mathbb{Z}^{k}\). A successful run of \(A\) is a run starting in \(I\), ending in \(F\) and such as the sum of the weights of its transitions belongs to \(S\). We say that \(A\) is unambiguous if the underlying finite automaton is. In this case, we can associate with each input \(u\) the vector \(A(u) \in \mathbb{Z}^{k}\) associated with the unique accepting run of the underlying automaton of \(A\) on \(u\), if this exists, otherwise \(A(u)\) is undefined. By taking products, one can easily prove that unambiguous Parikh automata are closed under pointwise sum and difference, that is, given \(A_{1}\) and \(A_{2}\), there are \(A_{+}\)and \(A_{-}\)such that \(A_{+}(u)=A_{1}(u)+A_{2}(u)\) and \(A_{-}(u)=A_{1}(u)-A_{2}(u)\) for all possible inputs \(u\). Hereafter, we will only consider languages recognized by unambiguous Parikh automata with the trivial semilinear set \(S=\left\{0^{k}\right\}\).

By a slight abuse of terminology, we call Parikh resynchronizer any resynchronizer with parameters whose relations move \({ }_{\gamma}\) and next \({ }_{\gamma, \gamma^{\prime}}\) are recognizable by unambiguous Parikh automata, and ipar and opar are regular. We naturally inherit from regular resynchronizers the notion of boundedness. Moreover, we introduce another technical notion, that will be helpful later. Given a resynchronizer \(R\), we define its target set as the set of all pairs \((u, z)\) where \(u\) is an input, \(z\) is a position in it, and \((w, y, z) \in\) move \(_{\gamma}\) for some annotation \(w\) of \(u\) with input parameters, some input position \(y\), and some output type \(\gamma\). Similarly, we define the target set of a two-way transducer \(T\) as the set of all pairs \((u, z)\), where \(u=\operatorname{in}(G)\) and \(z \in \operatorname{orig}(G)(x)\) for some \(x \in \operatorname{dom}(\operatorname{out}(G))\) and some origin graph \(G\) realized by \(T\).
- Theorem 12. Let \(T_{1}, T_{2}\) be two unambiguous two-way transducers. The following conditions are equivalent:
1. \(T_{1} \subseteq T_{2}\),
2. \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) for some resynchronization \(R\),
3. \(T_{1}={ }_{o} R\left(T_{2}\right)\) for some 1-bounded Parikh resynchronizer \(R\) whose target set coincides with that of \(T_{1}\) and where, each relation next \(\boldsymbol{\gamma}_{\gamma, \gamma^{\prime}}\) is regular if move \(\gamma_{\gamma}\) and move \(\gamma_{\gamma^{\prime}}\) are regular.

Proof sketch. We focus on the implication from 1. to 3., as the other implications are trivial. Similarly to the one-way case, to synthesize a resynchronizer, we need to annotate the input with the (unique) successful runs of \(T_{1}\) and \(T_{2}\) (if these runs exist). Since \(T_{1}, T_{2}\) are two-way, the natural way of doing it is to use crossing sequences. Thanks to the encoding of runs by means of crossing sequence, we can describe any output position \(x\) with a pair \((y, i)\), where \(y\) is the origin of \(x\) (according to \(T_{1}\) or \(\left.T_{2}\right) i\) is the number of output positions before \(x\) with the same origin \(y\). Note that \(i\) is bounded, as the transducers here are unambiguous, and hence every input position is visited at most a bounded number of times.

Given \(T=T_{1}\) or \(T=T_{2}\) and an index \(i\), one can construct a unambiguous Parikh automaton \(A_{T, i}\) that, when receiving as input a word \(u\) with a marked position \(y\), produces the unique position \(x\) that is encoded by the pair ( \(y, i\) ), according to the transducer \(T\). It follows that, for every output element correctly annotated with \(\gamma=(a, i, j)\), the relation move \({ }_{\gamma}\) can be defined as \(\left\{(y, z) \mid A_{T_{2}, i}(y)-A_{T_{1}, j}(z)=0\right\}\), which is a unambiguous Parikh language. This almost completes the definition of the Parikh resynchronizer \(R\). The remaining components of \(R\) consists of suitable relations next \({ }_{\gamma, \gamma^{\prime}}\) that check correctness of the annotations. In particular, the relations next \({ }_{\gamma, \gamma^{\prime}}\) are obtained by pairing a regular property with properties defined in terms of the prior relations move \(_{\gamma}\) and move \(\gamma_{\gamma^{\prime}}\), and hence next \({ }_{\gamma, \gamma^{\prime}}\) is regular whenever move \({ }_{\gamma}\) and move \({ }_{\gamma^{\prime}}\) are.

We now explain how to exploit the above characterization to decide bounded regular resynchronizer synthesis problem. We provide the following characterization, whose proof follows from the previous theorem:
- Theorem 13. Let \(T_{1}, T_{2}\) be two unambiguous two-way transducers such that \(T_{1} \subseteq T_{2}\), and let \(\hat{R}\) be the bounded Parikh resynchronizer obtained from Theorem 12. The following conditions are equivalent:
1. \(\hat{R}\) is a regular resynchronizer,
2. \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) for some bounded regular resynchronizer \(R\),
3. \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) for some 1-bounded regular resynchronizer \(R\),
4. \(T_{1}={ }_{o} R\left(T_{2}\right)\) for some 1-bounded regular resynchronizer \(R\) with the same target set as \(T_{1}\).

Theorems 12 and 13 together provide a characterization of those pairs of unambiguous two-way transducers \(T_{1}, T_{2}\) for which there is a bounded regular resynchronizer \(R\) such that \(T_{1} \subseteq_{o} R\left(T_{2}\right)\). The effectiveness of this characterization stems from the decidability of regularity of languages recognized by unambiguous Parikh automata [7]. This result requires unambiguity and uses Presburger arithmetics to determine for each (simple) loop a threshold such that iterating the loop more than the threshold always satisfies the Parikh constraint. The language of the Parikh automaton is regular if and only if every (simple) loop has such a threshold. We thus conclude:
- Corollary 14. Given two unambiguous two-way transducers \(T_{1}, T_{2}\), one can decide whether there is a regular resynchronizer \(R\) such that \(T_{1} \subseteq_{o} R\left(T_{2}\right)\).

\section*{5 Conclusions}

We studied two notions of resynchronization for transducers with origin, called rational resynchronizer and regular resynchronizer. Rational resynchronizers are suited for transforming origin graphs of one-way transducers, while regular resynchronizers can be applied also to origin graphs of two-way transducers. We showed that the former are strictly included in the latter, even when restricting the origin graphs to be one-way. We then studied the following variant of containment problem for transducers: given two transducers \(T_{1}, T_{2}\), decide whether \(T_{1} \subseteq_{o} R\left(T_{2}\right)\) for some (rational or regular) resynchronizer \(R\). That is, if all origin graphs of \(T_{1}\) can be seen as some origin graph of \(T_{2}\) transformed according to \(R\), then compute such a resynchronizer \(R\). This problem can be seen as a synthesis problem of resynchronizers. It is shown that the synthesis problem is decidable when \(T_{1}, T_{2}\) are finite-valued one-way transducers and the resynchronizer is constrained to be rational, as well as when \(T_{1}, T_{2}\) are unambiguous two-way transducers and the resynchronizer is allowed to be regular (and bounded). In the one-way setting, the problem turns out to be undecidable
already for unrestricted (non-functional) transducers and rational resynchronizers. In the two-way setting, the decidability status remains open already when the transducers are not unambiguous (be them functional or not). Concerning this last point, however, we recall that the synthesis problem becomes undecidable as soon as we consider regular resynchronizers that are unbounded, as in this case the problem is at least as hard as classical containment.
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\begin{abstract}
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\section*{1 Introduction}

Measure-Once Quantum Finite Automata (MO-QFA) were introduced in [24] as a natural quantum variant of probabilistic finite automata. The model is defined formally in Section 3, but briefly a MO-QFA over an alphabet \(\Sigma\) is defined by a three tuple \(\mathcal{Q}=\left(P,\left\{X_{a} \mid a \in \Sigma\right\}, u\right)\) where \(P\) is a projection matrix, \(X_{a}\) is a complex unitary matrix for each alphabet letter \(a \in \Sigma\) and \(u\) is a unit length vector with respect to the Euclidean \(\left(\ell^{2}\right)\) norm. Given an input word \(w=w_{1} \cdots w_{k} \in \Sigma^{*}\), then the acceptance probability \(f_{\mathcal{Q}}: \Sigma^{*} \rightarrow \mathbb{R}\) of \(w\) under \(\mathcal{Q}\) is given by
\[
f_{\mathcal{Q}}(w)=\left\|P X_{w_{k}} \cdots X_{w_{1}} u\right\|^{2} .
\]

The related model of Probabilistic Finite Automata (PFA) with \(n\) states over an alphabet \(\Sigma\) is defined as \(\mathcal{P}=\left(\mathbf{x},\left\{M_{a} \mid a \in \Sigma\right\}, \mathbf{y}\right)\) where \(\mathbf{y} \in \mathbb{R}^{n}\) is the initial probability distribution (unit length under \(\ell^{1}\) norm); \(\mathbf{x} \in\{0,1\}^{n}\) is the final state vector and each \(M_{a} \in \mathbb{R}^{n \times n}\) is a stochastic matrix. For a word \(w=w_{1} w_{2} \cdots w_{k} \in \Sigma^{*}\), we define the acceptance probability \(f_{\mathcal{P}}: \Sigma^{*} \rightarrow \mathbb{R}\) of \(\mathcal{P}\) as:
\[
f_{\mathcal{P}}(w)=\mathbf{x}^{T} M_{w_{k}} M_{w_{k-1}} \cdots M_{w_{1}} \mathbf{y}
\]

For any \(\lambda \in[0,1]\) and automaton \(\mathcal{A}\) (either PFA or QFA) over alphabet \(\Sigma\), we define a cut-point language to be: \(L_{\geq \lambda}(\mathcal{A})=\left\{w \in \Sigma^{*} \mid f_{\mathcal{A}}(w) \geq \lambda\right\}\), and a strict cut-point language \(L_{>\lambda}(\mathcal{A})\) by replacing \(\geq\) with \(>\). The (strict) emptiness problem for a cut-point language is to determine if \(L_{\geq \lambda}(A)=\emptyset\) (resp. \(\left.L_{>\lambda}(A)=\emptyset\right)\).
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The MO-QFA model is very restricted due to unitarity constraints and can recognize only group languages (those regular languages whose syntactic monoid is a group [10]). Whereas the emptiness question for a strict cut-point stochastic languages is undecidable, it surprisingly becomes decidable for MO-QFA [9]. The decidability is established via the compactness of the group generated by unitary matrices: a compact algebraic group has a finite polynomial basis, and the decision procedure is then based on Tarski's quantifier elimination theorem [9].

Another surprising undecidability result was already manifested in [9]: The emptiness problem for non-strict (allowing equality) cut-point languages is undecidable. The sizes of the automata exhibiting undecidability were subsequently improved in [17]. As the aforementioned examples illuminate, the border between decidability and undecidability may be crossed with a minor modification to the model or premises.

Underlying each linear automata model are matrices, which represent the dynamics of the computational model as input symbols are read. For deterministic/nondeterministic finite automata, the underlying matrices are binary matrices; for weighted automata, the matrices are integer; for probabilistic automata the matrices are stochastic (the set of columns of each matrix should be a probability distribution); and for quantum finite automata, the matrices are unitary (the set of columns of each matrix should be orthonormal).

Reachability problems for matrix semigroups have attracted a great deal of attention over the past few years. Typically in such problems we are given a finite set of generating matrices \(\mathcal{G}\) forming a semigroup \(\mathcal{S}=\langle\mathcal{G}\rangle\) and we ask some question about \(\mathcal{S}\). As an example, it was shown even back in 1970 by M. Paterson that the mortality problem for integer matrix semigroups is undecidable in dimension three [25]. In this problem, \(\mathcal{G} \subseteq \mathbb{Z}^{3 \times 3}\) and we ask whether the zero matrix belongs to \(\mathcal{S}=\langle\mathcal{G}\rangle\). It was later shown that the similar identity problem (does the identity matrix belong to the semigroup generated by a given set of generating matrices) is also undecidable for four-dimensional integral matrices [5].

A related problem is the freeness problem for integer matrices - given a set \(\mathcal{G} \subseteq \mathbb{F}^{n \times n}\), where \(\mathbb{F}\) is a semiring, determine if \(\mathcal{G}\) is a code for the semigroup generated by \(\mathcal{G}\) (i.e., if every element of \(\langle\mathcal{G}\rangle\) has a unique factorization over elements of \(\mathcal{G}\) ). It was proven by Klarner et al. that the freeness problem is undecidable over \(\mathbb{N}^{3 \times 3}\) in [20] and this result was improved by Cassaigne et al. to hold even for upper-triangular matrices over \(\mathbb{N}^{3 \times 3}\) in [11].

There are many open problems related to freeness in \(2 \times 2\) matrices; see [12, 13, 14] for good surveys. The freeness problem over \(\mathbb{H}^{2 \times 2}\) is undecidable [4], where \(\mathbb{H}\) is the skew-field of quaternions (in fact the result even holds when all entries of the quaternions are rationals). The freeness problem for two upper-triangular \(2 \times 2\) rational matrices remains open, despite many partial results being known [13].

The freeness problem for matrix semigroups defined by a bounded language was recently studied. Given a finite set of matrices \(\left\{M_{1}, \ldots, M_{k}\right\} \subseteq \mathbb{Q}^{n \times n}\), we define a bounded language of matrices to be of the form: \(\left\{M_{1}^{j_{1}} \cdots M_{k}^{j_{k}} \mid j_{i} \geq 0\right.\) where \(\left.1 \leq i \leq k\right\}\).

The freeness problem for such a bounded language of matrices asks if there exists a choice of these variables such that \(j_{1}, \ldots, j_{k}, j_{1}^{\prime}, \ldots, j_{k}^{\prime} \geq 0\), where at least one \(j_{i} \neq j_{i}^{\prime}\) such that \(M_{1}^{j_{1}} \cdots M_{k}^{j_{k}}=M_{1}^{j_{1}^{\prime}} \cdots M_{k}^{j_{k}^{\prime}}\) in which case the bounded language of matrices is not free. This problem was shown to be decidable when \(n=2\), but undecidable in general [13].

In a similar vein, we may study the vector freeness and ambiguity problems, where we are given a finite set of matrices \(\mathcal{G} \subseteq \mathbb{F}^{n \times n}\) and a vector \(u \in \mathbb{F}^{n}\). The ambiguity problem is to determine whether there exists two matrices \(M_{1}, M_{2} \in \mathcal{S}=\langle\mathcal{G}\rangle\) with \(M_{1} \neq M_{2}\) such that \(M_{1} u=M_{2} u\) and the freeness problem is to determine the uniqueness of factorizations of \(\{M u \mid M \in \mathcal{S}\}\) i.e., does \(M_{i_{1}} \cdots M_{i_{k}} u=M_{j_{1}} \cdots M_{j_{k^{\prime}}} u\), where each \(M_{t} \in \mathcal{G}\), imply that
\(k=k^{\prime}\) and \(M_{i_{r}}=M_{j_{r}}\) for \(1 \leq r \leq k\) ? It should be noted that these (related but distinct) problems are more difficult to solve than freeness for matrix semigroups, since by multiplying matrix \(M_{1}\) and \(M_{2}\) with \(u\), some information may be lost. The motivation for such a problem is that many linear dynamic systems/computational models are defined in this way. The freeness question now asks whether starting from some initial point, we have two separate computational paths which coincide at some later point, or else whether every configuration starting from \(u\) is unique. Such vector ambiguity and freeness questions were studied in [3] and the problems were shown to be undecidable when \(\mathcal{S} \subseteq \mathbb{Z}^{4 \times 4}\), or when \(\mathcal{S} \subseteq \mathbb{Q}^{3 \times 3}\). The NP-completeness of the vector ambiguity and freeness problems for \(\operatorname{SL}(2, \mathbb{Z})\) was recently shown in [21] (where \(\operatorname{SL}(2, \mathbb{Z})\) is the special linear group of \(2 \times 2\) matrices).

Whilst vector reachability questions are interesting from the point of view of dynamical systems, many computational models have the notion of a projection being taken at the end, in order to determine whether a computation path is successful or not. This usually takes the form of defining a partition of configurations into accepting or nonaccepting states. This leads to the notion of scalar reachability (also known as half-space reachability [15]), which may be defined in terms of two vectors, \(u\) and \(v\), where we now study the set of scalars \(\left\{u^{T} M v \mid M \in \mathcal{S}\right\}\). The scalar ambiguity question then asks whether or not this set of scalars is unique i.e., does there exist two matrices \(M_{1}, M_{2} \in \mathcal{S}\) with \(M_{1} \neq M_{2}\) such that \(u^{T} M_{1} v=u^{T} M_{2} v\) ? The difficulty with extending the undecidability result for vector reachability is that all information about each matrix \(M\) needs to be stored within a single scalar value \(u^{T} M v\) in a unique way.

In [1], the freeness problem (defined formally in Section 3.1) for 4-state weighted and 6 -state probabilistic automata was shown to be undecidable together with results concerning the related ambiguity problem. The undecidability result was shown to hold even when the input words come from a bounded language, thus the matrices appear in some fixed order, and are taken to an arbitrary power. The problem can also be stated in terms of formal power series: given a formal power series \(r\), determine if \(r\) has two equal coefficients. This problem was studied in [22] and Theorem 3.4 of [18]. As mentioned above, several reachability problems for PFA (such as emptiness of cut-point languages) are known to be undecidable [26], even in a fixed dimension \([8,17]\). The reachability problem for PFA defined on a bounded language (i.e., where input words are from a bounded language which is given as part of the input) was shown to be undecidable in [2]. We may note that the scalar freeness and ambiguity problems are a similar concept to the threshold isolation problem which asks whether a given cutpoint may be approached arbitrarily closely and which is known to be undecidable \([6,8]\).

It is therefore natural to ask whether the freeness and ambiguity problems are undecidable for MO-QFA. This problem appears more difficult to prove than for weighted/probabilistic automata, since the acceptance probability of a MO-QFA \(\mathcal{Q}\) has the form \(f_{\mathcal{Q}}(w)=\left\|P X^{R} u\right\|^{2}\) and it is thus difficult to encode sufficient information about the matrix \(X\) within \(f_{\mathcal{Q}}(w)\) to guarantee uniqueness of matrices from \(\mathcal{G}\). We show that freeness and ambiguity are undecidable for 32 (resp. 33) state MO-QFA by using an encoding of the mixed modification Post's Correspondence Problem and a result related to linear independence of rationals of a basis of squarefree radicals as well as techniques from linear algebra and properties of quaternions.

\section*{2 Notation}

Let \(\Sigma=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}\) be a finite set of letters called an alphabet. A word \(w\) is a finite sequence of letters from \(\Sigma\), the set of all words over \(\Sigma\) is denoted \(\Sigma^{*}\) and the set of nonempty words is denoted \(\Sigma^{+}\). The empty word is denoted by \(\varepsilon\). We use \(|u|\) to denote the length of a word \(u\) and thus \(|\varepsilon|=0\). For two words \(u=u_{1} u_{2} \cdots u_{i}\) and \(v=v_{1} v_{2} \cdots v_{j}\), where \(u, v \in \Sigma^{*}\), the concatenation of \(u\) and \(v\) is denoted by \(u \cdot v\) (or by \(u v\) for brevity) such that \(u \cdot v=u_{1} u_{2} \cdots u_{i} v_{1} v_{2} \cdots v_{j}\). Word \(u^{R}=u_{i} \cdots u_{2} u_{1}\) denotes the mirror image or reverse of word \(u\). A subset \(L\) of \(\Sigma^{*}\) is called a language. A language \(L \subseteq \Sigma^{*}\) is called a bounded language if and only if there exist words \(w_{1}, w_{2}, \ldots, w_{m} \in A^{+}\)such that \(L \subseteq w_{1}^{*} w_{2}^{*} \cdots w_{m}^{*}\). Given an alphabet \(\Sigma\) as above, we denote by \(\Sigma^{-1}\) the set \(\left\{x_{1}^{-1}, \ldots, x_{k}^{-1}\right\}\), where each \(x_{i}^{-1}\) is a new letter with the property that \(x_{i} x_{i}^{-1}=x_{i}^{-1} x_{i}=\varepsilon\) are the only identities of the group \(\left\langle\Sigma \cup \Sigma^{-1}\right\rangle\). A word \(w=w_{1} w_{2} \cdots w_{i} \in\left(\Sigma \cup \Sigma^{-1}\right)^{*}\) is called reduced if there does not exist \(1 \leq j<i\) such that \(w_{j+1}=w_{j}^{-1}\); i.e., no two consecutive letters are inverse.

Given any two rings \(R_{1}\) and \(R_{2}\) we use the notation \(R_{1} \hookrightarrow R_{2}\) to denote a monomorphism i.e., an injective homomorphism between \(R_{1}\) and \(R_{2}\). Given a finite set \(\mathcal{G}\), we use the notation \(\langle\mathcal{G}\rangle\) (resp. \(\langle\mathcal{G}\rangle_{\mathrm{gp}}\) ) to denote the semigroup (resp. group) generated by \(\mathcal{G}\).

\section*{Semirings and quaternions}

We denote by \(\mathbb{N}\) the natural numbers, \(\mathbb{Z}\) the integers, \(\mathbb{Q}\) the rationals, \(\mathbb{C}\) the complex numbers and \(\mathbb{H}\) the quaternions. We denote by \(\mathbb{C}(\mathbb{Q})\) the complex numbers with rational parts, by \(\mathbb{H}(\mathbb{Q})\) the quaternions with rational parts and by \(\mathbb{A}_{\mathbb{R}}\) the real algebraic numbers.

Given any semiring \(\mathbb{F}\) we denote by \(\mathbb{F}^{i \times j}\) the set of \(i \times j\) matrices over \(\mathbb{F}\). We denote by \(e_{i}\) the \(i\) 'th basis vector of some dimension (which will be clear from the context).

In a similar style to complex numbers, a rational quaternion \(\vartheta \in \mathbb{H}(\mathbb{Q})\) can be written \(\vartheta=a+b \mathbf{i}+c \mathbf{j}+d \mathbf{k}\) where \(a, b, c, d \in \mathbb{Q}\). To ease notation let us define the vector: \(\mu=(1, \mathbf{i}, \mathbf{j}, \mathbf{k})\) and it is now clear that \(\vartheta=(a, b, c, d) \cdot \mu\) where \(\cdot\) denotes the inner or "dot" product.

Quaternion addition is simply the componentwise addition of elements. It is well known that quaternion multiplication is not commutative (hence they form a skew field). Multiplication is completely defined by the equations \(\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=-1, \mathbf{i} \mathbf{j}=\mathbf{k}=-\mathbf{j} \mathbf{i}, \mathbf{j} \mathbf{k}=\mathbf{i}=-\mathbf{k j}\) and \(\mathbf{k i}=\mathbf{j}=-\mathbf{k i}\). Thus for two quaternions \(\vartheta_{1}=\left(a_{1}, b_{1}, c_{1}, d_{1}\right) \mu\) and \(\vartheta_{2}=\left(a_{2}, b_{2}, c_{2}, d_{2}\right) \mu\), we can define their product as \(\vartheta_{1} \vartheta_{2}=\left(a_{1} a_{2}-b_{1} b_{2}-c_{1} c_{2}-d_{1} d_{2}\right)+\left(a_{1} b_{2}+b_{1} a_{2}+c_{1} d_{2}-\right.\) \(\left.d_{1} c_{2}\right) \mathbf{i}+\left(a_{1} c_{2}-b_{1} d_{2}+c_{1} a_{2}+d_{1} b_{2}\right) \mathbf{j}+\left(a_{1} d_{2}+b_{1} c_{2}-c_{1} b_{2}+d_{1} a_{2}\right) \mathbf{k}\).

In a similar way to complex numbers, we define the conjugate of \(\vartheta=(a, b, c, d) \cdot \mu\) by \(\bar{\vartheta}=(a,-b,-c,-d) \cdot \mu\). We can now define a norm on the quaternions by \(\|\vartheta\|=\sqrt{\vartheta \bar{\vartheta}}=\) \(\sqrt{a^{2}+b^{2}+c^{2}+d^{2}}\). Any non zero quaternion has a multiplicative (and obviously an additive) inverse [23]. The other properties of being a skew field can be easily checked.

A unit quaternion (norm 1) corresponds to a rotation in three dimensional space [23].

\section*{Linear Algebra}

Given \(A=\left(a_{i j}\right) \in \mathbb{F}^{m \times m}\) and \(B \in \mathbb{F}^{n \times n}\), we define the direct sum \(A \oplus B\) and Kronecker product \(A \otimes B\) of \(A\) and \(B\) by:
\[
A \oplus B=\left[\begin{array}{c|c}
A & \mathbf{0}_{m, n} \\
\hline \mathbf{0}_{n, m} & B
\end{array}\right], \quad A \otimes B=\left[\begin{array}{cccc}
a_{11} B & a_{12} B & \cdots & a_{1 m} B \\
a_{21} B & a_{22} B & \cdots & a_{2 m} B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} B & a_{m 2} B & \cdots & a_{m m} B
\end{array}\right]
\]
where \(\mathbf{0}_{i, j}\) denotes the zero matrix of dimension \(i \times j\). Note that neither \(\oplus\) nor \(\otimes\) are commutative in general. Given a finite set of matrices \(\mathcal{G}=\left\{G_{1}, G_{2}, \ldots, G_{m}\right\} \subseteq \mathbb{F}^{n \times n},\langle\mathcal{G}\rangle\) is the semigroup generated by \(\mathcal{G}\). We will use the following notations:
\[
\bigoplus_{j=1}^{m} G_{j}=G_{1} \oplus G_{2} \oplus \cdots \oplus G_{m}, \quad \bigotimes_{j=1}^{m} G_{j}=G_{1} \otimes G_{2} \otimes \cdots \otimes G_{m}
\]

Given a single matrix \(G \in \mathbb{F}^{n \times n}\), we inductively define \(G^{\otimes k}=G \otimes G^{\otimes(k-1)} \in \mathbb{F}^{n^{k} \times n^{k}}\) with \(G^{\otimes 1}=G\) as the \(k\)-fold Kronecker power of \(G\). Similarly, \(G^{\oplus k}=G \oplus G^{\oplus(k-1)} \in \mathbb{F}^{n^{k} \times n^{k}}\) with \(G^{\oplus 1}=G\). The following properties of \(\oplus\) and \(\otimes\) are well known; see [19] for proofs.
- Lemma 1. Let \(A, B, C, D \in \mathbb{F}^{n \times n}\). We note that:
- \((A \otimes B) \otimes C=A \otimes(B \otimes C)\) and \((A \oplus B) \oplus C=A \oplus(B \oplus C)\), thus \(A \otimes B \otimes C\) and \(A \oplus B \oplus C\) are unambiguous.
- Mixed product properties: \((A \otimes B)(C \otimes D)=(A C) \otimes(B D)\) and \((A \oplus B)(C \oplus D)=\) \((A C) \oplus(B D)\).
- If \(A\) and \(B\) are unitary matrices, then so are \(A \oplus B\) and \(A \otimes B\).

Given two vectors \(u \in \mathbb{F}^{n_{1}}\) and \(v \in \mathbb{F}^{n_{2}}\), we define \(u \oplus v \in \mathbb{F}^{n_{1}+n_{2}}\) as \(u \oplus v=\) \(\left(u_{1}, \ldots, u_{n_{1}}, v_{1}, \ldots, v_{n_{2}}\right)\).

\section*{3 Quantum Finite Automata and Undecidability}
- Definition 2. A measure-once n-state quantum automaton (MO-QFA) over a k-letter alphabet \(\Sigma\) is a triplet \(\left(P,\left\{X_{a} \mid a \in \Sigma\right\}\right.\), u), where \(P \in \mathbb{C}^{n \times n}\) is a projection, each \(X_{a} \in \mathbb{C}^{n \times n}\) is a unitary matrix (where rows form an orthonormal set), and \(u \in \mathbb{C}^{n}\) is a unit-length vector.

A morphism \(\Sigma^{*} \rightarrow\left\langle X_{a}\right\rangle\) is defined as \(w=a_{i_{1}} \ldots a_{i_{t}} \mapsto X_{w} \stackrel{\text { def }}{=} X_{i_{1}} \ldots X_{i_{t}}\) and the acceptance probability of a \(M O-Q F A \mathcal{Q}\) is defined as \(f_{\mathcal{Q}}(w)=\left\|P X_{w^{R}} u\right\|^{2}\). We use the reverse of the word \(w\), denoted \(w^{R}\), so that \(w_{1}\) is applied first, then \(w_{2}\) etc.

\subsection*{3.1 Ambiguity and Freeness for QFA}

Consider a finite set of unitary matrices \(\mathcal{G}=\left\{X_{1}, X_{2}, \ldots, X_{k}\right\} \subset \mathbb{C}^{n \times n}\), a projection matrix \(P \in \mathbb{Z}^{n \times n}\) and a unit column vector \(u \in \mathbb{C}^{n}\). Let \(\mathcal{Q}=(P, \mathcal{G}, u)\) be a QFA and define \(\Lambda(\mathcal{Q})\) be the set of scalars such that \(\Lambda(\mathcal{Q})=\left\{\|P X u\|^{2} ; X \in\langle\mathcal{G}\rangle\right\}\). If for \(\lambda \in \Lambda(\mathcal{Q})\) there exists a unique matrix \(X \in\langle\mathcal{G}\rangle\) such that \(\lambda=\|P X u\|^{2}\), then we say that \(\lambda\) is unambiguous with respect to \(\mathcal{Q}\). We call \(\Lambda(\mathcal{Q})\) unambiguous if every \(\lambda \in \Lambda(\mathcal{Q})\) is unambiguous.

An acceptance probability \(\lambda \in \Lambda(\mathcal{Q})\) is called free with respect to \(\mathcal{Q}\) if
\[
\lambda=\left\|P X_{i_{1}} X_{i_{2}} \cdots X_{i_{m}} u\right\|^{2}=\left\|P X_{j_{1}} X_{j_{2}} \cdots X_{j_{m^{\prime}}} u\right\|^{2},
\]
where each \(X_{i_{k}}, X_{j_{k^{\prime}}} \in \mathcal{G}\) for \(1 \leq k \leq m\) and \(1 \leq k^{\prime} \leq m^{\prime}\) implies that \(m=m^{\prime}\) and each \(i_{k}=j_{k}\) for \(1 \leq k \leq m\). We call \(\Lambda(\mathcal{Q})\) free if every \(\lambda \in \Lambda(\mathcal{Q})\) is free.
- Problem 3 (QFA Scalar Ambiguity). Given a Quantum Finite Automaton \(\mathcal{Q}\), is \(\Lambda(\mathcal{Q})\) unambiguous?
- Problem 4 (QFA Scalar Freeness \({ }^{1}\) ). Given a Quantum Finite Automaton \(\mathcal{Q}\), is \(\Lambda(\mathcal{Q})\) free?

\footnotetext{
1 We may also call this the injectivity problem for QFA; does there exist two distinct words \(w_{1}, w_{2} \in \Sigma^{*}\) such that \(f_{\mathcal{Q}}\left(w_{1}\right)=f_{\mathcal{Q}}\left(w_{2}\right)\) ?
}
- Example 5. Let \(A=\left(\begin{array}{cc}\frac{3}{5} & \frac{4}{5} \\ -\frac{4}{5} & \frac{3}{5}\end{array}\right), P=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\) and \(u=(1,0)^{T}\). We thus see that \(\mathcal{Q}=(P,\{A\}, u)\) is a unary 2-state QFA. Note that \(A\) represents rotations of the Euclidean plane of angle \(\arccos (3 / 5)\), and thus we see that \(f_{\mathcal{Q}}\left(a^{k}\right)=\left\|P A^{k} u\right\|^{2}\) is dense in \([0,1]\) for \(k \in \mathbb{N}\). Since the angle of rotation of \(A\) is an irrational multiple of \(\pi\), then every acceptance probability of \(\mathcal{Q}\) is unique, and thus \(\mathcal{Q}\) is both free and unambiguous.

We show that freeness and ambiguity are undecidable for MO-QFA in Section 5. The reduction is from the Mixed Modification Post's Correspondence Problem, now defined.
- Problem 6 (Mixed Modification PCP (MMPCP)). Given set of letters \(\Sigma=\left\{s_{1}, \ldots, s_{|\Sigma|}\right\}\), binary alphabet \(\Sigma_{2}\), and pair of homomorphisms \(h, g: \Sigma^{*} \rightarrow \Sigma_{2}^{*}\), the MMPCP asks to decide whether there exists a word \(w=x_{1} \cdots x_{k} \in \Sigma^{+}, x_{i} \in \Sigma\) such that
\[
h_{1}\left(x_{1}\right) h_{2}\left(x_{2}\right) \cdots h_{k}\left(x_{k}\right)=g_{1}\left(x_{1}\right) g_{2}\left(x_{2}\right) \cdots g_{k}\left(x_{k}\right)
\]
where \(h_{i}, g_{i} \in\{h, g\}\), and there exists at least one \(j\) such that \(h_{j} \neq g_{j}\).
- Theorem 7. [11] - The Mixed Modification PCP is undecidable for \(|\Sigma| \geq 9\).
- Definition 8. We call an instance of the (MM)PCP a Claus instance if the minimal solution words are of the form \(w=s_{1} x_{2} x_{3} \cdots x_{k-1} s_{|\Sigma|}\), where \(x_{2}, \ldots, x_{k-1} \in \Sigma-\left\{s_{1}, s_{|\Sigma|}\right\}\), i.e., the minimal solution words must start with letter \(s_{1}\), end with letter \(s_{|\Sigma|}\), and all other letters are not equal to \(s_{1}\) or \(s_{|\Sigma|}\).

In fact most proofs of the undecidability of (MM)PCP have this property [16]. Claus instances can be useful for decreasing the resources required for showing certain undecidability results, and we use this property later.
- Theorem 9. [16] - Mixed Modification PCP is undecidable for Claus instances, when \(|\Sigma| \geq 9 .{ }^{2}\)

\section*{4 A mapping from arbitrary words to rational unitary matrices}

Let \(\Sigma_{n}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}\) be an \(n\)-letter alphabet for some \(n>0\). We begin by deriving a monomorphism \(\gamma: \Sigma_{n}^{*} \hookrightarrow \mathbb{Q}^{4 \times 4}\) such that \(\gamma(w)\) is a unitary matrix for any \(w \in \Sigma_{n}^{*}\). The mapping \(\gamma\) will be a composition of several monomorphisms.

Given alphabet \(\Sigma_{n}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}\), we now show that there exists a monomorphism \(\gamma: \Sigma_{n}^{*} \hookrightarrow \mathbb{Q}^{4 \times 4}\) where \(\gamma(w)\) is unitary for all \(w \in \Sigma_{n}^{*}\).

We first describe a monomorphism \(\gamma_{1}\) from an arbitrary sized alphabet to a binary alphabet. We then show monomorphism \(\gamma_{2}\) from a binary alphabet to unit quaternions, and conclude by injectively mapping such quaternions to unitary matrices.
\(\gamma_{1}\) : Let \(\Sigma_{2}=\{a, b\}\) be a binary alphabet. We define \(\gamma_{1}: \Sigma_{n}^{*} \hookrightarrow \Sigma_{2}^{*}\) by \(\gamma_{1}\left(x_{k}\right)=a^{k} b\) for \(1 \leq k \leq n\). It is immediate that \(\gamma_{1}\) is injective.
\(\gamma_{2}\) : Define mapping \(\gamma_{2}: \Sigma_{2}^{*} \hookrightarrow \mathbb{H}(\mathbb{Q})\) by \(\gamma_{2}(a)=\left(\frac{3}{5}, \frac{4}{5}, 0,0\right) \cdot \mu\) and \(\gamma_{2}(b)=\left(\frac{3}{5}, 0, \frac{4}{5}, 0\right) \cdot \mu\).
It is known that \(\gamma_{2}\) is an injective homomorphism [4] since such quaternions represent rotations about perpendicular axes by a rational angle (not equal to \(0, \pm \frac{1}{2}, \pm 1\) ), thus \(\gamma_{2}: \Sigma_{2}^{*} \hookrightarrow \mathbb{H}(\mathbb{Q})\) and \(\gamma_{2}\left(w_{1}\right)=\gamma_{2}\left(w_{2}\right)\) for \(w_{1}, w_{2} \in \Sigma_{2}^{*}\) implies that \(w_{1}=w_{2}[27]\).

\footnotetext{
\({ }^{2}\) The result in [16] states undecidability for \(|\Sigma| \geq 7\) since they fix the first/last letters of a potential solution.
}
\(\gamma_{3}:\) Define \(\gamma_{3}: \mathbb{H}(\mathbb{Q}) \hookrightarrow \mathbb{Q}^{4 \times 4}\) by:
\[
\gamma_{3}((r, x, y, z) \cdot \mu)=\left(\begin{array}{cccc}
r & x & y & z  \tag{1}\\
-x & r & z & -y \\
-y & -z & r & x \\
-z & y & -x & r
\end{array}\right)
\]

It is well known that \(\gamma_{3}\) is a monomorphism in this case. Injectivity is clear, and using the rules of quaternion multiplication shows that \(\gamma_{3}\) is a homomorphism.

We finally define \(\gamma=\gamma_{3} \circ \gamma_{2} \circ \gamma_{1}\) and thus by the above reasoning \(\gamma: \Sigma_{n}^{*} \hookrightarrow \mathbb{Q}^{4 \times 4}\) is an injective homomorphism. Note that the matrix \(\gamma(w)\) for a word \(w \in \Sigma_{n}^{*}\) contains quite a lot of redundancy, and in fact can be uniquely described by just four elements (the top row) as is shown by the matrix in Eqn. (1). Of course, these four elements simply correspond to the four elements of the quaternion used in the construction of \(\gamma\). Note also that \(\gamma(w)\) is a unitary matrix since \(\gamma_{2}\) generates a unit quaternion (of norm 1) in each case.

Using \(\gamma\), we can now find matrices \(A, B \in \mathbb{Q}^{4 \times 4}\), such that \(\gamma(w) \in\langle\{A, B\}\rangle_{\mathrm{gp}}\) for all \(w \in \Sigma^{*}\); i.e., the value of \(\gamma(w)\) lies within the semigroup generated by \(\{A, B\}\). This will prove useful later since we may reason about the structure of this freely presented semigroup.

Definition 10. Given \(\Sigma_{2}=\{a, b\}\), then let:
\[
A=\gamma_{3}\left(\gamma_{2}(a)\right)=\left(\begin{array}{cccc}
\frac{3}{5} & \frac{4}{5} & 0 & 0 \\
-\frac{4}{5} & \frac{3}{5} & 0 & 0 \\
0 & 0 & \frac{3}{5} & \frac{4}{5} \\
0 & 0 & -\frac{4}{5} & \frac{3}{5}
\end{array}\right), B=\gamma_{3}\left(\gamma_{2}(b)\right)=\left(\begin{array}{cccc}
\frac{3}{5} & 0 & \frac{4}{5} & 0 \\
0 & \frac{3}{5} & 0 & -\frac{4}{5} \\
-\frac{4}{5} & 0 & \frac{3}{5} & 0 \\
0 & \frac{4}{5} & 0 & \frac{3}{5}
\end{array}\right)
\]
and define \(\Gamma^{\prime}=\langle\{A, B\}\rangle \subset \mathbb{Q}^{4 \times 4}\), which is a free semigroup (freely generated by \(\{A, B\}\) ). All elements in the range of \(\gamma\) thus belong to \(\Gamma^{\prime}\). We define \(\Gamma \subset \Gamma^{\prime}\) by \(\Gamma=\left\{\gamma(w) \mid w \in \Sigma_{n}^{*}\right\}\).

\section*{5 Freeness and ambiguity for QFA with radicals}

In order to prove that the ambiguity and freeness problems are undecidable for QFA defined over rationals (with real algebraic initial vector), we require the following (folklore) theorem. This will essentially allow us to uniquely represent a tuple of rationals as a linear sum of radicals. For completeness, we will show a simple proof of this theorem using the theory of field extensions.
- Theorem 11 ([7]). The (finite) set
\[
\mathcal{S}=\left\{\sqrt{m_{1}}, \ldots, \sqrt{m_{n}}: m_{i} \text { are coprime square-free numbers }\right\}
\]
is linearly independent over \(\mathbb{Q}\).
Proof. Define \(E_{k}=\mathbb{Q}\left(\sqrt{m_{1}}, \ldots, \sqrt{m_{k}}\right)\), so \(E_{0}=\mathbb{Q}\) and \(E_{1}=\mathbb{Q}\left(\sqrt{m_{1}}\right)\). Clearly \(\left[E_{0}: \mathbb{Q}\right]=\) \(1=2^{0}\), and \(\left[E_{1}: \mathbb{Q}\right]=2^{1}\). As each element \(\sqrt{m_{i}}\) satisfies a quadratic equation over \(\mathbb{Q}\), the field extension degree \(\left[E_{n}: \mathbb{Q}\right]\) is at most \(2^{n}\). The theorem is proven if we can show that \(\left[E_{n}: \mathbb{Q}\right]=2^{n}\).

Assume the induction hypothesis true for values less than \(k\). We will prove it true for \(k+1\), as well, i.e., \(\left[E_{k+1}: E_{k}\right]=2\). For this aim, we must demonstrate that \(\sqrt{m_{k+1}} \notin E_{k}\), so let us assume the contrary, that
\[
\sqrt{m_{k+1}} \in E_{k}=E_{k-1}\left(\sqrt{m_{k}}\right)
\]
hence \(\sqrt{m_{k+1}}=a+b \sqrt{m_{k}}\), where \(a, b \in E_{k-1}\) Then
\[
m_{k+1}=a^{2}+m_{k} b^{2}+2 a b \sqrt{m_{k}} .
\]

If \(a b \neq 0\), then \(\sqrt{m_{k}} \in E_{k-1}\), which implies that \(\left[E_{k}: E_{k-1}\right]=1\), a contradiction.
If \(a=0\), then \(\sqrt{m_{k+1}}=b \sqrt{m_{k}}\), and hence \(\sqrt{m_{k}} \sqrt{m_{k+1}}=b m_{k} \in E_{k-1}\). By the induction hypothesis we then have
\[
\left[\mathbb{Q}\left(\sqrt{m_{1}}, \ldots, \sqrt{m_{k-1}}, \sqrt{m_{k} m_{k+1}}\right): \mathbb{Q}\right]=2^{k}
\]
but since the last extending element belongs to \(E_{k-1}\), the extension degree cannot be more than \(2^{k-1}\), a contradiction. Here we actually need the assumption that the numbers are coprime, since otherwise \(m_{k} m_{k+1}\) would not necessarily be squarefree.

If \(b=0\), then \(\sqrt{m_{k+1}} \in \mathbb{E}_{k-1}\), and as above, the induction hypothesis gives
\[
\left[\mathbb{Q}\left(\sqrt{m_{1}}, \ldots, \sqrt{m_{k-1}}, \sqrt{m_{k+1}}\right): \mathbb{Q}\right]=2^{k}
\]
but as the last extending element belongs to \(E_{k-1}\), the extension degree cannot be more than \(2^{k-1}\), a contradiction.

For example, given \(p_{1}, p_{2}, q_{1}, q_{2} \in \mathbb{Q}\), then the equality \(p_{1} \sqrt{2}+q_{1} \sqrt{3}=p_{2} \sqrt{2}+q_{2} \sqrt{3}\) is true iff \(p_{1}=p_{2}\) and \(q_{1}=q_{2}\).

The following technical lemma concerns the free group \(\mathcal{S}\) generated by \(\mathcal{G}=\left\{\gamma_{2}(a), \gamma_{2}(b)\right\}\) and will crucially allow us to characterise elements of \(\mathcal{S}\) which differ only in the signs of one or more of their imaginary components. To define this lemma we require a nonstandard inversion function defined on elements of \(\mathcal{S}=\langle\mathcal{G}\rangle_{g r}\). Since \(\mathcal{S}\) is free, any reduced (i.e., not containing consecutive inverses) \(q_{w} \in \mathcal{S}\) can be uniquely written in the form
\[
q_{w}=\gamma_{2}(a)^{k_{0}} \gamma_{2}(b)^{k_{1}} \gamma_{2}(a)^{k_{2}} \cdots \gamma_{2}(a)^{k_{n-2}} \gamma_{2}(b)^{k_{n-1}} \gamma_{2}(a)^{k_{n}}
\]
where \(k_{0}, k_{n} \in \mathbb{Z}\) and \(k_{1}, \ldots, k_{n-1} \in \mathbb{Z}-\{0\}\), i.e., an alternating product of either positive or negative powers of \(\gamma_{2}(a)\) and \(\gamma_{2}(b)\) which may start and end with either element. We define the following three functions:
i) \(\lambda_{a}\left(q_{w}\right)=\gamma_{2}(a)^{-k_{0}} \gamma_{2}(b)^{k_{1}} \gamma_{2}(a)^{-k_{2}} \cdots \gamma_{2}(a)^{-k_{n-2}} \gamma_{2}(b)^{k_{n-1}} \gamma_{2}(a)^{-k_{n}}\);
ii) \(\lambda_{b}\left(q_{w}\right)=\gamma_{2}(a)^{k_{0}} \gamma_{2}(b)^{-k_{1}} \gamma_{2}(a)^{k_{2}} \cdots \gamma_{2}(a)^{k_{n-2}} \gamma_{2}(b)^{-k_{n-1}} \gamma_{2}(a)^{k_{n}}\);
iii) \(\lambda_{a, b}\left(q_{w}\right)=\gamma_{2}(a)^{-k_{0}} \gamma_{2}(b)^{-k_{1}} \gamma_{2}(a)^{-k_{2}} \cdots \gamma_{2}(a)^{-k_{n-2}} \gamma_{2}(b)^{-k_{n-1}} \gamma_{2}(a)^{-k_{n}}\).

These three functions thus invert all \(\gamma_{2}(a)\) elements in a product for \(\lambda_{a}\), all \(\gamma_{2}(b)\) elements in a product for \(\lambda_{b}\) and both \(\gamma_{2}(a)\) and \(\gamma_{2}(b)\) elements in a product for \(\lambda_{a, b}\). As an example, if \(q_{w}=\gamma_{2}(a)^{3} \gamma_{2}(b)^{2} \gamma_{2}(a)^{-4} \gamma_{2}(b)\), then \(\lambda_{a}\left(q_{w}\right)=\gamma_{2}(a)^{-3} \gamma_{2}(b)^{2} \gamma_{2}(a)^{4} \gamma_{2}(b)\), \(\lambda_{b}\left(q_{w}\right)=\gamma_{2}(a)^{3} \gamma_{2}(b)^{-2} \gamma_{2}(a)^{-4} \gamma_{2}(b)^{-1}\) and \(\lambda_{a, b}\left(q_{w}\right)=\gamma_{2}(a)^{-3} \gamma_{2}(b)^{-2} \gamma_{2}(a)^{4} \gamma_{2}(b)^{-1}\). Bizzare as such a definition may appear, it allows us to exactly characterize those elements of \(\mathcal{S}\) which differ only in the sign of one or more of their imaginary components, as we now show.
- Lemma 12. Given a quaternion \(q_{w}=\gamma_{2}(w)=(r, x, y, z) \cdot \mu \in\left\langle\gamma_{2}(a), \gamma_{2}(b)\right\rangle_{g r}\) with \(w=w_{1} w_{2} \cdots w_{|w|}\), each \(w_{i} \in\left(\Sigma_{2} \cup \Sigma_{2}^{-1}\right)\) and \(\Sigma_{2}=\{a, b\}\), then:
i) \(q_{w^{R}}=\gamma_{2}\left(w^{R}\right)=(r, x, y,-z) \cdot \mu\);
ii) \(\lambda_{a}\left(q_{w}\right)=(r,-x, y,-z) \cdot \mu\);
iii) \(\lambda_{b}\left(q_{w}\right)=(r, x,-y,-z) \cdot \mu\);
iv) \(\lambda_{a, b}\left(q_{w}\right)=(r,-x,-y, z) \cdot \mu\).

\section*{P. C. Bell and M. Hirvensalo}

Proof. We proceed via induction. For the base case, when \(w=\varepsilon\), then \(q_{w}=(1,0,0,0) \cdot \mu\) and \(q_{w^{R}}=\lambda_{a}\left(q_{w}\right)=\lambda_{b}\left(q_{w}\right)=\lambda_{a, b}\left(q_{w}\right)=(1,0,0,0) \cdot \mu\) and so the properties (trivially) hold. For the induction hypothesis, assume \(i)-i v\) ) are true for \(q_{w}\). We handle each property individually.
i) By assumption, \(q_{w^{R}}=(r, x, y,-z) \cdot \mu\). Since \(\gamma_{2}(a)=\left(\frac{3}{5}, \frac{4}{5}, 0,0\right) \cdot \mu\) and \(\gamma_{2}(b)=\left(\frac{3}{5}, 0, \frac{4}{5}, 0\right) \cdot \mu\), by the rules of quaternion multiplication, we see that:
\[
\begin{aligned}
\gamma_{2}(a) \cdot q_{w} & =\frac{1}{5}(3 r-4 x, 3 x+4 r, 3 y-4 z, 3 z+4 y) \cdot \mu \\
q_{w^{R}} \cdot \gamma_{2}(a) & =\frac{1}{5}(3 r-4 x, 3 x+4 r, 3 y-4 z,-3 z-4 y) \cdot \mu
\end{aligned}
\]

Note that the fourth component is negated as expected. In a similar way, we also see that:
\[
\begin{aligned}
\gamma_{2}(b) \cdot q_{w} & =\frac{1}{5}(3 r-4 y, 3 x+4 z, 3 y+4 r, 3 z-4 x) \cdot \mu \\
q_{w^{R}} \cdot \gamma_{2}(b) & =\frac{1}{5}(3 r-4 y, 3 x+4 z, 3 y+4 r,-3 z+4 x) \cdot \mu
\end{aligned}
\]
with negated fourth element. Since \(\gamma_{2}\left(a^{-1}\right)=\left(\frac{3}{5},-\frac{4}{5}, 0,0\right) \cdot \mu\) and \(\gamma_{2}\left(b^{-1}\right)=\left(\frac{3}{5}, 0,-\frac{4}{5}, 0\right) \cdot \mu\), then the property of the fourth element being negated is also clearly true for \(\gamma_{2}\left(c^{-1}\right) \cdot q_{w}\) and \(q_{w^{R}} \cdot \gamma_{2}\left(c^{-1}\right)\) for \(c \in\{a, b\}\). The other properties are similar, we give a brief proof of each. ii) By the induction hypothesis, \(\lambda_{a}\left(q_{w}\right)=(r,-x, y,-z) \cdot \mu\) and thus:
\[
\begin{aligned}
q_{w} \cdot \gamma_{2}(a) & =\frac{1}{5}(3 r-4 x, 3 x+4 r, 3 y+4 z, 3 z-4 y) \cdot \mu \\
\lambda_{a}\left(q_{w}\right) \cdot \gamma_{2}(a)^{-1} & =\frac{1}{5}(3 r-4 x,-3 x-4 r, 3 y+4 z,-3 z+4 y) \cdot \mu
\end{aligned}
\]
with the second and fourth components negated as required. Also,
\[
\begin{aligned}
q_{w} \cdot \gamma_{2}(a)^{-1} & =\frac{1}{5}(3 r+4 x, 3 x-4 r, 3 y-4 z, 3 z+4 y) \cdot \mu \\
\lambda_{a}\left(q_{w}\right) \cdot \gamma_{2}(a) & =\frac{1}{5}(3 r+4 x,-3 x+4 r, 3 y-4 z,-3 z-4 y) \cdot \mu
\end{aligned}
\]
as expected. Right multiplication of \(q_{w}\) and \(\lambda_{a}\left(q_{w}\right)\) by either \(\gamma_{2}(b)\) or \(\gamma_{2}(b)^{-1}\) retains the given structure, as is not difficult to calculate.
iii) By the induction hypothesis, \(\lambda_{b}\left(q_{w}\right)=(r, x,-y,-z) \cdot \mu\) and thus:
\[
\begin{aligned}
q_{w} \cdot \gamma_{2}(b) & =\frac{1}{5}(3 r-4 y, 3 x-4 z, 3 y+4 r, 3 z+4 x) \cdot \mu \\
\lambda_{b}\left(q_{w}\right) \cdot \gamma_{2}(b)^{-1} & =\frac{1}{5}(3 r-4 y, 3 x-4 z,-3 y-4 r,-3 z-4 x) \cdot \mu
\end{aligned}
\]
with the third and fourth components negated as required. Also,
\[
\begin{aligned}
q_{w} \cdot \gamma_{2}(b)^{-1} & =\frac{1}{5}(3 r+4 y, 3 x+4 z, 3 y-4 r, 3 z-4 x) \cdot \mu \\
\lambda_{b}\left(q_{w}\right) \cdot \gamma_{2}(b) & =\frac{1}{5}(3 r+4 y, 3 x+4 z,-3 y+4 r,-3 z+4 x) \cdot \mu
\end{aligned}
\]
as expected. Right multiplication of \(q_{w}\) and \(\lambda_{b}\left(q_{w}\right)\) by either \(\gamma_{2}(a)\) or \(\gamma_{2}(a)^{-1}\) retains the given structure, as is not difficult to calculate.

\section*{Acceptance Ambiguity for Quantum Automata}
iv) By the induction hypothesis, \(\lambda_{a, b}\left(q_{w}\right)=(r,-x,-y, z) \cdot \mu\) and thus:
\[
\begin{aligned}
\lambda_{a, b}\left(q_{w}\right) \cdot \gamma_{2}(a) & =\frac{1}{5}(3 r+4 x,-3 x+4 r,-3 y+4 z, 3 z+4 y) \cdot \mu \\
\lambda_{a, b}\left(q_{w}\right) \cdot \gamma_{2}(b) & =\frac{1}{5}(3 r+4 y,-3 x-4 z,-3 y+4 r, 3 z-4 x) \cdot \mu \\
\lambda_{a, b}\left(q_{w}\right) \cdot \gamma_{2}(a)^{-1} & =\frac{1}{5}(3 r-4 x,-3 x-4 r,-3 y-4 z, 3 z-4 y) \cdot \mu \\
\lambda_{a, b}\left(q_{w}\right) \cdot \gamma_{2}(b)^{-1} & =\frac{1}{5}(3 r-4 y,-3 x+4 z,-3 y-4 r, 3 z+4 x) \cdot \mu
\end{aligned}
\]
with the second and third components of each product negated with relation to \(q_{w} \cdot \gamma_{2}(a)^{-1}\), \(q_{w} \cdot \gamma_{2}(b)^{-1}, q_{w} \cdot \gamma_{2}(a)\) and \(q_{w} \cdot \gamma_{2}(b)\) (resp.) as required.

The following lemma allows us to represent a quaternion (and its corresponding rotation matrix) by using only absolute values and will be crucial later.
- Lemma 13. Given a word \(w \in \Sigma_{k}^{*}\), then \(\gamma_{2}\left(\gamma_{1}(w)\right)=(r, x, y, z) \cdot \mu\) is uniquely determined by \((|r|,|x|,|y|,|z|)\). All matrices \(\gamma(w) \in \Gamma\) are similarly uniquely determined by
\[
\left(\left|\gamma(w)_{1,1}\right|,\left|\gamma(w)_{1,2}\right|,\left|\gamma(w)_{1,3}\right|,\left|\gamma(w)_{1,4}\right|\right)
\]
i.e., by the absolute values of each element of the top row of the matrix.

Proof. Another way to state this Lemma is that if we have \(u=u_{1} u_{2} \cdots u_{t}\) and \(v=v_{1} v_{2} \cdots v_{t^{\prime}}\) with each \(u_{i}, v_{i} \in \Sigma_{k}^{*}\), such that \(\gamma_{2}\left(\gamma_{1}(u)\right)=\left(a_{1}, b_{1}, c_{1}, d_{1}\right) \cdot \mu, \gamma_{2}\left(\gamma_{1}(v)\right)=\left(a_{2}, b_{2}, c_{2}, d_{2}\right) \cdot \mu\) and \(\left(\left|a_{1}\right|,\left|b_{1}\right|,\left|c_{1}\right|,\left|d_{1}\right|\right)=\left(\left|a_{2}\right|,\left|b_{2}\right|,\left|c_{2}\right|,\left|d_{2}\right|\right)\), then \(t=t^{\prime}\) and \(u_{i}=v_{i}\) for all \(1 \leq i \leq t\). A similar property holds for the top row of the unitary matrices when applying \(\gamma_{3}\) to these elements. We shall now prove this.

By definition, \(\gamma_{2}: \Sigma_{2}^{*} \hookrightarrow \mathbb{H}(\mathbb{Q})\) maps to a free monoid \(\mathcal{S}\) of \(\mathbb{H}(\mathbb{Q})\) generated by \(\mathcal{G}=\) \(\left\{\gamma_{2}(a), \gamma_{2}(b)\right\}\) with \(\gamma_{2}(a)=\left(\frac{3}{5}, \frac{4}{5}, 0,0\right) \cdot \mu\) and \(\gamma_{2}(b)=\left(\frac{3}{5}, 0, \frac{4}{5}, 0\right) \cdot \mu\). As shown in Section 4, \(\gamma_{2} \circ \gamma_{1}: \Sigma_{n}^{*} \hookrightarrow \mathbb{H}(\mathbb{Q})\); i.e., \(\gamma_{2} \circ \gamma_{1}\) is an injective homomorphism. Let \(\Gamma^{\prime}=\left\{\gamma_{2}\left(\gamma_{1}\left(w^{\prime}\right)\right) \mid w^{\prime} \in\right.\) \(\left.\Sigma_{n}^{*}\right\} \subseteq \mathbb{H}(\mathbb{Q})\). Clearly then, \(\Gamma^{\prime}\) is freely generated by \(\left\{\gamma_{2}\left(\gamma_{1}\left(w^{\prime}\right)\right) \mid w^{\prime} \in \Sigma_{n}\right\}\) by the injectivity of \(\gamma_{2} \circ \gamma_{1}\).

Let \(q_{w}=\gamma_{2}\left(\gamma_{1}(w)\right)=(r, x, y, z) \cdot \mu \in \Gamma^{\prime} \subseteq \mathcal{S}\) and define \(Q_{w}=\{( \pm r, \pm x, \pm y, \pm z) \cdot \mu\}\), thus \(\left|Q_{w}\right|=16\). We will now show that for all \(q^{\prime} \in Q_{w}-\left\{q_{w}\right\}\) then \(q^{\prime} \notin \Gamma^{\prime}\) which proves the lemma.

Since (unit) quaternion inversion simply involves negating all imaginary components, then using the identities of Lemma 12 , we can derive that \(q_{w}^{-1}=(r,-x,-y,-z), \lambda_{a}\left(q_{w}\right)^{-1}=\) \((r, x,-y, z)\) and \(\lambda_{b}\left(q_{w}\right)^{-1}=(r,-x, y, z)\) which we summarize in the following table.
\begin{tabular}{|c|l|c|l|}
\hline\(q_{w}\) & \((r, x, y, z) \mu\) & \(q_{w}^{-1}\) & \((r,-x,-y,-z) \mu\) \\
\hline\(\lambda_{a}\left(q_{w}\right)\) & \((r,-x, y,-z) \mu\) & \(\lambda_{a}\left(q_{w}\right)^{-1}\) & \((r, x,-y, z) \mu\) \\
\hline\(\lambda_{b}\left(q_{w}\right)\) & \((r, x,-y,-z) \mu\) & \(\lambda_{b}\left(q_{w}\right)^{-1}\) & \((r,-x, y, z) \mu\) \\
\hline\(\lambda_{a, b}\left(q_{w}\right)\) & \((r,-x,-y, z) \mu\) & \(q_{w^{R}}\) & \((r, x, y,-z) \mu\) \\
\hline
\end{tabular}

We might also notice other identites, such as \(q_{w^{R}}=\lambda_{a, b}\left(q_{w}\right)^{-1}\) which is clear from the definition of \(\lambda_{a, b}\). Note that this table covers 8 elements of \(Q_{w}\).

Note \(q_{w}\) belongs (by definition) to \(\Gamma^{\prime}=\left(\gamma_{2}(a)^{+} \gamma_{2}(b)\right)^{+}=\left\{\gamma_{2}\left(\gamma_{1}\left(w^{\prime}\right)\right) \mid w^{\prime} \in \Sigma_{n}\right\} \subseteq \mathcal{S}\). Since \(\left\langle\gamma_{2}(a), \gamma_{2}(b)\right\rangle_{g r}\) generates a free group, this means that no reduced element of \(\mathcal{S}\) is equal to a product with a nontrivial \({ }^{3}\) factor \(\gamma_{2}(a)^{-1}\) or \(\gamma_{2}(b)^{-1}\). Each element in the above

\footnotetext{
\({ }^{3}\) Reduced meaning the element contains no consecutive inverse elements and nontrivial meaning we ignoring any such element adjacent to its multiplicative inverse.
}
table contains at least one nonreducible factor \(\gamma_{2}(a)^{-1}\) or \(\gamma_{2}(b)^{-1}\), excluding \(q_{w}\) and \(q_{w^{R}}\). Note however that \(q_{w^{R}}\) trivially does not belong to \(\Gamma^{\prime}=\left(\gamma_{2}(a)^{+} \gamma_{2}(b)\right)^{+}\)since it necessarily begins with nonreducible factor \(\gamma_{2}(b)\).

Finally, to cover the remaining 8 elements of \(Q_{w}\), we consider the free group \(\mathcal{S}_{\mathrm{gr}}=\) \(\left\langle\left\{\gamma_{2}(a), \gamma_{2}(b)\right\} \mid \emptyset\right\rangle_{g r}\). For any \(q_{w}^{\prime} \in \mathcal{S}_{\mathrm{gr}}\) then \(-q_{w}^{\prime} \notin \mathcal{S}_{\mathrm{gr}}\) since \(\mathcal{S}_{\mathrm{gr}}\) is free. This holds since if \(-q_{w}^{\prime} \in \mathcal{S}\), then \(-1 \in \mathcal{S}\) (because \(\left(q_{w}^{\prime}\right)^{-1} \in \mathcal{S}\) ), which gives a nontrivial identity \(-1^{2}=1\) in \(\mathcal{S}_{\text {gr }}\) (a contradiction).

This covers all sixteen possible elements of \(Q_{w}\) and shows that \(q_{w}\) is the only member of \(Q_{w}\) belonging to \(\Gamma^{\prime}\). By the definition of \(\gamma_{3}: \mathbb{H}(\mathbb{Q}) \hookrightarrow \mathbb{Q}^{4 \times 4}\), then also all matrices \(\gamma(w) \in \Gamma\) are uniquely determined by \(\left(\left|\gamma(w)_{1,1}\right|,\left|\gamma(w)_{1,2}\right|,\left|\gamma(w)_{1,3}\right|,\left|\gamma(w)_{1,4}\right|\right)\) as required.

Theorem 14. The freeness problem for measure-once quantum finite automata is undecidable for 32 states over an alphabet of size 17 .

Proof. We will encode an instance \((h, g)\) of the mixed modification Post's Correspondence Problem into a finite set of matrices so that if there exists a solution to the instance then there exists some scalar which is nonfree, otherwise every scalar is free.

Let \(\Sigma=\left\{x_{1}, x_{2}, \ldots, x_{n-2}\right\}\) and \(\Delta=\left\{x_{n-1}, x_{n}\right\}\) be distinct alphabets and \(h, g: \Sigma^{*} \rightarrow \Delta^{*}\) be an instance of the mixed modification PCP and let \(\Sigma_{n}=\Sigma \cup \Delta\). The naming convention will become apparent below, but intuitively we will be applying \(\gamma\), from Section 4 to both the input and output alphabets.

Recall that we showed the injectivity of \(\gamma\) in Section 4, and thus have a monomorphism \(\gamma: \Sigma_{n}^{*} \hookrightarrow \mathbb{Q}^{4 \times 4}\). We define a function \(\varphi: \Sigma_{n}^{*} \times \Sigma_{n}^{*} \hookrightarrow \mathbb{Q}^{32 \times 32}\) by
\[
\varphi\left(w_{1}, w_{2}\right)=\bigoplus_{j=1}^{4} \gamma\left(w_{1}\right) \oplus \bigoplus_{j=1}^{4} \gamma\left(w_{2}\right)
\]

We may note that \(\varphi\left(w_{1}, w_{2}\right)\) remains a unitary matrix since \(\gamma\left(w_{i}\right)\) is unitary and the direct sum of unitary matrices is unitary. Define \(\mathcal{G}=\left\{\varphi\left(x_{i}, h\left(x_{i}\right)\right), \varphi\left(x_{i}, g\left(x_{i}\right)\right) \mid x_{i} \in \Sigma\right\} \subset \mathbb{Q}^{32 \times 32}\).

Let \(p_{i}\) denote the i'th prime number and define \(u_{i}=\sqrt[4]{p_{i}} \cdot e_{i} \in \mathbb{A}_{\mathbb{R}}{ }^{4}, v_{i}=\sqrt[4]{p_{4+i}} \cdot e_{i} \in \mathbb{A}_{\mathbb{R}}{ }^{4}\) for \(1 \leq i \leq 4\left(\mathbb{A}_{\mathbb{R}}{ }^{4}\right.\) denotes a 4 -tuple of elements from \(\left.\mathbb{A}_{\mathbb{R}}\right)\) and \(u^{\prime}=\bigoplus_{j=1}^{4} u_{j} \oplus \bigoplus_{j=1}^{4} v_{j} \in \mathbb{A}_{\mathbb{R}}{ }^{32}\). Now, we normalise this vector so that \(u=\frac{u^{\prime}}{\sqrt{\sum_{i=1}^{8} \sqrt{p_{i}}}} \in \mathbb{A}_{\mathbb{R}}^{32}\), with \(u\) a unit vector. Note that each element of \(u\) is a real algebraic number. Let \(P_{1}=1 \oplus \mathbf{0}_{3}\) where \(\mathbf{0}_{3}\) is the \(3 \times 3\) zero matrix, thus \(P_{1}\) has a 1 in the upper left element and zero elsewhere. Then define \(P=P_{1}^{\oplus 8} \in \mathbb{Q}^{32 \times 32}\). Note that \(P^{2}=P\) and \(P\) is a projection matrix.

We are now ready to define our \(\mathrm{QFA} \mathcal{Q}\) by the triple \(\mathcal{Q}=(P, \mathcal{G}, u)\) and prove the claim of the theorem.

Let \(X=X_{i_{1}} \cdots X_{i_{p}}=\varphi\left(x_{i_{1}}, f_{i_{1}}\left(x_{i_{1}}\right)\right) \cdots \varphi\left(x_{i_{p}}, f_{i_{p}}\left(x_{i_{p}}\right)\right)\), with \(f_{i_{k}} \in\{g, h\}\) for \(1 \leq k \leq p\) be one factorization of a matrix \(X \in \mathcal{G}\). Define \(x=x_{i_{1}} \cdots x_{i_{p}}\) and \(f(x)=f_{i_{1}}\left(x_{i_{1}}\right) \cdots f_{i_{p}}\left(x_{i_{p}}\right)\). Then we see that:
\[
\begin{align*}
\|P X u\|^{2} & =\left\|\frac{\oplus_{j=1}^{4}\left(P_{1} \gamma(x) u_{j}\right) \oplus \bigoplus_{j=1}^{4}\left(P_{1} \gamma(f(x)) v_{j}\right)}{\sqrt{\sum_{i=1}^{8} \sqrt{p_{i}}}}\right\|^{2}  \tag{2}\\
& =\left\|\frac{\oplus_{j=1}^{4}\left(P_{1} \gamma(x) \sqrt[4]{p_{j}} \cdot e_{j}\right) \oplus \bigoplus_{j=1}^{4}\left(P_{1} \gamma(f(x)) \sqrt[4]{p_{4+j}} \cdot e_{j}\right)}{\sqrt{\sum_{i=1}^{8} \sqrt{p_{i}}}}\right\|^{2}  \tag{3}\\
& =\left(\sqrt{\frac{\sum_{j=1}^{4}\left(\gamma(x)_{1, j} \sqrt[4]{p_{j}}\right)^{2}+\sum_{j=1}^{4}\left(\gamma(f(x))_{1, j} \sqrt[4]{p_{4+j}}\right)^{2}}{\sqrt{\sum_{i=1}^{8} \sqrt{p_{i}}}}}\right)^{2}  \tag{4}\\
& =\frac{\sum_{j=1}^{4} \gamma(x)_{1, j}^{2} \sqrt{p_{j}}+\sum_{j=1}^{4} \gamma(f(x))_{1, j}^{2} \sqrt{p_{4+j}}}{\sqrt{\sum_{i=1}^{8} \sqrt{p_{i}}}} \tag{5}
\end{align*}
\]

Assume that matrix \(X\) has two distinct factorizations \(X=X_{i_{1}} \cdots X_{i_{p}}=X_{j_{1}} \cdots X_{j_{q}} \in \mathcal{G}^{+}\) and \(p \neq q\) or \(X_{i_{k}} \neq X_{j_{k}}\) for some \(1 \leq k \leq p\), such that
\[
\|P X u\|^{2}=\left\|P X_{i_{1}} \cdots X_{i_{p}} u\right\|^{2}=\left\|P X_{j_{1}} \cdots X_{j_{q}} u\right\|^{2}
\]
and thus \(\Lambda(\mathcal{Q})\) is not free. Let \(X=X_{j_{1}} \cdots X_{j_{q}}=\varphi\left(x_{j_{1}}, f_{j_{1}}^{\prime}\left(x_{j_{1}}\right)\right) \cdots \varphi\left(x_{j_{q}}, f_{j_{q}}^{\prime}\left(x_{j_{q}}\right)\right)\), with \(f_{j_{k}}^{\prime} \in\{g, h\}\) for \(1 \leq k \leq q\) and define \(x^{\prime}=x_{j_{1}} \cdots x_{j_{q}}\) and \(f^{\prime}\left(x^{\prime}\right)=f_{j_{1}}^{\prime}\left(x_{j_{1}}\right) \cdots f_{j_{q}}^{\prime}\left(x_{j_{p}}\right)\) with each \(f_{j_{k}}^{\prime} \in\{g, h\}\). Note that in Eqn. (5) the denominator is constant and thus when determining equality \(\left\|P X_{i_{1}} \cdots X_{i_{p}} u\right\|^{2}=\left\|P X_{j_{1}} \cdots X_{j_{q}} u\right\|^{2}\) we may ignore it. By Lemma 13 , each \(\gamma(w)\) is uniquely determined by the absolute value of the top four elements of the matrix (e.g. \(\left|\gamma(w)_{1, j}\right|\) for \(1 \leq j \leq 4\) ). Since each \(p_{j}\) is squarefree, for \(1 \leq j \leq 8\), then by Theorem 11, the following equation is satisfied if and only if \(|\gamma(x)|=\left|\gamma\left(x^{\prime}\right)\right|\) and \(|\gamma(f(x))|=\left|\gamma\left(f^{\prime}\left(x^{\prime}\right)\right)\right|\) :
\[
\begin{aligned}
& \sum_{j=1}^{4} \gamma(x)_{1, j}^{2} \sqrt{p_{j}}+\sum_{j=1}^{4} \gamma(f(x))_{1, j}^{2} \sqrt{p_{4+j}} \\
= & \sum_{j=1}^{4} \gamma\left(x^{\prime}\right)_{1, j}^{2} \sqrt{p_{j}}+\sum_{j=1}^{4} \gamma\left(f^{\prime}\left(x^{\prime}\right)\right)_{1, j}^{2} \sqrt{p_{4+j}} .
\end{aligned}
\]

Finally, note that \(\gamma(x)=\gamma\left(x^{\prime}\right)\) if and only if \(x=x^{\prime}\). As before, let \(x=x_{i_{1}} \cdots x_{i_{p}}\), then \(\gamma(f(x))=f_{i_{1}}\left(x_{i_{1}}\right) \cdots f_{i_{p}}\left(x_{i_{p}}\right)=f_{j_{1}}\left(x_{i_{1}}\right) \cdots f_{j_{p}}\left(x_{i_{p}}\right)=\gamma\left(f^{\prime}\left(x^{\prime}\right)\right)\) with some \(f_{i_{k}} \neq f_{j_{k}}\) for \(1 \leq k \leq p\) if and only if the instance of the MMPCP has a solution.

If the MMPCP is undecidable for Claus instances with an alphabet of size \(n^{\prime}\) (see Theorem 9), then the undecidability of the current theorem holds for \(|\mathcal{G}| \geq 2 n^{\prime}\). We now prove that the result holds for \(|\mathcal{G}| \geq 2 n^{\prime}-1\). Let \(\Sigma=\left\{x_{1}, \ldots, x_{n^{\prime}}\right\}\). Since \(h, g\) is a Claus instance, any solution word \(w\) is of the form \(w=x_{1} w^{\prime} x_{n^{\prime}}\), with \(w^{\prime} \in\left(\Sigma-\left\{x_{1}, x_{n^{\prime}}\right\}\right)^{*}\). By symmetry, we may assume that \(h_{1}=h\) and by the proof in [16], \(g_{i}=g\) and \(h_{i}=h\) for all \(1 \leq i \leq t\). Clearly then, one of \(h\left(x_{n^{\prime}}\right)\) and \(g\left(x_{n^{\prime}}\right)\) is a proper suffix of the other (assume that \(g\left(x_{n^{\prime}}\right)\) is a suffix of \(h\left(x_{n^{\prime}}\right)\); the opposite case is similar). Now, redefine \(u^{\prime}=\gamma\left(x_{n^{\prime}}, g\left(x_{n^{\prime}}\right)\right) u\), remove the matrix corresponding to \(g\left(x_{n^{\prime}}\right)\) from \(\mathcal{G}\) and redefine the matrix corresponding to \(h\left(x_{n^{\prime}}\right)\) by \(h^{\prime}\left(x_{n^{\prime}}\right)=\gamma\left(x_{n^{\prime}}, h\left(x_{n^{\prime}}\right) g\left(x_{n^{\prime}}\right)^{-1}\right)\). Since \(g\left(x_{n^{\prime}}\right)\) is a proper suffix of \(h\left(x_{n^{\prime}}\right)\), then \(h\left(x_{n}^{\prime}\right) g\left(x_{n}^{\prime}\right)^{-1}\) is the prefix of \(h\left(x_{n^{\prime}}\right)\) after removing the common suffix with \(g\left(x_{n^{\prime}}\right)\). This means that an ambiguous scalar only exists if there exists a solution to the instance of MMPCP and we had reduced the alphabet size by 1 . MMPCP is undecidable for instances of size 9 (Theorem 9), thus the undecidability holds for MO-QFA with 32 states and an alphabet size of 17 .
- Corollary 15. The ambiguity problem for measure-once quantum finite automata is undecidable for 33 states over an alphabet of size 17.

Proof. The corollary follows from the proof of Theorem 14. We notice that if there exists a solution to the encoded instance of the MMPCP, then some matrix \(X\) has two distinct factorizations over \(\mathcal{G}\) and therefore there exists two distinct matrix products giving the same scalar. Our technique in this corollary is to make these two factorizations produce distinct matrices \(X_{1}\) and \(X_{2}\), such that they still lead to the same scalar. This is simple to accomplish by redefining the projection matrix \(P\) as \(P^{\prime}=P \oplus 0\), redefining the initial vector \(u\) as \(u^{\prime}=u \oplus 0\) and for each matrix \(M \in \mathcal{G}-\left\{\varphi\left(x_{1}, h\left(x_{1}\right)\right)\right\}\), we redefine \(M\) as \(M^{\prime}=M \oplus 1\) and let \(\varphi\left(x_{1}, h\left(x_{1}\right)\right)\) be redefined as \(\varphi\left(x_{1}, h\left(x_{1}\right)\right) \oplus-1\). In this case, any matrix product containing \(\varphi\left(x_{1}, h\left(x_{1}\right)\right) \oplus-1\) will have -1 in the bottom right element, otherwise the bottom right element is 1 . Since we encode a Claus instance of MMPCP, one factorization has -1 in this case, and the other has 1 , and thus we always have distinct matrices. If no solution exists, then each matrix leads to a unique scalar anyway.

Note that we increased the number of states of the MO-QFA by 1 and also note that the acceptance probability is unaffected by the above modifications since the projection matrix was increased by a zero row/column.

\section*{6 Conclusion}

An interesting question is whether Theorem 14 can be shown to hold when the initial vector is rational, rather than real algebraic. We can prove this result if a certain open problem related to rational packing functions holds (does there exist a polynomial which maps \(n\)-tuples of rationals to a single rational injectively). Such a function is well known for integer values (the Cantor polynomial), but not for rational \(n\)-tuples. This seems a difficult problem to approach however, and thus we leave the following open problem.
- Open Problem 16. Can undecidability of the ambiguity and freeness problems for MOQFA be shown when the initial vector, projection matrix and all unitary matrices are over rationals?

We also note that in [1] the ambiguity and freeness problems for weighted finite automata and probabilistic finite automata were shown to be undecidable even when the input words were restricted to come from a given letter monotonic language, which is a restriction of bounded languages of the form \(x_{1}^{*} x_{2}^{*} \cdots x_{k}^{*}\) where each \(x_{i}\) is a single letter of the input alphabet. The undecidability result of [1] used an encoding of Hilbert's tenth problem, which seems difficult to encode into unitary matrices and thus we pose the following open problem.

Open Problem 17. Can the undecidability of the ambiguity and freeness problems for \(M O-Q F A\) be shown when the input word is necessarily from a given letter monotonic language?
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\section*{1 Introduction}

A regular expression specifies a set of strings formed by characters combined with concatenation, union (I), and Kleene star (*) operators. For instance, (a|(ba))*) describes the set of strings of as and bs, where every b is followed by an a. Regular expressions are a fundamental concept in formal language theory and a basic tool in computer science for specifying search patterns. Regular expression search appears in diverse areas such as internet traffic analysis [14, 27, 17], data mining [11], data bases [19, 21], computational biology [23], and human computer interaction [16].

Given a regular expression \(R\) and a string \(Q\), the regular expression parsing problem \([15\), \(8,10,24,25,18]\) is to determine if \(Q\) matches a string in the set of strings described by \(R\) and if so, determine how it matches by computing the corresponding sequence of positions of characters in \(R\), i.e., the mapping of each character in \(Q\) to a character in \(R\) corresponding to the match. For instance, if \(R=(\mathrm{a} \mid \mathrm{ba})) *)\) and \(Q=\mathrm{aaba}\), then \(Q\) matches \(R\) and \(1,1,2,3\) is a corresponding parse specifying that \(Q[1]\) and \(Q[2]\) match the first a in \(R, Q[3]\) match the b in \(R\), and \(Q[4]\) match the last a in \(R^{1}\). Regular expression parsing makes finding matches of a regular expression even more useful by allowing us to directly extract subpatterns of the match, e.g., for extracting IP-addresses from internet traffic analysis or extracting subparts of genomes from genetic data bases.

\footnotetext{
1 Another typical definition of parsing is to compute a parse tree (or a variant thereof) of the derivation of \(Q\) on \(R\). Our definition simplifies our presentation and it is straightforward to derive a parse tree from our parses.
}
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To state the existing bounds, let \(n\) and \(m\) be the length of the string and the regular expression, respectively. As a starting point consider the simpler regular expression matching problem, that is, to determine if \(Q\) matches a string in the set of strings described by \(R\) (without necessarily providing a mapping from characters in \(Q\) to characters in \(R\) ). A classic textbook algorithm to matching, due to Thompson [26], constructs and simulates a non-deterministic finite automaton (NFA) in \(O(n m)\) time and \(O(m)\) space. An immediate approach to solve the parsing problem is to combine Thompson's algorithm with backtracking. To do so, we store all state-sets produced during the NFA simulation and then process these in reverse order to recover an accepting path in the NFA matching \(Q\). From the path we then immediately obtain the corresponding parse of \(Q\) since each transition labeled by a character uniquely corresponds to a character in \(R\). This algorithm uses \(O(n m)\) time and space. Hence, we achieve the same time bound as matching but increase the space by an \(\Omega(n)\) factor. We can improve the time by polylogarithmic factors using faster algorithms for matching \([22,3,4,6,7]\), but by a recent conditional lower bound [2] we cannot hope to achieve \(\Omega\left((n m)^{1-\varepsilon}\right)\) time assuming the strong exponential time hypothesis. Other direct approaches to regular expression parsing \([15,8,10,24,25,18]\) similarly achieve \(\Theta(n m)\) time and space (ignoring polylogarithmic factors), leaving a substantial gap between linear space for matching and \(\Theta(n m)\) space for parsing. The goal of this paper is to address this gap.

\subsection*{1.1 Results}

We present a new technique to efficiently extend the classic state-set transition algorithms for matching to also solve parsing in the same time complexity while only using linear space. Specifically, we obtain the following main result based on Thompson's algorithm:
- Theorem 1. Given a regular expression of length \(m\) and a string of length \(n\), we can solve the regular expression parsing problem in \(O(n m)\) time and \(O(n+m)\) space.

This is the first bound to significantly improve upon the combination of \(\Theta(n m)\) time and space. The result holds on a comparison-based, pointer machine model of computation. Our techniques are sufficiently general to also handle the more recent faster state-set transition algorithms \([22,4,3]\) and we also obtain a similar space improvement for these.

\subsection*{1.2 Techniques}

Our overall approach is similar in spirit to the classic divide and conquer algorithm by Hirschberg [13] for computing a longest common subsequence of two strings in linear space. Let \(A\) be the Thompson NFA (TNFA) for \(R\) built according to Thompson's rules [26] (see also Figure 1) with \(m\) states, and let \(Q\) be the string of length \(n\).

We first decompose \(A\) using standard techniques into a pair of nested subTNFAs called the inner subTNFA and the outer subTNFA. Each have roughly at most \(2 / 3\) of the states of \(A\) and overlap in at most 2 boundary states. We then show how to carefully simulate \(A\) to decompose \(Q\) into substrings corresponding to subparts of an accepting path in each of the subTNFAs. The key challenge here is to efficiently handle cyclic dependencies between the subTNFAs. From this we construct a sequence of subproblems for each of the substrings corresponding to the inner subTNFAs and a single subproblem for the outer subTNFA. We recursively solve these to construct a complete accepting path in \(A\). This strategy leads to an \(O(n m)\) time and \(O(n \log m+m)\) space solution. We show how to tune and organize the recursion to avoid storing intermediate substrings leading to the linear space solution in Theorem 1. Finally, we show how to extend our solution to obtain linear space parsing solutions for other state-set transition algorithms.

\section*{2 Preliminaries}

Strings. A string Q of length \(n=|Q|\) is a sequence \(Q[1] \ldots Q[n]\) of \(n\) characters drawn from an alphabet \(\Sigma\). The string \(Q[i] \ldots Q[j]\) denoted \(Q[i, j]\) is called a substring of \(Q\). The substrings \(Q[1, i]\) and \(Q[j, n]\) are the \(i\) th prefix and the \(j\) th suffix of \(Q\), respectively. The string \(\epsilon\) is the unique empty string of length zero.

Regular Expressions. First we briefly review the classical concepts used in the paper. For more details see, e.g., Aho et al. [1]. We consider the set of non-empty regular expressions over an alphabet \(\Sigma\), defined recursively as follows. If \(\alpha \in \Sigma \cup\{\epsilon\}\) then \(\alpha\) is a regular expression, and if \(S\) and \(T\) are regular expressions then so is the concatenation, \((S) \cdot(T)\), the union, \((S) \mid(T)\), and the star, \((S)^{*}\). The language \(L(R)\) generated by \(R\) is defined as follows. If \(\alpha \in \Sigma \cup\{\epsilon\}\), then \(L(\alpha)\) is the set containing the single string \(\alpha\). If \(S\) and \(T\) are regular expressions, then \(L(S \cdot T)=L(S) \cdot L(T)\), that is, any string formed by the concatenation of a string in \(L(S)\) with a string in \(L(T), L(S) \mid L(T)=L(S) \cup L(T)\), and \(L\left(S^{*}\right)=\bigcup_{i>0} L(S)^{i}\), where \(L(S)^{0}=\{\epsilon\}\) and \(L(S)^{i}=L(S)^{i-1} \cdot L(S)\), for \(i>0\). The parse tree \(\mathcal{T}^{P}(R)\) of \(R\) (not to be confused with the parse of \(Q\) wrt. to \(R\) ) is the rooted, binary tree representing the hierarchical structure of \(R\). The leaves of \(\mathcal{T}^{P}(R)\) are labeled by a character from \(\Sigma\) or \(\epsilon\) and internal nodes are labeled by either \(\cdot, \mid\), or \(*\).

Finite Automata. A finite automaton is a tuple \(A=(V, E, \Sigma, \theta, \phi)\), where \(V\) is a set of nodes called states, \(E\) is a set of directed edges between states called transitions either labeled \(\epsilon\) (called \(\epsilon\)-transitions) or labeled by a character from \(\Sigma\) (called character-transitions), \(\theta \in V\) is a start state, and \(\phi \in V\) is an accepting state \({ }^{2}\). In short, \(A\) is an edge-labeled directed graph with a special start and accepting node. \(A\) is a deterministic finite automaton (DFA) if \(A\) does not contain any \(\epsilon\)-transitions, and all outgoing transitions of any state have different labels. Otherwise, \(A\) is a non-deterministic automaton (NFA). When we deal with multiple automatons, we use a subscript \({ }_{A}\) to indicate information associated with automaton \(A\), e.g., \(\theta_{A}\) is the start state of automaton \(A\).

Given a string \(Q\) and a path \(P\) in \(A\) we say that \(Q\) and \(P\) match if the concatenation of the labels on the transitions in \(P\) is \(Q\). Given a state \(s\) in \(A\) we define the state-set transition \(\delta_{A}(s, Q)\) to be the set of states reachable from \(s\) through paths matching \(Q\). For a set of states \(S\) we define \(\delta_{A}(S, Q)=\bigcup_{s \in S} \delta_{A}(s, Q)\). We say that \(A\) accepts the string \(Q\) if \(\phi_{A} \in \delta_{A}\left(\theta_{A}, Q\right)\). Otherwise \(A\) rejects \(q\). For an accepting path \(P\) in \(A\), we define the parse of \(P\) for \(A\) to be the sequence of character transitions in \(A\) on \(P\). Given a string \(Q\) accepted by \(A\), a parse of \(Q\) is a parse for \(A\) of any accepting path matching \(Q\).

We can use a sequence of state-set transitions to test acceptance of a string \(Q\) of length \(n\) by computing a sequence of state-sets \(S_{0}, \ldots, S_{n}\), given by \(S_{0}=\delta_{A}\left(\theta_{A}, \epsilon\right)\) and \(S_{i}=\delta_{A}\left(S_{i-1}, Q[i]\right), i=1, \ldots, n\). We have that \(\phi_{A} \in S_{n}\) iff \(A\) accepts \(Q\). We can extend the algorithm to also compute the parse of \(Q\) for \(A\) by processing the state-sets in reverse order to recover an accepting path and output the character transitions. Note that for matching we only need to store the latest two state-sets at any point to compute the final state-set \(S_{n}\), whereas for parsing we store the full sequence of state-sets.

Thompson NFA. Given a regular expression \(R\), we can construct an NFA accepting precisely the strings in \(L(R)\) by several classic methods [20, 12, 26]. In particular, Thompson [26] gave the simple well-known construction shown in Figure 1. We will call an NFA constructed

\footnotetext{
\({ }^{2}\) Sometimes NFAs are allowed a set of accepting states, but this is not necessary for our purposes.
}
(a)

(c)

(b)

(d)


Figure 1 Thompson's recursive NFA construction. The regular expression \(\alpha \in \Sigma \cup\{\epsilon\}\) corresponds to NFA (a). If \(S\) and \(T\) are regular expressions then \(N(S T), N(S \mid T)\), and \(N\left(S^{*}\right)\) correspond to NFAs \((b),(c)\), and \((d)\), respectively. In each of these figures, the leftmost state \(\theta\) and rightmost state \(\phi\) are the start and the accept nodes, respectively. For the top recursive calls, these are the start and accept states of the overall automaton. In the recursions indicated, e.g., for \(N(S T)\) in (b), we take the start state of the subautomaton \(N(S)\) and identify with the state immediately to the left of \(N(S)\) in (b). Similarly the accept state of \(N(S)\) is identified with the state immediately to the right of \(N(S)\) in (b).
with these rules a Thompson NFA (TNFA). A TNFA \(N(R)\) for \(R\) has at most \(2 m\) states, at most \(4 m\) transitions, and can be computed in \(O(m)\) time. Note that each character in \(R\) corresponds to a unique character transition in \(N(R)\) and hence a parse of a string \(Q\) for \(N(R)\) directly corresponds to a parse of \(Q\) for \(R\). The parse tree of a TNFA \(N(R)\) is the parse tree of \(R\). With a breadth-first search of \(A\) we can compute a state-set transition for a single character in \(O(m)\) time. By our above discussion, it follows that we can solve regular expression matching in \(O(n m)\) time and \(O(m)\) space, and regular expression parsing in \(O(n m)\) time and \(O(n m)\) space.

TNFA Decomposition. We need the following decomposition result for TFNAs (see Figure 2). Similar decompositions are used in [22, 3]. Given a TNFA \(A\) with \(m>2\) states, we decompose \(A\) into an inner subTNFA \(A_{I}\) and an outer subTNFA \(A_{O}\). The inner subTNFA consists of a pair of boundary states \(\theta_{A_{I}}\) and \(\phi_{A_{I}}\) and all states and transitions that are reachable from \(\theta_{A_{I}}\) without going through \(\phi_{A_{I}}\). Furthermore, if there is a path of \(\epsilon\)-transitions from \(\phi_{A_{I}}\) to \(\theta_{A_{I}}\) in \(A_{O}\), we add an \(\epsilon\)-transition from \(\phi_{A_{I}}\) to \(\theta_{A_{I}}\) in \(A_{I}\) (following the rules from Thompson's construction). The outer subTNFA is obtained by removing all states and transitions of \(A_{I}\) except \(\theta_{A_{I}}\) and \(\phi_{A_{I}}\). Between \(\theta_{A_{I}}\) and \(\phi_{A_{I}}\) we add a special transition labeled \(\beta_{A_{I}} \notin \Sigma\) and if \(A_{I}\) accepts the empty string we also add an \(\epsilon\)-transition (corresponding to the regular expression \(\left(\beta_{A_{I}} \mid \epsilon\right)\) ). The decomposition has the following properties. Similar results are proved in [22,3] (see also full version [5] for a the proof).
- Lemma 2. Let \(A\) be any TNFA with \(m>2\) states. In \(O(m)\) time we can decompose \(A\) into inner and outer subTNFAs \(A_{O}\) and \(A_{I}\) such that
(i) \(A_{O}\) and \(A_{I}\) have at most \(\frac{2}{3} m+8\) states each, and
(ii) any path from \(A_{O}\) to \(A_{I}\) crosses \(\theta_{A_{I}}\) and any path from \(A_{I}\) to \(A_{O}\) crosses \(\phi_{A_{I}}\).

\section*{3 String Decompositions}

Let \(A\) be a TNFA decomposed into subTNFAs \(A_{O}\) and \(A_{I}\) and \(Q\) be a string accepted by \(A\). We show how to efficiently decompose \(Q\) into substrings corresponding to subpaths matched in each subTNFA. The algorithm will be a key component in our recursive algorithm in the next section.


Figure 2 Decomposition of TNFA \(A\) into subTNFAs \(A_{O}\) and \(A_{I}\). The dotted \(\epsilon\)-transition in \(A_{O}\) exists since \(A_{I}\) accepts the empty string, and the dotted \(\epsilon\)-transition in \(A_{I}\) exists since there is a path of \(\epsilon\)-transitions from \(\phi_{A_{I}}\) to \(\theta_{A_{I}}\).

Given an accepting path \(P\) in \(A\), we define the path decomposition of \(P\) wrt. \(A_{I}\) to be the partition of \(P\) into a sequence of subpaths \(\mathcal{P}=\bar{p}_{1}, p_{1}, \bar{p}_{2}, p_{2}, \ldots, \bar{p}_{\ell}, p_{\ell}, \bar{p}_{\ell+1}\), where the outer subpaths, \(\bar{p}_{1}, \ldots, \bar{p}_{\ell+1}\), are subpaths in \(A_{O}\) and the inner subpaths, \(p_{1}, \ldots, p_{\ell}\) are the subpaths in \(A_{I}\). The string decomposition induced by \(\mathcal{P}\) is the sequence of substrings \(\mathcal{Q}=\bar{q}_{1}, q_{1}, \bar{q}_{2}, q_{2}, \ldots, \bar{q}_{\ell}, q_{\ell}, \bar{q}_{\ell+1}\) formed by concatenating the labels of the corresponding subpath in \(A\). A sequence of substrings is a substring decomposition wrt. to \(A_{I}\) if there exists an accepting path that induces it. Our goal is to compute a string decomposition in \(O(n m)\) time and \(O(n+m)\) space, where \(n\) is the length of \(Q\) and \(m\) is the number of states in \(A\).

An immediate idea would be to process \(Q\) from left to right using state-set transitions and "collapse" the state set to a boundary state \(b\) of \(A_{I}\) whenever the state set contains \(b\) and there is a path from \(b\) to \(\phi_{A}\) matching the rest of \(Q\). Since \(A_{O}\) and \(A_{I}\) only interact at the boundary states, this effectively corresponds to alternating the simulation of \(A\) between \(A_{O}\) and \(A_{I}\). However, because of potential cyclic dependencies from paths of \(\epsilon\)-transition from \(\phi_{A_{I}}\) to \(\theta_{A_{I}}\) in \(A_{O}\) and \(\theta_{A_{I}}\) to \(\phi_{A_{I}}\) in \(A_{I}\) we cannot immediately determine which subTNFA we should proceed in and hence we cannot correctly compute the string decomposition. For instance, consider the string \(Q=a a a c d a a b a a c d a c d a a b a b\) from Figure 3. After processing the first two characters ( \(a a\) ) both \(\theta_{A_{I}}\) and \(\phi_{A_{I}}\) are in the state set, and there is a path from both these states to \(\phi_{A}\) matching the rest of \(Q\). The same is true after processing the first six characters (aaacda). In the first case the substring consisting of the next three characters (acd) only matches a path in \(A_{I}\), whereas in the second case the substring consisting of the next two characters \((a b)\) only matches a path in \(A_{O}\). A technical contribution in our algorithm in the next section is to efficiently overcome these issues by a two-step approach that first decomposes the string into substrings and labels the substrings greedily to find a correct string decomposition.


Figure 3 The string decomposition of the string \(Q=a a a c d a a b a a c d a c d a a b a b\) wrt. \(A_{I}\) in Figure 2 and the corresponding suffix/prefix match sets. The dark grey blocks in the prefix, suffix and match sets are the positions contained in the sets. The blocks in the partition of the string are labeled \(\mathcal{O}\) and \(\mathcal{I}\) for outer and inner, respectively. The grey blocks in the partition are the substrings that can be parsed by both the inner and outer automaton. According to our procedure these blocks are labeled inner.

\subsection*{3.1 Computing String Decompositions}

We need the following new definitions. Let \(i\) be a position in \(Q\) and let \(s\) be a state in \(A\). We say that \((i, s)\) is a valid pair if there is a path from \(\theta_{A}\) to \(s\) matching \(Q[1, i]\) and from \(s\) to \(\phi_{A}\) matching \(Q[i+1, n]\). For any set of states \(X\) in \(A\), we say that \((i, X)\) is a valid pair if each pair \((i, x), x \in X\), is a valid pair. An accepting path \(P\) in \(A\) intersects a valid pair \((i, X)\) if some state \(x \in X\) is on the path, the subpath of \(P\) from \(\theta_{A}\) to \(x\) matches \(Q[1, i]\), and the subpath of \(P\) from \(x\) to \(\phi_{A}\) matches \(Q[i+1, n]\).

Our algorithm consist of the following steps. In step 1, we process \(Q\) from left to right and right to left to compute and store the match sets, consisting of all valid pairs for the boundary states \(\theta_{A_{I}}\) and \(\phi_{A_{I}}\). We then use the match sets in step 2 to process \(Q\) from left to right to build a sequence of valid pairs for the boundary states that all intersect a single accepting path \(P\) in \(A\) matching \(Q\), and that has the property that all positions where the accepting path \(P\) contains \(\theta_{A_{I}}\) or \(\phi_{A_{I}}\) correspond to a valid pair in the sequence. Finally, in step 3 we construct the string decomposition using a greedy labeling of the sequence of valid pairs. See Figure 3 for an example of the computation in each step.

\section*{Step 1: Computing Match Sets}

First, compute the match sets given by
\[
\begin{aligned}
\operatorname{Match}\left(\theta_{A_{I}}\right) & =\left\{i \mid\left(i, \theta_{A_{I}}\right) \text { is a valid pair }\right\} \\
\operatorname{Match}\left(\phi_{A_{I}}\right) & =\left\{i \mid\left(i, \phi_{A_{I}}\right) \text { is a valid pair }\right\}
\end{aligned}
\]

Thus, \(\operatorname{Match}\left(\theta_{A_{I}}\right)\) and \(\operatorname{Match}\left(\phi_{A_{I}}\right)\) are the positions in \(Q\) that correspond to a valid pair for the boundary states \(\theta_{A_{I}}\) and \(\phi_{A_{I}}\), respectively. To compute these, we first compute the prefix match sets, \(\operatorname{Prefix}(s)\), and suffix match sets, \(\operatorname{Suffix}(s)\), for \(s \in\left\{\theta_{A_{I}}, \phi_{A_{I}}\right\}\). A position \(i\) is in \(\operatorname{Prefix}(s)\) if there is a path from \(\theta_{A}\) to \(s\) accepting the prefix \(Q[1, i]\), and in \(\operatorname{Suffix}(s)\) if there is a path from \(s\) to \(\phi_{A}\) accepting the suffix \(Q[i+1, n]\). To compute the prefix match sets we perform state-set transitions on \(Q\) and \(A\) and whenever the current state-set contains either \(\theta_{A_{I}}\) or \(\phi_{A_{I}}\) we add the corresponding position to \(\operatorname{Prefix}(s)\). We compute the suffix match sets in the same way, but now we perform the state-set transitions on \(Q\) from right to left and \(A\) with the direction of all transitions reversed. Each step of the state-set transition takes \(O(m)\) time and hence we use \(O(n m)\) time in total.

Finally, we compute the match sets \(\operatorname{Match}(s)\), for \(s \in\left\{\theta_{A_{I}}, \phi_{A_{I}}\right\}\), by taking the intersection of \(\operatorname{Prefix}(s)\) and \(\operatorname{Suffix}(s)\). In total we use \(O(m n)\) time and \(O(n+m)\) space to compute and store the match sets.

\section*{Step 2: Computing Valid Pairs}

We now compute a sequence of valid pairs
\[
V=\left(i_{1}, X_{1}\right),\left(i_{2}, X_{2}\right), \ldots,\left(i_{k}, X_{k}\right)
\]
such that \(0 \leq i_{1}<\cdots<i_{k} \leq n\) and \(X_{j} \subseteq\left\{\theta_{A_{I}}, \phi_{A_{I}}\right\}\) and with the property that the states of all pairs intersect a single accepting path \(P\) in \(A\) and at all places where \(P\) is equal to either \(\theta_{A_{I}}\) or \(\phi_{A_{I}}\) correspond to a valid pair in \(V\).

To compute the sequence we run a slightly modified state-set transition algorithm: For \(i=0,1, \ldots, n\) we set \(S_{i}=\delta_{A}\left(S_{i-1}, Q[i]\right)\) (for \(i=0\) set \(S_{0}:=\delta_{A}\left(\theta_{A}, \epsilon\right)\) ) and compute the set
\[
X:=\left\{x \mid x \in\left\{\theta_{A_{I}}, \phi_{A_{I}}\right\} \text { and } i \in \operatorname{Match}(x)\right\} \cap S_{i}
\]

Thus \(X\) is the set of boundary states in \(S_{i}\) that corresponds to a valid pair computed in Step 1. If \(X \neq \emptyset\) we add \((i, X)\) to the sequence \(V\) and set \(S_{i}:=X\).

We argue that this produces a sequence \(V\) of valid pairs with the required properties. First note that by definition of \(X\) we inductively produce state-set \(S_{0}, \ldots, S_{n}\) such that \(S_{i}\) contains the set of states reachable from \(\theta_{A}\) that match \(Q[1, i]\) and the paths used to reach \(S_{i}\) intersect the states of the valid pairs produced up to this point. Furthermore, we include all positions in \(V\) where \(S_{i}\) contains \(\theta_{A_{I}}\) or \(\phi_{A_{I}}\). It follows that \(V\) satisfies the properties.

Each of modified state-set transition uses \(O(m)\) time and hence we use \(O(n m)\) time in total. The sequence \(V\) uses \(O(n)\) space. In addition to this we store the match sets and a constant number of active state-sets using \(O(n+m)\) space.

\section*{Step 3: Computing the String Decomposition}

We now convert the sequence \(V=\left(i_{1}, X_{1}\right),\left(i_{2}, X_{2}\right), \ldots,\left(i_{k}, X_{k}\right)\) into a string decomposition. First, we construct the partition \(q_{0}, \ldots, q_{k+1}\) of \(Q\) such that \(q_{0}=Q\left[1, i_{1}\right], q_{j}=Q\left[i_{j}+1, i_{j+1}\right]\), and \(q_{k+1}=Q\left[i_{k}+1, n\right]\). Note that \(q_{0}\) and \(q_{k+1}\) may be the empty string. Next, we convert this partition into a string decomposition by first labeling each substring as inner or outer and then greedily merging these substrings to obtain an alternating sequence forming a string decomposition. We discuss these steps in detail below.

Labeling. We label the substrings as follows. First label \(q_{0}\) and \(q_{k+1}\) with outer. For the rest of the substrings, if \(X_{i}=\left\{\theta_{A_{I}}\right\}\) and \(X_{i+1}=\left\{\phi_{A_{I}}\right\}\) then label \(q_{i}\) with inner, and if \(X_{i}=\left\{\phi_{A_{I}}\right\}\) and \(X_{i+1}=\left\{\theta_{A_{I}}\right\}\) then label \(q_{i}\) with outer. If either \(X_{i}\) or \(X_{i+1}\) contain more than one boundary state then we use state-set transitions in \(A_{I}\) and \(A_{O}\) to determine if \(A_{I}\) accepts \(q_{i}\) or if there is a path in \(A_{O}\) from \(\phi_{A_{I}}\) to \(\theta_{A_{I}}\) that matches \(q_{i}\). If a substring is accepted by \(A_{I}\) then it can be an inner substring and if there is a path in \(A_{O}\) from \(\phi_{A_{I}}\) to \(\theta_{A_{I}}\) that matches \(q_{i}\) then it can be an outer substring. If a substring can only be either an inner or an outer substring then it is labeled with inner or outer, respectively. Let \(q_{i}\) be a substring that can be both an inner or an outer substring. We divide this into two cases. If there is an \(\epsilon\)-path from \(\phi_{A_{I}}\) to \(\theta_{A_{I}}\) then label all such \(q_{i}\) with inner. Otherwise label all such \(q_{i}\) with outer. See also Algorithm 1.

Algorithm 1 Labeling.
Input: A sequence \(V\) of valid pairs \(\left(i_{1}, X_{1}\right), \ldots\left(i_{k}, V_{k}\right)\) and the corresponding partition \(q_{0}, \ldots, q_{k+1}\) of \(Q\).
Output: A labeling of the partition
The (possible empty) substrings \(q_{0}\) and \(q_{k+1}\) are labeled outer.
for \(i=1\) to \(k\) do
if \(X_{i}=\left\{\theta_{A_{I}}\right\}\) and \(X_{i+1}=\left\{\phi_{A_{I}}\right\}\) then \(\quad / *\) Case \(1 * /\) label \(q_{i}\) inner.
else if \(X_{i}=\left\{\phi_{A_{I}}\right\}\) and \(X_{i+1}=\left\{\theta_{A_{I}}\right\}\) then \(\quad / *\) Case \(2 * /\) label \(q_{i}\) outer.
else if \(X_{i}\) or \(X_{i+1}\) contains more than one boundary node then /* Case 3 */
Use standard state-set transitions in \(A_{I}\) and \(A_{O}\) to determine if \(A_{I}\) accepts \(q_{i}\) or if there is a path in \(A_{O}\) from \(\phi_{A_{I}}\) to \(\theta_{A_{I}}\) that matches \(q_{i}\). if \(q_{i}\) is only accepted by \(A_{I}\) then /* Subcase 3a */ label \(q_{i}\) inner else if \(q_{i}\) is only accepted by \(A_{O}\) then /* Subcase 3b */ label \(q_{i}\) with outer else /* \(q_{i}\) is accepted by both \(A_{I}\) and \(A_{O} \quad * /\) There are two cases. if there is an \(\epsilon\)-path from \(\phi_{A_{I}}\) to \(\theta_{A_{I}}\) then \(\quad / *\) Subcase \(3 \mathrm{c} * /\) label \(q_{i}\) inner.
else label \(q_{i}\) outer. /* Subcase 3d */ end
end
end

For correctness first note that \(q_{0}\) and \(q_{k+1}\) are always (possibly empty) outer substrings. The cases where both \(\left|X_{i}\right|=\left|X_{i+1}\right|\) (case 1 and 2) are correct by the correctness of the sequence of valid pairs \(V\). Due to cyclic dependencies we may have that \(X_{i}\) and \(X_{i+1}\) contain more than one boundary state. This can happen if there is an \(\epsilon\)-path from \(\theta_{A_{I}}\) to \(\phi_{A_{I}}\) and/or there is an \(\epsilon\)-path from \(\phi_{A_{I}}\) to \(\theta_{A_{I}}\). If a substring only is accepted by one of \(A_{I}\) (case 3a) or \(A_{O}\) (case 3 b ) then it follows from the correctness of \(V\) that the labeling is correct. It remains to argue that the labeling in the case where \(q_{i}\) is accepted by both \(A_{I}\) and \(A_{O}\) is correct. To see why the labeling in this case is consistent with a string decomposition of the accepting path consider case 3c. Here, it is safe to label \(q_{i}\) with inner, since if we are in \(\phi_{A_{I}}\) after having read \(q_{i-1}\) we can just follow the \(\epsilon\)-path from \(\phi_{A_{I}}\) to \(\theta_{A_{I}}\) and then start reading \(q_{i}\) from here. The argument for case 3d is similar.

Except for the state-set transitions in case 3 all cases takes constant time. The total time of all the state-set transitions is \(O(n m)\). The space of \(V\) and the partition together with the labeling uses \(O(n)\) space.

String decomposition. Now every substring has a label that is either inner or outer. We then merge adjacent substrings that have the same label. This produces an alternating sequence of inner and outer substrings, which is the final string decomposition. Such an alternating subsequence must always exist since each pair in \(V\) intersects an accepting path.

In summary, we have the following result.

Lemma 3. Given string \(Q\) of length \(n\), and TNFA \(A\) with \(m\) states decomposed into \(A_{O}\) and \(A_{I}\), we can compute a string decomposition wrt. \(A_{I}\) in \(O(n m)\) time and \(O(n+m)\) space.

\section*{4 Computing Accepting Paths}

Let \(Q\) be a string of length \(n\) accepted by a TNFA \(A\) with \(m\) states. In this section we show how to compute an accepting path for \(Q\) in \(A\) in \(O(n m)\) time and \(O(n+m)\) space. Since an accepting path may have length \(\Omega(n m)\) (there may be \(\Omega(m) \epsilon\)-transitions between each character transition) we cannot afford to explicitly compute the path in our later o(nm) time algorithms. Instead, our algorithm will compute compressed paths of size \(O(n)\) obtained by deleting all \(\epsilon\)-transitions from a path. Note that the compressed path stores precisely the information needed to solve the parsing problem.

To compute the compressed path we define a recursive algorithm \(\operatorname{Path}(A, Q)\) that takes a TNFA \(A\) and a string \(Q\) and returns a compressed accepting path in \(A\) matching \(Q\) as follows. If \(n<\gamma_{n}\) or \(m<\gamma_{m}\), for constants \(\gamma_{n}, \gamma_{m}>0\) that we will fix later, we simply run the naive algorithm that stores all state-sets during state-set simulation from left-to-right in \(Q\). Since one of \(n\) or \(m\) is constant this uses \(O(n m)=O(n+m)\) time and space. Otherwise, we proceed according to the following steps.

Step 1: Decompose. We compute a decomposition of \(A\) into inner and outer subTNFAs \(A_{I}\) and \(A_{O}\) and compute a corresponding string decomposition \(\mathcal{Q}=\bar{q}_{1}, q_{1}, \bar{q}_{2}, q_{2}, \bar{q}_{\ell}, q_{\ell}, \bar{q}_{\ell+1}\) for \(Q\).

Step 2: Recurse. We build a single substring corresponding to all the subpaths in \(A_{O}\) and \(\ell\) substrings for \(A_{I}\) (one for each subpath in \(A_{I}\) ) and recursively compute the compressed paths. To do so, construct \(\bar{q}=\bar{q}_{1} \cdot \beta_{A_{I}} \cdot \bar{q}_{2} \cdot \beta_{A_{I}} \cdots \beta_{A_{I}} \cdot \bar{q}_{\ell+1}\). Recall, that \(\beta_{A_{I}}\) is the label of the special transition we added between \(\theta_{A_{I}}\) and \(\phi_{A_{I}}\) in \(A_{O}\). Then, recursively compute the compressed paths
\[
\begin{aligned}
\bar{p} & =\operatorname{Path}\left(A_{O}, \bar{q}\right) \\
p_{i} & =\operatorname{Path}\left(A_{I}, q_{i}\right) \quad 1 \leq i \leq \ell
\end{aligned}
\]

Step 3: Combine. Finally, extract the subpaths \(\bar{p}_{1}, \bar{p}_{2}, \ldots, \bar{p}_{\ell+1}\) from \(\bar{p}\) corresponding to the substrings \(\bar{q}_{1}, \bar{q}_{2}, \ldots, \bar{q}_{\ell+1}\) and return the combined compressed path
\(P=\bar{p}_{0} \cdot p_{1} \cdot \bar{p}_{1} \cdot p_{2} \cdot \bar{p}_{2} \cdots p_{\ell} \cdot \bar{p}_{\ell+1}\)
Inductively, it directly follows that the returned compressed path is a compressed accepting path for \(Q\) in \(A\).

\subsection*{4.1 Analysis}

We now show that the total time \(T(n, m)\) of the algorithm is \(O(n m)\). If \(n<\gamma_{n}\) or \(m<\gamma_{m}\), we run the backtracking algorithm using \(O(n m)=O(n+m)\) time and space. If \(n \geq \gamma_{n}\) and \(m \geq \gamma_{m}\), we implement the recursive step of the algorithm using \(O(n m)\) time. Let \(n_{i}\) be the length of the inner string \(q_{i}\) in the string decomposition and let \(n_{0}=\sum_{i=1}^{\ell+1}\left|\bar{q}_{i}\right|\). Thus, \(n=\sum_{i=1}^{\ell+1} n_{i}\) and \(|\bar{q}|=n_{0}+\ell\). In step 2 , the recursive call to compute \(\bar{p}\) takes \(O\left(T\left(n_{0}+\ell, \frac{2}{3} m+8\right)\right)\) time and the recursive calls to compute \(p_{1}, \ldots, p_{\ell}\) take \(\sum_{i=1}^{\ell} T\left(n_{i}, \frac{2}{3} m+8\right)\)
time. The remaining steps of the algorithm all take \(O(n m)\) time. Hence, we have the following recurrence for \(T(n, m)\).
\[
T(n, m)= \begin{cases}\sum_{i=1}^{\ell} T\left(n_{i}, \frac{2}{3} m+8\right)+T\left(n_{0}+\ell, \frac{2}{3} m+8\right)+O(m n) & m \geq \gamma_{m} \text { and } n \geq \gamma_{n} \\ O(m+n) & m<\gamma_{m} \text { or } n<\gamma_{n}\end{cases}
\]

It follows that \(T(n, m)=O(n m)\) for \(\gamma_{n}=2\) and \(\gamma_{m}=25\) (see full version [5] for a detailed proof).

Next, we consider the space complexity. First, note that the total space for storing \(R\) and \(Q\) is \(O(n+m)\). To analyse the space during the recursive calls of the algorithm, consider the recursion tree \(\mathcal{T}_{\text {rec }}\) for \(\operatorname{Path}(A, Q)\). For a node \(v\) in \(\mathcal{T}_{\text {rec }}\), we define \(Q_{v}\) of length \(n_{v}\) to be the string and \(A_{v}\) with \(m_{v}\) states to be the TNFA at \(v\). Consider a path \(v_{1}, \ldots, v_{j}\) of nodes in \(\mathcal{T}_{\text {rec }}\) from the root to leaf \(v_{j}\) corresponding to a sequence of nested recursive calls of the algorithm. If we naively store the subTNFAs, the string decompositions, and the compressed paths, we use \(O\left(n_{v_{i}}+m_{v_{i}}\right)\) space at each node \(v_{i}, 1 \leq i \leq j\). By Lemma 2(i) the sum of the sizes of the subTNFAs on a path forms a geometrically decreasing sequence and hence the total space for the subTNFAs is \(\sum_{i=1}^{j} m_{v_{i}}=O(m)\). However, since each string (and hence compressed path) at each node \(v_{i}, 1 \leq i \leq j\), may have length \(\Omega(n)\) we may need \(\Omega(n \log m)\) space in total for these. We show how to improve this to \(O(n+m)\) space in the next section.

\subsection*{4.2 Squeezing into Linear Space}

We now show how to improve the space to \(O(n+m)\). To do so we show how to carefully implement the recursion to only store the strings for a selected subset of the nodes along any root to leaf path in \(\mathcal{T}_{\text {rec }}\) that in total take no more than \(O(n)\) space.

First, consider a node \(v\) in \(\mathcal{T}_{\text {rec }}\) and the corresponding string \(Q_{v}\) and TNFA \(A_{v}\). Define \(\chi_{v}^{Q}\) to be the function that maps each character position in \(Q_{v}\) (ignoring \(\beta_{A_{I}}\) transitions) to the unique corresponding character in \(Q\) and \(\chi_{v}^{A}\) to be the function that maps each character transition (non- \(\epsilon\) transition) in \(A_{v}\) to the unique character transition in \(A\). Note that these are well-defined by the construction of subproblems in the algorithm. At a node \(v\), we represent \(\chi_{v}^{Q}\) by storing for each character in \(Q_{v}\) a pointer to the corresponding character in \(Q\). Similarly, we represent \(\chi_{v}^{A}\) by storing for each character transition in \(A_{v}\) a pointer to the corresponding character transition in \(A\). This uses \(O\left(n_{v}+m_{v}\right)\) additional space. It is straightforward to compute these mappings during the algorithm directly from the string and TNFA decomposition in the same time. With the mappings we can now output transitions on the compressed path as pairs of position in \(Q\) and transitions in \(A\) immediately as they are computed in a leaf of \(\mathcal{T}_{\text {rec }}\). Thus, when we have traversed a full subtree at a node we can free the space for that node since we do not have to wait to return to the root to combine the pieces of the subpath with other subpaths.

We combine the mappings with an ordering of the recursion according to a heavy-path decomposition of \(\mathcal{T}_{\text {rec }}\). Let \(v\) be an internal node in \(\mathcal{T}_{\text {rec }}\). The string length of \(v\) is \(n_{v}\). We define the heavy child of \(v\) to be a child of \(v\) of maximum string length among the children of \(v\). The remaining children are light children of \(v\). We have the following key property of light children (see full version [5] for a proof).
- Lemma 4. For any node \(v\) with light child \(u\) in \(\mathcal{T}_{\text {rec }}\), we have that \(n_{u} \leq \frac{3}{4} n_{v}+O(1)\).

We order the recursive calls at each node \(v\) as follows. First, we recursively visit all the light children of \(v\) and upon completing each recursive call, we free the space for that node. Note that the mappings allow us to do this. We then construct the subproblem for the heavy child of \(v\), free the space for \(v\), and continue the recursion at the heavy child.

To analyse the space of the modified algorithm, consider a path a path \(v_{1}, \ldots, v_{j}\) of nodes in \(\mathcal{T}_{\text {rec }}\) from the root to a leaf \(v_{j}\). We now have that only nodes \(v_{i}, 1 \leq i<j\) will explicitly store a string if \(v_{i+1}\) is a light child of \(v_{i}\). By Lemma 4 the sum of these lengths form a geometrically decreasing sequence and hence the total space is now \(O(n)\). In summary, we have shown the following result.
- Theorem 5. Given a TNFA with \(m\) states and a string of length n, we can compute a compressed accepting path for \(Q\) in \(A\) in \(O(n m)\) time and \(O(n+m)\) space.

Note that the algorithm works in a comparison-based, pointer model of computation. By our discussion this immediately implies the main result of Theorem 1.

\section*{5 Speeding up the Algorithm}

We now show how to adapt the algorithm to use the faster state-set simulation algorithms such as Myers' algorithm [22] and later variants [4, 3] that improve the \(O(m)\) bound for a single state-set transition. These results and ours all work on a unit-cost word RAM model of computation with \(w\)-bit words and a standard instruction set including addition, bitwise boolean operations, shifts, and multiplication. We can store a pointer to any position in the input and hence \(w \geq \log (n+m)\). For simplicity, we will show how to adapt the tabulation-based algorithm of Bille and Farach-Colton [4].

\subsection*{5.1 Fast Matching}

Let \(A\) be a TNFA with \(m\) states and let \(Q\) be a string of length \(n\). Assume first that the alphabet is constant. We briefly describe the main features of the algorithm by Bille and Farach-Colton [4] that solves the matching problem in \(O(n m / \log n+n+m)\) time and \(O\left(n^{\varepsilon}+m\right)\) space, for any constant \(\varepsilon>0\). In the next section we show how to adapt the algorithm to compute an accepting path.

Given a parameter \(t<w\), we will construct a global table of size \(2^{c t}<2^{w}\), for a constant \(c\), to speed up the state-set transition. We decompose \(A\) into a tree \(M S\) of \(O(\lceil m / t\rceil)\) micro TNFAs, each with at most \(t\) states. For each \(M \in M S\), each child \(C\) is represented by its start and accepting state and a pseudo-transition connecting these. By similar arguments as in Lemma 2 we can always construct such a decomposition.

We represent each micro TNFA \(M \in M S\) uniquely by its parse tree using \(O(t)\) bits. Since \(M\) has at most \(t\) states, we can represent the state-set for \(M\), called the local state-set and denoted \(S_{M}\), using \(t\) bits. Hence, we can make a universal table of size \(2^{O(t)}\) that for every possible micro TNFA \(M\) of size \(\leq t\), local state-set \(S_{M}\), and character \(\alpha \in \Sigma \cup\{\epsilon\}\) computes the state-set transition \(\delta_{M}\left(S_{M}, \alpha\right)\) in constant time.

We use the tabulation to efficiently implement a global state-set transition on \(A\) as follows. We represent the state-set for \(A\) as the union of the local state-sets in \(M S\). Note that parents and children in \(M S\) share some local states, and these states will be copied in the local state-sets.

To implement a state-set transition on \(A\) for a character \(\alpha\), we first traverse all transitions labeled \(\alpha\) in each micro TNFA from the current state-set. We then follow paths of \(\epsilon\) transition in two depth-first left-to-right traversal of \(M S\). At each micro TNFA \(M\), we compute all states reachable via \(\epsilon\)-transitions and propagate the shared states among parents and children in MS. Since any cycle free path in a TNFA contains at most one back transition (see [22, Lemma 1]) it follows that two such traversals suffices to to correctly compute all states in \(A\) reachable via \(\epsilon\)-transitions.

With the universal table, we process each micro TNFA in constant time, leading to an algorithm using \(O(|M S| / t+n+m)=O(n m / t+n+m)\) time and \(O\left(2^{t}+m\right)\) space. Setting \(t=\varepsilon \log n\) produces the stated result. Note that each state-set uses \(O(\lceil m / t\rceil)\) space. To handle general alphabets, we store dictionaries for each micro TNFA with bit masks corresponding to characters appearing in the TNFA and combine these with an additional masking step in state-set transition. The leads a general solution with the same time and space bounds as above. \({ }^{3}\)

\subsection*{5.2 Fast Parsing}

We now show how to modify our algorithm from Section 4 to take advantage of the fast state-set transition algorithm. Let \(t<w\) be the desired speed up as above. We have the following two cases.

If \(n \geq t\) and \(m \geq t\) we implement the recursive step of the algorithm but replace all state-set transitions, that is when we compute the match sets and valid pairs, by the fast state-set transition algorithm. To compute the suffix match sets we need to compute fast state-set transitions on \(A\) with the direction of all transitions reversed. To do so, we make a new universal table of size \(2^{O(t)}\) for the micro TNFAs with the direction of transitions reversed. We traverse the tree of micro TNFAs with two depth traversals as before except that we now traverse children in right to left order to correctly compute all reachable states. It follows that this uses \(O(n m / t)\) time.

Otherwise ( \(n<t\) or \(m<t\) ), we use backtracking to compute the accepting path as follows. First, we process \(Q\) from left-to-right using fast state-set transitions to compute the sets \(S_{0}, \ldots, S_{n}\) of states reachable via paths from \(\theta_{A}\) for each prefix of \(Q\). We store each of these state-sets. This uses \(O(n m / t+n+m)=O(n+m)\) time and space. Then, we process \(Q\) from right-to-left to recover a compressed accepting path in \(A\). Starting from \(\phi_{A}\) we repeatedly do a fast state-set transition \(A\) with the direction of transition reversed, compute the intersection of the resulting state-set with the corresponding state-set from the first step, and update the state-set to a state in the intersection. We can compute the intersection of state-sets and the update in \(O(\mathrm{~m} / \mathrm{t})\) time using standard bit wise operations. We do the state-set transitions on the TNFA with directions of transitions reversed as above In total, this uses \(O(n m / t+n+m)=O(n+m)\) time.

In summary, we have the following recurrence for the time \(T(n, m)\).
\[
T(n, m)= \begin{cases}\sum_{i=0}^{\ell} T\left(n_{i}, \frac{2}{3} m+8\right)+T\left(n_{0}+\ell, \frac{2}{3} m+8\right)+O\left(\frac{n m}{t}\right) & n \geq t \text { and } m \geq t \\ O(n+m) & m<t \text { or } n<t\end{cases}
\]

Similar to Section 4.1 it follows that \(T(n, m)=O(n m / t+n+m)\), for \(25 \leq t<w\). The space is linear as before. Plugging in \(t=\epsilon \log n\) and including the preprocessing time and space for the universal tables we obtain the following logarithmic improvement of Theorem 1.
- Theorem 6. Given a regular expression of length \(m\), a string of length n, we can solve the regular expression parsing problem in \(O(n m / \log n+n+m)\) time and \(O(n+m)\) space.

\footnotetext{
3 Note that the time bound in the original paper has an additional \(m \log m\) term [4]. Using atomic heaps [9] to represent dictionaries for micro TNFAs this term is straightforward to improve to \(O(m)\) See also Bille and Thorup [6, Appendix A].
}
_ References
1 Alfred V. Aho, Ravi Sethi, and Jeffrey D. Ullman. Compilers: principles, techniques, and tools. Addison-Wesley Longman Publishing Co., Inc., 1986.
2 Arturs Backurs and Piotr Indyk. Which Regular Expression Patterns are Hard to Match? In Proc. 57th FOCS, pages 457-466, 2016.
3 Philip Bille. New Algorithms for Regular Expression Matching. In Proc. of the 33rd ICALP, pages 643-654, 2006.
4 Philip Bille and Martin Farach-Colton. Fast and compact regular expression matching. Theor. Comput. Sci., 409(3):486-496, 2008.
5 Philip Bille and Inge Li Gørtz. From Regular Expression Matching to Parsing. Arxiv preprint arXiv:1804.02906, 2019.
6 Philip Bille and Mikkel Thorup. Faster Regular Expression Matching. In Proc. 36th ICALP, pages 171-182, 2009. Full version with appendix available at http://www2.compute.dtu.dk/~ phbi/files/publications/2009fremC.pdf.
7 Philip Bille and Mikkel Thorup. Regular Expression Matching with Multi-Strings and Intervals. In Proc. 21st SODA, pages 1297-1308, 2010.
8 Danny Dubé and Marc Feeley. Efficiently building a parse tree from a regular expression. Acta Informatica, 37(2):121-144, 2000.
9 Michael L. Fredman and Dan E. Willard. Trans-dichotomous algorithms for minimum spanning trees and shortest paths. J. Comput. System Sci., 48(3):533-551, 1994.
10 Alain Frisch and Luca Cardelli. Greedy regular expression matching. In Proc. 31st ICALP, volume 3142, pages 618-629, 2004.
11 Minos N Garofalakis, Rajeev Rastogi, and Kyuseok Shim. SPIRIT: Sequential pattern mining with regular expression constraints. In Proc. 25th VLDB, pages 223-234, 1999.
12 Victor M. Glushkov. The Abstract Theory of Automata. Russian Math. Surveys, 16(5):1-53, 1961.

13 D. S. Hirschberg. A linear space algorithm for computing maximal common subsequences. Commun. ACM, 18(6):341-343, 1975.
14 Theodore Johnson, S. Muthukrishnan, and Irina Rozenbaum. Monitoring Regular Expressions on Out-of-Order Streams. In Proc. 23nd ICDE, pages 1315-1319, 2007.
15 Steven M Kearns. Extending regular expressions with context operators and parse extraction. Software: Practice and Experience, 21(8):787-804, 1991.
16 Kenrick Kin, Björn Hartmann, Tony DeRose, and Maneesh Agrawala. Proton: multitouch gestures as regular expressions. In Proc. SIGCHI, pages 2885-2894, 2012.
17 Sailesh Kumar, Sarang Dharmapurikar, Fang Yu, Patrick Crowley, and Jonathan Turner. Algorithms to accelerate multiple regular expressions matching for deep packet inspection. In Proc. SIGCOMM, pages 339-350, 2006.
18 Ville Laurikari. NFAs with tagged transitions, their conversion to deterministic automata and application to regular expressions. In Proc. 7th SPIRE, pages 181-187, 2000.
19 Quanzhong Li and Bongki Moon. Indexing and Querying XML Data for Regular Path Expressions. In Proc. 2 7 th VLDB, pages 361-370, 2001.
20 R. McNaughton and H. Yamada. Regular Expressions and State Graphs for Automata. IRE Trans. on Electronic Computers, 9(1):39-47, 1960.
21 Makoto Murata. Extended path expressions of XML. In Proc. 20th PODS, pages 126-137, 2001.

22 E. W. Myers. A Four-Russian Algorithm for Regular Expression Pattern Matching. J. ACM, 39(2):430-448, 1992.
23 Gonzalo Navarro and Mathieu Raffinot. Fast and Simple Character Classes and Bounded Gaps Pattern Matching, with Applications to Protein Searching. J. Comp. Biology, 10(6):903-923, 2003.

24 Lasse Nielsen and Fritz Henglein. Bit-coded Regular Expression Parsing. In Proc. 5th LATA, pages 402-413, 2011.

25 Martin Sulzmann and Kenny Zhuo Ming Lu. Regular expression sub-matching using partial derivatives. In Proc. 14th PPDP, pages 79-90, 2012.
26 K. Thompson. Regular Expression Search Algorithm. Commun. ACM, 11:419-422, 1968.
27 Fang Yu, Zhifeng Chen, Yanlei Diao, T. V. Lakshman, and Randy H. Katz. Fast and memoryefficient regular expression matching for deep packet inspection. In Proc. ANCS, pages 93-102, 2006.

\title{
Solving Systems of Equations in Supernilpotent Algebras
}

\author{
Erhard Aichinger ( \({ }^{\text {( }}\) \\ Institute for Algebra, Johannes Kepler University Linz, Linz, Austria \\ https://www.jku.at/institut-fuer-algebra/ \\ erhard@algebra.uni-linz.ac.at
}

\begin{abstract}
Recently, M. Kompatscher proved that for each finite supernilpotent algebra \(\mathbf{A}\) in a congruence modular variety, there is a polynomial time algorithm to solve polynomial equations over this algebra. Let \(\mu\) be the maximal arity of the fundamental operations of \(\mathbf{A}\), and let
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\section*{1 Introduction}

We study systems of polynomial equations over a finite algebraic structure A. Such a system is given by equations of the form \(p\left(x_{1}, \ldots, x_{n}\right) \approx q\left(x_{1}, \ldots, x_{n}\right)\), where \(p, q\) are polynomial terms of \(\mathbf{A}\); a polynomial term of \(\mathbf{A}\) is a term of the algebra \(\mathbf{A}^{*}\) which is obtained by expanding \(\mathbf{A}\) with one nullary function symbol for each \(a \in A\). A solution to a system \(p_{i}\left(x_{1}, \ldots, x_{n}\right) \approx q_{i}\left(x_{1}, \ldots, x_{n}\right)(i=1, \ldots, s)\) is an element \(\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in A^{n}\) such that \(p_{i}^{\mathbf{A}}(\boldsymbol{a})=q_{i}^{\mathbf{A}}(\boldsymbol{a})\) for all \(i \in\{1, \ldots, s\}\). The problem to decide whether such a solution exists has been called \(\operatorname{PolSysSat}(\mathbf{A})\), and \(\operatorname{PolSat}(\mathbf{A})\) if the system consists of one single equation, and the terms of the input are encoded as strings over \(\left\{x_{1}, \ldots, x_{n}\right\} \cup A \cup F\), where \(F\) is the set of function symbols of \(\mathbf{A}\). A survey of results on the computational complexity of this problem is given, e.g., in [13, 17]. In algebras such as groups, rings or Boolean algebras, one can reduce an equation \(p(\boldsymbol{x}) \approx q(\boldsymbol{x})\) to an equation of the form \(f(\boldsymbol{x}) \approx y\), where \(y \in A\). A system of equations of this form then has the form \(f_{i}(\boldsymbol{x}) \approx y_{i}(i=1, \ldots, s)\). For \(n \in \mathbb{N}\), let \(\operatorname{Pol}_{n}(\mathbf{A})\) denote the \(n\)-ary polynomial functions on \(\mathbf{A}[19\), Definition 4.4]. For a finite
nilpotent ring or group \(\mathbf{A},[10,12]\) establish the existence of a natural number \(d_{\mathbf{A}}\) such that for every \(f \in \operatorname{Pol}_{n}(\mathbf{A})\) and for every \(\boldsymbol{a} \in A^{n}\), there exists \(\boldsymbol{b}\) such that \(f^{\mathbf{A}}(\boldsymbol{a})=f^{\mathbf{A}}(\boldsymbol{b})\) and \(\boldsymbol{b}\) has at most \(d_{\mathbf{A}}\) components that are different from 0 . Hence the equation \(f(\boldsymbol{x}) \approx y\) has a solution if and only if it has a solution with at most \(d_{\mathbf{A}}\) nonzero entries. Thus for the algebra \(\mathbf{A}\), testing only vectors with at most \(d_{\mathbf{A}}\) nonzero entries is an algorithm, which, given an equation \(f(\boldsymbol{x}) \approx y\) of length \(n\), takes at most \(c(\boldsymbol{A}) \cdot n^{d_{\mathbf{A}}+1}\) many steps to find whether this equation is solvable: there are at most \(\sum_{i=0}^{d_{\mathbf{A}}}\binom{n}{i}(|A|-1)^{i} \leq c_{1}(\mathbf{A}) \cdot n^{d_{\mathbf{A}}}\) many evaluations to be done, each of them taking at most \(c_{2}(\mathbf{A}) \cdot n\) many steps. The number \(d_{\mathbf{A}}\) in [12] is obtained from Ramsey's Theorem and therefore rather large. In [17], it is proved that for every finite supernilpotent algebra in a congruence modular variety, such a number \(d_{\mathbf{A}}\) exists, again using Ramsey's Theorem. For rings, lower values of \(d_{\mathbf{A}}\) have been obtained in [15] (cf. [14]). In [7, 8], A. Földvári provides polynomial time algorithms for solving equations over finite nilpotent groups and rings relying on the structure theory of these algebras. In this paper, we extend the method developed in [15] from finite nilpotent rings to arbitrary finite supernilpotent algebras in congruence modular varieties. For such algebras, we compute \(d_{\mathbf{A}}\) as \(|A|^{\log _{2} \mu+\log _{2}|A|+1}\), where \(\mu\) is the maximal arity of the fundamental operations of \(\mathbf{A}\) (Theorem 10). The technique that allows to generalize Károlyi's and Szabó's method is the coordinatization of nilpotent algebras of prime power order by elementary abelian groups from [1, Theorem 4.2]. The method can be generalized to systems of equations: we show for a given finite supernilpotent algebra \(\mathbf{A}\) in a congruence modular variety, and a given \(s \in \mathbb{N}_{0}\), there is a polynomial time algorithm to test whether a system of at most \(s\) polynomial equations over \(\mathbf{A}\) has a solution. If \(s\) is not fixed in advance, then [18, Corollary 3.13] implies that if \(\mathbf{A}\) is not abelian, \(\operatorname{PolSysSat}(\mathbf{A})\) is NP-complete.

Let us finally explain to which class of algebras our results applies: A finite algebra \(\mathbf{A}\) from a congruence modular variety with finitely many fundamental operations is supernilpotent if and only if it is a direct product of nilpotent algebras of prime power order; modulo notational differences explained, e.g., in [1, Lemma 2.4], this result has been proved in [16, Theorem 3.14]. Such an algebra is therefore always nilpotent, has a Mal'cev term (cf. [9, Theorem 6.2], [16, Theorem 2.7]), and hence generates a congruence permutable variety. For a more detailed introduction to supernilpotency and, for \(k \in \mathbb{N}\), to \(k\)-supernilpotency, we refer to \([2,3,1]\).

\section*{2 A theorem of Károlyi and Szabó}

In this section, we state a special case of [15, Theorem 3.1]. Since their result is much more general than needed for our purpose, we also include a self-contained proof, which is a reduction Károlyi's and Szabó's proof to the case of elementary abelian groups.

For \(n \in \mathbb{N}=\{1,2,3, \ldots\}\), we denote the set \(\{1,2, \ldots, n\}\) by \(\underline{n}\). Let \(A\) be a set with an element \(0 \in A\), and let \(J \subseteq \underline{n}\). For \(\boldsymbol{a} \in A^{n}, \boldsymbol{a}^{(J)}\) is defined by \(\boldsymbol{a}^{(J)} \in A^{n}, \boldsymbol{a}^{(J)}(j)=\boldsymbol{a}(j)\) for \(j \in J\) and \(\boldsymbol{a}^{(J)}(j)=0\) for \(j \in \underline{n} \backslash J\). Suppose that 1 is an element of \(A\). Then by 1 , we denote the vector \((1,1, \ldots, 1)\) in \(A^{n}\), and for \(J \subseteq \underline{n}, \boldsymbol{1}^{(J)}\) is the vector \(\left(v_{1}, \ldots, v_{n}\right)\) with \(v_{j}=1\) if \(j \in J\) and \(v_{j}=0\) if \(j \notin J\). For any sets \(C, D\), we write \(C \subset D\) for \((C \subseteq D\) and \(C \neq D)\).

We first need the following variation of [5, Theorem 1] and [15, Theorem 3.2], which is proved using several arguments from the proof of [4, Theorem 3.1] and from [5].
- Lemma 1. Let \(F\) be a finite field, let \(k, m, n \in \mathbb{N}\), let \(q:=|F|\), let \(p_{1}, \ldots, p_{m} \in F\left[x_{1}, \ldots, x_{n}\right]\) be polynomials such that for each \(i \in \underline{m}\), each monomial of \(p_{i}\) contains at most \(k\) variables. Then there exists \(J \subseteq \underline{n}\) such that \(|J| \leq k m(q-1)\) and \(p_{i}\left(\mathbf{1}^{(J)}\right)=p_{i}(\mathbf{1})\) for all \(i \in \underline{m}\).

Proof. We proceed by induction on \(n\). If \(n \leq k m(q-1)\), then we take \(J:=\underline{n}\). For the induction step, we assume that \(n>k m(q-1)\).

We first produce a set \(J_{1} \subset \underline{n}\) such that \(p_{i}\left(\boldsymbol{1}^{\left(J_{1}\right)}\right)=p_{i}(\boldsymbol{1})\) for all \(i \in \underline{m}\). Seeking a contradiction, we suppose that no such \(J_{1}\) exists. Following an idea from the proof of [4, Theorem 3.1], we consider the polynomials
\[
\begin{aligned}
& q_{1}\left(x_{1}, \ldots, x_{n}\right):=\prod_{i=1}^{m}\left(1-\left(p_{i}(\boldsymbol{x})-p_{i}(\boldsymbol{1})\right)^{q-1}\right) \\
& q_{2}\left(x_{1}, \ldots, x_{n}\right):=x_{1} x_{2} \cdots x_{n}-q_{1}\left(x_{1}, \ldots, x_{n}\right)
\end{aligned}
\]

We first show that for all \(\boldsymbol{a} \in\{0,1\}^{n}, q_{2}(\boldsymbol{a})=0\). To this end, we first consider the case \(\boldsymbol{a}=\boldsymbol{1}\). Then \(q_{2}(\boldsymbol{a})=1-\prod_{i=1}^{m} 1=0\). If \(\boldsymbol{a} \in\{0,1\}^{n} \backslash\{\boldsymbol{1}\}\), then by the assumptions, there is \(i \in \underline{m}\) such that \(p_{i}(\boldsymbol{a}) \neq p_{i}(\mathbf{1})\). Then \(1-\left(p_{i}(\boldsymbol{a})-p_{i}(\boldsymbol{1})\right)^{q-1}=0\). Therefore \(q_{2}(\boldsymbol{a})=0\). Hence the polynomial \(q_{2}\) vanishes at \(\{0,1\}^{n}\). By the Combinatorial Nullstellensatz [4, Theorem 1.1] applied to \(g_{j}\left(x_{j}\right):=x_{j}^{2}-x_{j}, q_{2}\) then lies in the ideal \(V\) of \(F\left[x_{1}, \ldots, x_{n}\right]\) generated by \(G=\left\{x_{j}^{2}-x_{j} \mid j \in \underline{n}\right\}\). Hence \(x_{1} x_{2} \cdots x_{n}-q_{1}\left(x_{1}, \ldots, x_{n}\right) \in V\). Since the leading monomials of the polynomials in \(G\) are coprime, \(G\) is a Gröbner basis of \(V\) (with respect to \(x_{1}>x_{2}>\cdots>x_{n}\), lexicographic order, cf. [6, p.337]). Therefore, reducing \(q_{1}\left(x_{1}, \ldots, x_{n}\right)\) modulo \(G\), we must obtain \(x_{1} x_{2} \cdots x_{n}\) as the remainder (as defined, e.g., in [6, p.334]). Because of the form of all polynomials in \(G\) (all variables of \(g_{j}\) occur in the leading term of \(g_{j}\) ), none of the reduction steps increases the number of variables in any monomial. Therefore, \(q_{1}\left(x_{1}, \ldots, x_{n}\right)\) must contain a monomial that contains all \(n\) variables. Computing the expansion of \(q_{1}\) by multiplying out all products from its definition, we see that each monomial in \(q_{1}\) contains at most \(k m(q-1)\) variables. Hence \(n \leq k m(q-1)\), which contradicts the assumption \(n>k m(q-1)\). This contradiction shows that there is a set \(J_{1} \subset \underline{n}\) such that \(p_{i}\left(\mathbf{1}^{\left(J_{1}\right)}\right)=p_{i}(\mathbf{1})\) for all \(i \in \underline{m}\). Now we let \(n^{\prime}:=\left|J_{1}\right|\), and we assume that \(J_{1}=\left\{j_{1}, \ldots, j_{n^{\prime}}\right\}\) with \(j_{1}<\cdots<j_{n^{\prime}}\). For \(i \in \underline{m}\), we define \(p_{i}^{\prime} \in F\left[y_{1}, \ldots, y_{n^{\prime}}\right]\) by
\[
p_{i}^{\prime}\left(x_{j_{1}}, \ldots, x_{j_{n^{\prime}}}\right)=p_{i}\left(\boldsymbol{x}^{\left(J_{1}\right)}\right)
\]

By the induction hypothesis, there exists \(J_{2} \subseteq \underline{n^{\prime}}\) with \(\left|J_{2}\right| \leq k m(q-1)\) such that \(p_{i}^{\prime}\left(\boldsymbol{1}^{\left(J_{2}\right)}\right)=\) \(p_{i}^{\prime}(\boldsymbol{1})\) for all \(i \in \underline{m}\). Now we define \(J:=\left\{j_{t} \mid t \in J_{2}\right\}\). We have \(J \subseteq J_{1}\), and therefore \(\boldsymbol{1}^{(J)}=\left(\boldsymbol{1}^{(J)}\right)^{\left(J_{1}\right)}\). Then \(p_{i}\left(\boldsymbol{1}^{(J)}\right)=p_{i}\left(\left(\boldsymbol{1}^{(J)}\right)^{\left(J_{1}\right)}\right)=p_{i}^{\prime}\left(\boldsymbol{1}^{(J)}\left(j_{1}\right), \ldots, \boldsymbol{1}^{(J)}\left(j_{n^{\prime}}\right)\right)=p_{i}^{\prime}\left(\boldsymbol{1}^{\left(J_{2}\right)}\right)=\) \(p_{i}^{\prime}(\boldsymbol{1})=p_{i}\left(\boldsymbol{1}^{\left(J_{1}\right)}\right)=p_{i}(\boldsymbol{1})\), which completes the induction step.

We will need the following special case of [15, Theorem 3.1]. For a set \(U\), let \(\mathcal{P}_{\leq k}(U)\) denote the set \(\{I \subseteq U:|I| \leq k\}\) of subsets of \(U\) with at most \(k\) elements.
- Theorem 2 (cf. [15, Theorem 3.1]). Let \(n \in \mathbb{N}\), let \(k \in \mathbb{N}_{0}\), let \(p\) be a prime, and let \(m \in \mathbb{N}\). Let \(\varphi: \mathcal{P}_{\leq k}(\underline{n}) \rightarrow \mathbb{Z}_{p}^{m}\). Then there is \(U \subseteq \underline{n}\) with \(|U| \leq k m(p-1)\) such that
\[
\sum_{J \in \mathcal{P}_{\leq k}(\underline{n})} \varphi(J)=\sum_{J \in \mathcal{P}_{\leq k}(U)} \varphi(J) .
\]

Proof. We denote the vector \(\varphi(J)\) by \(\left((\varphi(J))_{1}, \ldots,(\varphi(J))_{m}\right)\), and we define \(m\) polynomial functions \(f_{1}, \ldots, f_{m} \in \mathbb{Z}_{p}\left[x_{1}, \ldots, x_{n}\right]\) by
\[
f_{i}\left(x_{1}, \ldots x_{n}\right):=\sum_{J \in \mathcal{P}_{\leq k}(\underline{n})}\left((\varphi(J))_{i} \cdot \prod_{j \in J} x_{j}\right) .
\]
for \(i \in \underline{m}\). By Lemma 1, there is a subset \(U\) of \(\underline{n}\) with \(|U| \leq k m(p-1)\) such that for all \(i \in \underline{m}\), we have \(f_{i}(\boldsymbol{1})=f_{i}\left(\boldsymbol{1}^{(U)}\right)\). Hence \(\sum_{J \in \mathcal{P}_{\leq k}(\underline{n})}(\varphi(J))_{i}=f_{i}(\boldsymbol{1})=f_{i}\left(\boldsymbol{1}^{(U)}\right)=\) \(\sum_{J \in \mathcal{P}_{\leq k}(\underline{n}), J \subseteq U}(\varphi(J))_{i}=\sum_{J \in \mathcal{P}_{\leq k}(U)}(\varphi(J))_{i}\).

\section*{3 Absorbing components}

Let \(A\) be a set, let \(0_{A}\) be an element of \(A\), let \(\mathbf{B}=(B,+,-, 0)\) be an abelian group, let \(n \in \mathbb{N}\), let \(f: A^{n} \rightarrow B\), and let \(I \subseteq \underline{n}\). By \(\operatorname{Dep}(f)\) we denote the set \(\{i \in \underline{n} \mid\) \(f\) depends on its \(i\) th argument \(\}\). We say that \(f\) is absorbing in its \(j\) th argument if for all \(\boldsymbol{a}=(\boldsymbol{a}(1), \ldots, \boldsymbol{a}(n)) \in A^{n}\) with \(\boldsymbol{a}(j)=0_{A}\) we have \(f(\boldsymbol{a})=0\). In the sequel, we will denote \(0_{A}\) simply by 0 . We say that \(f\) is absorbing in \(I\) if \(\operatorname{Dep}(f) \subseteq I\) and for every \(i \in I, f\) is absorbing in its \(i\) th argument.
- Lemma 3. Let \(A\) be a set, let 0 be an element of \(A\), let \(\mathbf{B}=(B,+,-, 0)\) be an abelian group, let \(n \in \mathbb{N}\), and let \(f: A^{n} \rightarrow B\). Then there is exactly one sequence \(\left(f_{I}\right)_{I \subseteq \underline{n}}\) of functions from \(A^{n}\) to \(B\) such that for each \(I \subseteq \underline{n}\), \(f_{I}\) is absorbing in \(I\) and \(f=\sum_{I \subseteq \underline{n}} f_{I}\). Furthermore, each function \(f_{I}\) lies in the subgroup \(\mathbf{F}\) of \(\mathbf{B}^{A^{n}}\) that is generated by the functions \(\boldsymbol{x} \mapsto f\left(\boldsymbol{x}^{(I)}\right)\), where \(I \subseteq \underline{n}\).

Proof. We first prove the existence of such a sequence. To this end, we define \(f_{I}\) by recursion on \(|I|\). We define \(f_{\varnothing}(\boldsymbol{a}):=f(0, \ldots, 0)\) and for \(I \neq \varnothing\), we let
\[
f_{I}(\boldsymbol{a}):=f\left(\boldsymbol{a}^{(I)}\right)-\sum_{J \subset I} f_{J}(\boldsymbol{a}) .
\]

By induction on \(|I|\), we see that \(\operatorname{Dep}\left(f_{I}\right) \subseteq I\) and that \(f_{I}\) lies in the subgroup \(\mathbf{F}\). We will now show that each \(f_{I}\) is absorbing in \(I\), and we again proceed by induction on \(|I|\). Let \(i \in I\), and let \(\boldsymbol{a} \in A^{n}\) be such that \(\boldsymbol{a}(i)=0\). We have to show \(f_{I}(\boldsymbol{a})=0\). We compute \(f_{I}(\boldsymbol{a})=\) \(f\left(\boldsymbol{a}^{(I)}\right)-\sum_{J \subset I} f_{J}(\boldsymbol{a})\). By the induction hypothesis, we have \(f_{J}(\boldsymbol{a})=0\) for those \(J\) with \(i \in J\). Hence \(f\left(\boldsymbol{a}^{(I)}\right)-\sum_{J \subset I} f_{J}(\boldsymbol{a})=f\left(\boldsymbol{a}^{(I)}\right)-\sum_{J \subseteq I \backslash\{i\}} f_{J}(\boldsymbol{a})\), and because of \(\boldsymbol{a}^{(I)}=\boldsymbol{a}^{(I \backslash\{i\})}\), this is equal to \(f\left(\boldsymbol{a}^{(I \backslash\{i\})}\right)-\sum_{J \subseteq I \backslash\{i\}} f_{J}(\boldsymbol{a})=f\left(\boldsymbol{a}^{(I \backslash\{i\})}\right)-\sum_{J \subset I \backslash\{i\}} f_{J}(\boldsymbol{a})-f_{I \backslash\{i\}}(\boldsymbol{a})\). By the definition of \(f_{I \backslash\{i\}}\), the last expression is equal to \(f_{I \backslash\{i\}}(\boldsymbol{a})-f_{I \backslash\{i\}}(\boldsymbol{a})=0\). This completes the induction proof; hence each \(f_{I}\) is absorbing in \(I\). In order to show \(f=\sum_{I \subseteq \underline{n}} f_{I}\), we choose \(\boldsymbol{a} \in A^{n}\) and compute \(\sum_{I \subseteq \underline{n}} f_{I}(\boldsymbol{a})=f_{\underline{n}}(\boldsymbol{a})+\sum_{I \subset \underline{n}} f_{I}(\boldsymbol{a})=f\left(\boldsymbol{a}^{(\underline{n})}\right)-\sum_{J \subset \underline{n}} f_{J}(\boldsymbol{a})+\) \(\sum_{I \subset \underline{n}} f_{I}(\boldsymbol{a})=f(\boldsymbol{a})\). This completes the proof of the existence of such a sequence.

For the uniqueness, assume that \(f=\sum_{I \subseteq \underline{n}} f_{I}=\sum_{I \subseteq \underline{n}} g_{I}\) and that for all \(I, f_{I}\) and \(g_{I}\) are absorbing in \(I\). We show by induction on \(|I|\) that \(f_{I}=g_{I}\). Let \(I:=\varnothing\). First we notice that \(f(0, \ldots, 0)=\sum_{J \subseteq \underline{n}} f_{J}(0, \ldots, 0)=\sum_{J \subseteq \underline{n}} g_{J}(0, \ldots, 0)\). Since \(f_{J}\) and \(g_{J}\) are absorbing, the summands with \(\bar{J} \neq \varnothing\) are 0 , and thus \(\bar{f}_{\varnothing}(0, \ldots, 0)=\sum_{J \subseteq \underline{n}} f_{J}(0, \ldots, 0)=\) \(f(0, \ldots, 0)=\sum_{J \subseteq \underline{n}} g_{J}(0, \ldots, 0)=g_{\varnothing}(0, \ldots, 0)\). Since both \(f_{\varnothing}\) and \(g_{\varnothing}\) are constant functions, they are equal. For the induction step, we assume \(|I| \geq 1\). Let \(a \in A^{n}\). Then \(\sum_{J \subseteq \underline{n}} f_{J}\left(\boldsymbol{a}^{(I)}\right)=\sum_{J \subseteq \underline{n}} g_{J}\left(\boldsymbol{a}^{(I)}\right)\). Only the summands with \(J \subseteq I\) can be nonzero, and therefore \(\sum_{J \subseteq I} f_{J}\left(\boldsymbol{a}^{(I)}\right)=\sum_{J \subseteq I} g_{J}\left(\boldsymbol{a}^{(I)}\right)\). By the induction hypothesis, \(f_{J}=g_{J}\) for \(J \subset I\). Therefore, \(f_{I}\left(\boldsymbol{a}^{(I)}\right)=g_{I}\left(\boldsymbol{a}^{(I)}\right)\). Since \(f_{I}\) and \(g_{I}\) depend only on the arguments at positions in \(I\), we obtain \(f_{I}(\boldsymbol{a})=f_{I}\left(\boldsymbol{a}^{(I)}\right)=g_{I}\left(\boldsymbol{a}^{(I)}\right)=g_{I}(\boldsymbol{a})\). Thus \(f_{I}=g_{I}\).

Actually, the component \(f_{I}\) can be computed by \(f_{I}(\boldsymbol{a})=\sum_{J \subseteq I}(-1)^{|I|+|J|} f\left(\boldsymbol{a}^{(J)}\right)\).
- Definition 4. Let \(A\) be a set, let 0 be an element of \(A\), let \(\mathbf{B}=(B,+,-, 0)\) be an abelian group, let \(n \in \mathbb{N}\), let \(f: A^{n} \rightarrow B\), and let \(J \subseteq \underline{n}\). Then we call the sequence \(\left(f_{I}\right)_{I \subseteq \underline{n}}\) such that for each \(I \subseteq \underline{n}, f_{I}\) is absorbing in \(I\), and \(f=\sum_{I \subseteq \underline{n}} f_{I}\) the absorbing decomposition of \(f\), and \(f_{J}\) the \(J\)-absorbing component of \(f\). We défine the absorbing degree of \(f\) by \(\operatorname{adeg}(f):=\max \left(\{-1\} \cup\left\{|J|: J \subseteq \underline{n}\right.\right.\) and \(\left.\left.f_{J} \neq 0\right\}\right)\).
- Theorem 5. Let \(A\) be a set, let 0 be an element of \(A\), let \(p\) be a prime, let \(k \in \mathbb{N}_{0}\), let \(n \in \mathbb{N}\), and let \(f_{1}, \ldots, f_{m}: A^{n} \rightarrow \mathbb{Z}_{p}\). We assume that each \(f_{i}\) is of absorbing degree at most \(k\). Let \(\boldsymbol{a} \in A^{n}\). Then there is \(U\) with \(|U| \leq k m(p-1)\) such that for all \(i \in \underline{m}\), we have \(f_{i}(\boldsymbol{a})=f_{i}\left(\boldsymbol{a}^{(U)}\right)\).

Proof. We define a function \(\varphi: \mathcal{P}_{\leq k}(\underline{n}) \rightarrow \mathbb{Z}_{p}^{m}\) by \(\varphi(J):=\left(\left(f_{1}\right)_{J}(\boldsymbol{a}), \ldots,\left(f_{m}\right)_{J}(\boldsymbol{a})\right)\), where for \(i \in \underline{m},\left(\left(f_{i}\right)_{J}\right)_{J \subseteq \underline{n}}\) is the absorbing decomposition of \(f_{i}\). Then Theorem 2 yields a subset \(U\) of \(\underline{n}\) with \(|U| \leq \bar{k} m(p-1)\) such that \(\sum_{J \in \mathcal{P}_{\leq k}(\underline{n})} \varphi(J)=\sum_{J \in \mathcal{P}_{\leq k}(U)} \varphi(J)\). Since \(\left(f_{i}\right)_{J}=0\) for all \(J\) with \(|J|>k\), we have \(\sum_{J \in \mathcal{P}_{\leq k}(\underline{n})} \varphi(\bar{J}) \stackrel{=}{=} \sum_{J \in \mathcal{P}_{\leq k}(\underline{n})}\left(\left(f_{1}^{\leq-k}\right)_{J}(\boldsymbol{a}), \ldots,\left(f_{m}\right)_{J}(\boldsymbol{a})\right)\) \(=\sum_{J \subseteq \underline{n}}\left(\left(f_{1}\right)_{J}(\boldsymbol{a}), \ldots,\left(f_{m}\right)_{J}(\boldsymbol{a})\right)=\left(f_{1}(\boldsymbol{a}), \ldots, f_{m}(\boldsymbol{a})\right)\) and
\[
\begin{aligned}
& \quad \sum_{J \in \mathcal{P}_{\leq k}(U)} \varphi(J)=\sum_{J \in \mathcal{P}_{\leq k}(U)}\left(\left(f_{1}\right)_{J}(\boldsymbol{a}), \ldots,\left(f_{m}\right)_{J}(\boldsymbol{a})\right) \\
& =\sum_{J \subseteq U}\left(\left(f_{1}\right)_{J}(\boldsymbol{a}), \ldots,\left(f_{m}\right)_{J}(\boldsymbol{a})\right)=\sum_{J \subseteq U}\left(\left(f_{1}\right)_{J}\left(\boldsymbol{a}^{(U)}\right), \ldots,\left(f_{m}\right)_{J}\left(\boldsymbol{a}^{(U)}\right)\right) \\
& \quad=\sum_{J \subseteq \underline{n}}\left(\left(f_{1}\right)_{J}\left(\boldsymbol{a}^{(U)}\right), \ldots,\left(f_{m}\right)_{J}\left(\boldsymbol{a}^{(U)}\right)\right)=\left(f_{1}\left(\boldsymbol{a}^{(U)}\right), \ldots, f_{m}\left(\boldsymbol{a}^{(U)}\right)\right) .
\end{aligned}
\]

\section*{4 Polynomial mappings}

In this section, we develop a property of polynomial mappings of finite supernilpotent algebras in congruence modular varieties. We call an algebra \(\mathbf{A}=\left(A,+,-, 0,\left(f_{i}\right)_{i \in S}\right)\) an expanded group if its reduct \(\mathbf{A}^{+}=(A,+,-, 0)\) is a group, an expanded abelian group if \(\mathbf{A}^{+}\)is an abelian group, and an expanded elementary abelian group if \(\mathbf{A}^{+}\)is elementary abelian, meaning that \(\mathbf{A}^{+}\)is abelian and all its nonzero elements have the same prime order.
- Lemma 6. Let \(k, n \in \mathbb{N}\), let \(\mathbf{A}\) be a \(k\)-supernilpotent expanded abelian group, and let \(f \in \operatorname{Pol}_{n}(\mathbf{A})\). Then \(f\) is of absorbing degree at most \(k\).

Proof. Let \(J \subseteq \underline{n}\) with \(|J|>k\), and let \(f_{J}\) be the \(J\)-absorbing component of \(f\). Let \(m:=|J|\) and let \(J=\left\{i_{1}, \ldots, i_{m}\right\}\). Using Lemma 3, we obtain that the function \(g: A^{m} \rightarrow A\) defined by \(g\left(a_{i_{1}}, \ldots, a_{i_{m}}\right):=f_{J}(\boldsymbol{a})\) for \(\mathbf{a} \in A^{n}\) is an absorbing function in \(\operatorname{Pol}_{m}(\mathbf{A})\). Hence [1, Lemma 2.3] and the remark immediately preceding that Lemma yield that \(g\) is the zero function. Thus \(f_{J}=0\). Hence the absorbing degree of \(f\) is at most \(k\).

We first consider polynomial mappings of supernilpotent expanded elementary abelian groups of prime power order.
- Theorem 7. Let \(k, n, s, \alpha \in \mathbb{N}\), let \(p \in \mathbb{P}\), and let \(\mathbf{A}\) be a \(k\)-supernilpotent expanded elementary abelian group of order \(p^{\alpha}\). Let \(F=\left(f_{1}, \ldots, f_{s}\right) \in \operatorname{Pol}_{n}(\mathbf{A})^{s}\), and let \(\boldsymbol{a} \in A^{n}\). Then there is \(U \subseteq \underline{n}\) with \(|U| \leq k s \alpha(p-1)\) such that \(F(\boldsymbol{a})=F\left(\boldsymbol{a}^{(U)}\right)\).

Proof. We let \(\pi\) be a group isomorphism from \((A,+,-, 0)\) to \(\mathbb{Z}_{p}^{\alpha}\), and for \(a \in A\), we denote \(\pi(a)\) by \(\left(\pi_{1}(a), \ldots, \pi_{\alpha}(a)\right)\). For each \(r \in \underline{s}\) and each \(\beta \in \underline{\alpha}\), let \(f_{r, \beta}: A^{n} \rightarrow \mathbb{Z}_{p}\) be defined by \(f_{r, \beta}(\boldsymbol{a})=\pi_{\beta}\left(f_{r}(\boldsymbol{a})\right)\); hence \(f_{r, \beta}(\boldsymbol{a})\) is the \(\beta\) th component of \(f_{r}(\boldsymbol{a})\). Since \(f_{r} \in \operatorname{Pol}_{n}(\mathbf{A})\) and A is \(k\)-supernilpotent, Lemma 6 implies that each of these \(f_{r, \beta}\) is of absorbing degree at most \(k\). Setting \(m:=s \alpha\), Theorem 5 yields \(U\) with \(|U| \leq k s \alpha(p-1)\) such that \(f_{r, \beta}(\boldsymbol{a})=f_{r, \beta}\left(\boldsymbol{a}^{(U)}\right)\) for all \(r \in \underline{s}\) and \(\beta \in \underline{\alpha}\). Then clearly \(F(\boldsymbol{a})=F\left(\boldsymbol{a}^{(U)}\right)\).

We apply this result to polynomial mappings of direct products of finite supernilpotent expanded elementary abelian groups. For a vector \(\boldsymbol{a} \in A^{n}\), we call the number of its nonzero entries the weight of \(\mathbf{a}\); formally, \(\operatorname{wt}(\boldsymbol{a}):=|\{j \in \underline{n}: \boldsymbol{a}(j) \neq 0\}|\).
- Theorem 8. Let \(n, s, t, k_{1}, \ldots, k_{t} \in \mathbb{N}\). For each \(i \in \underline{t}\), let \(\mathbf{B}_{i}\) a \(k_{i}\)-supernilpotent expanded elementary abelian group with \(\left|\mathbf{B}_{i}\right|=p_{i}^{\alpha_{i}}\), where \(p_{i}\) is a prime and \(\alpha_{i} \in \mathbb{N}\). Let \(\mathbf{A}:=\prod_{i=1}^{t} \mathbf{B}_{i}\), let \(F \in \operatorname{Pol}_{n}(\mathbf{A})^{s}\), and let \(\boldsymbol{a} \in A^{n}\). Then there is \(\boldsymbol{y} \in A^{n}\) with \(\operatorname{wt}(\boldsymbol{y}) \leq \sum_{i=1}^{t} k_{i} s \alpha_{i}\left(p_{i}-1\right)\) such that \(F(\boldsymbol{a})=F(\boldsymbol{y})\).

Proof. For \(i \in \underline{t}\), let \(\nu_{i}\) be the \(i\) th projection kernel. Applying Theorem 7 to \(\mathbf{A} / \nu_{i}\), which is isomorphic to \(\mathbf{B}_{i}\), and \(\boldsymbol{b}:=\boldsymbol{a} / \nu_{i}\), we obtain \(U_{i} \subseteq \underline{n}\) with \(\left|U_{i}\right| \leq k_{i} s \alpha_{i}\left(p_{i}-1\right)\) such that \(F^{\mathbf{A} / \nu_{i}}\left(\boldsymbol{b}^{\left(U_{i}\right)}\right)=F^{\mathbf{A} / \nu_{i}}(\boldsymbol{b})\). Lifting \(\boldsymbol{b}^{\left(U_{i}\right)}\) to \(A\), we obtain \(\left(x_{i, 1}, \ldots, x_{i, n}\right) \in A^{n}\) such that \(\left(x_{i, 1}, \ldots, x_{i, n}\right) / \nu_{i}=\boldsymbol{b}^{\left(U_{i}\right)}\) and \(x_{i, j}=0\) for \(j \in \underline{n} \backslash U_{i}\). Now for every \(j \in \underline{n}\), we define \(y_{j} \in A\) by the equations
\[
y_{j} \equiv_{\nu_{i}} x_{i, j} \text { for all } i \in \underline{t} .
\]

For each \(i \in \underline{t}\), we have \(F\left(y_{1}, \ldots, y_{n}\right) / \nu_{i}=F^{\mathbf{A} / \nu_{i}}\left(x_{i, 1} / \nu_{i}, \ldots, x_{i, n} / \nu_{i}\right)=F^{\mathbf{A} / \nu_{i}}\left(\boldsymbol{b}^{\left(U_{i}\right)}\right)=\) \(F^{\mathbf{A} / \nu_{i}}(\boldsymbol{b})=F^{\mathbf{A} / \nu_{i}}\left(\boldsymbol{a} / \nu_{i}\right)=F(\boldsymbol{a}) / \nu_{i}\). Hence \(F(\boldsymbol{y})=F(\boldsymbol{a})\). For \(j \in \underline{n} \backslash\left(U_{1} \cup \cdots \cup U_{t}\right)\), and for all \(i \in \underline{t}\), we have \(x_{i, j}=0\), and therefore \(y_{j}=0\). Hence the number of nonzero entries in \(\boldsymbol{y}\) is at most \(\sum_{i=1}^{t}\left|U_{i}\right| \leq \sum_{i=1}^{t} k_{i} s \alpha_{i}\left(p_{i}-1\right)\).

Now we consider arbitrary finite supernilpotent algebras in congruence modular varieties. In these algebras, we can introduce group operations preserving nilpotency using [1].
- Lemma 9. Let \(\mu \in \mathbb{N}\), let \(\mathbf{A}=\left(A,\left(f_{i}\right)_{i \in S}\right)\) be a finite supernilpotent algebra in a congruence modular variety all of whose fundamental operations have arity at most \(\mu\), and let \(z \in A\). Let \(t \in \mathbb{N}_{0}\), let \(p_{1}, \ldots, p_{t}\) be different primes, and let \(\alpha_{1}, \ldots, \alpha_{t} \in \mathbb{N}\) such that \(|\mathbf{A}|=\prod_{i=1}^{t} p_{i}^{\alpha_{i}}\). For \(i \in \underline{t}\), let \(k_{i}:=\left(\mu\left(p_{i}^{\alpha_{i}}-1\right)\right)^{\alpha_{i}-1}\). Then there are operations + (binary), - (unary), 0 (nullary) on \(A\) such that \(\mathbf{A}^{\prime}=\left(A,+,-, 0,\left(f_{i}\right)_{i \in S}\right)\) is isomorphic to a direct product \(\prod_{i=1}^{t} \mathbf{B}_{i}^{\prime}\), where each \(\mathbf{B}_{i}^{\prime}\) is a \(k_{i}\)-supernilpotent expanded elementary abelian group, and \(0^{\mathbf{A}^{\prime}}=z\).

Proof. Since the result is true for \(|A|=1\), we henceforth assume \(|A| \geq 2\). By [16], \(\mathbf{A}\) is isomorphic to a direct product \(\prod_{i=1}^{t} \mathbf{B}_{i}\) of nilpotent algebras of prime power order. We let \(\left(\pi_{1}(a), \ldots, \pi_{t}(a)\right)\) denote the image of \(a\) of the underlying isomorphism. As a finite supernilpotent algebra in a congruence modular variety, \(\mathbf{A}\) is nilpotent (cf. [1, Lemma 2.4]) and therefore has a Mal'cev term [9, Theorem 6.2]. We use [1, Theorem 4.2] to expand each \(\mathbf{B}_{i}\) with operations \(+_{i}\) and \(-_{i}\) such that the expansion \(\mathbf{B}_{i}^{\prime}\) is a nilpotent expanded elementary abelian group with zero element \(\pi_{i}(z)\). By [1, Theorem 1.2], \(\mathbf{B}_{i}^{\prime}\) is \(k_{i}\)-supernilpotent.

We note that the supernilpotency degree of \(\mathbf{A}^{\prime}\) may be strictly larger than the supernilpotency degree of \(\mathbf{A}\).

Combining these results, we obtain the following result on polynomial mappings on arbitrary finite supernilpotent algebras in congruence modular varieties.
- Theorem 10. Let \(\mu \in \mathbb{N}\), let \(\mathbf{A}\) be a finite supernilpotent algebra in a congruence modular variety all of whose fundamental operations have arity at most \(\mu\). Let \(p_{1}, \ldots, p_{t}\) be distinct primes, and let \(\alpha_{1}, \ldots, \alpha_{t} \in \mathbb{N}\) such that \(|\mathbf{A}|=\prod_{i=1}^{t} p_{i}^{\alpha_{i}}\). Let \(F \in \operatorname{Pol}_{n}(\mathbf{A})^{s}\) be a polynomial map from \(A^{n}\) to \(A^{s}\), and let \(z \in A\). Then for every \(\boldsymbol{a} \in A^{n}\) there is \(\boldsymbol{y} \in A^{n}\) such that \(F(\boldsymbol{y})=F(\boldsymbol{a})\) and \(|\{j \in \underline{n}: \boldsymbol{y}(j) \neq z\}| \leq s \sum_{i=1}^{t}\left(\mu\left(p_{i}^{\alpha_{i}}-1\right)\right)^{\alpha_{i}-1} \alpha_{i}\left(p_{i}-1\right) \leq\) \(s \mu^{-1}|A|^{\log _{2} \mu+\log _{2}|A|} \log _{2}|A| \leq s|A|^{\log _{2} \mu+\log _{2}|A|+1}\).

Proof. Let \(\mathbf{A}^{\prime}=\prod_{i=1}^{t} \mathbf{B}_{i}^{\prime}\) with \(\left|\mathbf{B}_{i}^{\prime}\right|=p_{i}^{\alpha_{i}}\) be the expansion of \(\mathbf{A}\) produced by Lemma 9. Clearly, \(F\) is a also a polynomial map of \(\mathbf{A}^{\prime}\). Let \(k_{i}=\left(\mu\left(p_{i}^{\alpha_{i}}-1\right)\right)^{\alpha_{i}-1}\). Then Theorem 8 yields \(\boldsymbol{y} \in A^{n}\) such that \(|\{j \in \underline{n}: \boldsymbol{y}(j) \neq z\}| \leq \sum_{i=1}^{t} k_{i} s \alpha_{i}\left(p_{i}-1\right)\). Using the obvious estimate \(\alpha_{i} \leq \log _{2}|A|\), we obtain
\[
\begin{aligned}
& \sum_{i=1}^{t} k_{i} s \alpha_{i}\left(p_{i}-1\right)=s \sum_{i=1}^{t}\left(\mu\left(p_{i}^{\alpha_{i}}-1\right)\right)^{\alpha_{i}-1} \log _{2}|A|\left(p_{i}-1\right) \\
& \leq s \log _{2}|A| \sum_{i=1}^{t} \mu^{\alpha_{i}-1}\left(p_{i}^{\alpha_{i}}\right)^{\alpha_{i}-1} p_{i}^{\alpha_{i}} \leq s \log _{2}|A| \sum_{i=1}^{t} \mu^{\log _{2}|A|-1}\left(p_{i}^{\alpha_{i}}\right)^{\alpha_{i}} \\
& \leq s \mu^{\log _{2}|A|-1} \log _{2}|A| \sum_{i=1}^{t}\left(p_{i}^{\alpha_{i}}\right)^{\log _{2}|A|} \leq s \mu^{\log _{2}|A|-1} \log _{2}|A|\left(\sum_{i=1}^{t} p_{i}^{\alpha_{i}}\right)^{\log _{2}|A|} \\
& \leq s \mu^{\log _{2}|A|-1} \log _{2}|A|\left(\prod_{i=1}^{t} p_{i}^{\alpha_{i}}\right)^{\log _{2}|A|} \leq s \mu^{\log _{2}|A|-1} \log _{2}|A||A|^{\log _{2}|A|} \\
& \quad=s \mu^{-1}|A|^{\log _{2} \mu+\log _{2}|A|} \log _{2}|A| \leq s|A|^{\log _{2} \mu+\log _{2}|A|+1}
\end{aligned}
\]

\section*{5 Systems of equations}

We will now explain how these results give a polynomial time algorithm for solving systems of a fixed number of equations over the finite supernilpotent algebra A. The size \(m\) of a system of polynomial equations is measured as the length of the polynomial terms used to represent the system. For measuring the "running time" of our algorithm, we count the number of A-operations: each such A-operation, may, for example, be done by looking up one value in the operation tables defining \(\mathbf{A}\).
- Theorem 11. Let A be a finite supernilpotent algebra in a congruence modular variety all of whose fundamental operations are of arity at most \(\mu\), and let \(s \in \mathbb{N}\). We consider the following algorithmic problem \(s\) - \(\operatorname{PolSYSSAT}(\mathbf{A})\) :

Given: \(2 s\) polynomial terms \(f_{1}, g_{1}, \ldots, f_{s}, g_{s}\) over \(\mathbf{A}\).
Asked: Does the system \(f_{1} \approx g_{1}, \ldots, f_{s} \approx g_{s}\) have a solution in \(\mathbf{A}\) ?
Let \(m\) be the length of the input of this system, and let
\[
e:=s|A|^{\log _{2} \mu+\log _{2}|A|+1}+1
\]

Then we can decide \(s\)-PolSysSat( \(\mathbf{A}\) ) using at most \(O\left(m^{e-1}\right)\) evaluations of all terms occuring in the system. Therefore, we have an algorithm that determines whether a system of s polynomial equations over \(\mathbf{A}\) has a solution using \(O\left(m^{e}\right)\) many \(\mathbf{A}\)-operations.

Proof. Let \(n\) be the number of different variables that occur in the given system. We may assume that these variables are \(x_{1}, \ldots, x_{n}\), and that our system is \(\bigwedge_{i=1}^{s} f_{i}\left(x_{1}, \ldots, x_{n}\right) \approx\) \(g_{i}\left(x_{1}, \ldots, x_{n}\right)\). We choose an element \(z \in A\), and we will show: if this system has a solution in \(A^{n}\), then it has a solution in
\[
C:=\left\{\boldsymbol{y} \in A^{n}:|\{j \in \underline{n}: \boldsymbol{y}(j) \neq z\}| \leq e-1\right\} .
\]

For proving this claim, we first observe that \(\mathbf{A}\) is a finite nilpotent algebra in a congruence modular variety, and it therefore has a Mal'cev term \(d\). We consider the polynomial map
\(H=\left(h_{1}, \ldots, h_{s}\right)\), where \(h_{i}(\boldsymbol{x}):=d\left(f_{i}(\boldsymbol{x}), g_{i}(\boldsymbol{x}), z\right)\) for \(i \in \underline{s}\) and \(\boldsymbol{x} \in A^{n}\). Since \(\boldsymbol{a}\) is a solution of the system, \(H(\boldsymbol{a})=(z, z, \ldots, z)\). By Theorem 10, there is \(\boldsymbol{y} \in C\) such that \(H(\boldsymbol{y})=H(\boldsymbol{a})\). Then for every \(i \in \underline{s}\), we have \(d\left(f_{i}(\boldsymbol{y}), g_{i}(\boldsymbol{y}), z\right)=z\). By [9, Corollary 7.4], the function \(x \mapsto d\left(x, g_{i}(\boldsymbol{y}), z\right)\) is injective. Since \(d\left(f_{i}(\boldsymbol{y}), g_{i}(\boldsymbol{y}), z\right)=z=d\left(g_{i}(\boldsymbol{y}), g_{i}(\boldsymbol{y}), z\right)\), this injectivity implies that \(f_{i}(\boldsymbol{y})=g_{i}(\boldsymbol{y})\). Hence \(\boldsymbol{y}\) is a solution that lies in \(C\).

The algorithm for solving the system now simply evaluates the system at all places in \(C\); if a solution is found, the answer is "yes". If we find no solution inside \(C\), we answer "no", and by the argument above, we know that in this case, the system has no solution inside \(\mathbf{A}^{n}\) at all.

We now estimate the complexity of this procedure: There is a \(c \in \mathbb{N}\) such that for all \(n \in \mathbb{N},|C| \leq c n^{e-1}\), hence we have to do \(O\left(n^{e-1}\right)\) evaluations of all the terms \(f_{i}, g_{i}\) in the system. Such an evaluation can be done using at most \(O(m)\) many A-operations. Since the length of the input \(m\) is at least the number of variables \(n\) occuring in it, this solves \(s\)-PolSysSat(A) using at most \(O\left(m^{e}\right)\) many A-operations.

We remark that the exponent \(e\) involves neither the nilpotency nor the supernilpotency degree of the algebra \(\mathbf{A}\); this is a result of the fact that Theorem 1.2 from [1] bounds the supernilpotency degree of \(\mathbf{A}\) in terms of only \(\mu,|A|\), and the height of the congruence lattice of \(\mathbf{A}\), which is bounded from above by \(\log _{2}|A|\). In the same vein, we can now also bound the exponent in the complexity bound for the identity checking or polynomial equivalence problem for supernilpotent algebras (cf. [2, Theorem 2.2]). For every algebra A satisfying the assumptions of Theorem 11, there is \(c \in \mathbb{N}\) such that for any two \(n\)-ary polynomial terms \(s\left(x_{1}, \ldots, x_{n}\right)\) and \(t\left(x_{1}, \ldots, x_{n}\right)\), we can check whether \(\mathbf{A} \models s \approx t\) using at most \(c n^{d}\) evaluations of both \(s\) and \(t\), where \(d:=(\mu(|A|-1))^{\log _{2}|A|-1}\) comes from Corollary 1.3 of [1].

\section*{6 Circuit satisfiability}

With every finite algebra \(\mathbf{A},[13]\) associates a number of computational problems that involve circuits whose gates are taken from the fundamental operations of \(\mathbf{A}\). One of these problems is \(\operatorname{SCsAT}(\mathbf{A})\). It takes as an input \(2 s\) circuits \(f_{1}, g_{1}, \ldots, f_{s}, g_{s}\) over \(\mathbf{A}\) with \(n\) input variables, and asks whether there is an \(\boldsymbol{a} \in A^{n}\) such that the evaluations at \(\boldsymbol{a}\) satisfy \(f_{i}(\boldsymbol{a})=g_{i}(\boldsymbol{a})\) for all \(i \in \underline{s}\). For finite algebras of finite type (i.e., with finitely many fundamental operations) in congruence modular varieties, [18, Corollary 3.13] implies that \(\operatorname{SCsAT}(\mathbf{A})\) is in P when \(\mathbf{A}\) is abelian, and NP-complete otherwise. However, if we restrict the number \(s\) of circuits, we obtain a different problem, which we call \(s\) - \(\operatorname{SCsAT}(\mathbf{A})\) in the sequel. Obviously, \(1-\operatorname{SCsAT}(\mathbf{A})\) is the circuit satisfiability problem called \(\operatorname{Csat}(\mathbf{A})\) in [13]. The method used to prove Theorem 11 immediately yields:
- Theorem 12. Let \(\mathbf{A}\) be a finite supernilpotent algebra of finite type in a congruence modular variety, and let \(s \in \mathbb{N}\). Then \(s-\operatorname{SCsAT}(\mathbf{A})\) is in P .

Hence a supernilpotent, but not abelian algebra \(\mathbf{A}\) has \(s\) - \(\operatorname{SCsAT}(\mathbf{A})\) in P , whereas SCsAT is NP-complete. In the converse direction, Theorem 9.1 from [13] has the following corollary.
- Corollary 13. Let \(\mathbf{A}\) be a finite algebra of finite type from a congruence modular variety. If \(\mathbf{A}\) has no homomorphic image \(\mathbf{A}^{\prime}\) such that \(2-\operatorname{SCsAT}\left(\mathbf{A}^{\prime}\right)\) is \(\operatorname{NP}\)-complete, then \(\mathbf{A}\) is nilpotent.

Proof. Suppose that \(\mathbf{A}\) has a homomorphic image \(\mathbf{A}^{\prime}\) for which \(\operatorname{CsAT}\left(\mathbf{A}^{\prime}\right)\) is NP-complete. Then also 2-SCsAT \(\left(\mathbf{A}^{\prime}\right)\) is NP-complete because an algorithm solving 2-SCsAT can be used to solve an instance \((\exists \boldsymbol{a})(f(\boldsymbol{a})=g(\boldsymbol{a}))\) of \(\operatorname{CsAT}\left(\mathbf{A}^{\prime}\right)\) by solving 2-SCsAT on the input
\((\exists \boldsymbol{a})(f(\boldsymbol{a})=g(\boldsymbol{a}) \& f(\boldsymbol{a})=g(\boldsymbol{a}))\). Thus the assumptions imply that for no homomorphic image \(\mathbf{A}^{\prime}\) of \(\mathbf{A}\), the problem \(\operatorname{Csat}\left(\mathbf{A}^{\prime}\right)\) is NP-complete. Now by [13, Theorem 9.1], \(\mathbf{A}\) is isomorphic to \(\mathbf{N} \times \mathbf{D}\), where \(\mathbf{N}\) is nilpotent and \(\mathbf{D}\) is a subdirect product of 2-element algebras each of which is polynomially equivalent to a two element lattice. If \(|\mathbf{D}|>1\), then there is a homomorphic image \(\mathbf{A}_{2}\) of \(\mathbf{A}\) such that \(\mathbf{A}_{2}\) is polynomially equivalent to a two element lattice. By [11], 2-SCsat( \(\mathbf{A}_{2}\) ) is NP-complete, contradicting the assumptions. Hence \(|\mathbf{D}|=1\), and therefore \(\mathbf{A}\) is nilpotent.
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\section*{1 Introduction}

Paths and cycles are the basic components for connecting nodes in undirected graphs. It is natural to ask, for a given subset of nodes, how to connect them in a component of minimal cost, where the cost is, e.g., the total sum of the weights on the edges or the number of nodes.

Classical instances of this problem follow two main patterns [7]. Some are edge-centric components in (usually) weighted graphs, such as shortest paths/cycles, spanning trees, Steiner trees, \(k\)-edge-connected components. Others are node-centric components in unweighted graphs, such as induced paths, chordless cycles (holes), \(k\)-node-connected components.

The above is not actually a dichotomy of edge- vs. node-centric components as, for example, node-weighted Steiner trees lay at the cross of the two. Nevertheless, it seems that most of the literature has been devoted to edge-centric components.

For instance, in the rich research area on Steiner trees, the online compendium in [12] reports over 60 variations of the Steiner tree problem, but just a couple are node-centric (survivable network design problem [3] and node weighted generalized Steiner tree [11]). The interest in the Steiner tree problem and its variants is well rooted in real world applications. Some examples can be seen in the 11th DIMACS challenge [8], which aimed at identifying a benchmark for algorithms and data generators, with emphasis on network optimization, computer-aided design, phylogenetic tree reconstruction and other applications. It is also of great interest in implementation challenges of the parameterized community, e.g., [16], thus we believe it is worth investigating its natural extensions in node-centric scenarios.

Induced Steiner subgraphs. Special node-centric components have been introduced by Telle and Villanger [17] as a generalization of the induced paths. \({ }^{1}\) In this paper, we study these components, hereafter renamed induced Steiner subgraphs as they seem to us a natural extension to the scenario of Steiner trees. Given an undirected graph \(G=(V(G), E(G))\) and a subset \(W \subseteq V(G)\) of \(t=|W|\) nodes, called terminals, we want a set of nodes, minimal under inclusion, that connects all nodes in \(W\).
- Definition 1 (Induced Steiner Subgraph). Given \(W \subseteq V(G)\), an Induced Steiner Subgraph of \(G\) is a set of nodes \(S \subseteq V(G) \backslash W\) such that the induced subgraph \(G[S \cup W]\) is connected. We say that \(S\) is a (inclusion wise) Minimal Induced Steiner Subgraph (miss) if there is no \(S^{\prime} \subset S\) such that \(G\left[S^{\prime} \cup W\right]\) is connected. The nodes in \(S\) are called Steiner points. \({ }^{2}\)

An example of a miss is given in Figure 1, where we illustrate also its connection with the classical notion of Steiner tree. Similarly to how Steiner trees generalize paths between two nodes, it can be noted that miss's generalize induced paths, which correspond to MIss's for \(|W|=2\). On the other extreme, for \(W=V(G)\), Steiner trees correspond to spanning trees of the graph, while there would be a single empty miss corresponding to the whole graph.

Definition 1 makes sense in domains where nodes are preferred to edges in components, for example in network design [11] and graph database query optimization [2,14]. In these cases, rather than a minimal set of edges that ensures connection (i.e. a tree), a minimal set of connected nodes and their induced subgraph (i.e. a miss) are sought for. Note that the notion of induced Steiner subgraph can be easily extended to graphs with weights on the nodes, and miss's correspond to solutions of minimal cost (otherwise their cost could be reduced by removing nodes). Our approach focuses on unweighted graphs, where Steiner trees also have many applications [12].

Results. In this paper we consider the problem of output-sensitive enumeration of miss's, which corresponds to bounding the cost to a polynomial of the input and output size.
- In Section 3 we show that the problem is harder than the well-known Trans-Enum problem [10] for an arbitrary number of terminals. To classify its output-sensitive

\footnotetext{
\({ }^{1}\) In [17], these are called minimal T-connecting Sets and are motivated by the study of the 2-Disjoint Connected Subgraphs problem which is the following: given a connected graph \(G=(V, E)\) and two disjoint subsets of terminal vertices \(Z_{1}, Z_{2} \subseteq V\), decide whether there exists a partition \(A_{1}, A_{2}\) of \(V(G)\), with \(Z_{1} \subseteq A_{1}, Z_{2} \subseteq A_{2}\) and \(G\left[A_{1}\right], G\left[A_{2}\right]\) both connected.
\({ }^{2}\) We abuse the terminology a bit and refer by \(S\) also to the induced subgraph \(G[S \cup W]\), as we enumerate all feasible \(S\) 's while keeping the same set \(W\). This simplifies notation in the rest of the paper.
}



Figure 1 A MISS (left) and two Steiner trees corresponding to the same MISS (center and right).


Figure 2 Left: A graph with \(\Omega\left(3^{n / 3}\right)\) minimum Steiner trees and miss's. Right: A graph with 1 miss and \(n^{n-2}\) minimum Steiner trees (by Cayley's formula).
enumeration complexity, we consider the problem when the number of terminals \(t=|W|\) is fixed. Concerning this, we show that the Extension problem (see Section 3.2) is NP-complete already for \(t \geq 2\), meaning that the sub-problems of any backtracking algorithm [10] should be carefully designed to avoid incurring instances of NP-complete problems.
- In this scenario, we propose a polynomial delay algorithm in Section 4 when the number of terminals is \(t=3\). (Note that the delay is the time required to list the "next" solution.) This is the first non-trivial case, as for \(t=1\) the problem is not defined, and for \(t=2\) it is the well-known problem of listing induced paths.
- Furthermore, we investigate in Section 2 the relationships of MISS's and Steiner trees, proving properties which allow us to use the algorithm of Dourado et al. [9] as a subroutine in order to list just the MISS's of minimum size with output-sensitive guarantees, for a bounded number \(t\) of terminals.

Discussion. Given a miss \(S\) for \(W\), we observe that each spanning tree in the induced subgraph \(G[S \cup W]\) is a Steiner tree for \(W\). Also the vice versa holds, so this could be useful for the packing edge-disjoint Steiner tree problem, which received attention in recent years \([1,4,13]\) and consists of finding a largest possible set of Steiner trees that do not share edges or nodes.

If we look for an individual min-size Steiner subgraph for \(W\) (i.e., with the least number of nodes), it can be obtained as the subgraph induced by the Steiner points of a min-size Steiner tree for \(W\). A different situation occurs instead if we look for all min-size induced Steiner subgraphs for \(W\). A number of deep results for Steiner trees could be employed: for example, [9] proposes an algorithm for listing them with linear delay, assuming that the number \(t=|W|\) of terminals is \(O(1)\); [15] introduces a general enumeration framework for matroids with certain properties, which can be applied to generalized Steiner trees, containing as special cases minimal Steiner trees and minimal Steiner forests. Unfortunately, this approach gives rise over and over to the same min-size Steiner subgraph in our case, as there can be exponentially many Steiner trees for the same set of Steiner points (Fig. 2(left)).

Here comes an interesting feature of a miss, as it is a compact representation of many Steiner trees. Observing that a min-size Steiner subgraph for \(W\) is a miss for \(W\) of minimum size, we can thus list the Miss's for \(W\) twice: the first time to discover the minimum size, and the second time to single out the MISs's of that size (i.e. min-size induced Steiner subgraphs).

This approach can be dramatically more efficient than listing min-size Steiner trees to catch min-size induced Steiner subgraphs (see Fig. 2 (right)). On the other hand, the results in this paper (see Section 2.2) show the latter to be a viable approach if \(W\) has bounded size.

As for weighted graphs, we observe that the min-edge-weight Steiner tree problem reduces to min-node-weight Steiner subgraph problem. \({ }^{3}\) Once we can list miss's efficiently, we can also find min-node-weight induced Steiner subgraphs and thus min-edge-weight Steiner trees.

In summary, finding miss's subsumes finding min-node-weight, min-edge-weight, and minsize Steiner trees, and becomes a sort of "universal" problem for this family of connectivity problems on graphs that compactly represent these trees. This motivates the problem of listing MISS's efficiently, which is central to this paper.

Previous results on MISS enumeration were already obtained in [17] from an input-sensitive point of view: \({ }^{4}\) the authors proved that the number of MISS's for \(t\) terminals, in any graph of \(n\) nodes, is at most \(\binom{n-t}{t-2} \cdot 3^{\frac{n-t}{3}}\), and propose an input-sensitive algorithm running in \(O^{*}\left(\binom{n-t}{t-2} \cdot 3^{\frac{n-t}{3}}\right)\) total time, where the \(O^{*}\) notation ignores factors polynomial in \(n\). Here we consider the opposite direction, i.e., output-sensitive enumeration.

Preliminaries. We refer to [7] for our graph terminology. Let \(G=(V(G), E(G))\) be an undirected graph, where \(V(G)\) is its node set and \(E(G)\) its edge set. \(N(v)\) is the set of neighbors of a node \(v\). When \(G\) is clear from the context we will refer to node and edge sets simply as \(V\) and \(E\). For a set of nodes \(A \subseteq V(G)\), let \(E[A] \subseteq E(G)\) be the set of edges whose endpoints are both in \(A\), and denote by \(G[A]=(A, E[A])\) the graph thus obtained, also called the subgraph induced by \(A\). A subgraph is a forest if it is acyclic, and a tree if it is a connected forest. A node \(v \in I\) is a leaf if \(v\) has degree 1 in \(G[I]\). Removing a leaf from a tree yields a tree. Regarding the Steiner Tree/Subgraph problem, we will refer to the set of terminal nodes as \(W\), and to its size \(|W|\) as \(t\). We recall that an induced Steiner subgraph is a set of nodes \(S\) such that \(G[S \cup W]\) is connected, and is minimal if inclusion-minimal. For a miss \(S\), we call junctions the nodes in \(S \cup W\) which, in \(G[S \cup W]\), have either degree \(\geq 3\), or are terminals with degree \(\geq 2\).

The notions for induced Steiner subgraphs and miss given in Definition 1 can be applied to any subset of the terminals in \(W\) : for example, \(S\) is a miss for \(X \subseteq W\) if \(G[S \cup X]\) is connected and so on. Without loss of generality, we can assume that no two terminals in \(W\) are connected by an edge: otherwise we can contract that edge into a single node and eliminate the resulting duplicated edges, preserving a one-to-one correspondence between solutions of the old graph and the new. In the following, given a set of nodes \(S\), let \(W(S)\) be the set of terminals in \(W\) that have neighbors in \(S\). Note that \(S\) is an induced Steiner subgraph for \(X=W(S)\) as long as \(G[S \cup W(S)]\) is connected. Let us make the following observation before continuing.
- Fact 1. Let \(S\) be a miss for a set \(W\) of terminals. Then, \(G[S \cup W]\) is not 2-connected. Moreover, \(G[S \cup W]\) cannot contain a leaf vertex \(v \in S\).

Proof. Because no two terminals are adjacent, if \(G[S \cup W]\) is 2-connected, then \(|S| \geq 2\). By definition of 2-connectedness, for any vertex \(v \in S\), we have that \(G[(S \backslash\{v\}) \cup W]\) is connected, contradicting the minimality of \(S\).

If \(G[S \cup W]\) contains a leaf vertex \(v \in S\), then \(G[(S \backslash\{v\}) \cup W]\) is still connected as no path can contain \(v\) as an internal vertex, contradicting the minimality of \(S\).

\footnotetext{
\({ }^{3}\) It suffices to replace each each edge \(\{x, y\}\) with weight \(w\) by two edges \(\{x, z\}\) and \(\{z, y\}\) where \(z\) is a new node of weight \(w\) and \(x\) and \(y\) have weight zero [11]
\({ }^{4}\) In exact exponential-time algorithms, a input-sensitive cost measures the running time in the input length.
}

\section*{2 Properties of Steiner Subgraphs and Listing Minimum Steiner Subgraphs}

We are interested in this section in the enumeration of miss's of minimum size, and refer to them as minimum miss 's. In this section we prove some useful properties of miss's in general, and some special properties of minimum miss's, to outline the relationship between minimum Steiner trees and miss's (Section 2.1) and to get an output-sensitive algorithm for minimum miss's (Section 2.2).

\subsection*{2.1 Relationship with minimum Steiner trees}

We first prove that, for a given set \(W\) of terminals, one minimum miss corresponds to many Steiner trees (Lemma 2). We then prove an upper bound (in terms of \(t\) ) for the number of junctions and the degree of the nodes involved in a miss. We highlight here that both upper bounds hold for any miss, minimum or not. Aside of telling that MISs's have strong topological properties, these bounds allow us to obtain the converse of Lemma 2, that is how to turn miss's into Steiner trees (Lemma 5).

One-to-many correspondence to minimum Steiner trees. A minimum Steiner tree \(T\) for the set \(W\) of terminals is clearly a spanning tree of the subgraph \(G[M \cup W]\) induced by the set \(M=V(T) \backslash W\) of nodes plus the terminals, and thus \(M\) is a minimum miss for \(W\). On the other hand, consider any minimum miss \(M\) for \(W\) : each spanning tree \(T\) of \(G[M \cup W]\) is actually a minimum Steiner tree for \(W\). For example, the two trees in Figure 1 correspond to the same Miss.
- Lemma 2. Given a set \(W\) of terminals and a minimum miss \(M\) for \(W\), any spanning tree \(T\) of the induced subgraph \(G[M \cup W]\) is a minimum Steiner tree for \(W\).

Proof. All the terminals in \(W\) are connected through \(T\) by definition of spanning tree, so \(T\) is a Steiner tree, not necessarily of minimum size (and the terminals are not necessarily all in its leaves). Suppose by contradiction that there exists another Steiner tree \(T^{\prime}\) of size smaller than \(T\) (where \(T^{\prime}\) can use nodes or edges outside \(G[M \cup W]\) ). Then the subgraph \(G\left[M^{\prime} \cup W\right]\) induced by the set \(M=V\left(T^{\prime}\right) \backslash W\) of nodes of \(T^{\prime}\) would be a MISS with fewer nodes than \(G[M \cup W]\), contradicting the fact that the latter is a minimum miss.

Upper bound on the number of junctions. Consider a misS \(S\) (not necessarily minimum), and recall that a junction is either a node of \(S\) with degree at least 3 in the induced subgraph \(G[S \cup W]\), or a terminal in \(W\) with degree at least 2 in \(G[S \cup W]\). Although \(S\) is minimal, it can contain arbitrarily long induced paths independently of the number \(t\) of terminals. Still, we can bound the number of junctions in terms of \(t\).
- Lemma 3. Given a set \(W\) of terminals, any Miss \(S\) contains at most 3 t junctions.

Proof. By induction on the number of terminals. Recalling that \(t=|W|\), if \(t \leq 3\) then the claim is trivially true (see also Fact 2). Assume then that \(t \geq 4\).

Consider the induced subgraph \(G[S \cup W]\) ignoring the rest of \(G\). In order to prove our claim, we replace each junction terminal \(v^{\prime}\) with a new node \(v\), and link \(v^{\prime}\) and \(v\) together with an edge, so that \(v^{\prime}\) becomes a leaf terminal and \(v\) is a junction. Now, as no junction can have degree 2 , we replace each induced path \(x_{1}, x_{2}, \ldots, x_{\ell}\) by an edge \(\left\{x_{1}, x_{\ell}\right\}\) when \(x_{1}\) and \(x_{\ell}\) have degree \(\neq 2\).


Figure 3 A miss with 12 terminals and 30 junctions. Suitably enlarging the structure sets the junctions/terminals ratio arbitrarily close to 3 .

Let \(G^{\prime}\) be the resulting graph. Note that \(G^{\prime}\) and \(G[S \cup W]\) have the same number of terminals and junctions by construction. As a result, it suffices to prove our claim using \(G^{\prime}\). Note also that each node \(v\) in \(G^{\prime}\) has degree 1 if and only if it is a terminal, and at least 3 otherwise. If \(G^{\prime}\) is a tree, then the claim holds as the number of internal nodes of degree 3 in a tree is upper bounded by the number of leaves.

Let us assume that \(G^{\prime}\) is not a tree. By Fact 1 we know that \(G[S \cup W]\) is not 2-connected and by construction \(G^{\prime}\) is also not 2-connected. Let \(T\) be the tree of bi-connected components of \(G^{\prime}\) (called blocks). Because all non-terminal nodes in \(G^{\prime}\) are junctions, each leaf block \(C\) of \(T\) is an edge \(\{v, w\}\) with \(v\) a junction node and \(w\) a terminal because all the terminal nodes are non-adjacent and a leaf block has at most one non-terminal node. Let \(C\) be a block all of whose neighbors, except possibly 1, are leaf blocks. Such a block always exists, e.g., we could take a non-leaf block of maximum depth after rooting the tree arbitrarily. If except \(C\), all the other blocks are leaf blocks (meaning that \(T\) is a star), then we are done because \(C\) is 2-connected, meaning any node removal does not disconnect it, meaning in turn any node must be connected to a leaf-terminal in order for it not to be redundant, so \(C\) contains at most \(t\) nodes. Otherwise, \(T\) is not a star and then for all possible choices for \(C\) let us take the one with biggest size. Let \(w_{1}, \ldots, w_{p}\) be the terminals adjacent to junction nodes in \(C\). Clearly, by the choice of \(C, p \geq 2\) because either \(C\) has size \(\geq 3\), and at least two of the junction nodes are adjacent to terminals, or \(C\) has size 2 and at least one of the junction nodes is adjacent to two terminals. Let \(v\) be the junction node of \(C\) belonging to another block that is not a leaf block ( \(v\) exists by the choice of \(C\) ). Notice that \(C\) has size at most \(p+1\) because except possibly \(v\), all the junction nodes in \(C\) are adjacent to at least one terminal. Let \(G^{\prime \prime}=G^{\prime} \backslash\left(\left\{w_{1}, \ldots, w_{p}\right\} \cup(C \backslash\{v\})\right)\) and consider \(v\) as a terminal in \(G^{\prime \prime}\). It is not hard to check that \(G^{\prime \prime}\) is a miss for \(\left(W \backslash\left\{w_{1}, \ldots, w_{p}\right\}\right) \cup\{v\}\). By induction \(G^{\prime \prime}\) has at most \(3(t-p+1)\) junctions because \(G^{\prime \prime}\) has \(t-p+1\) terminals. And then \(G\) has at most \(3(t-p+1)+(p+1)\) junctions, which is bounded by \(3 t\).

Furthermore, Figure 3 shows Lemma 3 to be tight (up to constant additive factors).

Upper bound on the node degree. Although any miss \(S\) can be arbitrarily large independently of the number \(t\) of terminals, we prove that any node cannot have degree larger than \(t\) in \(G[S \cup W]\).
- Lemma 4. Given a set \(W\) of terminals and any miss \(S\) for \(W\) and any node \(v \in S \cup W\), \(|N(v) \cap(S \cup W)| \leq t\).

Proof. Let \(G^{\prime}\) be the induced subgraph \(G[S \cup W]\). Let us start with the case \(v \in S\). For each \(w \in W\), consider one shortest path between \(v\) and \(w\) in \(G^{\prime}\), and let \(S^{\prime}\) be the set of nodes containing all the nodes on these \(t\) shortest paths, excluding the nodes in \(W\). Note that \(S^{\prime} \subseteq S\) by definition. As they are all shortest paths (hence induced paths with no shortcut edges), \(v\) can only be adjacent to the next node in each such path, and no other: thus \(\left|N(v) \cap\left(S^{\prime} \cup W\right)\right| \leq t\). Since all terminals are connected to each other using these paths, clearly \(S^{\prime}\) is a Steiner induced subgraph. Since \(S\) is minimal, the only option is \(S^{\prime}=S\). The case \(v \in W\) follows along the same lines.

Removing edges to get a minimum Steiner trees. Consider any miss \(S\) and select a subset of edges in the induced subgraph \(G[S \cup W]\) to obtain a Steiner tree \(T\). Lemma 3 and 4 imply the result that any \(T\) can be obtained from \(S\) by removing at most \(3 t^{2}\) edges from \(G[S \cup W]\). Note that the number of edges in \(G[S \cup W]\) could be much larger, but most of them are incident to degree-2 nodes of \(G[S \cup W]\), and should be taken to form \(T\) (otherwise some terminals in \(W\) would be disconnected from the others). This property holds for the special case of minimum miss, and hence minimum Steiner tree, immediately giving the following result.
- Lemma 5. Given a set \(W\) of terminals and any miss \(S\) for \(W\), every Steiner tree \(T\) contained in \(G[S \cup W]\) can be obtained by removing at most \(3 t^{2}\) edges.

\subsection*{2.2 Listing minimum Steiner subgraphs}

The properties of Steiner subgraphs seen so far allow us to design an algorithm for listing minimum Steiner subgraphs, parameterized in \(t\). Consider a minimum miss \(M\), and the subgraph \(G_{M}=G[M \cup W]\). By Lemma 2 each spanning tree of \(G_{M}\) is a minimum Steiner tree. By Lemma 5, \(G_{M}\) is turned into a spanning tree by removing \(\alpha\) edges, for some \(\alpha \leq 3 t^{2}\). A closer look gives a suggestion on how to do that: even if the number of nodes and edges in \(G_{M}\) can be much larger than \(3 t^{2}\), there are at most \(3 t\) junctions by Lemma 3 , with degree greater than 2 ; the rest of the (possibly many) nodes have all degree 2, and thus their incident edges must be taken to keep \(G_{M}\) connected. Hence, the \(\alpha\) edges are incident to these junctions, each of degree at most \(t\) in \(G_{M}\) by Lemma 4, thus giving at most \(3 t^{2}\) edges to select from. As there are at most \(2^{3 t^{2}}\) possible choices for the \(\alpha\) edges, there are \(O\left(2^{3 t^{2}}\right)\) minimum Steiner trees yielding the same minimum Steiner subgraph \(M\).

We exploit this observation by using [9] to list minimum Steiner trees of \(G\) with \(O\left(n^{2} m+\right.\) \(n^{t-2}\) ) preprocessing time and space, and \(O(n)\) delay. To avoid duplications, as the same minimum miss \(M\) can be obtained \(O\left(2^{3 t^{2}}\right)\) times with distinct minimum Steiner trees, we simply define a "canonical spanning tree" \(T^{*}\) of \(M\) as an arbitrary spanning tree obtained from \(G_{M}\) with some deterministic procedure: when the algorithm in [9] yields \(T\), we output its corresponding minimum miss only if \(T=T^{*}\), and discard it otherwise (note that this computation takes an additional \(O(m)\) time per solution).
- Theorem 6. Minimum Steiner subgraphs of \(G\) for a terminal set \(W\) can be listed with \(O\left(n^{2} m+n^{t-2}\right)\) preprocessing time and space, in \(O\left(m \cdot 2^{3 t^{2}}\right)\) time per solution.

\section*{3 Negative Results on Minimal Steiner Subgraphs}

As for the classical Steiner tree problem, finding just one miss is easy, but finding the smallest MISS, i.e., the one having minimum number of nodes, is NP-hard: as we saw in Section 2 any spanning tree of a MISS with \(k\) nodes is a Steiner tree with exactly \(k-1\) edges. This means
that there is a one-to-many correspondence between MISS and Steiner trees of smallest size, and that finding a smallest miss solves the unweighted Steiner tree problem.

Concerning listing miss's, in Section 3.1 we show that this problem is actually harder than listing minimal hypergraph transversals. In particular, this result implies that an output-polynomial algorithm for MISS's enumeration would imply an output-polynomial algorithm for minimal hypergraph transversals, which is a long-standing open problem (see the survey [10] for more information on the problem).

In Section 3.2 we investigate the reason behind the difficulty of listing miss's, showing that classical techniques for listing algorithms which make use of the so-called extension problem are difficult to apply, as the extension problem for miss's is actually NP-complete. In particular, we prove that deciding whether a partial miss can be completed into a MISS is NP-complete. Surprisingly, our reduction shows that this result holds even if the number of terminals, i.e. \(t\), is bounded. This means that a general output-polynomial algorithm for miss's enumeration which works for any number of terminals and which is polynomial both in the size of the graph and the number of terminals should rely on different techniques.

\subsection*{3.1 Listing reduction from Hypergraph Transversal Enumeration}

We show that the problem of listing miss's is at least as hard as a well-known problem, known as Hypergraph Transversal Enumeration (in short Trans-Enum). The latter problem deals with a hypergraph \(\mathcal{H}=(X, H)\), where \(H \subseteq 2^{X}\) is the set of hyperedges. A transversal for \(\mathcal{H}\) is a hitting set \(S \subseteq X\) for the hyperedges in \(H\), namely, \(S \cap e \neq \emptyset\) for each hyperedge \(e \in H\). A transversal \(S\) is (inclusion-wise) minimal if no other \(S^{\prime} \subset S\) is a transversal. The Trans-Enum problem asks to list all the minimal transversals for \(\mathcal{H}\), and the existence of an output-polynomial algorithm for it is a long-standing open question in the area of enumeration algorithms. Indeed, the latter would provide also the solutions for many enumeration problems arising in several diverse areas such as data-mining, integer programming, biology, databases, game theory, learning theory, and so on (see [10]).

In the following we show how to transform an instance of Trans-Enum, i.e. an hypergraph \(\mathcal{H}\), to an instance of MISS's enumeration, i.e. a graph \(G=(V, E)\) and a set \(W \subseteq V\) of terminals, so for each minimal transversal of \(\mathcal{H}\) there is a miss for \(W\) in \(G\), and vice versa.
- Lemma 7. There is a one-to-one reduction from Trans-Enum to miss's enumeration (even in split graphs).

Proof. We refer to the bipartite formulation of Trans-Enum, that is we consider the bipartite graph \(B\) whose vertices are partitioned into \(X\) and \(H\), and whose edges represent the membership of each vertex of \(X\) in the hyperedges of \(H\) in which it is involved, and we look at the minimal subsets of \(X\) hitting all the vertices of \(H\). We transform \(B\) into an instance of miss's enumeration, i.e. a graph \(G\) and a set \(W\), in the following way: choose \(G\) as a copy of \(B\), add to \(G\) edges between all pairs of vertices of \(X\), i.e., forming a clique, and choose as \(W\) the vertices in \(H . G\) is by construction a split graph. A minimal hitting set \(S \subseteq X\) hits all the vertices in \(H\) and is such that there is no \(S^{\prime} \subset S\) doing the same. As \(G[S \cup W]\) is connected, while \(G\left[S^{\prime} \cup W\right]\) is not, \(S\) corresponds to a miss. Conversely, consider a miss \(S\) in \(G\). Thus \(G[S \cup W]\) is connected and each \(S^{\prime} \subset S\) is such that \(G\left[S^{\prime} \cup W\right]\) is not. This means that for each vertex in \(W\), i.e., a vertex in \(H\), one of its neighbor is in \(S\), i.e., an element hitting the vertex. Moreover, as \(S\) is a clique, each subset \(S^{\prime}\) is still connected, meaning that \(G\left[S^{\prime} \cup W\right]\) disconnects some terminal in \(W\), that is \(S^{\prime}\) does not hit some vertex in \(W\). Hence, \(S\) corresponds to a minimal hitting set.

\subsection*{3.2 Hardness of the extension problem for miss's}

Providing an output-polynomial algorithm for miss's seems to be a challenging problem, even for a small number of terminals. As the Extension problem is a core block of many classical output-sensitive algorithms such as those based on binary partition or backtracking, we argue whether we can follow this path: roughly speaking, this is the problem of deciding whether a partial solution, e.g., a subset of nodes, can be completed into a final solution. In this section we show the hardness of the Extension problem for MISS's.
- Problem 1 (Extension problem for miss's). Given a graph \(G\), a terminal set \(W\), and \(P \subseteq V(G) \backslash W\), is there a minimal induced Steiner subgraph (miss) \(S\) such that \(P \subseteq S\) ?

Note that, if \(P=\emptyset\), the answer is trivially always yes, as we can find a miss by simply setting \(S=V(G) \backslash W\), and removing nodes from it until it is possible to do so without disconnecting \(W\). For \(t=1\) the problem is not well defined (or could be considered trivially true if and only if \(P=\emptyset\) ). One may think that the hardness would be influenced by the size of \(W\), or that of \(P\), however, this is not the case.

For \(t=2\) and \(|P|=1\), the smallest non-trivial sizes, the problem is already hard: let \(W=\left\{w_{0}, w_{1}\right\}\) and \(P=\{p\}\); as MISs's for \(t=2\) are induced paths, we obtain the problem of finding an induced path between \(w_{0}\) and \(w_{1}\) passing through \(p\). Finding such an induced path has been proved to be NP-complete in [6]. This immediately yields the following result.
- Theorem 8. The extension problem for MISS's is NP-complete, even for two terminals.

The difficulty of the extension problem excludes the possibility of applying some well known general techniques, motivating the interest in this combinatorial structure and in ad-hoc techniques for its enumeration.

\section*{4 Listing Minimal Steiner Subgraphs with Three Terminals}

The problem of listing miss's seems to be a challenging one as we have shown that the extension problem, which is a core block of many output-sensitive listing algorithms based on the backtracking and binary partition techniques, is NP-complete for MISs's already when the number of terminals is 2 (see Section 3.2). Indeed, in the case of \(t=2\), if the partial solution is just an arbitrary node which is not a terminal, deciding whether there is an induced path involving that node is NP-complete [6]. However, the problem can be solved with polynomial delay [18]: since we are listing induced paths from a source to a target, this limitation can be overcome by suitably defining the partial solution; in this case, a partial solution always includes a terminal, i.e. the source. The same strategy, i.e. forcing each partial solution to include a terminal, clearly does not apply when \(t>2\), as extending that solution will lead again to the hard problem of deciding whether there is an induced path involving that terminal. We show in this section that a workaround is still possible for the special case \(t=3\).

We will characterize some special instances of the extension problem, extending what we will call a partial Steiner subgraph (PSS for short), showing that we can indeed find a solution in polynomial time, and that it is possible to obtain a complete binary partition algorithm by just relying on these restricted instances.

To characterize a partial Steiner subgraph, let us define a removable node:
- Definition 9. Let \(S\) be a Steiner subgraph for \(W(S)\), the set of terminals in \(W\) that have neighbors in \(S\). Then \(v \in S\) is a removable node for \(S\) if \(G[S \cup W(S) \backslash\{v\}]\) is connected.

Note that if \(v \in S\) is a removable node then \(W(S)=W(S \backslash\{v\})\) (i.e., \(S \backslash\{v\}\) is still a Steiner subgraph for \(W(S)\) ).

As an example, consider Figure 1 (left), with \(W=\left\{w_{0}, w_{1}, w_{2}, w_{3}\right\}: S=\{2,3,4,6,7\}\) has no removable node, as \(W(S)=W\) and each removal of a node of \(S\) would disconnect at least one of the terminals from the others. On the other hand, \(S^{\prime}=\{3,4,6,7\}\) has 4 as removable node, since \(W(S)=\left\{w_{1}, w_{2}, w_{3}\right\}\).

We can now define a PSS:
- Definition 10 (Partial Steiner Subgraph). \(S \neq \emptyset\) is a partial Steiner subgraph (PSS) if
- \(W(S) \neq \emptyset\),
- \(S\) is a Steiner subgraph for \(W(S)\),
- there is at most 1 removable node in \(S\).

Note that a MISS is also a partial Steiner subgraph, as it has no removable nodes. We can now detail the listing procedure in Algorithm 1:

Algorithm 1 List all miss's of \(G\) with \(t=3\).
```

Input : A graph $G=(V(G), E(G))$ and a terminal set $W \subseteq V(G)$ with $t=|W|=3$
Output: All miss's of $G$ and $W$
Call 3-Enum $(G, W, \emptyset)$
Function 3-Enum $(G, W, S)$
if $W(S)=W$ then
output $S \quad / / S \neq \emptyset$
else
$X \leftarrow \emptyset$
foreach $v \in V(G) \backslash(S \cup W): S \cup\{v\}$ is a PSS do
if $\exists S^{\prime} \supseteq(S \cup\{v\}): S^{\prime}$ is a MISS in $G$ then
3 -Enum $(G \backslash X, W, S \cup\{v\})$
$X \leftarrow X \cup\{v\}$

```

In essence, every recursive node of Algorithm 1 considers a partial Steiner subgraph \(S\) : at each step, it identifies all nodes \(v\) for which \(S \cup\{v\}\) is also a partial Steiner subgraph, and check whether it is possible to eventually extend it into a solution, if so, it recurs adding \(v\) to \(S\); afterwards, \(v\) is removed from the graph in subsequent recursive calls to avoid duplication (this is modeled by the set \(X\) ).

To prove that the algorithm is correct, we will use the following fact and lemma.
- Fact 2. Let \(S\) be a miss for \(W\) with \(t=|W|=3\). Then \(G[S \cup W]\) is either (1) a subdivision of the claw, (2) a triangle with 3 pending paths or (3) an induced path.

Proof. Assume that \(G[S \cup W]\) is neither an induced path nor a subdivision of the claw and let \(P\) be an induced path in \(G[S \cup W]\) from two terminals \(w_{a}\) and \(w_{b}\). Let \(P^{\prime}\) be the shortest path in \(G[S \cup W]\) from \(w_{c}\) to \(P\), and let \(v\) be the penultimate vertex of \(P^{\prime}\) not in \(P\). Because \(G\left[P \cup P^{\prime} \cup W\right]\) is connected, we can conclude that \(S=P \cup P^{\prime}\), and no vertex of \(P^{\prime}\), but \(v\), is adjacent to a vertex in \(P\). If \(v\) is adjacent to two non-adjacent vertices \(x\) and \(x^{\prime}\) of \(P^{\prime}\), then any vertex in \(P\) between \(x\) and \(x^{\prime}\) can be removed without disconnecting the rest, contradicting the minimality of \(S\). Therefore, \(S\) is as stated.
- Lemma 11. Given a graph \(G\) and a set of terminals \(W \subseteq V(G)\) with \(t=|W|=3\), let \(S\) be a PSS and \(S^{\prime}\) a miss such that \(S \subset S^{\prime}\). Then there exists \(v \in S^{\prime} \backslash S\) such that \(S \cup\{v\}\) is a PSS.

Proof. Since \(S \cup W(S)\) and \(S^{\prime} \cup W\) are connected subgraphs, and recalling from the preliminaries that no two terminals are adjacent, there must exist at least a node \(x \in S^{\prime} \backslash S\) such that \(S \cup\{x\} \cup W(S)\) is connected. Let \(P\) be the set of all such nodes, and let us consider the possible cases. To complete the proof, we need to show that for some node \(v \in P\) we have that \(S \cup\{v\}\) has at most one removable node, meaning it meets all conditions of a PSS. We separately prove 3 comprehensive cases:
- S has no removable node. Then it must be that \(W(S)=2\) and \(S\) is exactly an induced path between two terminals \(w_{a}\) and \(w_{b} .{ }^{5}\) Consider a shortest path from the third terminal \(w_{c}\) to \(S \cup\left\{w_{a}, w_{b}\right\}\) in \(G\left[S^{\prime} \cup W\right]\), and let \(v\) be the last vertex of the path not belonging to \(S \cup\left\{w_{a}, w_{b}\right\}\). It clearly belongs to \(P\). Consider now \(S \cup\{v\}\) : either \(v\) is connected to \(w_{c}\), so \(S \cup\{v\}\) is a miss, i.e., \(S^{\prime}=S \cup\{v\}\), or \(v\) is removable and \(S^{\prime} \neq S \cup\{v\}\). If \(v\) is removable in \(S \cup\{v\}\) and makes another vertex \(x\) removable in \(S \cup\{v\}\), then \(x\) is in a path between two non-adjacent neighbors of \(v\) in \(S \cup\left\{w_{a}, w_{b}\right\}\). But then \(S^{\prime} \backslash\{x\}\) would be a Steiner subgraph of \(W\), a contradiction. Thus \(S \cup\{v\}\) is a PSS.
- \(|\mathbf{P}|=\mathbf{1}\). Then all other nodes of \(S^{\prime}\) may reach \(S\) only via the single node \(v \in P\). This means that if any node of \(S \cup\{v\}\) other than \(v\) is removable, i.e., does not disconnect \(v\) from the rest of \(S\) and \(W(S)\), then it is also removable in \(S^{\prime}\), contradicting the minimality of \(S^{\prime}\). Thus the only possible removable node in \(S \cup\{v\}\) is \(v\) and \(S \cup\{v\}\) is a PSS.
- \(|\mathbf{P}| \geq \mathbf{2}\) and \(\mathbf{S}\) has a removable node \(b\). We first note that \(|W(S)|=1\). Indeed, if \(|W(S)|=2\), then in any case of Fact 2 , a connected subset \(S\) connecting two terminals cannot be extended into a connected subset with more than one vertex from \(S^{\prime} \backslash S\). Therefore, we can conclude that \(S\) is a path from a vertex \(b\) to a terminal \(w\), with \(b\) the removable node of \(S\). Because \(|W(S)|=1\) and \(b \in S^{\prime}\), then again by Fact \(2 b\) should have a neighbor \(v\) not adjacent to any vertex in \(S \backslash\{b\}\). Therefore, \(S \cup\{v\}\) is a path included in \(S^{\prime}\), and is then a PSS.

Furthermore, let us prove that the extension problem for PSSs is solvable in polynomial time when \(t=3\).
- Lemma 12. Given a graph \(G\), terminal set \(W \subseteq V(G)\) with \(t=|W|=3\) and \(a\) PSS \(S\), the question "is there a miss \(S^{\prime}\) of \(G\) such that \(S \subseteq S^{\prime}\) ?" can be answered in \(O(m n)\) time.

Proof. Let us consider the three possible cases based on \(W(S)\) :
- \(|\mathbf{W}(\mathbf{S})|=1\). Let \(W(S)=\left\{w_{a}\right\}\); as \(S \neq \emptyset, S\) consists of a path from \(w_{a}\) to the only removable node \(b\) of \(S\). Let \(R\) be the set of nodes not in \(S\) or \(W\) that are neighbors of either \(w_{a}\) or some node in \(S \backslash\{b\}\), i.e., \(R=\{v \in V(G) \backslash(S \cup W): N(v) \cap(W(S) \cup S \backslash\{b\}) \neq \emptyset\}\). Note that connecting terminals via nodes of \(R\) makes \(b\) redundant, as such nodes can reach \(w_{a}\) without using \(b\); thus we must connect at least one terminal to \(w_{a}\) without using nodes of \(R\), i.e., we may use at most one node of \(R\). Consider \(G \backslash R\) : note that \(b\) is the only node in \(S \cup\left\{w_{a}\right\}\) with neighbors outside the solution. How many terminals distinct from \(w_{a}\) are in the same connected component of \(G \backslash R\) as \(b\) ? If zero, we can answer no, as we will need to connect the remaining two terminals via \(R\), making \(b\) redundant (thus the result not minimal). If two, we can answer yes, as the three terminals are in the same connected component, and any miss of \(G \backslash R\) will fully contain \(S\). Finally, if one,

\footnotetext{
\({ }^{5}\) If \(W(S)=1, S\) is an induced path from a terminal, and the node opposite to it is always removable.
}
let us call it \(w_{b}\) and let \(C_{1}\) be the connected component of \(G \backslash R\) containing \(w_{a}, b\) and \(w_{b}\), and \(C_{2}\) the one containing the final terminal \(w_{c}\); recall that we may use one node \(c \in R\), and this node must connect \(S\) to \(C_{2}\). We try all possible choices for \(c\), noting that cannot make any node of \(S\) removable other than \(b\) (otherwise it would remain removable in \(S^{\prime}\) ), and when testing \(c\) we must remove all its neighbors in \(C_{1} \backslash S \cup W\) from the graph (otherwise we may use them to bypass \(b\), making \(b\) redundant). If any such suitable \(c\) exists, we get a miss \(S^{\prime}\) by taking any induced path from \(c\) to \(w_{c}\) in \(C_{2}\) and any induced path from \(b\) to \(w_{b}\) in \(C_{1} \backslash(N(c) \backslash(S \cup W))\), and adding them to \(S\), and thus we can answer yes. Otherwise, there is no other possibility of minimally connecting \(w_{b}\) and \(w_{c}\) to \(w_{a}\) without making \(b\) or some other node redundant, so we answer no.
- \(|\mathbf{W}(\mathbf{S})|=\mathbf{2}\). Let \(W(S)=\left\{w_{a}, w_{b}\right\}\). If there is a removable node \(b\) in \(S\), define as before \(R=\{v \in V(G) \backslash(S \cup W): N(v) \cap(W(S) \cup S \backslash\{b\}) \neq \emptyset\}\). In this case, we may not use any node of \(R\) to connect the remaining terminal \(w_{c}\), as this would allow us to bypass \(b\), making it redundant. Thus if \(w_{c}\) is in the same connected component as \(b\) in \(G \backslash R\), we can answer yes, as any induced path between \(b\) and \(w_{c}\) in this graph yields a MISS when added to \(S\). Otherwise, there is no connection without using some node of \(R\) and making \(b\) redundant, so we can answer no. Otherwise, if there is no removable node in \(S\), define \(R^{\prime}=\{v \in V(G) \backslash(S \cup W): N(v) \cap(W(S) \cup S) \neq \emptyset\}\) : clearly any miss extending \(S\) must contain at least one (actually, exactly one) node from \(R^{\prime}\), and for any \(v \in R^{\prime}, v\) is removable in \(S \cup\{v\}\), so we can test all possible nodes in \(R^{\prime}\) as above, since \(S \cup\{v\}\) has a removable node (trivially accounting for the special cases where \(v\) directly connects to the third terminal resulting directly in a miss, or where \(v\) makes some other node in \(S\) removable and thus cannot be added to \(S\) ).
- \(|\mathbf{W}(\mathbf{S})|=\mathbf{3}\). Then either \(S\) is a miss and the answer is yes, or it has removable nodes and the answer is no.

As for the time complexity, removing a set of nodes and computing the connected components of a graph can be done in \(O(m)\) time. The cost is dominated by cases \(|\mathbf{W}(\mathbf{S})|=\mathbf{1}\) and \(|\mathbf{W}(\mathbf{S})|=\mathbf{2}\), where we need to perform such a test for each node in \(R\) or \(R^{\prime}\), respectively. As these sets have size \(O(n)\) we can answer the question in \(O(m n)\) time.

We can finally claim correctness and complexity of the algorithm:
- Theorem 13. Given \(G\) and a set of terminals \(W \subseteq V(G)\) with \(t=|W|=3\), Algorithm 1 lists all miss's of \(G\) for \(W\) in \(O\left(m n^{3}\right)\) time per solution.

Proof. Firstly, the initial call with \(S=\emptyset\) clearly does not trigger the output in Line 4 as \(W(S)=\emptyset\). On all other recursive calls, \(S\) is a PSS such that there exist some miss \(S^{\prime}\) including \(S\) (due to Line 8 in the parent call). Whenever \(W(S)=W\), it follows that \(S^{\prime}=S\) because \(S^{\prime}\) is minimal and cannot contain other (redundant) nodes. So the algorithm only outputs miss's.

Furthermore, let \(S^{*}\) be an arbitrary miss, we show that it is found: let \(X\) be any recursion node of Algorithm 1 such that no node of \(S^{*}\) has been removed from \(G\), and the current \(S\), called here \(S_{X}\), is fully contained in \(S^{*}\) ( \(X\) exists as both conditions are met in the beginning, when no node has been removed from \(G\) and \(S=\emptyset\) ). Let \(x\) be the first node of \(S^{*} \backslash S_{X}\) considered on Line 7 such that \(S_{X} \cup\{x\}\) is a PSS ( \(x\) exists by Lemma 11): when \(x\) is considered, clearly no node of \(S^{*}\) has yet been removed from \(G\); furthermore, the condition in Line 8 is true by the existence of \(S^{*}\), so a child recursive call is generated with \(S_{Y}=S_{X} \cup\{x\}\) and \(G\) still fully containing \(S^{*}\). By induction, the algorithm will, in some path of the recursion tree, at each step add one more node of \(S^{*}\) without removing any from \(G\), until eventually \(S^{*}\) is found.

Finally, duplication is impossible by the binary partition argument, as all solutions generated from a recursive call on Line 9 will contain \(v\), and all subsequent recursive calls will remove \(v\) from \(G\) (see Line 10), thus will find different solutions.

As for the cost per solution, since all leaves of the recursion tree output solutions, it is bound by the cost of the recursion nodes of a root-to-leaf path in the recursion tree, which are \(O(n)\) as each node adds a node to \(S\) when recurring. In each node, we must identify all \(v\) such that \(S \cup\{v\}\) is a PSS: some trivial case analysis (using Fact 2) can reveal that this is true only when \(v\) is a neighbor only of the removable node of \(S\), or when \(S\) has no removable node and \(v\) has at most two neighbors in \(S\), adjacent to each other, thus this takes \(O(|N(v)|)\), for a total of \(O\left(\sum_{v \in V(G)}|N(v)|\right)=O(m)\) time. Furthermore, the test in Line 8 takes \(O(m n)\) time by Lemma 12 and is performed \(O(n)\) times, for a total cost per recursion node of \(\left(m n^{2}\right)\). The cost per solution of Algorithm 1 is thus \(O\left(m n^{3}\right)\).

\section*{5 Conclusions}

We considered minimal Steiner induced subgraphs, a natural variant of Steiner trees, shifting our focus on a node-centric view. We studied these combinatorial objects providing an output-sensitive algorithm for minimum MISs's. On the other hand, getting all MISS's with an output-sensitive algorithm seems to be more challenging for unbounded number of terminals, as we have shown that this problem is actually harder than listing all the minimal hypergraph transversals. Moreover, the fact that the extension problem is actually NP-complete, even with bounded number of terminals, makes us thinking that an ad hoc strategy should be thought for different sizes of \(W\). For \(t=2\), the problem can be solved by known listing algorithm for induced paths. In this paper we have provided an output-sensitive algorithm for the case \(t=3\).

As a final remark, we observe that for many problems, like, for instance, listing maximum size and maximal independent sets [5], listing minimum/maximum solutions is harder than listing minimal/maximal solutions. In contrast, in the case of miss's with a bounded number of terminals, listing minimum size MISS's seems to be easier than getting all miss's, as we could efficiently solve the former case for \(t=O(1)\), while the latter only for \(t \leq 3\).
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\begin{abstract}
In this paper, we present enumeration algorithms to list all preferred extensions of an argumentation framework. This task is equivalent to enumerating all maximal semikernels of a directed graph. For directed graphs on \(n\) vertices, all preferred extensions can be enumerated in \(O^{*}\left(3^{n / 3}\right)\) time and there are directed graphs with \(\Omega\left(3^{n / 3}\right)\) preferred extensions. We give faster enumeration algorithms for directed graphs with at most \(0.8004 \cdot n\) vertices occurring in 2 -cycles. In particular, for oriented graphs (digraphs with no 2 -cycles) one of our algorithms runs in time \(O\left(1.2321^{n}\right)\), and we show that there are oriented graphs with \(\Omega\left(3^{n / 6}\right)>\Omega\left(1.2009^{n}\right)\) preferred extensions.

A combination of three algorithms leads to the fastest enumeration times for various proportions of the number of vertices in 2-cycles. The most innovative one is a new 2-stage sampling algorithm, combined with a new parameterized enumeration algorithm, analyzed with a combination of the recent monotone local search technique (STOC 2016) and an extension thereof (ICALP 2017).
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\section*{1 Introduction}

In Dung's theory of abstract argumentation [15], an argumentation framework (AF) is a digraph \(G=(V, E)\), where each vertex represents an argument, and an \(\operatorname{arc}(u, v) \in E\) denotes that argument \(u\) attacks argument \(v\). There are various semantics that express what properties a set of arguments should have for a rational agent to stand by that set of arguments. One of the most central semantics is the preferred semantics that was already proposed by Dung in his foundational paper [15]. Let \(S \subseteq V\) be a subset of vertices (also called extension) of a digraph \(G=(V, E)\). The set \(S\) is conflict-free if no arc has both endpoints in \(S\). A vertex \(v \in V\) is acceptable with respect to \(S\) if for each \(\operatorname{arc}(u, v) \in E\) there is an \(\operatorname{arc}(w, u) \in E\) with \(w \in S\). In other words, for each argument \(u\) that attacks \(v\), there is an argument \(w\) in \(S\) that attacks \(u\). We say in this case that \(w\) defends \(v\) against \(u\). The set \(S\) is admissible if it is conflict-free and each argument in \(S\) is acceptable with respect to \(S\). The set \(S\) is preferred if it is an inclusion-wise maximal admissible set.
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While we will use the language of abstract argumentation, we remark that such vertex sets have also been studied in graph theory. Neumann-Lara [27] (see also [21]) defined the notion of semikernels. Maximal semikernels are equal to the preferred extensions in the directed graph where all arcs are reversed. The related notion of kernels [32] has the same correspondence with stable extensions in abstract argumentation, and was introduced as an abstract solution concept in cooperative game theory, but has been extensively studied in the theory of directed graphs. In particular, various issues around the enumeration of kernels and semikernels have been considered in previous work [2, 5, 20, 29].

Motivation. A central problem in abstract argumentation is the enumeration of extensions prescribed by a given semantics. The enumeration of preferred extensions is of particular interest, firstly for its own sake, but also in the study of other semantics as it forms the basis of several other semantics refining this set. A number of existing algorithms and implementations enumerate all preferred extensions of a digraph (see, e.g., [6, 7, 9, 10, \(11,12,14,25,28,30,31])\). The enumeration of preferred extensions is also a part of the biennial International Competition on Computational Models of Argumentation (ICCMA). Computational problems where the enumeration of extensions are used involve answering the questions: is a given argument in some / all preferred extensions and what is the number of preferred extensions containing a given argument / in total. Upper bounds on the number of extensions under various semantics have also been proposed as fundamental characteristics to compare various semantics in abstract argumentation [3, 16].

We study the enumeration of preferred extensions in digraphs with no, or relatively few, 2 -cycles (i.e., bidirectional arcs). Our aim is to determine how much the presence of 2-cycles affects the number of preferred extensions of an AF. Mutually attacking arguments play a special role in abstract argumentation [24], but this conflict is often resolved rather easily if the strength of the two attacks can be evaluated [4], or the user's preference between the two arguments can be elicited \([26,1]\). These methods of resolving conflicts motivate the study of problems, and in particular enumeration problems, for AFs with no or few 2-cycles.

Our results. Define the resolution order of a digraph \(G=(V, E)\), denoted \(r(G)\), as the number of vertices that belong to a 2 -cycle in \(G\). We study enumeration algorithms and combinatorial upper bounds on the number of preferred extensions in oriented graphs (digraphs without 2-cycles) and digraphs that have small resolution order.

Our main result is an algorithm that, for any \(\varepsilon>0\), enumerates all preferred extensions of a digraph \(G\) on \(n\) vertices in time
\[
\begin{aligned}
& O^{*}\left(\left(\min \left(\varphi^{2 r} \cdot \varphi^{1-r},\left(\left(1+2^{\frac{1}{4}}-\frac{1}{\sqrt{2}}\right)^{r} \cdot\left(2-\frac{1}{\sqrt{2}}\right)^{1-r}\right)^{1+\varepsilon}, 3^{1 / 3}\right)\right)^{n}\right) \\
\leq & O^{*}\left(\left(\min \left(1.5180^{r} \cdot 1.2321^{1-r}, 1.4822^{r} \cdot 1.2929^{1-r}, 1.4423\right)\right)^{n}\right),
\end{aligned}
\]
where \(r=r(G) / n\), and \(\varphi \approx 1.2321\) is the positive root of \(1-x^{-1}-x^{-8}\). The \(O^{*}\) notation hides factors that are polynomial in the input size. See Figure 1, which plots the base \(\alpha\) of the running time expressed as \(O^{*}\left(\alpha^{n}\right)\) for \(r\) varying from 0 to 1 . For \(r=1\), this is best possible and follows from the work in \([16,26]\). At the other end of the spectrum, i.e., for oriented graphs where \(r=0\), the upper bound is \(O^{*}\left(\varphi^{n}\right) \leq O\left(1.2321^{n}\right)\) and is obtained via a carefully constructed branching algorithm and running time analysis. We also give a lower bound on the largest number of preferred extensions an oriented graph on \(n\) vertices may have of \(\Omega\left(3^{n / 6}\right) \geq \Omega\left(1.2009^{n}\right)\). A construction, which we call the Oriented Translation, reducing an arbitrary digraph \(G=(V, E)\) to an oriented graph with \(|V|+r(G)\) vertices,


Figure 1 The graph depicts the base of the exponential running times \(O^{*}\left(\alpha^{n}\right)\) of the three enumeration algorithms, according to \(r=r(G) / n\). When \(r<0.6684\), our branching algorithm for oriented graphs together with the Oriented Translation (dark green) gives the fastest algorithm. For \(r>0.8005\), the algorithm based on previous work \([16,26]\) (orange) is fastest. In the middle range, the combination of the 2-phase monotone local search with the parameterized enumeration algorithm (blue) is fastest. Our lower bound on the largest number of preferred extensions is drawn with a dashed red line.
such that there is a bijection between their preferred extensions, allows us to generalize these upper and lower bounds to \(O^{*}\left(\varphi^{2 \cdot r(G)} \cdot \varphi^{n-r(G)}\right) \leq O\left(1.5180^{r(G)} \cdot 1.2321^{n-r(G)}\right)\) and \(\Omega\left(3^{r(G) / 3} \cdot 3^{(n-r(G)) / 6}\right) \geq \Omega\left(1.4422^{r(G)} \cdot 1.2009^{n-r(G)}\right)\), respectively.

Our main technical contribution is the third algorithm. It relies on a parameterized enumeration algorithm and extensions of the recent monotone local search framework [17]. The parameterized enumeration algorithm has as input a digraph \(G=(V, E)\), a set of arguments \(S\), and a non-negative integer \(k\), and it enumerates all maximal admissible extensions \(T \subseteq S\) of \(G\) within distance \(k\) of \(S\). Its running time can be upper bounded by \(O^{*}\left(2^{k / 2+r(G[S]) / 4}\right)\). This is optimal, since there are instances for which the solution consists of \(\Omega\left(2^{k / 2+r(G[S]) / 4}\right)\) preferred extensions at distance at most \(k\) from \(S\). Furthermore, under the Strong Exponential Time Hypothesis, the corresponding decision problem has no \(O^{*}\left(2^{(1-\varepsilon)(k / 2+r(G[S]) / 4)}\right)\) time solution for any \(\varepsilon>0\). We use this parameterized enumeration algorithm in a new 2-phase monotone local search procedure, where we separately sample vertices from \(B\), the set of vertices in at least one 2-cycle, and \(V \backslash B\) and then apply the parameterized enumeration algorithm. The running time analysis is a new combination of the results in [17] for the first sampling phase and [23] for the second sampling phase, combined with the parameterized subroutine. From a technical point of view, this is the most innovative part of this paper. (From a conceptual point of view, the most innovative contribution is probably the synergy between modern enumeration algorithmics and the theory of abstract argumentation.) This results in an algorithm enumerating all preferred extensions of a given digraph \(G\) in time \(O^{*}\left(\left(1+2^{1 / 4}-2^{-1 / 2}\right)^{(1+\varepsilon) \cdot r(G)} \cdot\left(2-2^{-1 / 2}\right)^{(1+\varepsilon) \cdot(n-r(G))}\right)\).

Interpretation of results. Figure 1 indicates we have narrowed the gap between best known lower and upper bounds for a wide range of \(r\) and improved algorithms and combinatorial upper bounds whenever \(r \leq 0.8004\). The result for \(r=0\) shows that for oriented graphs, our
new algorithm allows to handle instances with \(75 \%\) more arguments, compared with the previous best \(O\left(3^{n / 3}\right)\) upper bound. (We have that \(\log _{1.2321}\left(3^{1 / 3}\right) \approx 1.7545\).)

Outline. Sections 3 and 4 describe our monotone local search algorithm. Section 5 describes our branching algorithm for oriented graphs.

First we introduce the parameterized enumeration problem that will form the subroutine of our Monotone Local Search.
```

Maximal Admissible Subset Enumeration (MASE)
Input: Graph $G$, set $S \subseteq V(G)$, integer $k$
Parameter: $k$
Output: $\quad$ Enumerate all maximal admissible sets $T \subseteq S$ such that $|S \backslash T| \leq k$.

```

There is a subtlety here with how we define maximal. We say \(T\) is a maximal admissible subset of \(S\) if there does not exist an admissible set \(U\) such that \(T \subsetneq U \subseteq S\). Notably \(T\) is not necessarily a preferred extension (though \(T\) is if \(S=V(G)\) ).

In Section 3, we present an algorithm for MASE, parameterized by \(k\) and \(r(G[S])\), the resolution order of the subgraph of \(G\) induced by \(S\).
- Theorem 1. For an instance \(I=(G, S, k)\) of MASE, let \(\mu(I):=\frac{k}{2}+\frac{r(G[S])}{4}\). Then MASE can be solved in \(O^{*}\left(2^{\mu(I)}\right)\) time. Furthermore, there are at most \(2^{\mu(I)}\) maximal admissible subsets of \(S\) within distance \(k\) of \(S\). Hence, there are at most \(2^{\mu(I)}\) preferred extensions that are subsets of \(S\) with size \(\geq|S|-k\).

Our algorithm is a standard parameterized branching algorithm. Compared to the enumeration of independent sets, the primary additional tool we have is a powerful simplification rule, (Undefendable), for vertices with in-degree 0.

In Section 4, we extend our parameterized algorithm into a general enumeration algorithm through a novel 2-phase application of Monotone Local Search. Since 2-cycles increase the run time of our MASE subroutine, we modify Monotone Local Search to sample separately between a set of "bad vertices" (ones contained in a 2-cycle) and "good vertices" (ones not contained in any 2 -cycle). This presents a speed up compared to a more direct application of the Monotone Local Search framework. We believe this may be useful for other problems.

Separately, Section 5 presents a branching algorithm for oriented graphs. Again, (Undefendable) plays a critical role. By carefully setting up the state we also have a simplification rule for vertices with out-degree 0 . We tailor our branching rules to take full advantage of these two simplification rules. This is combined with a lot of careful case analysis and ad-hoc methods (including a graph classification theorem for Case 4).

Each of our algorithms also provide a corresponding combinatorial upper bound on the number of preferred extensions. The various enumeration algorithms and bounds are collected in Section 6. To extend the results from Section 5 to general graphs we require the following result which we call the Oriented Translation.
- Theorem 2. There is a linear time algorithm that transforms any AF \(G\) into an oriented AF \(G^{\prime}\) with \(\left|V\left(G^{\prime}\right)\right|=|V(G)|+r(G)+3\) such that there is a bijection between the preferred extensions of \(G\) and the preferred extensions of \(G^{\prime}\) that can be applied in linear time.

The basic idea of the construction is carefully converting 2 -cycles into 4 -cycles by duplicating vertices contained in at least one 2 -cycle. The construction can be found in the full version.

In the full version we include all omitted proofs (including, in particular, the case analysis of our branching algorithms) and a few extra results:

We apply Theorem 2 to derive complexity results on oriented graphs by extending constructions for directed graphs. We show that:
- Unless \(\mathrm{P}=\mathrm{NP}\), no algorithm enumerates the admissible or preferred extensions of an AF in output-polynomial time, even when the AF is an oriented graph.
- Assuming the Strong Exponential Time Hypothesis, our algorithm for the decision variant of MASE is optimal.
- The enumeration bound in Theorem 1 is tight (i.e: there exist instances with \(2^{\mu(I)}\) maximal admissible subsets within distance \(k\) ).
We also briefly justify the choice of the measure \(\mu\) we use for our MASE algorithm by comparing it against similar measures.

Notation. An oriented graph is a digraph with no 2-cycles.
We will use the notation \(N(v)\) to denote the set of vertices adjacent to \(v\) and \(N[v]\) to denote \(N(v) \cup\{v\}\).

We will assume throughout that AFs have no self loops. In the full version we present the Loopless Translation which, with a (small) constant overhead, transforms any AF into a loopless AF with the same lattice of admissible extensions (under inclusion).

\section*{2 Background on Analysis of Branching Algorithms}

All results here can be found in standard textbooks. We mostly follow Fomin \& Kratsch [19].
To analyze our branching algorithms we use Measure \& Conquer [18]. A measure is a function assigning a non-negative number to each instance \(I\).

We define the following standard terminology (e.g: see [19, 13]).
- Definition 3 (Branching Vector and Number [19]). Let \(\mu\) be a measure. Let be a branching rule that for any input instance, say \(I\), branches into \(r\) instances with measures \(\mu(I)\) \(t_{1}, \mu(I)-t_{2}, \ldots, \mu(I)-t_{r}\) such that for all \(i, t_{i}>0\). Then we call \(\mathbf{b}=\left(t_{1}, t_{2}, \ldots, t_{r}\right)\) the branching vector of branching rule \(b\).

Let \(\alpha\) be the unique positive real root of \(x^{n}-x^{n-t_{1}}-x^{n-t_{2}}-\ldots-x^{n-t_{r}}\).
We call \(\alpha\) the branching number of the branching vector \(\mathbf{b}\).
The following lemma from [22] forms the basis for the analysis of our branching algorithms.
- Lemma 4 (Combine Analysis Lemma [22]). Let \(A\) be an algorithm for a problem which for each instance, say \(I\), either directly solves the instance in \(O^{*}\left(\alpha_{0}^{\mu(I)}\right)\) time or after polynomial time, applies one of \(r\) branching rules \(b_{i}\), the \(i\)-th of which has branching number \(\alpha_{i}\). Then \(A\) has running time \(O^{*}\left(\alpha^{\mu(I)}\right)\) where \(\alpha=\max _{0 \leq i \leq r}\left(\alpha_{i}\right)\).

The following lemma forms the basis of our enumeration bounds. The search tree of a branching algorithm is the tree formed by the recursive calls, with the leaves being cases that can be solved directly. In all our applications the number of leaves is an upper bound on the number of objects being enumerated.
- Lemma 5 (Combine Analysis Lemma for Enumeration). Let \(A\) be an algorithm for a problem which for each instance, say I, either directly solves the instance with a branching algorithm that generates at most \(\alpha_{0}^{\mu(I)}\) leaves or applies one of r branching rules \(b_{i}\), the \(i\)-th of which has branching number \(\alpha_{i}\). Then the search tree for applying \(A\) to \(I\) has at most \(\alpha^{\mu(I)}\) leaves where \(\alpha=\max _{i}\left(\alpha_{i}\right)\).

\section*{3 Parameterized Enumeration Problems}

Our algorithm for MASE follows a standard template for parameterized branching algorithms (see Section 2 for notation). We will consider the measure \(\mu(I)=\frac{k}{2}+\frac{b}{4}\) where \(k\) is the number of vertices we are allowed to remove and \(b:=r(G[S])\) is the resolution order of \(G[S]\). We will design a branching algorithm with run time \(O^{*}\left(2^{\mu(I)}\right)\) which recurses into subinstances and collates their results to obtain the maximal admissible subsets of \(S\).

However, there is a technical difficulty in the collation step arising from the fact that a maximal admissible subset of \(S^{\prime} \subsetneq S\) may not be a maximal admissible subset of \(S\). This gives rise to the following subproblem:
```

Maximal Subset Collation
Input: Graph G, c pairs (Si,Ci) where for each i, Si\subseteqV(G) and Ci}\mp@subsup{C}{i}{}\mathrm{ is a set containing
only maximal admissible subsets of Si
Output: A set containing all maximal elements of \ \ c=1 Ci

```

The main result we need is:
- Lemma 6. Maximal Subset Collation can be solved in \(O\left(c \sum_{i=1}^{c}\left|C_{i}\right| \cdot \operatorname{poly}(|V|)\right)\) time.

An algorithm for Maximal Subset Collation can be found in the full version. It is a consequence of Lemma 7 .

\subsection*{3.1 An \(O^{*}\left(2^{\mu(I)}\right)\) algorithm for Maximal Admissible Subset Enumeration}

The overall structure of our algorithm is described in Algorithm 1.
The following table lists the branching rules in application order with the first row being the base case. The second column describes the instances each rule is applicable to. After applying simplification rules, our branching algorithm will always apply the first rule that is applicable to the input instance.
\begin{tabular}{lll}
\hline Case & Requirement to apply & Running Time \\
\hline Base & \(S\) is conflict-free. & \begin{tabular}{l} 
Solves in \(O^{*}(1)\) time, returns \\
\(\leq 1\) set.
\end{tabular} \\
1 & \(G[S]\) is oriented with maximum total degree \(\leq 2\). & \begin{tabular}{l} 
Branching vector \((1,1)\), \\
branching number 2. \\
Branching vector \((1,1)\), \\
branching number 2.
\end{tabular} \\
2 & There is a 2-cycle in \(G[S]\). & \begin{tabular}{l} 
Branching vector \(\left(2, \frac{1}{2}\right)\), \\
branching number \(\approx 1.91\).
\end{tabular} \\
3 & \(G[S]\) has maximum total degree \(\geq 4\). & \begin{tabular}{l} 
Branching vector \(\left(1, \frac{3}{2}\right)\), \\
branching number \(\approx 1.76\).
\end{tabular} \\
4 & \(G[S]\) contains a vertex with total degree 3. & \\
\hline
\end{tabular}

We note that these requirements are exhaustive, hence there will always be at least one applicable rule in any instance.

The base case follows trivially from the following more general result:
- Lemma 7. Suppose \(S \subseteq V(G)\) induces a \(D A G\) in \(G\). Then \(S\) has exactly one maximal admissible subset and it can be found in polynomial time.

The main tool for this is the following Simplification Rule which we will use repeatedly:
- Simplification Rule 1 (Undefendable). Let \(u \in S\) be a vertex such that there exists a vertex \(a \in V(G)\), a attacks \(u\) and no vertex in \(S\) attacks \(a\). Then there is no admissible subset of \(S\) that contains \(u\) so we can safely set \(S \leftarrow S \backslash\{u\}\).

Algorithm 1 Structure of MASE branching algorithm.
```

Ensure: Returns all maximal admissible subsets $T \subseteq S$ such that $|S \backslash T| \leq k$
function $\operatorname{MASE}(S, k)$
if $k<0$ then
return $\emptyset$
while (Undefendable) applies do
Apply (Undefendable)
if Base Case applies then
Solve the instance directly through the base case subroutine.
else
Let $b_{i}$ be the first branching rule that applies.
Let $\left(S_{1}, k_{1}\right) \ldots\left(S_{r}, k_{r}\right)$ be the subinstances obtained from applying $b_{i}$.
Let $C_{i}=\operatorname{MASE}\left(S_{i}, k_{i}\right)$, for all $1 \leq i \leq r$.
return Maximal_Subset_Collation $\left(\left(S_{1}, C_{1}\right), \ldots,\left(S_{r}, C_{r}\right)\right)$

```

Lemma 7 follows from applying (Undefendable) to \(S\) until it is no longer applicable. Then \(S\) is acceptable with respect to \(S\) (all vertices in \(V\) attacking \(S\) are also attacked by \(S\) ) and conflict-free (else (Undefendable) would be applicable to any vertex attacked by a maximal vertex in \(G[S]\) ). Hence, by definition, \(S\) is admissible. It is the unique maximal admissible subset as (Undefendable) only removes vertices in no admissible subsets of \(S\).

The above results are essentially all well known (see [14, 8] for earlier applications of (Undefendable)). The full version contains the above argument in more detail.

Proofs of the branching cases can be found in the full version. A few short remarks:
Case 1 follows from noting \(G[S]\) must be a family of cycles.
Cases 2 and 3 follow from picking a specific vertex \(v\) then applying a 2 -way branch, in one branch enumerating all maximal admissible subsets that include \(v\), in the other branch enumerating all that do not include \(v\). In case 2 we pick the vertex in the 2 -cycle with higher total degree. In case 3 we pick any vertex with total degree at least 4 .

Case 4 is probably the most instructive. It best showcases the power of (Undefendable). First we show a vertex \(v\) exists with in-degree 1, out-degree 2 . Then a 2 -way branch is applied to the vertex attacking \(v\), using (Undefendable) to improve the branch where the vertex is excluded and \(v\) is left with in-degree 0 .

\subsection*{3.2 Running Time Analysis}

The base case is solvable in polynomial time. Each of our branching rules has branching number \(\leq 2\). Hence, if we ignore the calls to Maximal Subset Collation, by the Combine Analysis Lemma our algorithm has running time \(O^{*}\left(2^{\mu(I)}\right)\).

Maximal Subset Collation is applied to each admissible subset encountered by the MASE algorithm (i.e: each leaf in the search tree) at most \(d\) times, where \(d\) is the maximum depth of the search tree. By Lemma 6 each application incurs a \(O(\operatorname{poly}(|V|))\) cost \((c \leq 2\) for our branching rules). Hence the overall cost incurred by the Maximal Subset Collation step is
\[
O(A \cdot d \cdot \operatorname{poly}(|V|))
\]
where \(A\) is the total number of admissible subsets encountered by the MASE algorithm (equivalently, the number of leaves in the search tree). By the Combine Analysis Lemma for Enumeration, \(A\) is \(O\left(2^{\mu(I)}\right)\). The maximum depth \(d\) is \(O(\mu(I))\) which we may take to be \(O(|V|)\). Hence Maximal Subset Collation incurs an overhead cost of \(O^{*}\left(2^{\mu(I)}\right)\).

As noted, our algorithm also satisfies the requirements for applying the Combine Analysis Lemma for Enumeration. We summarize all the above results in the following theorem.
- Theorem 8. Let \(\mu(I)=\frac{k}{2}+\frac{b}{4}\), where \(b\) is the resolution order of \(G[S]\). Then MASE can be solved in \(O^{*}\left(2^{\mu(I)}\right)\) time. Furthermore, there are at most \(2^{\mu(I)}\) maximal admissible subsets of \(S\) within distance \(k\) of \(S\). Hence, there are at most \(2^{\mu(I)}\) preferred extensions that are subsets of \(S\) with size \(\geq|S|-k\).

\section*{4 Monotone Local Search}

In this section, we apply Monotone Local Search to our \(O^{*}\left(2^{\mu(I)}\right)\) algorithm for Maximal Admissible Subset Enumeration. A basic exposition of Monotone Local Search will be provided here, see [17] for additional background. We adopt the notation of [17].

The framework normally applies to extension problems. However we can just as easily apply it to removal problems (formally by focusing on the complement of each set, we can turn any removal problem into an extension problem). Hence, we will freely use the framework with removal problems instead.

For our application, the instance \(I\) is the graph \(G\) and the family we are looking to enumerate, \(\mathcal{F}_{I}\), is the set of all preferred extensions of \(G\). We will apply Monotone Local Search using MASE as our subroutine.

For a MASE instance \(I^{\prime}=(G, X, k)\), let \(\mathcal{F}_{I, X}^{k}\) denote the set of all maximal admissible sets \(T \subseteq X\) such that \(|X \backslash T| \leq k\). Hence \(\mathcal{F}_{I, X}^{k}\) contains all preferred extensions that are subsets of \(X\) within distance \(k\), but may also contain admissible extensions that are not preferred extensions.

Because of this, our Monotone Local Search will enumerate \(F_{I}\), however, it may also enumerate some non-maximal admissible extensions. Our result, Theorem 10, will account for this, however, for simplicity we will just speak of enumerating \(F_{I}\) throughout this section.

A naive application of the Monotone Local Search framework with our \(O^{*}\left(2^{\frac{k}{2}+\frac{b}{4}}\right)\) algorithm for enumerating \(\mathcal{F}_{I, X}^{k}\) yields an \(O^{*}\left(2^{\frac{b}{4}}\left(2-\frac{1}{\sqrt{2}}\right)^{n+o(n)}\right) \approx O^{*}\left(1.1893^{b} \cdot 1.2929^{n}\right)\) time algorithm that enumerates all preferred extensions of \(G\). To improve this we need a basic understanding of how Monotone Local Search works.

\subsection*{4.1 Basic Overview of Monotone Local Search}

We need the following definition from [17] (slightly modified to account for our preference for removal problems):
- Definition 9 ([17]). Let \(U\) be a universe of size \(n\) and let \(0 \leq p \leq q \leq n\). A family \(C \subseteq\binom{U}{q}\) is an \((n, p, q)\)-set-containing-family if for every set \(S \in\binom{U}{p}\), there exists a \(Y \in C\) such that \(S \subseteq Y\).

For any fixed \(s\), a value \(t \geq s\) will somehow be chosen. Then, a \((n, s, t)\)-set-containingfamily \(C_{s}\) is constructed. For each set in \(C_{s}\), its subsets from \(\mathcal{F}_{I}\) obtained by removing at most \(t-s\) elements are then enumerated using an enumeration subroutine. This enumerates all elements of \(\mathcal{F}_{I}\) with size \(s\). Supposing the subroutine has run time \(O^{*}\left(\alpha^{k}\right)\) (where \(k\) is the parameter), this step of Monotone Local Search has run time \(O^{*}\left(\left|C_{s}\right| \cdot \alpha^{t-s}\right)\).

Repeating this for all \(s\), Monotone Local Search has running time \(O^{*}\left(\max _{1 \leq s \leq n}\left|C_{s}\right| \cdot \alpha^{t-s}\right)\). With the right choices of \(t\) and \(C_{s},[17]\) shows the running time \(O^{*}\left(\left(2-\frac{1}{\alpha}\right)^{n+o(n)}\right)\).

Algorithm 2 Structure of Improved Monotone Local Search algorithm.
Ensure: Returns a set containing all preferred extensions of \(G\) (and possibly some nonpreferred extensions)
function ImprovedMLS \((G)\)
Let \(\mathcal{F}_{I}=\emptyset\).
for \(b=1\) to \(|B|\) do
Let \(b^{\prime}=\) determine_ \(\mathrm{b}^{\prime}(b)\).
Let \(C_{b}\) be a \(\left(|B|, b, b^{\prime}\right)\)-set-containing-family.
for \(d=1\) to \(|D|\) do
Let \(d^{\prime}=\) determine_d \(\mathrm{d}^{\prime}(d)\).
Let \(C_{d}\) be a \(\left(|D|, d, d^{\prime}\right)\)-set-containing-family.
for all pairs \((S, T)\) with \(S \in C_{b}, T \in C_{d}\) do
Let \(\mathcal{F}_{I}=\mathcal{F}_{I} \cup \operatorname{MASE}\left(S \cup T,\left(b^{\prime}-b\right)+\left(d^{\prime}-d\right)\right)\).
return \(\mathcal{F}_{I}\)

\subsection*{4.2 Improving our Monotone Local Search}

We start with some notation. For any digraph \(G=(V, E)\), let \(B\) be the set of vertices in \(V\) in at least one 2-cycle and let \(D:=V \backslash B\). The key idea is we will sample vertices from \(B\) and \(D\) separately. The overall structure is described in Algorithm 2. Except for the separate sampling, it is identical to a standard application of Monotone Local Search.

First, we argue correctness, i.e: that every preferred extension is enumerated at least once. Fix a preferred extension, say \(U\), and suppose \(U\) contains \(b\) vertices in \(B\) and \(d\) vertices in \(D\). Then, by the definition of set-containing-families, there exists a \(S \in C_{b}\) such that \(U \cap B \subseteq S\) and a \(T \in C_{d}\) such that \(U \backslash B \subseteq T\). Now we note that \(S \subseteq B, T \subseteq V \backslash B\) to get:
\[
|(S \sqcup T) \backslash U|=|S \backslash(U \cap B)|+|T \backslash(U \backslash B)|=\left(b^{\prime}-b\right)+\left(d^{\prime}-d\right)
\]

Hence \(U\) is enumerated in the call to \(\operatorname{MASE}\left(S \cup T,\left(b^{\prime}-b\right)+\left(d^{\prime}-d\right)\right)\) as required.
Now we argue the runtime. For a fixed \(b, d\) the calls to MASE have total run time \(O^{*}\left(\left|C_{b}\right| \cdot\left|C_{d}\right| \cdot 2^{\frac{\left(b^{\prime}-b\right)+\left(d^{\prime}-d\right)}{2}+\frac{b^{\prime}}{4}}\right)\) for some choice of \(b^{\prime}, d^{\prime}\). Our overall running time is
\[
O^{*}\left(\max _{0 \leq b \leq|B|} \max _{0 \leq d \leq|D|}\left|C_{b}\right| \cdot\left|C_{d}\right| \cdot 2^{\frac{\left(b^{\prime}-b\right)+\left(d^{\prime}-d\right)}{2}+\frac{b^{\prime}}{4}}\right)
\]

We can split this into two terms to get a complexity of \(O^{*}\left(\max _{0 \leq d \leq|D|}\left|C_{d}\right| \cdot 2^{\frac{\left(d^{\prime}-d\right)}{2}}\right)\) multiplied by \(O^{*}\left(\max _{0 \leq b \leq|B|}\left|C_{b}\right| \cdot 2^{\frac{\left(b^{\prime}-b\right)}{2}+\frac{b^{\prime}}{4}}\right)\).

We will now analyze the running time with the right choices of \(b^{\prime}\) and \(d^{\prime}\).
The first of these two terms can be analyzed using the analysis in [17]. This term is the complexity one attains for Monotone Local Search with a \(O^{*}\left(2^{\frac{k}{2}}\right)\) subroutine. Hence the analysis in \([17]\) gives a complexity of \(O^{*}\left(\left(2-\frac{1}{\sqrt{2}}\right)^{|D|+o(|D|)}\right)\).

We need the extended analysis presented in [23] to analyze the second term. This term is the complexity one attains for Monotone Local Search with a \(O^{*}\left(2^{\frac{k}{2}+\frac{n-|X|}{4}}\right)\) subroutine (where \(k\) is the parameter, \(n=|U|\) the size of the underlying set and \(X\) is the set we are extending). Hence the analysis in [23] gives a complexity of \(O^{*}\left(\left(1+2^{\frac{1}{4}}-\left.\frac{1}{\sqrt{2}}\right|^{|B|+o(|B|)}\right)\right.\).

The papers we have cited also give a corresponding combinatorial upper bound on the number of preferred extensions. We summarize the above results as follows.
- Theorem 10. Let \(G=(V, E)\) be a digraph. Let \(r\) be the proportion of vertices in \(V\) that are in at least one 2-cycle.

Then there exists a \(O^{*}\left(\left(\left(1+2^{\frac{1}{4}}-\frac{1}{\sqrt{2}}\right)^{r}\left(2-\frac{1}{\sqrt{2}}\right)^{1-r}\right)^{|V|+o(|V|)}\right) \approx O^{*}\left(\left(1.4822^{r} 1.2929^{1-r}\right)^{|V|}\right)\) time algorithm that enumerates all preferred extensions of \(G\); however it may also enumerate some non-maximal admissible extensions. Furthermore, there are at most \(O^{*}\left(\left(\left(1+2^{\frac{1}{4}}-\right.\right.\right.\) \(\left.\left.\left.\frac{1}{\sqrt{2}}\right)^{r}\left(2-\frac{1}{\sqrt{2}}\right)^{1-r}\right)^{|V|}\right) \approx O^{*}\left(\left(1.4822^{r} 1.2929^{1-r}\right)^{|V|}\right)\) preferred extensions in \(G\).

\section*{5 Improved Enumeration Algorithm for Oriented Graphs}

Finally, we outline a branching algorithm with a finer analysis for oriented graphs. As with MASE, we will follow a standard template for branching algorithms. A summary of the necessary concepts can be found in Section 2. Our algorithm creates a search tree with at most \(\varphi^{n}\) leaves where \(\varphi \approx 1.2321\) is the branching number for branching vector \((8,1)\).

In Section 6 we will use the Oriented Translation (Theorem 2) to obtain a general enumeration algorithm parameterized by the number of vertices in at least one 2 -cycle.

\subsection*{5.1 Overview}

The overall structure of our algorithm is described in Algorithm 3.
The state of the algorithm consists of the subset Und \(\subseteq V(G)\) and a queue of vertices Def (Und for undecided and Def for deferred). Und is the set of vertices we have yet to make a decision on whether we should include them. Def is a queue of vertices which have no outgoing arcs to Und. These vertices will be handled in the base case. While branching we can essentially assume the vertices in Def do not exist.

We maintain the following invariants. We outline why they are invariant, it is straightforward to verify that each case of our branching algorithm maintains these invariants.
1. Und and Def are disjoint. This holds as vertices are only ever deleted from or moved between Und and Def, never copied.
2. \(G[\mathrm{Def}]\) is a DAG where each vertex \(v \in\) Def only attacks vertices that were added to Def before \(v\). This is crucial for the base case since a DAG has 1 maximal admissible subset. This holds as only vertices with out-degree 0 in \(G[\mathrm{Und}]\) are ever moved to Def.
3. There is no attack from any vertex in Def to any vertex in Und. This holds for the same reason as Invariant 2.

Our measure is \(\mu=\mid\) Und \(\mid\). For any instance, our algorithm creates a search tree with at most \(\varphi^{\mu}\) leaves. Hence, calling OrientedEnumeration \((V(G),[])\) will return all preferred extensions of \(G\) by traversing a search tree with at most \(\varphi^{|V(G)|}\) leaves.

\subsection*{5.2 Extra Notation}

We will say a vertex has degree \((a,-)\) if it has in-degree \(a\), a vertex has degree \((-, b)\) if it has out-degree \(b\) and a vertex has degree \((a, b)\) if it has in-degree \(a\) and out-degree \(b\).

\subsection*{5.3 Simplification Rules}

Both of these are applicable in polynomial time and decrease \(\mu=\mid\) Und \(\mid\).
- Simplification Rule 2 (Out-degree 0). Let \(v\) be a vertex in \(G[\mathrm{Und}]\) with out-degree 0 . Move \(v\) from Und to the end of the queue Def.

Algorithm 3 Structure of Oriented maximal admissible enumeration algorithm.
Require: Und \(\cap \operatorname{Def}=\emptyset\).
Require: \(G[\operatorname{Def}]\) is a DAG where each \(v \in\) Def only attacks vertices added to Def before \(v\).
Require: There is no attack from any vertex in Def to any vertex in Und.
Ensure: Returns all maximal admissible subsets of Und \(\cup\) Def.
function OrientedEnumeration(Und, Def)
while Any simplification rule applies do
Apply said simplification rule
if Base Case applies then
Solve the instance directly through the base case subroutine. else

Let \(b_{i}\) be the first branching rule that applies.
Let \(\left(U_{1}, D_{1}\right) \ldots\left(U_{r}, D_{r}\right)\) be the subinstances obtained from applying \(b_{i}\).
Let \(C_{i}=\) OrientedEnumeration \(\left(U_{i}, D_{i}\right)\), for all \(1 \leq i \leq r\).
return Maximal_Subset_Collation \(\left(\left(U_{1} \cup D_{1}, C_{1}\right), \ldots,\left(U_{r} \cup D_{r}, C_{r}\right)\right)\)

Simplification Rule 3 (In-degree 0). Let \(v\) be any vertex in \(G[\) Und \(]\) with in-degree 0. Then by Invariant 3, \(v\) has in-degree 0 in \(G[\) Und \(\cup\) Def \(]\). Applying Simplification Rule (Undefendable) we can set Und \(\leftarrow\) Und \(\backslash N(v)\). After that, \(v\) has out-degree 0 in \(G[\mathrm{Und}]\) and hence we move \(v\) from Und to Def.

Our new instance \(I^{\prime}=\left(\mathrm{Und}^{\prime}, \mathrm{Def}^{\prime}\right)\) has:
- Und \(^{\prime}=\) Und \(\backslash N[v]\).
- \(\operatorname{Def}^{\prime}=\operatorname{Def} \cup\{v\}\).

Due to these rules, henceforth we may assume each vertex in \(G[\mathrm{Und}]\) has in-degree \(\geq 1\), out-degree \(\geq 1\) and (total) degree \(\geq 2\).

\subsection*{5.4 Branching Rules}

Our algorithm will apply the first rule applicable to the instance:
\begin{tabular}{|c|c|c|}
\hline Case & Requirement to apply & Worst case branching number \\
\hline Base & Und \(=\emptyset\). & Solves in \(O^{*}(1)\), returns 1 set. \\
\hline 1 & \(\exists v \in G[\mathrm{Und}]\) with total degree \(\geq 7\). & \begin{tabular}{l}
Branching vector \((8,1)\), \\
branching number \(\varphi \approx 1.2321\).
\end{tabular} \\
\hline 2 & \(\exists v \in G[\mathrm{Und}]\) with degree \((1,-)\). & Branching vector \((4,3)\), branching number \(\approx 1.221\). \\
\hline 3 & \(\exists v \in G[\mathrm{Und}]\) with in-degree \(\neq\) out-degree. & Branching vector \((6,5,5)\), branching number \(\approx 1.2298\). \\
\hline 4 & \(G\) [Und] has a weakly connected component where every vertex has degree \((2,2)\). & Branching vector \((6,5,5)\), branching number \(\approx 1.2298\). \\
\hline 5 & \(G[\mathrm{Und}]\) has a weakly connected component where every vertex has degree \((3,3)\). & Branching vector ( \(7,7,7,7\) ), branching number \(\approx 1.219\). \\
\hline 6 & There is a weakly connected component in \(G\) [Und] where every vertex has in-degree \(=\) out-degree. & Branching vector \((7,5,5)\), branching number \(\approx 1.218\). \\
\hline
\end{tabular}

We note the base case and cases 3 and 6 cover all possible inputs. Hence there will always be at least one applicable rule.

Our primary strategy is to pick a specific vertex \(v\) and do a 2 -way branch, separately enumerating the maximal admissible subsets that include \(v\) and the ones that exclude \(v\).
- In the branch where we include \(v\) we must exclude \(v\) 's neighbors. Hence we create a new instance \(I^{\prime}=\left(\right.\) Und \(^{\prime}\), Def \()\) where Und \({ }^{\prime}=\) Und \(\backslash N(v)\).
Now \(v\) is isolated in \(G\left[\mathrm{Und}^{\prime}\right]\) so by Simplification Rule 2 we may move \(v\) from \(\mathrm{Und}^{\prime}\) to Def \({ }^{\prime}\). Hence in our new instance we finally have:
\(=\) Und \(^{\prime}=\) Und \(\backslash N[v]\).
- \(\operatorname{Def}^{\prime}=\operatorname{Def} \cup\{v\}\).
and hence \(\mu\left(I^{\prime}\right)=\mu(I)-|N[v]|=\mu(I)-\operatorname{deg}(v)-1\).
As a technical note, not every subset enumerated in this branch contains \(v\), however, every maximal admissible subset that contains v will be enumerated in this branch.
- In the branch where we exclude \(v\) our new instance \(I^{\prime}=\left(\mathrm{Und}^{\prime}, \mathrm{Def}^{\prime}\right)\) is:
- Und \(^{\prime}=\) Und \(\backslash\{v\}\).
- Def \(^{\prime}=\) Def.
and hence \(\mu\left(I^{\prime}\right)=\mu(I)-1\).
Hence our branching vector is \((\operatorname{deg}(v)+1,1)\). However, often our choice of \(v\) allows us to immediately apply our simplification rules to improve the branch where \(v\) is excluded.

Full proofs of each case can be found in the full version. A few short remarks:
In the base case, by Invariant \(2, G[U n d \cup D e f]\) is a DAG. The base case then follows trivially from Lemma 7.

Case 2 is a good example of the strategy of picking a specific \(v\) to apply a 2 -way branch on. We will pick a \(v\) that allows us to apply our simplification rules in the branch where \(v\) is excluded. However, the choice of \(v\) will depend on some case analysis on degrees of vertices.

Case 3 is similar to Case 2, a specific \(v\) is chosen on which we apply a 2 -way branch.
Case 4 is done through a graph classification theorem. We classify the family of oriented graphs where each vertex has in-degree 2, out-degree 2 and both in-neighbors adjacent (if there is a vertex with independent in-neighbors then we instead apply a 3 -way branch on that vertex and its in-neighbors).

Case 5 is just a 4 -way branch on any vertex \(v\) and its 3 in-neighbors.
For Case 6 , we first show there is a vertex with degree \((3,3)\) attacking a vertex with degree \((2,2)\), say \(b\). Then we apply a 3 -way branch on \(b\) and its 2 in-neighbors.

\subsection*{5.5 Summary of results}

In our base case we enumerate 1 extension in polynomial time.
Otherwise, we apply a branching rule with branching number \(\leq \varphi\).
As in MASE, the Maximal Subset Collation subroutine does not incur additional overhead as the search tree's depth is bounded by \(|V(G)|\) (see Subsection 3.2 for the argument which we can apply verbatim).

Applying the Combine Analysis Lemma and Combine Analysis Lemma for Enumeration we obtain:
- Theorem 11. Let \(G=(V, E)\) be an oriented graph. Then there is an algorithm that enumerates all preferred extensions of \(G\) with running time \(O^{*}\left(\varphi^{|V|}\right)\) where \(\varphi\) is the unique positive root of \(1-x^{-1}-x^{-8}=0, \varphi \approx 1.23205<1.2321\).

Furthermore, \(G\) has at most \(\varphi^{|V|}\) preferred extensions.

\section*{6 Bounds on number of preferred extensions}

In this section, we collect our results bounding the number of preferred extensions.

\subsection*{6.1 Bounds on general directed graphs}

A tight upper bound is \(O\left(3^{\frac{|V|}{3}}\right)\) [16]. This bound is easily attainable since preferred extensions coincide with maximal independent sets(MIS) in graphs where every edge is in a 2-cycle.

We can also enumerate them in \(O^{*}\left(3^{\frac{|V|}{3}}\right)\). We note each MIS has a single maximal admissible subset. We then take a branching algorithm for MIS[22], allowing us to apply the Maximal Subset Collation subroutine to remove the non preferred extensions without additional overhead. Hence, all preferred extensions can be enumerated in \(O^{*}\left(3^{\frac{|V|}{3}}\right)\).

\subsection*{6.2 Parameterizing by Resolution Order}

We will give bounds based on \(r\), the proportion of vertices that are in at least one 2-cycle.

\subsection*{6.2.1 Lower Bound}

An undirected 3 -cycle has 3 preferred extensions. Hence, applying the Oriented Translation to it, we obtain an oriented structure with 6 vertices and 3 preferred extensions.

Our construction for lower bounding will be to include as many undirected 3 -cycles as possible and then include as many oriented translations of 3 -cycles as possible. We can include \(\frac{r|V|}{3}\) undirected 3 -cycles and \(\frac{(1-r)|V|}{6}\) oriented translations, obtaining an AF with \(\Omega\left(\left(3^{\frac{r}{3}} 3^{\frac{1-r}{6}}\right)^{|V|}\right) \approx\left(\left(1.44^{r} 1.2^{1-r}\right)^{|V|}\right)\) preferred extensions.

\subsection*{6.2.2 Upper Bound}

There are 3 different upper bounds that are all optimal in a different range. See also Figure 1.
- \(\left(\varphi^{2 r} \varphi^{1-r}\right)^{|V|} \approx O\left(\left(1.5180^{r} 1.2321^{1-r}\right)^{|V|}\right)\) where \(\varphi\) is the unique positive root of \(1-x^{-1}-\) \(x^{-8}\). This bound is obtained from using the Oriented Translation along with Theorem 11. This is best for \(r\) up to around 0.6684 .
- \(O^{*}\left(\left(\left(1+2^{\frac{1}{4}}-\frac{1}{\sqrt{2}}\right)^{r}\left(2-\frac{1}{\sqrt{2}}\right)^{1-r}\right)^{|V|}\right) \approx O^{*}\left(\left(1.4822^{r} 1.2929^{1-r}\right)^{|V|}\right)\), the bound from our 2-phase Monotone Local Search. This is best for a small range where \(0.6685 \leq r \leq 0.8004\).
\(=3^{\frac{|V|}{3}}\). This is best for \(r \geq 0.8005\).

\section*{7 Conclusion}

We again note that the concept of an admissible (resp. preferred) extension has also been studied as a semikernel[27] (resp. maximal semikernel) in graph theory. Hence our result may be interpreted as a combinatorial upper bound on the number of maximal semikernels, parameterized by the proportion of vertices in at least one 2-cycle.
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\begin{abstract}
Cost register automata (CRA) are machines reading an input word while computing values using write-only registers: values from registers are combined using the two operations, as well as the constants, of a semiring. Particularly interesting is the subclass of copyless CRAs where the content of a register cannot be used twice for updating the registers. Originally deterministic, non-deterministic variant of CRA may also be defined: the semantics is then obtained by combining the values of all accepting runs with the additive operation of the semiring (as for weighted automata). We show that finitely-ambiguous copyless non-deterministic CRAs (i.e. the ones that admit a bounded number of accepting runs on every input word) can be effectively transformed into an equivalent copyless (deterministic) CRA, without requiring any specific property on the semiring. As a corollary, this also shows that regular look-ahead can effectively be removed from copyless CRAs.
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\section*{1 Introduction}

Quantitative languages extend "classical" languages by associating with each word a weight or a cost from an algebraic structure. Such algebraic structures could be monoids, semirings, fields or any other convenient structures. Quantitative languages have been successfully applied to various domains such as natural language processing [15] or modelisation of stochastic systems [17, 16]. The seminal work on quantitative languages from Schützenberger [18] introduces the model of weighted automata, that associates with each word a weight from a semiring. The weight of a run is the product of its transition weights whereas the weights of the multiple runs on a single word (due to non-determinism) are combined by sum. Classical word languages are then the particular case of weighted languages over the Boolean semiring. There have been a long line of research that studied properties of weighted automata [10]. As for finite-state automata, two-way [6] and alternating [12, 7] automata have been considered, as well as extensions to infinite words [8].

Recently, Alur et al. [3] introduced another automata model for defining mappings from words to some algebraic structures (in particular semirings), named Cost Register Automata (CRA). These are deterministic machines equipped with a finite collection of registers storing values: while reading the input word, each transition reads an input letter and updates the registers by combining the current contents of registers and values from the considered
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algebraic structure. A distinguished subclass of CRAs is the one of copyless CRAs: intuitively, for such a machine, the content of a register cannot be used twice for updating the registers. Properties regarding expressiveness of this class have been studied in [14, 13]. The decision problem of equivalence of copyless CRA on the tropical semiring is proved undecidable in [1]. Some other works have also considered the register minimisation problem (computing the smallest number of registers to define a particular function) for copyless CRAs [5, 9].

Following [14], we consider both deterministic and non-deterministic copyless CRAs on semirings (to distinguish them, we call NCRA the class of non-deterministic CRAs). Non-determinism is resolved, as in weighted automata, by the sum operation of the semiring: the value associated with some input word is computed as the sum of the values computed by each accepting run on this input. We investigate a limited form of non-determinism, \(k\)-ambiguity: a non-deterministic CRA is said to be \(k\)-ambiguous if it has at most \(k\) accepting runs per input. In the context of weighted automata, \(k\)-ambiguous weighted automata are strictly more powerful than deterministic weighted automata, yet less powerful than weighted automata, leading to an appealing class of weighted languages with good decision properties (the equivalence problem becomes decidable for \(k\)-ambiguous weighted automata over the (max, +)-semiring [11]). Surprisingly, in the context of CRAs, our main result is:
- Theorem 1. Every finitely-ambiguous copyless NCRA can be effectively transformed into an equivalent copyless (deterministic) CRA.

Moreover, the example developed in [14, Theorem 2] allows one to build a linearlyambiguous copyless NCRA that cannot be recognised with a finitely-ambiguous copyless NCRA, showing that our result cannot be improved regarding ambiguity. An alternative way to resolve non-determinism is to consider a regular look-ahead. When reading a word from left to right, the look-ahead provides some (regular) information about the unread suffix of the word that allows to determine the unique transition to be applied at each step. In this case, the machine is said to be deterministic with look-ahead. In [3], this class is introduced and named CRA-RLA. It is proved there that for copyless CRA-RLA, the look-ahead can be removed preserving the copyless property provided that the considered algebraic structure is extended with unary mappings (using the so-called streaming string-to-tree transducers [2] as an intermediate step). In [14], Mazowiecki and Riveros proved that copyless CRA, unlike weighted automata, are not closed under reverse but claimed that "Like for unambiguous copyless CRAs, we do not know if extending copyless CRAs with regular look-ahead results in a more expressive model". However, they defined the subclass of bounded-alternation copyless CRAs which are closed under reverse and for which deterministic look-aheads do not increase expressiveness.

A look-ahead can be given as a complete co-deterministic automaton \(B\) and transitions of the CRA \(A\) are then parameterised by some state of \(B\). It is folklore that one can compute the product of \(A\) and \(B\) to obtain a machine equivalent to \(A\) which is look-ahead free, now non-deterministic, but still unambiguous. This construction still applies when \(A\) is a copyless CRA and the product yields an unambiguous copyless CRA. Therefore, by Theorem 1, we close the open problem stated in [14]:
- Theorem 2. Every copyless CRA with look-ahead can be effectively transformed into an equivalent copyless CRA.

The article is structured as follows: in Section 2, we define CRAs as well as several subclasses (copyless CRAs, \(\diamond\)-less CRAs, and bounded-copy CRAs). They are defined by means of flow graphs representing the flow of registers during runs in an abstract way. The proof of Theorem 1 is given as a cascade of three transformations leading from one subclass to another one, that are described successively in Sections 3, 4 and 5.

\section*{2 Cost register automata}

Terms and substitutions. Fix a semiring \(\mathbb{S}=(S,+, \times, 0,1)\) and a finite set of variables \(\mathcal{X}\) disjoint from \(S\). We denote by \(\operatorname{Term}(\mathcal{X})\) the set of terms generated by the grammar:
\(t::=s|x| t+t \mid t \times t\)
where \(s \in S\) and \(x \in \mathcal{X}\). For a term \(t \in \operatorname{Term}(\mathcal{X})\), we denote by \(\operatorname{Var}(t)\) its set of variables. We call \(t\) a ground term if \(\operatorname{Var}(t)=\emptyset\), and then define \(\llbracket t \rrbracket \in S\) to be the evaluation of \(t\) with respect to \(\mathbb{S}\). We call a term \(t \in \operatorname{Term}(\mathcal{X})\) copyless if every variable appears at most once in \(t\). In the following, we will represent terms as binary trees, where leaves are labelled by variables or constants, and internal nodes are labelled by operations of the semiring.
- Example 3. On the semiring \((\mathbb{N},+, \times, 0,1)\), examples of terms are \(3 x+1\) (we often make implicit the product operator) or \(y+2 z x+3\), making use of the associativity of both operators to drop useless parentheses. On the semiring \((\mathbb{Z} \cup\{\infty\}, \min ,+, \infty, 0)\), the same terms are written \(\min (3+x, 1)\) and \(\min (y, 2+z+x, 3)\). Other examples of terms on the non-commutative semiring \(\left(\mathfrak{P}\left(\{a, b\}^{*}\right), \cup, \cdot, \emptyset,\{\varepsilon\}\right)\) of languages over alphabet \(\{a, b\}\) are \(\{a\} x\{\varepsilon, a a b\} \cup y \cup\{b\}\). All these terms are copyless.

A substitution is a mapping \(\sigma: \mathcal{X} \rightarrow \operatorname{Term}(\mathcal{X})\). We denote the set of all substitutions over \(\mathcal{X}\) by \(\operatorname{Subs}(\mathcal{X})\). If \(t\) is a term, we let \([x \mapsto t]\) be the substitution defined by \([x \mapsto t](x)=t\) and \([x \mapsto t](y)=y\) for all variables \(y \neq x\). A ground substitution \(\sigma\) is a substitution where the term \(\sigma(x)\) is ground for every \(x \in \mathcal{X}\). Substitutions are extended canonically to a term morphism, and may thus be composed: \(\sigma_{1} \circ \sigma_{2}(x)=\sigma_{1}\left(\sigma_{2}(x)\right)\).

A valuation is defined as a substitution of the form \(\nu: \mathcal{X} \rightarrow S\). We denote the set of all valuations over \(\mathcal{X}\) by \(\operatorname{Val}(\mathcal{X})\). Clearly, any valuation \(\nu\) composed with a substitution \(\sigma\) defines a ground substitution. We say that two terms \(t_{1}\) and \(t_{2}\) are equivalent (denoted by \(t_{1} \equiv t_{2}\) ) if \(\llbracket \nu\left(t_{1}\right) \rrbracket=\llbracket \nu\left(t_{2}\right) \rrbracket\) for every valuation \(\nu \in \operatorname{Val}(\mathcal{X})\). Similarly, we say that two substitutions \(\sigma_{1}\) and \(\sigma_{2}\) are equivalent (denoted by \(\sigma_{1} \equiv \sigma_{2}\) ) if \(\sigma_{1}(x) \equiv \sigma_{2}(x)\) for every \(x \in \mathcal{X}\).

Non-deterministic cost register automata. A non-deterministic CRA (NCRA) over the semiring \(\mathbb{S}\) is a tuple \(\mathcal{A}=\left(Q, \Sigma, \mathcal{X}, \Delta, I, \nu_{\text {ini }}, F, \varphi\right)\), where \(Q\) is a finite set of states, \(\Sigma\) is the input alphabet, \(\mathcal{X}\) a finite set of registers, \(\Delta \subseteq Q \times \Sigma \times \operatorname{Subs}(\mathcal{X}) \times Q\) is the finite transition relation with updates of the registers, \(I \subseteq Q\) is the set of initial states, \(\nu_{i n i}: I \rightarrow \operatorname{Val}(\mathcal{X})\) defines an initial valuation of the registers for each initial state, \(F\) is the set of final states and \(\varphi: F \rightarrow \operatorname{Term}(\mathcal{X})\) the final output function. Transition \(\left(q, a, \sigma, q^{\prime}\right)\) is denoted by \(q \xrightarrow{a \mid \sigma} q^{\prime}\).

A configuration of \(\mathcal{A}\) is a tuple \((q, \nu)\) where \(q \in Q\) and \(\nu \in \operatorname{Val}(\mathcal{X})\) represents the current values in the registers of \(\mathcal{A}\). Given a word \(w=a_{1} \cdots a_{n} \in \Sigma^{*}\), a run \(\rho\) of \(\mathcal{A}\) over \(w\) is a sequence of configurations linked by transitions \(\left(q_{0}, \nu_{0}\right) \xrightarrow{a_{1} \mid \sigma_{1}}\left(q_{1}, \nu_{1}\right) \xrightarrow{a_{2} \mid \sigma_{2}} \cdots \xrightarrow{a_{n} \mid \sigma_{n}}\left(q_{n}, \nu_{n}\right)\) such that \(q_{0} \in I, \nu_{0}=\nu_{\text {ini }}\left(q_{0}\right)\), for \(1 \leq i \leq n, q_{i-1} \xrightarrow{a_{i} \mid \sigma_{i}} q_{i}\) is a transition and \(\nu_{i}(x)=\llbracket \nu_{i-1} \circ \sigma_{i}(x) \rrbracket\) for each \(x \in \mathcal{X}\). A run is accepting if it ends in a final state \(q_{n} \in F\). The output of an accepting run \(\rho=\left(q_{0}, \nu_{0}\right) \xrightarrow{a_{1} \mid \sigma_{1}} \cdots \xrightarrow{a_{n} \mid \sigma_{n}}\left(q_{n}, \nu_{n}\right)\), denoted by \(\llbracket \rho \rrbracket\), is the value \(\llbracket \nu_{n}\left(\varphi\left(q_{n}\right)\right) \rrbracket\). The output of \(\mathcal{A}\) over \(w\) is defined as \(\llbracket \mathcal{A} \rrbracket(w)=0\) if there is no accepting run of \(\mathcal{A}\) over \(w\), and \(\llbracket \mathcal{A} \rrbracket(w)=\sum_{\rho} \llbracket \rho \rrbracket\) over all accepting runs \(\rho\) over \(w\) otherwise. Two NCRAs are said equivalent if they compute the same output on every input word.

For some positive \(k\), a NCRA \(\mathcal{A}\) is \(k\)-ambiguous if there are at most \(k\) accepting runs over each word \(w\). \(\mathcal{A}\) is finitely-ambiguous if it is \(k\)-ambiguous for some \(k\), and unambiguous if it is 1 -ambiguous. A NCRA is said to be deterministic, and denoted by CRA, if \(I\) is a singleton and for all \(q \in Q, a \in \Sigma\), there exists at most one state \(q^{\prime} \in Q\) and one register update \(\sigma \in \operatorname{Subs}(\mathcal{X})\) such that \(q \xrightarrow{a \mid \sigma} q^{\prime} \in \Delta\).


Figure 1 Three equivalent automata: an unambiguous copyless NCRA \(\mathcal{A}_{n}\) (on the left), a \(\diamond\)-less CRA \(\mathcal{A}_{d}\) (in the middle), a copyless CRA \(\mathcal{A}_{c}\) (on the right).
- Example 4. Consider the copyless NCRA \(\mathcal{A}_{n}\) depicted on the left of Figure 1 over the alphabet \(\{0,1\}\) and the semiring \((\mathbb{N},+, \times, 0,1)\). It has a single register \(x\), so that we hereby denote configurations by pairs \((q, \nu(x))\). Every word \(w \in\{0,1\}^{*}\) has two runs, only one being accepting: thus \(\mathcal{A}_{n}\) is unambiguous. For instance, on the word \(w=10100\), the two runs are
\[
\begin{aligned}
& (A, 0) \xrightarrow{1 \mid x \mapsto 2 x+1}(A, 1) \xrightarrow{0 \mid x \mapsto 2 x}(A, 2) \xrightarrow{1 \mid x \mapsto 2 x+1}(A, 5) \xrightarrow{0 \mid x \mapsto 2 x}(A, 10) \xrightarrow{0 \mid x \mapsto 2 x}(A, 20) \\
& (A, 0) \xrightarrow{0 \mid x \mapsto 2 x+1}(A, 1) \xrightarrow{0 \mid x \mapsto 2 x}(A, 2) \xrightarrow{1 \mid x \mapsto 2 x+1}(B, 5) \xrightarrow{0 \mid x \mapsto 4 x}(B, 20) \xrightarrow{0 \mid x \mapsto 4 x}(B, 80)
\end{aligned}
\]

Therefore, \(A\) is a state computing the integer value of the word as binary representation with less significant bits first. To accept, we must jump into the unique final state \(B\) while reading the last 1 (or start directly in \(B\) if the word contains only 0 s), then multiplying by 4 for each remaining 0 : it is as if each 0 of the last block of 0 s is considered to be duplicated by the CRA. The same function can also be recognised by a deterministic CRA, using two registers \(x\) and \(y\), depicted in the middle of Figure 1. Instead of using non-determinism to guess the last 1 of the word, \(\mathcal{A}_{d}\) always computes both the multiplications by 2 and 4 in separate registers \(x\) and \(y\) when reading 0 . On each letter 1 though, the content of register \(y\) is reset to the same content as register \(x\) : operationally, this means that the content of register \(x\) must be duplicated when reading 1 .

Flow of registers. A crucial notion in NCRAs is their ability to copy, or not, contents of registers into several registers. A NCRA is therefore called copyless if no register updates \(\sigma\) of \(\Delta\) or terms of \(\varphi\) copy some register (see [3]). A more graphical definition of copyless can be achieved by gathering the flows of registers in a notion of flow graphs, that we define now, inspired by a close notion of dependency graph introduced in [4]:
- Definition 5. A flow graph over the set of variables \(\mathcal{X}\) is a (finite) directed acyclic (multi)graph \((V, E)\) where \(V=\left(\mathcal{X} \times\left\{0,1, \ldots, \ell_{\max }\right\}\right) \uplus\{\Omega\}\) (with \(\ell_{\max } \geq 0\) ) is a finite set of vertices \((x, \ell)\) where \(\ell\) is called the layer of the vertex (with \(\ell_{\text {max }}\) being the maximal layer of the flow graph), and \(E: V^{2} \rightarrow \mathbb{N}\) being a multiset of edges satisfying:
1. \(E\) is consistent with the layers: \(E\left(\left(x_{1}, \ell_{1}\right),\left(x_{2}, \ell_{2}\right)\right) \neq 0 \Longrightarrow \ell_{2}=\ell_{1}+1\), and
2. \(\Omega\) has no outgoing edges and all its ingoing edges come from the maximal layer:
\(E((x, \ell), \Omega) \neq 0 \Longrightarrow \ell=\ell_{\max }\).
Each run \(\rho=q_{0} \xrightarrow{a_{1} \mid \sigma_{1}} q_{1} \xrightarrow{a_{2} \mid \sigma_{2}} \cdots \xrightarrow{a_{k} \mid \sigma_{k}} q_{k}\) of a NCRA \(\mathcal{A}\) is associated with the flow graph \(G_{\mathcal{A}}(\rho)=(V, E)\) defined by: \(V=\mathcal{X} \times\{0, \ldots, k\} \cup\{\Omega\}\); for \(\ell \in\{1, \ldots, k\}\), and \(x, y \in \mathcal{X}\), \(E((x, \ell-1),(y, \ell))\) is the number of occurrences of the variable \(x\) in \(\sigma_{\ell}(y) ; E((x, k), \Omega)\) is the number of occurrences of \(x\) in \(\varphi\left(q_{k}\right)\), and 0 if \(q_{k} \notin F\).

Copyless restriction of NCRAs can be recovered directly on the flow graphs generated by their runs. For this reason, we say that a vertex of a flow graph is a copy vertex if it is the source of at least two edges. We use those to define two other related properties of the flow graphs that will be used in the following.

Definition 6. A flow graph \((V, E)\) is diamondless (shorten as \(\diamond\)-less in the following) if there is at most one path linking every pair of vertices. It is called \(k\)-copy if every vertex can reach at most \(k\) copy vertices. We say that it is copyless if it is 0 -copy.
- Example 7. Consider once again the word 10100, and the unique run of the CRA \(\mathcal{A}_{d}\) of Figure 1. Here is a pictural representation of the associated flow graph:


One can observe on this picture that \(\mathcal{A}_{d}\) is not copyless, since register \(x\) is copied when reading letter 1 . However, there are no diamonds (neither in this particular run, nor in any possible run), which means that \(\mathcal{A}_{d}\) is \(\diamond\)-less.

By extension, a NCRA is said to be copyless (resp. \(\diamond\)-less or \(k\)-copy) if the flow graphs of all possible accepting runs of the NCRA are copyless (resp. \(\diamond\)-less or \(k\)-copy). It is said to be bounded-copy if it is \(k\)-copy for a certain value \(k\). This alternative definition of copyless NCRA is equivalent to one of [3], whenever CRAs are supposed to be trimmed (i.e. all states are reachable from the initial ones and can reach a final state). Note that in the flow graphs of a \(\diamond\)-less CRAs, the multiset \(E\) is indeed a set (all pairs evaluate to 0 or 1 ). However, this does not imply that the CRA is copyless since a register can appear in the updates of two different registers. The \(\diamond\)-less property simply ensures that every register will flow at most once in the final output, in every possible execution: there may exist copies, but when it is the case, we are sure that at most one copy will resist up to the end; however, this exact copy can not be known yet as it might depend on the input word.

Contribution. Our main result is Theorem 1 stated already in the introduction. As the class of copyless CRA is obviously included into the class of finitely-ambiguous copyless NCRA, this result implies that these two classes define the same family of functions.
- Example 8. Our running example can indeed be recognised by the copyless CRA \(\mathcal{A}_{c}\) on the right of Figure 1 which keeps in a register \(x\) the binary value of the input, and keeps in another register \(t\) the powers of 2 corresponding to the current longest suffix of letter 0 . We multiply \(x\) by \(t\) in the final output function, and reset \(t\) when reading a letter 1 .

Our construction is split into a cascade of transformations detailed in the next sections:
\[
\begin{gathered}
\text { finitely-ambiguous } \\
\text { copyless NCRA }
\end{gathered} \xrightarrow{\text { Prop. } 9} \begin{gathered}
\diamond \text {-less } \\
\text { CRA }
\end{gathered} \xrightarrow{\text { Prop. } 11} \begin{gathered}
\text { bounded-copy } \\
\text { CRA }
\end{gathered} \xrightarrow{\text { Prop. } 19} \begin{gathered}
\text { copyless } \\
\text { CRA }
\end{gathered}
\]

The first step in the construction is given in Section 3: a determinisation procedure of the finitely-ambiguous copyless CRA allows us to build a (deterministic) CRA, that may not be copyless, thus trading non-determinism for copies. This new CRA will indeed be \(\diamond\)-less. The second step is to reduce the number of copies in order to build an equivalent CRA that is bounded-copy: this is not trivial since the \(\diamond\)-less property does not forbid that unboundedly many copies can be performed. The idea is to delay copies until a moment where we know that enough copies have become useless. This more difficult step is the main contribution of this article and presented in Section 4. Finally, it remains to show in Section 5 how to remove all copies of the bounded-copy CRA, by replicating the registers as many times as needed.

\section*{3 From finitely-ambiguous CRAs to diamondless CRAs}

As a first step in our construction, we start by transforming every \(k\)-ambiguous NCRA into a \(\diamond\)-less CRA: this is a determinisation step where we maintain replicas of the registers, indexed by the states and a number in \(\{1, \ldots, k\}\) to distinguish the \(k\) possible runs.
- Proposition 9. For every finitely-ambiguous copyless NCRA, we can compute an equivalent \(\diamond\)-less CRA.
- Example 10. Starting from the unambiguous copyless NCRA \(\mathcal{A}_{n}\) of Figure 1, we obtain a \(\diamond\)-less CRA \(\mathcal{A}^{\prime}\) isomorphic to the CRA \(\mathcal{A}_{d}\) : the single state represents the set \(\{A, B\}\) of states of \(\mathcal{A}\), while registers \((x, A)\) and \((x, B)\) of \(\mathcal{A}^{\prime}\) are the registers \(x\) and \(y\) on the picture.

The next step aims to limit the number of copies of the \(\diamond\)-less CRA. Indeed, \(\diamond\)-less CRAs are not necessarily copyless, and may even copy certain registers an unbounded number of times (in arbitrarily long runs). This is the case for the \(\diamond\)-less CRA \(\mathcal{A}_{d}\) of Figure 1: for instance, the flow graph associated with the run over the word \(11111 \cdots\) is of the form

and has thus an unbounded number of copies of register \(x\), that are all reachable from vertex \((x, 0)\); thus, \(\mathcal{A}_{d}\) is not bounded-copy.

\section*{4 From diamondless CRAs to bounded-copy CRAs}

In this section, we prove the most difficult step of the overall construction:
- Proposition 11. For every \(\diamond\)-less CRA, we can construct an equivalent bounded-copy CRA.

As seen in the example of the previous section, this result is not straightforward as \(\diamond\)-less CRAs may have an unbounded number of copies. Our approach somehow extends the one developed for streaming string transducers in [4]. However, the proof is simpler in the case of transducers where only a single operation exists (the product of a monoid). This allows one to represent in an alternative way the valuation of a register as a product of constants and other registers: instead of storing in registers the value of these products, it is going to be abstracted, storing in fresh registers the constant values separating two consecutive registers in products. In the setting of semirings, with two operations, it is much more intricate to do so, since the content of a register has to be viewed now as a term involving both operations. Hence, it is less clear a priori what could be the constants separating two "consecutive" registers of this term. We start by clarifying this, introducing special terms we call shapes, associated with coefficients that are these separating constants. Similar kind of shapes are used in [14, Theorem 3] to remove unambiguous non-determinism from bounded-alternation NCRAs, i.e. NCRAs that can only alternate a bounded number of times between sums and products in the register updates. The treatment of shapes is more complex in our case since we have no such limitation on alternations.

Shapes and coefficients. The shape of a term \(t\) over the set of variables \(\mathcal{X}\) is a term with no constants, but with additional variables, obtained as follows. First, all constants are removed from the term to obtain a term \(\tilde{t}\) where all leaves are labelled with variables of \(\mathcal{X}\) : for instance, if \(t=\left(3 x_{1}(5+2)+4\right) \times\left(2 x_{2}\right)+3\), then \(\tilde{t}=x_{1} \times x_{2}\). Doing so, we lose much
information on the term, that we then recover by decorating every subterm \(t^{\prime}\) of \(\tilde{t}\) with some fresh coefficients \(\alpha, \beta, \gamma\), replacing the root of \(t^{\prime}\) by \(\alpha t^{\prime} \beta+\gamma: \alpha, \beta\) represent respectively the left and the right multiplicative coefficient, and \(\gamma\) the additive coefficient. The shape of \(t\) is the term obtained by decorating each subterm of \(\tilde{t}\). It is associated with a valuation \(\chi\) mapping each coefficient of the shape to its value. On the example, the shape obtained is \(\alpha_{3}\left[\left(\alpha_{1} x_{1} \beta_{1}+\gamma_{1}\right) \times\left(\alpha_{2} x_{2} \beta_{2}+\gamma_{2}\right)\right] \beta_{3}+\gamma_{3}\), and the valuation of its coefficients is defined by \(\chi\left(\alpha_{1}\right)=3, \chi\left(\beta_{1}\right)=7, \chi\left(\gamma_{1}\right)=4, \chi\left(\alpha_{2}\right)=2\), \(\chi\left(\beta_{2}\right)=\chi\left(\alpha_{3}\right)=\chi\left(\beta_{3}\right)=1, \chi\left(\gamma_{2}\right)=0\), \(\chi\left(\gamma_{3}\right)=3 .{ }^{1}\) For the special case of a constant term \(t\) (without any variables), the shape is reduced to a special coefficient \(\omega\).

Shapes are canonical way to store terms. In particular, note that there is only a finite number of shapes of copyless terms over \(\mathcal{X}\), denoted by Shape \((\mathcal{X})\), though there are infinitely many possible coefficient valuations associated with these shapes. This will allow us to store the shapes in states of the bounded-copy CRA, while keeping in registers the valuations of coefficients (that could not fit in a CRA with a finite number of states).

Given a shape \(\tau\) and an associated coefficient valuation \(\chi\), we denote by \(\chi(\tau)\) the term obtained by replacing each coefficient of \(\tau\) by its value: thus, \(\chi(\tau)\) is a term over variables \(\mathcal{X}\).
- Proposition 12. There is a linear-time algorithm that, given a term \(t\), builds a shape \(\tau\) of \(t\) and a coefficient valuation \(\chi\), such that \(t\) and \(\chi(\tau)\) are equivalent terms.

Unfolding of a CRA. In the rest of the section, we let \(\mathcal{A}=\left(Q, \Sigma, \mathcal{X}, \Delta, I=\left\{q_{i n i}\right\}, \nu_{\text {ini }}, F, \varphi\right)\) be a \(\diamond\)-less CRA. We construct another CRA \(\mathcal{A}_{\infty}=\left(Q^{\prime}, \Sigma, \mathcal{X}^{\prime}, \Delta^{\prime}, I=\left\{q_{i n i}^{\prime}\right\}, \nu_{i n i}^{\prime}, F^{\prime}, \varphi^{\prime}\right)\) equivalent to \(\mathcal{A}\), by unfolding: states contain shapes, and registers store the valuations of all corresponding coefficients. At first, \(\mathcal{A}_{\infty}\) will thus have an infinite number of states: we explain afterwards how to reduce it to a finite number.

States of \(\mathcal{A}_{\infty}\) are pairs \((q, s)\), where \(q\) is a state of \(\mathcal{A}\) and \(s\) maps each pair \((x, \ell) \in\) \(\mathcal{X} \times\left\{1, \ldots, \ell_{\max }\right\}\), where \(\ell_{\max } \in \mathbb{N}\) depends on the state of \(\mathcal{A}_{\infty}\), to a term of \(\operatorname{Shape}(\mathcal{X} \times\{\ell-1\})\), and each pair \((x, 0)\) to a shape of the form \(\omega: s\) records the register updates applied so far, keeping only the shapes in memory. We call \(s\) the shape substitution of the state. Moreover, we enforce all coefficients appearing in all the shapes of \(s\) to be different. Notice that such a state \((q, s)\) is associated uniquely with a flow graph \(G=\left(\mathcal{X} \times\left\{0, \ldots, \ell_{\max }\right\} \uplus\{\Omega\}, E\right)\) where \(E\) is the set \({ }^{2}\) defined by \(((x, \ell-1),(y, \ell)) \in E\) iff \((x, \ell-1)\) appears in \(s(y, \ell)\), and \(\left(\left(x, \ell_{\max }\right), \Omega\right) \in E\) iff \(x \in \varphi(q)\). In the following, we use the notions of layers originating from flow graphs directly on \(s\). All vertices of the flow graph that cannot reach a vertex of the maximal layer are useless : their value will not be used in the output of the CRA. Hence, we clean up \(s\) by mapping them to constant coefficients \(\omega\). In the following, we always consider that shape substitutions \(s\) are cleaned up this way.

Registers of \(\mathcal{A}_{\infty}\) are all the possible coefficients appearing in its states (notice that there is an infinite number of them). However, at each point of the execution of \(\mathcal{A}_{\infty}\), only coefficients that appear in the shape substitution of the current state are initialised, other registers being useless at this point. We may call coefficients the registers of \(\mathcal{A}_{\infty}\) to emphasise their role.

The initial state is \(q_{i n i}^{\prime}=\left(q_{i n i}, s_{i n i}\right)\) with \(s_{\text {ini }}\) mapping \((x, 0)\) to a distinct coefficient \(\omega_{x}\) for all \(x\left(\ell_{\max }=0\right.\) for this state \()\); hence, only coefficients \(\omega_{x}\) appear in these shapes of \(q_{\text {ini }}^{\prime}\) and their value is given by \(\nu_{i n i}^{\prime}\left(q_{i n i}^{\prime}\right)\left(\omega_{x}\right)=\nu_{i n i}\left(q_{i n i}\right)(x)\). All other registers can be set to 0 (their value will never be used in the following).

\footnotetext{
1 Notice that the use of separate left and right multiplicative is only necessary in non-commutative semirings: in commutative ones, we could merge both of them in a single \(\alpha\) coefficient.
\(2 E\) turns out to be not some arbitrary multiset, as we start from a \(\diamond\)-less CRA \(\mathcal{A}\)
}


Figure 2 An infinite CRA equivalent to the \(\diamond\)-less \(\operatorname{CRA} \mathcal{A}_{d}\).

Final states of \(F^{\prime}\) are all pairs \((q, s)\) with \(q \in F\), and the associated final output \(\varphi^{\prime}\) is the term using only coefficients obtained by applying the shape substitution as many times as the number of layers from the maximal layer, in order to remove all variables \((x, \ell)\) : \(\varphi^{\prime}(q, s)=\left[x \mapsto s^{\ell_{\max }+1}\left(x, \ell_{\max }\right) \quad \forall x \in \mathcal{X}\right](\varphi(q))\) where \(s^{h}\) is the composition of \(s\) with itself \(h\) times, and \(\ell_{\max }\) is the maximal layer of the flow graph associated with \(s\).

We finally describe the transitions of \(\mathcal{A}_{\infty}\). For all states \((q, s) \in Q^{\prime}\) and transitions \(q \xrightarrow{a \mid \sigma} q^{\prime}\) in \(\Delta\), we add a transition \((q, s) \xrightarrow{a \mid \sigma^{\prime}}\left(q^{\prime}, s^{\prime}\right)\) in \(\Delta^{\prime}\), where \(s^{\prime}\) is the extension of \(s\) with an additional layer. If the maximal layer of \(s\) is \(\ell_{\max }\), then the maximal layer of \(s^{\prime}\) is \(\ell_{\max }+1\). For the additional maximal layer \(\ell_{\max }+1\), for all \(x \in \mathcal{X}\), the term \(\sigma(x)\) associated with the update of the register \(x\) in \(\mathcal{A}\) can be decomposed, by Prop. 12, into a shape \(\tau\) and a valuation \(\chi\) of its fresh coefficients: we have \(\chi(\tau) \equiv \sigma(x)\). Then, we let \(s^{\prime}\left(x, \ell_{\max }+1\right)\) be the shape \(\tau\) in which every variable \(y\) is replaced by \(\left(y, \ell_{\max }\right)\). Corresponding (fresh) coefficients \(\kappa\) of \(\tau\) are set to their value in \(\chi: \sigma^{\prime}(\kappa)=\chi(\kappa)\). Layers \(0,1, \ldots, \ell_{\text {max }}\) are kept intact, except that vertices that can no longer reach layer \(\ell_{\max }+1\) are mapped to a constant shape \(\omega\). More precisely, for all \(\ell \in\left\{0,1, \ldots, \ell_{\max }\right\}\) and \(x \in \mathcal{X}\), if \((x, \ell)\) can reach layer \(\ell_{\max }+1\) (in the so-extended flow graph) then \(s^{\prime}(x, \ell)=s(x, \ell)\) and the corresponding coefficients \(\kappa\) remain the same by the update \(\sigma^{\prime}(\kappa)=\kappa\). Otherwise \(s^{\prime}(x, \ell)\) is mapped to a constant shape \(\omega\) and \(\sigma^{\prime}(\omega)=0\) : coefficients of \(s(x, \ell)\) are freed, e.g. by resetting them to 0 by \(\sigma^{\prime}\).
- Example 13. We illustrate this construction on the \(\diamond\)-less CRA \(\mathcal{A}_{d}\) of Figure 1. A portion of the infinite CRA is shown in Figure 2. We depict in each state the associated flow graph (without the output vertices) as well as the shapes that are different than the corresponding shapes in the predecessor state. In the updates, we only show the values different from 0. Notice the dotted edge in the state reached after having read word 11: this edge disappears from the flow graph since the vertex \((y, 1)\) can no longer reach the maximal layer.

The infinite CRA \(\mathcal{A}_{\infty}\) satisfies the following invariant: each run \(\rho\) of \(\mathcal{A}\), ending in state \(q\), is bijectively mapped to a run \(\rho^{\prime}\) of \(\mathcal{A}_{\infty}\) that ends in a state \((q, s)\) associated with a flow graph isomorphic to \(G_{\mathcal{A}}(\rho)\). Moreover,
- Invariant 14. For all words \(w\), if ( \(q, \nu\) ) is the (unique) configuration reached by \(\mathcal{A}\) over word \(w\), the configuration \(\left(\left(q^{\prime}, s\right), \nu^{\prime}\right)\) reached by \(\mathcal{A}^{\prime}\) reading \(w\) satisfies: \(q=q^{\prime}\) and for every \(x \in \mathcal{X}, \nu(x)=\llbracket \nu^{\prime} \circ s^{\ell_{\max }+1}\left(x, \ell_{\max }\right) \rrbracket\) where \(\ell_{\max }+1\) is the number of layers in \(s\).


Figure 3 Finite CRA obtained by merging copyless layers of the CRA in Figure 2.

In particular, both CRAs are equivalent by construction since
\[
\begin{aligned}
\llbracket \mathcal{A} \rrbracket(w) & =\llbracket \nu(\varphi(q)) \rrbracket \\
& =\llbracket\left[x \mapsto \nu^{\prime} \circ s^{\ell_{\text {max }}+1}\left(x, \ell_{\max }\right) \forall x \in \mathcal{X} \rrbracket(\varphi(q)) \rrbracket=\llbracket \nu^{\prime}\left(\varphi^{\prime}(q, s)\right) \rrbracket=\llbracket \mathcal{A}^{\prime} \rrbracket(w)\right.
\end{aligned}
\]

The goal is now to make \(\mathcal{A}_{\infty}\) finite by contracting the flow graph associated with its states. The main operation is the merging of a layer with the previous one; this merge will require some copies of registers. Starting from the finite \(\diamond\)-less (but not necessarily bounded-copy) CRA \(\mathcal{A}\), the merge operation will turn \(\mathcal{A}_{\infty}\) into a finite CRA, that is moreover bounded-copy.

Merge of two consecutive layers. Let \(s\) be the shape substitution in a state of \(\mathcal{A}_{\infty}\) with maximal layer \(\ell_{\max }\) and let \(L\) be some layer. We now explain how to merge the layers \(L-1\) and \(L\) of \(s\), leading to a new shape substitution \(s^{\prime}\) with one layer less. This will require an update \(\sigma^{\prime}\) of the coefficients appearing in the corresponding shapes. \(s^{\prime}\) and \(\sigma^{\prime}\) are defined as follows for all layers \(\ell \in\left\{0,1, \ldots, \ell_{\max }\right\}\) :
1. if \(\ell<L-1\), nothing is changed: for all \(x \in \mathcal{X}, s^{\prime}(x, \ell)=s(x, \ell)\) and all the corresponding coefficients \(\kappa\) are left unchanged, i.e. \(\sigma^{\prime}(\kappa)=\kappa\);
2. if \(\ell \geq L\), we simply shift down all the layers by one: for all \(x \in \mathcal{X}, s^{\prime}(x, \ell)=s(x, \ell+1)\) and the corresponding coefficients \(\kappa\) are left unchanged too;
3. if \(\ell=L-1\), we must incorporate the shapes in-between layers \(L-1\) and \(L\) into layer \(L-1\) :
- if \(s(x, L)\) is a constant shape \(\omega\), then we simply shift it as before: \(s^{\prime}(x, L-1)=\omega\) and coefficient \(\omega\) is left unchanged by \(\sigma^{\prime}\);
- otherwise, consider the term \(t=s^{2}(x, L)\) obtained by replacing all variables \(y\) appearing in the shape \(s(x, L)\) by the shape \(s(y, L-1)\). Unfortunately, \(t\) may not be a shape anymore, but Proposition 12 allows us to recover a new shape \(\tau\) from \(t\) with new coefficients whose values are given by \(\chi\). We thus have to store \(s^{\prime}(x, L-1)=\tau\) in the state of \(\mathcal{A}_{\infty}\) and update the coefficients accordingly, so that \(\sigma^{\prime}\left(s^{\prime}(x, L-1)\right)=\chi(\tau) \equiv t\).

The most promising merge to perform in the infinite CRA \(\mathcal{A}_{\infty}\) in a state \((q, s)\) is the merge of a copyless layer \(L\) (such that the substitution \([x \mapsto s(x, L)]\) is copyless) with layer \(L-1\).

Example 15. Consider the infinite CRA \(\mathcal{A}_{\infty}\) built in Figure 2. Three of its depicted states contain copyless layers: notice in particular that, in the state above right, it becomes possible to merge the first two layers after removing the useless (dotted) edge in the flow graph. After these merges, we obtain the finite copyless (and thus bounded-copy) CRA of Figure 3.

The definition of the new transition function (and coefficient updates) given above is correct, but not precise enough to prove afterwards that we obtain a bounded-copy CRA. Therefore, we need to describe an operational method to build \(s^{\prime}\) and \(\sigma^{\prime}\) with as few copies of coefficients as possible. There are two difficulties.

First, when glueing together \(s(x, L+1)\) with all the shapes \(s(y, L)\) (with \((y, L)\) appearing in \(s(x, L+1)\) ), we need to gather the coefficients at the glueing interface. There are two cases:


Consider first the case where \(s(y, L)\) is a (non-constant) shape of the form \(\alpha t \beta+\gamma\) with \(t\) a term. Let \(\alpha_{1}(y, L) \beta_{1}+\gamma_{1}\) be the subterm of \(s(x, L+1)\) where \((y, L)\) appears. The glueing should replace this subterm by \(\alpha_{1}(\alpha t \beta+\gamma) \beta_{1}+\gamma_{1} \equiv \alpha_{1} \alpha t \beta \beta_{1}+\alpha_{1} \gamma \beta_{1}+\gamma_{1}\). This is obtained by replacing it by a shape \(\alpha_{2} t \beta_{2}+\gamma_{2}\) with \(\alpha_{2}, \beta_{2}\) and \(\gamma_{2}\) fresh coefficients that we set via \(\sigma^{\prime}\left(\alpha_{2}\right)=\alpha_{1} \alpha, \sigma^{\prime}\left(\beta_{2}\right)=\beta \beta_{1}\) and \(\sigma^{\prime}\left(\gamma_{2}\right)=\alpha_{1} \gamma \beta_{1}+\gamma_{1}\). Coefficients of \(t\) are preserved by the update \(\sigma^{\prime}\). Notice that \(\sigma^{\prime}\) uses twice the content of coefficients \(\alpha_{1}\) and \(\beta_{1}\).

The other case is the one where \(s(y, L)\) is a constant shape \(\omega\). Then, we replace in \(s(x, L+1)\) the subterm \(\alpha_{1}^{\prime}(y, L) \beta_{1}^{\prime}+\gamma_{1}^{\prime}\) by a fresh constant coefficient \(\omega_{2}\), set via \(\sigma^{\prime}\left(\omega_{2}\right)=\alpha_{1}^{\prime} \omega \beta_{1}^{\prime}+\gamma_{1}^{\prime}\).

After glueing, in case where certain shapes we glued were constant shapes \(\omega\), a final step is required. Either the term does not contain variables of \(\mathcal{X}\) anymore (all variables have been replaced by constant shapes \(\omega\) ), and we then replace the whole term \(t\) by a constant shape \(\omega\) with \(\sigma^{\prime}(\omega)=t\). Or, there are still variables of \(\mathcal{X}\), in which case we need to remove all \(\omega\)-leaves. They are removed one by one, thus modifying the term and the update of coefficients. If there is a subterm of the form \(\alpha_{1}\left(\omega_{2} \odot \omega_{3}\right) \beta_{1}+\gamma_{1}\) with two \(\omega\)-leaves (and \(\odot \in\{+, \times\}\) ), we replace this subterm by a fresh constant coefficient \(\omega_{4}\) set via \(\sigma^{\prime}\left(\omega_{4}\right)=\alpha_{1}\left(\omega_{2} \odot \omega_{3}\right) \beta_{1}+\gamma_{1}\). Once removed all those terms, there might remain isolated \(\omega\)-leaves: consider thus a subterm with a single \(\omega\)-leaf, e.g. of the form \(\alpha_{1}\left(\left(\alpha_{2} t \beta_{2}+\gamma_{2}\right) \odot \omega_{3}\right) \beta_{1}+\gamma_{1}\) with \(t\) a shape without any \(\omega\). Notice that we can rewrite this term as:
\[
\alpha_{1}\left(\left(\alpha_{2} t \beta_{2}+\gamma_{2}\right) \odot \omega_{3}\right) \beta_{1}+\gamma_{1} \equiv \begin{cases}\alpha_{1} \alpha_{2} t \beta_{2} \beta_{1}+\alpha_{1}\left(\gamma_{2}+\omega_{3}\right) \beta_{1}+\gamma_{1} & \text { if } \odot=+ \\ \alpha_{1} \alpha_{2} t \beta_{2} \omega_{3} \beta_{1}+\alpha_{1} \gamma_{2} \omega_{3} \beta_{1}+\gamma_{1} & \text { if } \odot=x\end{cases}
\]

Then, this subterm is replaced by a shape \(\alpha_{4} t \beta_{4}+\gamma_{4}\) with the coefficient updates:
\[
\sigma^{\prime}\left(\alpha_{4}\right)=\alpha_{1} \alpha_{2} \quad \sigma^{\prime}\left(\beta_{4}\right)=\left\{\begin{array}{ll}
\beta_{2} \beta_{1} & \text { if } \odot=+ \\
\beta_{2} \omega_{3} \beta_{1} & \text { if } \odot=x
\end{array} \quad \sigma^{\prime}\left(\gamma_{4}\right)=\alpha_{1}\left(\gamma_{2} \odot \omega_{3}\right) \beta_{1}+\gamma_{1}\right.
\]

Notice the copy of \(\omega_{3}\) in the case \(\odot=\times\), and the copies of \(\alpha_{1}\) and \(\beta_{1}\) in both cases.
During a whole merge step, we can show that the only coefficients to be copied are the ones of layer \(L+1\) and of the constant shapes \(\omega\) of layer \(L\), and these are copied at most twice.

Primarily-copyless layer. The merge of copyless layers with their predecessor may not be sufficient to obtain a finite CRA, as shown in the following more involved example.
- Example 16. Consider the \(\diamond\)-less CRA \(\mathcal{A}_{3}\) over the semiring ( \(\left.\mathfrak{P}(\{a, b\}), \cup, \cdot, \emptyset,\{\varepsilon\}\right)\) and alphabet \(\{a, b\}\), with one state \(q\) and three registers \(x, y, z\), that outputs \(\varphi(q)=x\) and with transitions \(q \xrightarrow{a \mid \sigma_{a}} q\) and \(q \xrightarrow{a \mid \sigma_{b}} q\) using updates \(\sigma_{a}=[x \mapsto x y, y \mapsto a, z \mapsto z y a]\) and \(\sigma_{b}=[x \mapsto \varepsilon, y \mapsto z b, z \mapsto \varepsilon]\). Here are the flow graphs \(G\) and \(G^{\prime}\) obtained after reading the input words \(a a a\) and \(b a b a\) respectively:


The flow graph \(G^{\prime}\) illustrates that \(\mathcal{A}_{3}\) is not bounded-copy, since the flow graphs on input words \((b a)^{n}\) require a chain of \(n\) copies. In \(G\) though, no layer is copyless, and thus no merging based on copyless layers can be performed. Notice that the value of register \(z\) is not used in the output, but it would be so if the word \(a a a\) is extended with \(b\) : thus, we cannot simply remove register \(z\) to recover some copyless layers. Here, the idea is rather to notice that the second time we see register \(y\) being copied (in-between layers 1 and 2), we learn the fact that indeed the previous content of register \(y\) is not copied many times (because of the \(\diamond\)-less hypothesis): if we do not consider this copy anymore, layer 2 becomes copyless and can thus safely be merged with layer 1 . It will cost copies, but not too much, as we will see later.

Hence, removing copyless layers is not a sufficient criterion to obtain a finite (boundedcopy) CRA from \(\mathcal{A}_{\infty}\). To define the correct criterion, we distinguish some special vertices in a flow graph. A source is a vertex \((x, \ell)\) without predecessors (in the state of \(\mathcal{A}_{\infty}\), this means that \(s(x, \ell)=\omega)\). The sources of a vertex are all its ancestors that are sources: in the previous flow graph \(G\) of Example 16, sources of \((x, 2)\) are \((x, 0),(y, 0)\) and \((y, 1)\). A source is primary if it is a source, with lowest layer, of a vertex in the maximal layer: \((x, 0)\), \((y, 0),(z, 0)\) and \((y, 3)\) are all the primary sources of \(G\) (note that \((y, 3)\) is source with lowest layer of \((y, 3)\) itself), while \((y, 1)\) and \((y, 2)\) are not. A vertex is primary if it is a descendant of a primary source. All other vertices are called secondary: in \(G,(y, 1)\) and \((y, 2)\) are all the secondary vertices. In particular, all vertices of the maximal layer are primary. On the minimal layer, all vertices that can reach the maximal layer are primary sources. Notice that whenever the flow graph is extended, some primary sources may turn secondary, and new primary sources may appear, but only on the maximal layer; also, vertices may not reach the maximal layer anymore in which case they are removed. A layer \(L\) is primarily-copyless when only secondary vertices of layer \(L-1\) are possibly copied, i.e. all primary vertices \((x, L-1)\) are linked to a single vertex of layer \(L\). In \(G\), only layers 2 and 3 are primarily-copyless.

Obviously, we do not build the infinite CRA \(\mathcal{A}_{\infty}\), but instead build a finite CRA \(\mathcal{A}^{\prime}\) step by step by extending it along transitions and directly merging each primarily-copyless layers with the previous one, as much as possible. The idea is that merging such primarily-copyless layers will cost some copies of coefficients, but not too many, yielding the fact that \(\mathcal{A}^{\prime}\) is a bounded-copy CRA with a finite number of states equivalent to the \(\diamond\)-less CRA \(\mathcal{A}\). These properties are proved in the rest of the section, and imply Proposition 11.
\(\mathcal{A}^{\prime}\) is equivalent to \(\mathcal{A}\). By Invariant 14 , the infinite CRA (without merge of primarilycopyless layers) is equivalent to \(\mathcal{A}\). Then, we prove that it remains true when we perform the merge of two consecutive layers. It is a consequence of the following invariant:
- Invariant 17. Let \(s\) be a shape substitution with \(\ell_{\max }+1\) layers, and let \(s^{\prime}\) and \(\sigma^{\prime}\) be the shape substitution and update obtained by merging layers \(L\) and \(L-1\) from \(s\). Then \(\sigma^{\prime} \circ s^{\ell_{\max }}\left(x, \ell_{\max }-1\right) \equiv s^{\ell_{\max }+1}\left(x, \ell_{\max }\right)\).
\(\mathcal{A}^{\prime}\) is finite. Given a state \((q, s) \in Q^{\prime}\), using Lemma 18 (below), \(s\) has less than \(|\mathcal{X}|^{4}\) vertices. The substitution is exactly defined by the shapes \(s(x, \ell)\) for every vertices \((x, \ell)\). In each of these shapes, each register in \(\mathcal{X}\) appears at most once and there are \(|\mathcal{X}|^{\mathcal{O}(|\mathcal{X}|)}\) possible of such shapes. Thus, \(\left|Q^{\prime}\right| \leq|Q| \cdot|\mathcal{X}|^{\mathcal{O}\left(|\mathcal{X}|^{5}\right)}\) and \(\mathcal{A}^{\prime}\) is finite.


Figure 4 Merging of primarily copyless layers with the previous one.
- Lemma 18. For all states \((q, s)\) in \(\mathcal{A}^{\prime}\), the flow graph associated with \(s\) has less than \(|\mathcal{X}|^{2}\) primary sources, \(|\mathcal{X}|^{3}\) layers, and \(|\mathcal{X}|^{4}\) vertices.

Proof. Recall that there are \(|\mathcal{X}|\) vertices per layer. In the flow graph, each vertex of the maximal layer defines exactly one minimal layer for its ancestors. All primary sources are on those layers and there are at most \(|\mathcal{X}|\) such layers. Each layer contains at most \(|\mathcal{X}|\) vertices, thus there are at most \(|\mathcal{X}|^{2}\) primary sources in the flow graph. Also, this implies that the bound on the number of vertices is a direct consequence of the bound on the number of layers. We note \(\ell_{1}, \ldots, \ell_{k}\) the layers where primary sources are, with \(k \leq|\mathcal{X}|\) and \(0=\ell_{1}<\ell_{2}<\cdots<\ell_{k}\) (the first layer contains only primary sources). For \(1 \leq i<k\), we now bound the number of layers separating \(\ell_{i}\) from \(\ell_{i+1}\).

Recall that a copy vertex is a vertex with at least two out-going edges. A primary copy vertex is a copy vertex that is primary. A bad layer is a layer that is not primarily-copyless layer. Bad layers are exactly layers that remain after the removal of all primarily-copyless layers. Note that by definition, a bad layer contains at least one primary copy vertex. Also, as every primary vertex only reaches primary vertices and as the flow graph is \(\diamond\)-less, a primary copy vertex reaches primary vertices of the next layer that pairwise cannot flow in the same vertex while they all flow in the maximal layer.

Figure 4 depicts vertices of a flow graph between two layers \(\ell_{i}\) and \(\ell_{i+1}\) before removing primarily copyless layers on the left and after on the right. Primary vertices are represented in black, secondary vertices are represented in red, and vertices that cannot reach the last layer are represented in gray. Vertices \(\left(r, \ell_{i}\right)\) and \(\left(s, \ell_{i+1}\right)\) are primary sources. Between \(\ell_{i}\) and \(\ell_{i+1}\), there are 3 primary copy vertices: \((y, 2),(r, 3)\) and \((r, 5)\). Layers \(\ell_{i}, 1\) and 2 are merged, as well as layers 4 and 5 , and also layers 6 and \(\ell_{i+1}\).

As the flow graph is \(\diamond\)-less, every primary vertex \(\left(x, \ell_{i}\right)\) flows at most once in every primary vertex of layer \(\ell_{i+1}\). We note \(n_{x, i}\) the number of vertices of layer \(\ell_{i+1}\) reachable from \(\left(x, \ell_{i}\right)\), we have that \(n_{x, i} \leq|\mathcal{X}|\). Then, \(\left(x, \ell_{i}\right)\) reaches at most \(n_{x, i}-1\) copy vertices between layers \(\ell_{i}\) (included) and \(\ell_{i+1}\) (excluded), all of which are primary. Since this holds for all primary vertices of layer \(\ell_{i}\), there are at most \(|\mathcal{X}|(|\mathcal{X}|-1)\) primary copy vertices between layers \(\ell_{i}\) and \(\ell_{i+1}\). This directly implies the same bound for the number of (bad) layers. The argument still holds for (bad) layers between \(\ell_{k}\) and the maximal layer \(\ell_{\max }\) of the flow graph. As a consequence, there are at most \(|\mathcal{X}|^{2}(|\mathcal{X}|-1) \leq|\mathcal{X}|^{3}\) layers in \(s\).
\(\mathcal{A}^{\prime}\) is bounded-copy. We need some additional intuition on how secondary vertices flow. Consider a secondary vertex \(v\) that flows into vertices of the last layer, that are primary. Along the path from \(v\) to the last layer, there are secondary vertices, followed by primary vertices. The first primary vertex encountered is called a target of \(v\) : in the flow graph \(G\) of

Example 16, targets of \((y, 1)\) are \((x, 2)\) and \((z, 2)\). Notice that every target is a descendant of some primary source, by definition of primary vertices. A primary vertex is its own target. Primary sources of a vertex are all the sources of its targets, that are primary: again in the example \(G\), primary sources of \((y, 2)\) are \((x, 0),(y, 0)\) and \((z, 0)\).

We define a measure on the coefficients of all the shapes in a state of \(\mathcal{A}^{\prime}\) that bounds the number of times it can copy into other coefficients in the future. The measure of a coefficient \(\kappa\) appearing in the shape of a vertex \(v=(x, \ell)\) of the shape substitution is defined as the tuple \(\|\kappa\|=\left(\ell, p, c, \ell_{\pi}, g\right)\) where \(p\) is the number of primary sources in \(s\) restricted to the previous layers \(\{0, \ldots, \ell-1\} ; c=1\) if the coefficient \(\kappa\) is an \(\omega\)-coefficient, and \(c=0\) otherwise; \(\ell_{\pi}\) is the maximal layer of a primary source of vertex \(v ; g\) is the number of targets of vertex \(v\). We can show that along the update of every transition of \(\mathcal{A}^{\prime}\), if a coefficient \(\kappa\) is used to update the value of another coefficient \(\kappa^{\prime}\) then \(\|\kappa\| \geq\left\|\kappa^{\prime}\right\|\) (where tuples are ordered lexicographically). Moreover, if \(\kappa\) is used in at least two coefficients, then \(\|\kappa\|>\left\|\kappa^{\prime}\right\|\). We can bound the length of all decreasing sequences of tuples by \(2|\mathcal{X}|^{9}\). When a coefficient is copied, it flows into at most \(2|\mathcal{X}|\) coefficients. Thus, \(\mathcal{A}^{\prime}\) is \((2|\mathcal{X}|)^{2|\mathcal{X}|^{9}}\)-copy.

\section*{5 From bounded-copy CRAs to copyless CRAs}

The final step of our construction is to remove all copies from a bounded-copy CRA. This is achieved in a purely greedy manner: it suffices to have enough replicas of each register from the beginning, and then split the replicas evenly when the bounded-copy CRA performs copies.
- Proposition 19. For every \(k\)-copy CRA, we can construct an equivalent copyless CRA.
- Remark 20. Note that our definition of bounded-copy differs from the one of [4]. There, flow graphs are first trimmed with respect to the output vertex, and \(k\)-copy means that there are at most \(k\) copy vertices in the whole trimmed flow graph. In this sense, 0 -copy implies \(\diamond\)-less in our setting. Therefore, removing copies is the core of their transformation from functional copyless (non-deterministic) streaming string transducers into copyless deterministic ones.

This ends the proof of Theorem 1. Actually, this last step in the proof extends easily to show that bounded-copy finitely-ambiguous CRAs can be effectively transformed into equivalent finitely-ambiguous CRAs. Applying then Theorem 1, we obtain
- Corollary 21. Every bounded-copy finitely-ambiguous NCRA can be effectively transformed into an equivalent copyless CRA.

\section*{6 Conclusion}

We have shown a construction removing the finite-ambiguity of a copyless NCRA, with an application to the removal of regular look-aheads in copyless CRA-RLAs in arbitrary semirings. It can be shown that the result does no longer hold for linear-ambiguous copyless NCRAs using the example of [14, Theorem 2], therefore finite-ambiguity seems the weakest condition for which our result holds. Moreover, existing techniques of regular look-ahead removal for streaming string-to-tree transducers [3] cannot be used directly, as the addition of unary mappings update strictly increases the expressive power of copyless CRAs. Going back to the example of Figure 1, notice that the application of our construction from the finitely-ambiguous NCRA \(\mathcal{A}_{n}\) yields a copyless CRA that is bigger than the alternative solution \(\mathcal{A}_{c}\) : it has more states, and more registers. As future works, we thus plan to study minimisation of copyless CRAs in the general setting of semirings. Our results work even for non-commutative semirings. However it heavily relies on the distributivity property of
semirings, in order to normalise the terms into shapes. The transformation from a \(\diamond\)-less CRA to a bounded-copy CRA also relies on the capability to multiply two registers (coefficients) together: this is thus unclear how to extend our approach to the so-called additive copyless CRAs where products in register updates must happen between a register and a constant.
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\section*{1 Introduction}

Fundamental results of Schützenberger, McNaughton and Papert established that aperiodic, star-free and first-order definable languages, respectively, coincide [40, 32]. In this paper, we develop such an equivalence in a quantitative setting, i.e., for suitable notions of aperiodic weighted automata and weighted first-order logic.

Already Schützenberger [39] investigated weighted automata and characterized their behaviors as rational formal power series. Weighted automata can be viewed as classical finite automata in which the transitions are equipped with weights. These weights could model, e.g., the cost, reward or probability of executing a transition. The wide flexibility of this automaton model soon led to a wealth of extensions and applications, cf. [38, 28, 2, 36, 15]. Whereas traditionally weights are taken from a semiring, recently, motivated by practical examples, also average and discounted computations of weights were considered, cf. [8, 7].

In the boolean setting, the seminal Büchi-Elgot-Trakhtenbrot theorem [6, 21, 41] established the expressive equivalence of finite automata and monadic second-order logic (MSO). A weighted monadic second-order logic with the same expressive power as weighted automata was developed in [12, 13]. This led to various extensions to weighted automata and weighted logics on trees [19], infinite words [18], timed words [34], pictures [22], graphs [10], nested words [11], and data words [1], but also for more complicated weight structures including
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average and discounted calculations [16] or multi-weights [17]. Recently, in [23], weighted MSO logic was revisited with a more structured syntax, called core-wMSO, and shown to be expressively equivalent to weighted automata, while permitting a uniform approach to semirings and these more complicated weight structures.

Here, we consider the first-order fragment wFO of this weighted logic. It extends the full classical boolean first-order logic quantitatively by adding weight constants and if-thenelse applications, followed by a first-order (universal) product and then further if-then-else applications, finite sums, or first-order (existential) sums. We will show that its expressive power leads to aperiodic weighted automata which, moreover, are polynomially ambiguous. Natural subsets of connectives will correspond to unambiguous or finitely ambiguous aperiodic weighted automata. These various levels of ambiguity are well-known from classical automata theory [24, 42, 26, 25].

Following the approach of [23], we take an arbitrary set \(R\) of weights. A path in a weighted automaton over \(R\) then has the sequence of weights of its transitions as its value. The abstract semantics of the weighted automaton is defined as the function mapping each non-empty word to the multiset of weight sequences of the successful paths executing the given word. Correspondingly, we will define the abstract semantics of wFO sentences also as functions mapping non-empty words to multisets of sequences of weights. Our main result will be the following.
- Theorem 1. Let \(\Sigma\) be an alphabet and R a set of weights. Then the following classes of weighted automata and weighted first-order logics are expressively equivalent:
1. Aperiodic polynomially ambiguous weighted automata (wA) and wFO sentences,
2. Aperiodic finitely ambiguous wA and wFO sentences without first-order sums,
3. Aperiodic unambiguous wA and wFO sentences without binary or first-order sums.

Note that these characterizations hold without any restrictions on the weights. The above result applies not only to the abstract semantics. As immediate consequence, we obtain corresponding expressive equivalence results for classical weighted automata over arbitrary (even non-commutative) semirings, or with average or discounted calculations of weights, or bounded lattices as in multi-valued logics. All our constructions are effective. In fact, given a wFO sentence and deterministic aperiodic automata for its boolean subformulas, we can construct an equivalent aperiodic weighted automaton of exponential size. We give typical examples for our constructions. The class of arbitrary aperiodic weighted automata and its subclasses of polynomially resp. finitely ambiguous or unambiguous weighted automata form a proper hierarchy for each of the following semirings: natural numbers \(\mathbb{N}_{+, \times}\), the max-plus-semiring \(\mathbb{N}_{\text {max },+}\) and the min-plus semiring \(\mathbb{N}_{\min ,+}[14]\).

It should be noticed that standard constructions used to establish equivalence between automata and MSO logic cannot be applied. Indeed, starting from an automaton \(\mathcal{A}\), one usually constructs an existential MSO sentence where the existential set quantifications are used to guess an accepting run and the easy first-order kernel is used to check that this guess indeed defines an accepting run. Here, we cannot use quantifications \(\exists X\) over set variables \(X\), or their weighted equivalent \(\sum_{X}\). Instead, we take advantage of the fine structure of possible paths of polynomially ambiguous automata, namely the fact that it must be unambiguous on strongly connected components (SCC-unambiguous), as employed for different goals already in \([24,42]\). We first give a new construction of a wFO sentence without sums starting from an aperiodic and unambiguous automaton. Then, we extend the construction to polynomially ambiguous aperiodic automata using first-order sums \(\sum_{x}\) to guess positions where the run switches between the unambiguous SCCs. For part 2 of Theorem 1, we also prove that
for each aperiodic finitely ambiguous weighted automaton we can construct finitely many aperiodic unambiguous weighted automata whose disjoint union has the same semantics.

Again, for the implication from weighted formulas to weighted automata, we cannot simply use standard constructions which crucially rely on the fact that functions defined by weighted automata are closed under morphic images. This was used to handle first-oder sums \(\sum_{x}\) and second-order sums \(\sum_{X}\), but also in the more involved proof for the first-order product \(\prod_{x}\) applied to finitely valued weighted automata. But it is well-known that aperiodic languages are not closed under morphic images. Handling the first-order product \(\prod_{x}\) requires a completely new and highly non-trivial proof preserving aperiodicity properties.

Detailed proofs and additional examples are given in the full version [14].

Related work. In [27], polynomially ambiguous, finitely ambiguous and unambiguous weighted automata (without assuming aperiodicity) over commutative semirings were shown to be expressively equivalent to suitable fragments of weighted monadic second order logic. This was further extended in [33] to cover polynomial degrees and weighted tree automata.

A hierarchy of these classes of weighted automata (again without assuming aperiodicity) over the max-plus semiring was described in [26]. As a consequence of pumping lemmas for weighted automata, a similar hierarchy was obtained in [30] for the min-plus semiring.

We note that in \([13,20]\), an equivalence result for full weighted first-order logic was given, but only for very particular classes of semirings or strong bimonoids as weight structures.

A characterization of the full weighted first-order logic with transitive closure by weighted pebble automata was obtained in [5]. An equivalence result for fragments of weighted firstorder logic, weighted LTL and weighted counter-free automata over the max-plus semiring with discounting was given in [29].

\section*{2 Preliminaries}

A non-deterministic automaton is a tuple \(\mathcal{A}=(Q, \Sigma, \Delta)\) where \(Q\) is a finite set of states, \(\Sigma\) is a finite alphabet, and \(\Delta \subseteq Q \times \Sigma \times Q\) is the set of transitions. The automaton \(\mathcal{A}\) is complete if \(\Delta(q, a) \neq \emptyset\) for all \(q \in Q\) and \(a \in \Sigma\). A run \(\rho\) of \(\mathcal{A}\) is a nonempty sequence of transitions \(\delta_{1}=\left(p_{1}, a_{1}, q_{1}\right), \delta_{2}=\left(p_{2}, a_{2}, q_{2}\right), \ldots, \delta_{n}=\left(p_{n}, a_{n}, q_{n}\right)\) such that \(q_{i}=p_{i+1}\) for all \(1 \leq i<n\). We say that \(\rho\) is a run from state \(p_{1}\) to state \(q_{n}\) and that \(\rho\) reads, or has label, the word \(a_{1} a_{2} \cdots a_{n} \in \Sigma^{+}\). We denote by \(\mathcal{L}\left(\mathcal{A}_{p, q}\right) \subseteq \Sigma^{*}\) the set of labels of runs of \(\mathcal{A}\) from \(p\) to \(q\). When \(p=q\), we include the empty word \(\varepsilon\) in \(\mathcal{L}\left(\mathcal{A}_{p, q}\right)\) and say that \(\varepsilon\) labels the empty run from \(p\) to \(p\).

An automaton with accepting conditions is a tuple \(\mathcal{A}=(Q, \Sigma, \Delta, I, F)\) where \((Q, \Sigma, \Delta)\) is a non-deterministic automaton, \(I, F \subseteq Q\) are the sets of initial and final states respectively. The language defined by the automaton is \(\mathcal{L}(\mathcal{A})=\mathcal{L}\left(\mathcal{A}_{I, F}\right)=\bigcup_{p \in I, q \in F} \mathcal{L}\left(\mathcal{A}_{p, q}\right)\). Subsequently, we also consider automata with several accepting sets \(F, G, \ldots\) so that the same automaton may define several languages \(\mathcal{L}\left(\mathcal{A}_{I, F}\right), \mathcal{L}\left(\mathcal{A}_{I, G}\right), \ldots\) An automaton \(\mathcal{A}=(Q, \Sigma, \Delta, I, F)\) is deterministic if \(I=\{\iota\}\) is a singleton and the set \(\Delta\) of transitions is a partial function: for all \((p, a) \in Q \times \Sigma\) there is at most one state \(q \in Q\) such that \((p, a, q) \in \Delta\).

Next, we consider degrees of ambiguity of automata. A run in an automaton is successful, if it leads from an initial to a final state. The automaton \(\mathcal{A}\) is called polynomially ambiguous if there is a polynomial \(p\) such that for each \(w \in \Sigma^{+}\)the number of successful paths in \(\mathcal{A}\) for \(w\) is at most \(p(|w|)\). Then, \(\mathcal{A}\) is finitely ambiguous if \(p\) can be taken to be a constant. Further, for an integer \(k \geq 1, \mathcal{A}\) is \(k\)-ambiguous if \(p=k\), and unambiguous means 1 -ambiguous. Notice that \(k\)-ambiguous implies \((k+1)\)-ambiguous. An automaton \(\mathcal{A}\) is at most exponentially ambiguous.

A non-deterministic automaton \(\mathcal{A}=(Q, \Sigma, \Delta)\) is aperiodic if there exists an integer \(m \geq 1\), called aperiodicity index, such that for all states \(p, q \in Q\) and all words \(u \in \Sigma^{+}\), we have \(u^{m} \in \mathcal{L}\left(\mathcal{A}_{p, q}\right)\) iff \(u^{m+1} \in \mathcal{L}\left(\mathcal{A}_{p, q}\right)\). In other words, the non-deterministic automaton \(\mathcal{A}\) is aperiodic iff its transition monoid \(\operatorname{Tr}(\mathcal{A})\) is aperiodic. It is well-known that aperiodic languages coincide with first-order definable languages, cf. [40, 32, 9].

The syntax of first-order logic is given in Section 4 (FO). The semantics is defined by structural induction on the formula and requires an interpretation of the free variables. Let \(\mathcal{V}=\left\{y_{1}, \ldots, y_{n}\right\}\) be a finite set of first-order variables. Given a nonempty word \(u \in \Sigma^{+}\), we let \(\operatorname{pos}(u)=\{1, \ldots,|u|\}\) be the set of positions of \(u\). A valuation or interpretation is a \(\operatorname{map} \sigma: \mathcal{V} \rightarrow \operatorname{pos}(u)\) assigning positions of \(u\) to variables in \(\mathcal{V}\). For a first-order formula \(\varphi\) having free variables contained in \(\mathcal{V}\), we write \(u, \sigma \models \varphi\) when the word \(u\) satisfies \(\varphi\) under the interpretation defined by \(\sigma\). When \(\varphi\) is a sentence, the valuation \(\sigma\) is not needed and we simply write \(u \models \varphi\).

We extend the classical semantics by defining when the empty word \(\varepsilon\) satisfies a sentence. We have \(\varepsilon \models \top\) and if \(\forall x \psi\) is a sentence then \(\varepsilon \models \forall x \psi\). The semantics \(\varepsilon \models \varphi\) is extended to all sentences \(\varphi\) since they are boolean combinations of the basic cases above. Notice that if \(\varphi\) has free variables then \(\varepsilon \models \varphi\) is not defined. When \(\varphi\) is a sentence we denote by \(\mathcal{L}(\varphi) \subseteq \Sigma^{*}\) the set of words satisfying \(\varphi\). Notice that \(\mathcal{L}(\forall x \perp)=\{\varepsilon\}\) where \(\perp=\neg \top\).
- Theorem 2 ([40, 32, 9]). Let \(\mathcal{A}\) be an aperiodic non-deterministic automaton. For all states \(p, q\) of \(\mathcal{A}\) we can construct a first-order sentence \(\varphi_{p, q}\) such that \(\mathcal{L}\left(\mathcal{A}_{p, q}\right)=\mathcal{L}\left(\varphi_{p, q}\right)\).

For the converse of Theorem 2, we need a stronger statement to deal with formulas having free variables. As usual, we encode a pair \((u, \sigma)\) where \(u \in \Sigma^{+}\)is a nonempty word and \(\sigma: \mathcal{V} \rightarrow \operatorname{pos}(u)\) is a valuation by a word \(\bar{u}\) over the extended alphabet \(\Sigma_{\mathcal{V}}=\Sigma \times\{0,1\}^{\mathcal{V}}\). A word \(\bar{u}\) over \(\Sigma_{\mathcal{V}}\) is a valid encoding if for each variable \(y \in \mathcal{V}\), its projection on the \(y\)-component belongs to \(0^{*} 10^{*}\). Throughout the paper, we identify a valid word \(\bar{u}\) with its encoded pair \((u, \sigma)\).
- Theorem 3 ([40, 32, 9]). For each FO-formula \(\varphi\) having free variables contained in \(\mathcal{V}\), we can build a deterministic, complete and aperiodic automaton \(\mathcal{A}_{\varphi, \mathcal{V}}=\left(Q, \Sigma_{\mathcal{V}}, \Delta, \iota, F, G\right)\) over the extended alphabet \(\Sigma_{\mathcal{V}}\) such that for all words \(\bar{u} \in \Sigma_{\mathcal{V}}^{+}\)we have:
- \(\Delta(\iota, \bar{u}) \in F\) iff \(\bar{u}\) is a valid encoding of a pair \((u, \sigma)\) with \((u, \sigma) \models \varphi\),
- \(\Delta(\iota, \bar{u}) \in G\) iff \(\bar{u}\) is a valid encoding of a pair \((u, \sigma)\) with \((u, \sigma) \models \neg \varphi\),
- \(\Delta(\iota, \bar{u}) \notin F \cup G\) otherwise, i.e., iff \(\bar{u}\) is not a valid encoding of a pair \((u, \sigma)\).

Given \(u \in \Sigma^{+}\)and integers \(k, \ell\), we denote by \(u[k, \ell]\) the factor of \(u\) between positions \(k\) and \(\ell\). By convention \(u[k, \ell]=\varepsilon\) is the empty word when \(\ell<k\) or \(\ell=0\) or \(k>|u|\).

We will apply the equivalence of Theorem 2 to prefixes, infixes or suffixes of words. Towards this, we use the classical relativization of sentences. Let \(\varphi\) be a first-order sentence and let \(x, y \in \mathcal{V}\) be first-order variables. We define below the relativizations \(\varphi^{<x}, \varphi^{(x, y)}\) and \(\varphi^{>y}\) so that for all words \(u \in \Sigma^{+}\), and all positions \(i, j \in \operatorname{pos}(u)=\{1, \ldots,|u|\}\) we have
\[
\left.\begin{array}{rl}
u, x \mapsto i & \models \varphi^{<x}  \tag{iff}\\
u, x \mapsto i, y & \mapsto j
\end{array}=\varphi^{(x, y)}\right)
\]
\[
\begin{aligned}
u[1, i-1] & \models \varphi \\
u[i+1, j-1] & \models \varphi \\
u[j+1,|u|] & \models \varphi
\end{aligned}
\]

Notice that, when \(i=1\) or \(j \leq i+1\) or \(j=|u|\), the relativization is on the empty word, this is why we had to define when \(\varepsilon \models \psi\) for sentences \(\psi\). The relativization is defined by


Figure 1 A weighted automaton, which is both aperiodic and polynomially ambiguous.
structural induction on the formulas as follows:
\[
\begin{aligned}
\mathrm{T}^{<x} & =\top & \left(P_{a}(z)\right)^{<x} & =P_{a}(z) & (y \leq z)^{<x} & =(y \leq z) \\
(\neg \psi)^{<x} & =\neg\left(\psi^{<x}\right) & \left(\psi_{1} \wedge \psi_{2}\right)^{<x} & =\psi_{1}^{<x} \wedge \psi_{2}^{<x} & (\forall z \psi)^{<x} & =\forall z\left(z<x \Longrightarrow \psi^{<x}\right)
\end{aligned}
\]

The relativizations \(\varphi^{(x, y)}\) and \(\varphi^{>x}\) are defined similarly. Notice that when \(\varphi\) is a sentence, i.e., a boolean combination of formulas of the form \(\top\) or \(\forall z \psi\), then the above equivalences hold even when \(i=1\) for \(\varphi^{<x}\), or when \(i=|u|\) for \(\varphi^{>x}\), or when \(j \leq i+1\) for \(\varphi^{(x, y)}\).

\section*{3 Weighted Automata}

Given a set \(X\), we let \(\mathbb{N}\langle X\rangle\) be the collection of all finite multisets over \(X\), i.e., all functions \(f: X \rightarrow \mathbb{N}\) such that \(f(x) \neq 0\) only for finitely many \(x \in X\). The union \(f \uplus g\) of two multisets \(f, g \in \mathbb{N}\langle X\rangle\) is defined by pointwise addition of functions: \((f \uplus g)(x)=f(x)+g(x)\) for \(x \in X\).

For a set R of weights, an R -weighted automaton over \(\Sigma\) is a tuple \(\mathcal{A}=(Q, \Sigma, \Delta\), wt \()\) where \((Q, \Sigma, \Delta)\) is a non-deterministic automaton and wt: \(\Delta \rightarrow \mathrm{R}\) assigns a weight to every transition. The weight sequence of a run \(\rho=\delta_{1} \delta_{2} \cdots \delta_{n}\) is \(\mathrm{wt}(\rho)=\mathrm{wt}\left(\delta_{1}\right) \mathrm{wt}\left(\delta_{2}\right) \cdots \mathrm{wt}\left(\delta_{n}\right) \in \mathrm{R}^{+}\). The abstract semantics of \(\mathcal{A}\) from state \(p\) to state \(q\) is the map \(\left\{\left\{\mathcal{A}_{p, q}\right\}: \Sigma^{+} \rightarrow \mathbb{N}\left\langle\mathrm{R}^{+}\right\rangle\right.\)which assigns to a word \(u \in \Sigma^{+}\)the multiset of weight sequences of runs from \(p\) to \(q\) with label \(u\) :
\[
\left\{\left|\mathcal{A}_{p, q}\right|\right\}(u)=\{\{\mathrm{wt}(\rho) \mid \rho \text { is a run from } p \text { to } q \text { with label } u\}\} .
\]

Notice that \(\left\{\mid \mathcal{A}_{p, q}\right\}(u)=\emptyset\) is the empty multiset when there are no runs of \(\mathcal{A}\) from \(p\) to \(q\) with label \(u\), i.e., when \(u \notin \mathcal{L}\left(\mathcal{A}_{p, q}\right)\). When we consider a weighted automaton \(\mathcal{A}=(Q, \Sigma, \Delta, \mathrm{wt}, I, F)\) with initial and final sets of states, for all \(u \in \Sigma^{+}\)the semantics \(\{|\mathcal{A}|\}\) is defined as the multiset union: \(\{|\mathcal{A}|\}(u)=\biguplus_{p \in I, q \in F}\left\{\mid \mathcal{A}_{p, q}\right\}(u)\). Hence, \(\{|\mathcal{A}|\}\) assigns to every word \(u \in \Sigma^{+}\)the multiset of all weight sequences of accepting runs of \(\mathcal{A}\) reading \(u\). The support of \(\mathcal{A}\) is the set of words \(u \in \Sigma^{+}\)such that \(\{\mid \mathcal{A}\}(u) \neq \emptyset\), i.e., \(\operatorname{supp}(\mathcal{A})=\mathcal{L}(\mathcal{A})\).

For instance, consider the weighted automaton \(\mathcal{A}\) of Figure 1. We have \(\operatorname{supp}(\mathcal{A})=\) \(a^{+} a(a+b)^{*} b^{+}\). Consider \(w=a^{m}(b a)^{n} b^{p}\) with \(m>1\) and \(p>0\). We have \(w \in \operatorname{supp}(\mathcal{A})\) and \(\{|\mathcal{A}|\}(w)=\left\{\left\{2^{k-1} \cdot 1 \cdot 3^{m-k-1} \cdot 5 \cdot(3 \cdot 5)^{n} \cdot 5^{\ell-1} \cdot 1 \cdot 2^{p-\ell} \mid 1 \leq k<m\right.\right.\) and \(\left.\left.1 \leq \ell \leq p\right\}\right\}\).

A concrete semantics over semirings, or valuation monoids, or valuation structures can be obtained from the abstract semantics defined above by applying the suitable aggregation operator aggr: \(\mathbb{N}\left\langle\mathrm{R}^{+}\right\rangle \rightarrow S\) as explained in [23], see also [14]. For the natural semiring \((\mathbb{N},+, \times, 0,1)\), the sum-product aggregation operator \(\operatorname{aggr}_{\text {sp }}(f)\) gives the sum over all sequences \(s_{1} s_{2} \cdots s_{k}\) in the multiset \(f\) of the products \(s_{1} \times s_{2} \times \cdots \times s_{k}\) in \(\mathbb{N}\). We continue the example with the automaton \(\mathcal{A}\) of Figure 1 and the word \(w=a^{m}(b a)^{n} b^{p}\) with \(m>1\) and \(p>0\). The concrete semantics is given by
\[
\llbracket \mathcal{A} \rrbracket(w)=\operatorname{aggr}_{\mathrm{sp}}(\{\mathcal{A}\}(w))=\sum_{1 \leq k<m} \sum_{1 \leq \ell \leq p} 2^{k-1+p-\ell} 3^{m-k-1+n} 5^{n+\ell} .
\]

In further examples, we also use the max-plus semiring \(\mathbb{N}_{\max ,+}=(\mathbb{N} \cup\{-\infty\}, \max ,+,-\infty, 0)\) and the min-plus semiring \(\mathbb{N}_{\min ,+}=(\mathbb{N} \cup\{\infty\}\), min \(,+, \infty, 0)\).

Now, we investigate finitely ambiguous weighted automata. It was shown in [26] that over the max-plus semiring \(\mathbb{N}_{\text {max },+}\) they are expressively equivalent to finite disjoint unions of unambiguous weighted automata. Moreover, it was proved in [37] that a \(K\)-valued rational transducer can be decomposed into \(K\) unambiguous transducers. In particular this implies that a \(K\)-ambiguous weighted automaton can be decomposed into \(K\) unambiguous weighted automata. We can prove that the same holds for aperiodic weighted automata [14].
- Theorem 4. Let \(K \geq 1\). Given an aperiodic \(K\)-ambiguous weighted automaton \(\mathcal{A}\), we can construct aperiodic unambiguous weighted automata \(\mathcal{B}_{1}, \ldots, \mathcal{B}_{K}\) such that \(\{\mid \mathcal{A}\}=\) \(\left\{\mid \mathcal{B}_{1} \uplus \cdots \uplus \mathcal{B}_{K}\right\}=\left\{\mathcal{B}_{1} \mid\right\} \uplus \cdots \uplus\left\{\left|\mathcal{B}_{K}\right|\right\}\).

Our proof is based on lexicographic ordering of runs. The proof of [37] uses lexicographic coverings. It would be interesting to see whether this proof also preserves aperiodicity and to compare the complexity of the constructions.

\section*{4 Weighted First-Order Logic}

In this section, we define the syntax and semantics of our weighted first-order logic. In [12, 13], weighted MSO used the classical syntax of MSO logic; only the semantics over a semiring was changed to use sums for disjunction and existential quantifications, and products for conjunctions and universal quantifications. The possibility to express boolean properties in wMSO was obtained via so-called unambiguous formulae. To improve readability, a more structured syntax was later used [3, 16, 27], separating a boolean MSO layer with classical boolean semantics from the higher level of weighted formulas using products \(\left(\Pi_{X}, \Pi_{x}\right.\) corresponding to \(\forall X, \forall x\) ) and sums ( \(\sum_{X}, \sum_{x}\) corresponding to \(\exists X, \exists x\) ) with quantitative semantics. As shown in [12, 13], in general, to retain equivalence with weighted automata, wMSO has to be restricted. Products \(\prod_{X}\) over set variables are disallowed, and first-order products \(\prod_{x}\) must be restricted to finitely valued series where the pre-image of each value is recognizable. This basically means that first-order products cannot be nested or applied after first-order or second-order sums \(\sum_{x}\) or \(\sum_{X}\). This motivated the equivalent and even more structured syntax of core-wMSO introduced in [23].

As in Section 3, we consider a set R of weights. The syntax of wFO is obtained from core-wMSO by removing set variables, set quantifications and set sums. In addition to the classical boolean first-order logic (FO), it has two weighted layers. Step formulas defined in (step-wFO) consist of constants and if-then-else applications, where the conditions are formulated in boolean first-order logic. Finally, wFO builds on this by performing products of step formulas and then applying if-then-else, finite sums, or existential sums.
\[
\begin{align*}
& \varphi::=\top\left|P_{a}(x)\right| x \leq y|\neg \varphi| \varphi \wedge \varphi \mid \forall x \varphi  \tag{FO}\\
& \Psi::=r \mid \varphi ? \Psi: \Psi \\
& \Phi::=\mathbf{0}\left|\prod_{x} \Psi\right| \varphi ? \Phi: \Phi|\Phi+\Phi| \sum_{x} \Phi
\end{align*}
\]
with \(a \in \Sigma, r \in \mathrm{R}\) and \(x, y\) first-order variables.
The semantics of step-wFO formulas is defined inductively. As above, let \(u \in \Sigma^{+}\)be a nonempty word and \(\sigma: \mathcal{V} \rightarrow \operatorname{pos}(u)=\{1, \ldots,|u|\}\) be a valuation. For step-wFO formulas whose free variables are contained in \(\mathcal{V}\), we define the \(\mathcal{V}\)-semantics as
\[
\llbracket r \rrbracket \mathcal{V}(u, \sigma)=r \quad \llbracket \varphi ? \Psi_{1}: \Psi_{2} \rrbracket \mathcal{V}(u, \sigma)= \begin{cases}\llbracket \Psi_{1} \rrbracket \mathcal{V}(u, \sigma) & \text { if } u, \sigma \models \varphi \\ \llbracket \Psi_{2} \rrbracket \mathcal{V}(u, \sigma) & \text { otherwise. }\end{cases}
\]


Figure 2 A weighted automaton, which is both aperiodic and unambiguous.

Notice that the semantics of a step-wFO formula is always a single weight from R.
For wFO formulas \(\Phi\) whose free variables are contained in \(\mathcal{V}\), we define the \(\mathcal{V}\)-semantics \(\{\mid \Phi\}_{\mathcal{V}}: \Sigma_{\mathcal{V}}^{+} \rightarrow \mathbb{N}\left\langle\mathrm{R}^{+}\right\rangle\). First, we let \(\{|\Phi|\} \mathcal{V}(\bar{u})=\emptyset\) be the empty multiset when \(\bar{u} \in \Sigma_{\mathcal{V}}^{+}\)is not a valid encoding of a pair \((u, \sigma)\). Assume now that \(\bar{u}=(u, \sigma)\) is a valid encoding of a nonempty word \(u \in \Sigma^{+}\)and a valuation \(\sigma: \mathcal{V} \rightarrow \operatorname{pos}(u)\). The semantics of wFO formulas is also defined inductively: \(\{|\mathbf{0}|\} \mathcal{V}(u, \sigma)=\emptyset\) is the empty multiset, and
\[
\begin{aligned}
\left\{\prod_{x} \Psi\right\}_{\mathcal{V}}(u, \sigma) & =\left\{\left\{r_{1} r_{2} \cdots r_{|u|}\right\}\right\} \text { where } r_{i}=\llbracket \Psi \rrbracket_{\mathcal{V} \cup\{x\}}(u, \sigma[x \mapsto i]) \text { for } 1 \leq i \leq|u| \\
\left\{\mid \varphi ? \Phi_{1}: \Phi_{2}\right\}_{\mathcal{V}}(u, \sigma) & = \begin{cases}\left\{\left|\Phi_{1}\right|\right\} \mathcal{V}(u, \sigma) & \text { if } u, \sigma \models \varphi \\
\left\{\left|\Phi_{2}\right|\right\} \mathcal{V}(u, \sigma) & \text { otherwise }\end{cases} \\
\left\{\mid \Phi_{1}+\Phi_{2}\right\}_{\mathcal{V}}(u, \sigma) & =\left\{\left|\Phi_{1}\right|\right\}_{\mathcal{V}}(u, \sigma) \uplus\left\{\Phi_{2} \mid\right\} \mathcal{V}(u, \sigma) \\
\left\{\sum_{x} \Phi\right\}_{\mathcal{V}}(u, \sigma) & =\biguplus_{i \in \operatorname{pos}(u)}\{\Phi\}_{\mathcal{V} \cup\{x\}}(u, \sigma[x \mapsto i]) .
\end{aligned}
\]

The semantics of the product (first line), is a singleton multiset which consists of a weight sequence whose length is \(|u|\). We deduce that all weight sequences in a multiset \(\{|\Phi|\} \mathcal{V}(u, \sigma)\) have the same length and \(\{|\Phi|\} \mathcal{V}(u, \sigma) \in \mathbb{N}\left\langle\mathrm{R}^{|u|}\right\rangle\). We simply write \(\llbracket \Psi \rrbracket\) and \(\{\Phi \Phi \mid\}\) when the set \(\mathcal{V}\) of variables is clear from the context.

As explained in Section 3, applying an aggregation function allows to recover the semantics \(\llbracket \Phi \rrbracket\) over semirings such as \(\mathbb{N}_{+, \times}, \mathbb{N}_{\text {max },+}\), etc. For instance, consider the function \(f:\{a, b\}^{+} \rightarrow\) \(\mathbb{N}\) which assign to a word \(w \in\{a, b\}^{+}\)the length of the maximal \(a\)-block, i.e., \(f(w)=n\) if \(a^{n}\) is a factor of \(w\) but \(a^{n+1}\) is not. Over \(\mathbb{N}_{\text {max },+}\), we have \(f=\llbracket \Phi \rrbracket\) where
\[
\Phi=\sum_{y, z}\left(\forall u(y \leq u \leq z) \rightarrow P_{a}(u)\right) ?\left(\prod_{x}(y \leq x \leq z) ? 1: 0\right):\left(\prod_{x} 0\right)
\]

We refer to [13] for further examples of quantitative specifications in weighted logic.

\section*{5 From Weighted Automata to Weighted FO}

We say that a non-deterministic automaton \(\mathcal{A}=(Q, \Sigma, \Delta)\) is unambiguous from state \(p\) to state \(q\) if for all words \(u \in \Sigma^{+}\), there is at most one run of \(\mathcal{A}\) from \(p\) to \(q\) with label \(u\).
- Theorem 5. Let \(\mathcal{A}\) be an aperiodic weighted automaton which is unambiguous from \(p\) to \(q\). We can construct a wFO sentence \(\Phi_{p, q}=\varphi_{p, q} ? \prod_{x} \Psi_{p, q}: \mathbf{0}\) where \(\varphi_{p, q}\) is a first-order sentence and \(\Psi_{p, q}(x)\) is a step-wFO formula with a single free variable \(x\) such that \(\left\{\left|\mathcal{A}_{p, q}\right|\right\}=\left\{\left|\Phi_{p, q}\right|\right\}\).

Before proving Theorem 5, we start with an example. The automaton \(\mathcal{A}\) of Figure 2 is unambiguous and it accepts the language \(\mathcal{L}(\mathcal{A})=\left(a^{*} b+a^{*} c\right)^{+}=(a+b+c)^{*}(b+c)\). We define a wFO sentence \(\Phi_{1,3}=\varphi_{1,3} ? \prod_{x} \Psi_{1,3}(x): \mathbf{0}\) as follows. The FO sentence \(\varphi_{1,3}\) checks that \(\mathcal{A}\) has a run from state 1 to state 3 on the input word \(w\), i.e., that \(w \in a^{*} b\left(a^{*} b+a^{*} c\right)^{*}\) :
\[
\varphi_{1,3}=\exists y\left(P_{b}(y) \wedge \forall z\left(z<y \Longrightarrow P_{a}(z)\right)\right) \wedge \exists y\left(\neg P_{a}(y) \wedge \forall z(z \leq y)\right)
\]

When this is the case, the step-wFO formula \(\Psi_{1,3}(x)\) computes the weight of the transition taken at a position \(x\) in the input word:
\[
\Psi_{1,3}(x)=\left(P_{b}(x) \vee P_{c}(x)\right) ? 1: \exists y\left(x<y \wedge P_{b}(y) \wedge \forall z\left(x<z<y \Longrightarrow P_{a}(z)\right)\right) ? 2: 3
\]

Notice that the same formula \(\Psi=\Psi_{2,3}=\Psi_{1,3}\) also allows to compute the sequence of weights for the accepting runs starting in state 2 . Therefore, \(\mathcal{A}\) is equivalent to the wFO sentence
\[
\Phi=\exists y\left(\neg P_{a}(y) \wedge \forall z(z \leq y)\right) ? \prod_{x} \Psi(x): \mathbf{0}
\]

Proof of Theorem 5. Let \(\mathcal{A}=(Q, \Sigma, \Delta, w t)\) be the aperiodic weighted automaton. By Theorem 2, for every pair of states \(r, s \in Q\) there is a first-order sentence \(\varphi_{r, s}\) such that \(\mathcal{L}\left(\mathcal{A}_{r, s}\right)=\mathcal{L}\left(\varphi_{r, s}\right)\). This gives in particular the first-order sentence \(\varphi_{p, q}\) which is used in \(\Phi_{p, q}\).
\(\triangleright\) Claim 6. We can construct a step-wFO formula \(\Psi_{p, q}(x)\) such that for each word \(u \in \mathcal{L}\left(\mathcal{A}_{p, q}\right)\) and each position \(1 \leq i \leq|u|\) in the word \(u\), we have \(\llbracket \Psi_{p, q} \rrbracket(u, x \mapsto i)=\mathrm{wt}(\delta)\) where \(\delta\) is the \(i\) th transition of the unique run \(\rho\) of \(\mathcal{A}\) from \(p\) to \(q\) with label \(u\).

Before proving this claim, let us show how we can deduce the statement of Theorem 5 . Clearly, if a word \(u \in \Sigma^{+}\)is not in \(\mathcal{L}\left(\mathcal{A}_{p, q}\right)\) then we have \(\left\{\mid \mathcal{A}_{p, q}\right\}(u)=\emptyset=\left\{\Phi_{p, q} \mid\right\}(u)\). Consider now a word \(u=a_{1} a_{2} \cdots a_{n} \in \mathcal{L}\left(\mathcal{A}_{p, q}\right)\) and the unique run \(\rho=\delta_{1} \delta_{2} \cdots \delta_{n}\) of \(\mathcal{A}\) from \(p\) to \(q\) with label \(u\). We have \(\left\{\mathcal{A}_{p, q} \mid\right\}(u)=\left\{\left\{\mathrm{wt}\left(\delta_{1}\right) \mathrm{wt}\left(\delta_{2}\right) \cdots \mathrm{wt}\left(\delta_{n}\right)\right\}\right\}=\left\{\prod_{x} \Psi_{p, q} \mid\right\}(u)\) where the second equality follows from Claim 6. We deduce that \(\left\{\left|\mathcal{A}_{p, q}\right|\right\}=\left\{\left|\Phi_{p, q}\right|\right\}\).

We turn now to the proof of Claim 6. Let \(\delta=(r, a, s) \in \Delta\) be a transition of \(\mathcal{A}\). We define the FO-formula with one free variable \(\varphi_{\delta}(x)=\varphi_{p, r}^{<x} \wedge P_{a}(x) \wedge \varphi_{s, q}^{>x}\).
\(\triangleright\) Claim 7. For each word \(u \in \Sigma^{+}\)and position \(1 \leq i \leq|u|\), we have \(u, x \mapsto i \models \varphi_{\delta}\) iff \(u \in \mathcal{L}\left(\mathcal{A}_{p, q}\right)\) and \(\delta\) is the \(i\) th transition of the unique run of \(\mathcal{A}\) from \(p\) to \(q\) with label \(u\).

Indeed, assume that \(u, x \mapsto i \models \varphi_{\delta}\). Then, \(u[1, i-1] \models \varphi_{p, r}\) and there is a run \(\rho^{\prime}\) of \(\mathcal{A}\) from \(p\) to \(r\) with label \(u[1, i-1]\). Notice that if \(i=1\) then \(p=r\) and \(\rho^{\prime}\) is the empty run. Similarly, from \(u[i+1,|u|] \models \varphi_{s, q}\) we deduce that there is a run \(\rho^{\prime \prime}\) of \(\mathcal{A}\) from \(s\) to \(q\) with label \(u[i+1,|u|]\). Finally, \(u, x \mapsto i \models P_{a}(x)\) means that the \(i\) th letter of \(u\) is \(a\). We deduce that \(\rho=\rho^{\prime} \delta \rho^{\prime \prime}\) is a run of \(\mathcal{A}\) from \(p\) to \(q\) with label \(u\), hence \(u \in \mathcal{L}\left(\mathcal{A}_{p, q}\right)\). Moreover, \(\rho\) is the unique such run since \(\mathcal{A}\) is unambiguous from \(p\) to \(q\). Now, \(\delta\) is the \(i\) th transition of \(\rho\), which concludes one direction. Conversely, assume that \(u \in \mathcal{L}\left(\mathcal{A}_{p, q}\right)\) and \(\delta\) is the \(i\) th transition of the unique run of \(\mathcal{A}\) from \(p\) to \(q\) with label \(u\). Then, \(u[1, i-1] \models \varphi_{p, r}, u[i+1,|u|] \models \varphi_{s, q}\), and the \(i\) th letter of \(u\) is \(a\). Therefore, \(u, x \mapsto i \models \varphi_{\delta}\). This concludes the proof of Claim 7 .

Now, choose an arbitrary enumeration \(\delta^{1}, \delta^{2}, \ldots, \delta^{k}\) of the transitions in \(\Delta\) and define the step-wFO formula with one free variable
\[
\Psi_{p, q}(x)=\varphi_{\delta^{1}}(x) ? \mathrm{wt}\left(\delta^{1}\right): \varphi_{\delta^{2}}(x) ? \mathrm{wt}\left(\delta^{2}\right): \cdots \varphi_{\delta^{k}}(x) ? \mathrm{wt}\left(\delta^{k}\right): \mathrm{wt}\left(\delta^{k}\right)
\]

We show that this formula satisfies the property of Claim 6. Consider a word \(u \in \mathcal{L}\left(\mathcal{A}_{p, q}\right)\) and a position \(1 \leq i \leq|u|\). Let \(\delta\) be the \(i\) th transition of the unique run of \(\mathcal{A}\) from \(p\) to \(q\) with label \(u\). By Claim 7, we have \(u, x \mapsto i \models \varphi_{\delta^{j}}\) iff \(\delta^{j}=\delta\). Therefore, \(\llbracket \Psi_{p, q} \rrbracket(u, x \mapsto i)=\operatorname{wt}(\delta)\), which concludes the proof of Claim 6.

\section*{- Corollary 8.}
1. Let \(\mathcal{A}\) be an aperiodic and unambiguous weighted automaton. We can construct \(a \mathrm{wFO}\) sentence \(\Phi\) which does not use any \(\sum_{x}\) operator or + operator, and such that \(\{|\mathcal{A}|\}=\{|\Phi|\}\).
2. Let \(\mathcal{A}\) be an aperiodic and finitely ambiguous weighted automaton. We can construct \(a\) wFO sentence \(\Phi\) which does not use any \(\sum_{x}\) operator, and such that \(\{\mathcal{A}\}=\{\Phi \mid\}\).

Let \(\mathcal{A}=(Q, \Sigma, \Delta)\) be a non-deterministic automaton. Two states \(p, q \in Q\) are in the same strongly connected component (SCC), denoted \(p \approx q\), if \(p=q\) or there exist a run of \(\mathcal{A}\) from \(p\) to \(q\) and also a run of \(\mathcal{A}\) from \(q\) to \(p\). Note that \(\approx\) is an equivalence relation on \(Q\). We denote by \([p]\) the strongly connected component of \(p\), i.e., the equivalence class of \(p\) under \(\approx\).

The automaton \(\mathcal{A}\) is SCC-unambiguous if it is unambiguous on each strongly connected component, i.e., \(\mathcal{A}\) is unambiguous from \(p\) to \(q\) for all \(p, q\) such that \(p \approx q\). A trimmed (all states are reachable and co-reachable) and unambiguous automaton is SCC-unambiguous.

For instance, the automaton \(\mathcal{A}\) of Figure 1 has three strongly connected components: \(\{1\},\{2,3\}\) and \(\{4\}\). It is not unambiguous from 1 to 4 , but it is SCC-unambiguous.
- Proposition 9 ([35, 24] and [42] Thm 4.1). Let \(\mathcal{A}=(Q, \Sigma, \Delta, I, F)\) be a trimmed nondeterministic automaton. Then \(\mathcal{A}\) is polynomially ambiguous iff \(\mathcal{A}\) is SCC-unambiguous.
- Theorem 10. Let \(\mathcal{A}\) be an aperiodic weighted automaton which is SCC-unambiguous. For each pair of states \(p\) and \(q\), we can construct \(a \mathrm{wFO}\) sentence \(\Phi_{p, q}\) such that \(\left.\left\{\mid \mathcal{A}_{p, q}\right\}\right\}=\left\{\left|\Phi_{p, q}\right|\right\}\). Moreover, we can construct \(a \mathrm{wFO}\) sentence \(\Phi\) such that \(\{\mathcal{A} \mid\}=\{\Phi \mid\}\).

First, we give for the weighted automaton \(\mathcal{A}\) of Figure 1 the equivalent wFO formula \(\Phi_{1,4}=\sum_{y_{1}} \sum_{y_{2}} \varphi\left(y_{1}, y_{2}\right) ? \prod_{x} \Psi\left(x, y_{1}, y_{2}\right): \mathbf{0}\) where \(\varphi\) and \(\Psi\) are defined below. When reading a word \(w \in \operatorname{supp}(\mathcal{A})\), the automaton makes two non-deterministic choices corresponding to the positions \(y_{1}\) and \(y_{2}\) at which the transitions switching between the strongly connected components are taken, i.e., transition from state 1 to state 2 is taken at position \(y_{1}\), and transition from 3 to 4 is taken at position \(y_{2}\). Since the automaton is SCC-unambiguous, given the input word and these two positions, the run is uniquely determined. Formula \(\varphi\left(y_{1}, y_{2}\right)\) states that it is possible to take the switching transitions at positions \(y_{1}\) and \(y_{2}\) :
\[
\varphi\left(y_{1}, y_{2}\right)=y_{1}<y_{2} \wedge \forall z\left(z \leq y_{1} \rightarrow P_{a}(z)\right) \wedge P_{a}\left(y_{1}+1\right) \wedge \forall z\left(y_{2} \leq z \rightarrow P_{b}(z)\right)
\]

When this is the case, the step-wFO formula \(\Psi\left(x, y_{1}, y_{2}\right)\) computes the weight of the transition taken at a position \(x\) in the input word:
\[
\Psi\left(x, y_{1}, y_{2}\right)=\left(x<y_{1} \vee y_{2}<x\right) ? 2:\left(x=y_{1} \vee x=y_{2}\right) ? 1: P_{a}(x+1) ? 3: 5
\]

With these definitions, we obtain \(\{|\mathcal{A}|\}=\left\{\left|\Phi_{1,4}\right|\right\}\). The proof of Theorem 10 is in [14]. Intuitively, a run from \(p\) to \(q\) reading a word \(w \in \Sigma^{+}\)uses a sequence of transitions switching between connected components of \(\mathcal{A}\). The positions where these switches are taken can be described by a sequence of \(\sum_{y}\)-operators. Since there are only finitely many sequences of switching transitions, they can be described by a finite sum of wFO sentences.

\section*{6 From Weighted FO to Weighted Automata}

Let \(\mathcal{A}=(Q, \Sigma, \Delta)\) and \(\mathcal{A}^{\prime}=\left(Q^{\prime}, \Sigma, \Delta^{\prime}\right)\) be two non-deterministic automata over \(\Sigma\). Assuming that \(Q \cap Q^{\prime}=\emptyset\), we define their disjoint union as \(\mathcal{A} \uplus \mathcal{A}^{\prime}=\left(Q \uplus Q^{\prime}, \Sigma, \Delta \uplus \Delta^{\prime}\right)\) and their product as \(\mathcal{A} \times \mathcal{A}^{\prime}=\left(Q \times Q^{\prime}, \Sigma, \Delta^{\prime \prime}\right)\) where \(\Delta^{\prime \prime}=\left\{\left(\left(p, p^{\prime}\right), a,\left(q, q^{\prime}\right)\right) \mid\left(p, a, p^{\prime}\right) \in \Delta \wedge\left(p^{\prime}, a, q^{\prime}\right) \in \Delta^{\prime}\right\}\).
- Lemma 11. The following holds.
1. If \(\mathcal{A}\) and \(\mathcal{A}^{\prime}\) are aperiodic, then \(\mathcal{A} \uplus \mathcal{A}^{\prime}\) and \(\mathcal{A} \times \mathcal{A}^{\prime}\) are also aperiodic.
2. If \(\mathcal{A}\) and \(\mathcal{A}^{\prime}\) are \(S C C\)-unambiguous, then \(\mathcal{A} \uplus \mathcal{A}^{\prime}\) and \(\mathcal{A} \times \mathcal{A}^{\prime}\) are also SCC-unambiguous.

Now let \(\varphi\) be an FO-formula with free variables contained in the finite set \(\mathcal{V}\), and let \(\mathcal{A}_{\varphi, \mathcal{V}}=\left(Q, \Sigma_{\mathcal{V}}, \Delta, \iota, F, G\right)\) be the deterministic, complete, trim and aperiodic automaton given by Theorem 3. For \(i=1,2\), let \(\mathcal{A}_{i}=\left(Q_{i}, \Sigma_{\mathcal{V}}, \Delta_{i}\right.\), wt \(\left._{i}, I_{i}, F_{i}\right)\) be two weighted automata over \(\Sigma_{\mathcal{V}}\) with \(Q_{1} \cap Q_{2}=\emptyset\). Define the weighted automaton \(\mathcal{A}^{\prime}=\left(Q^{\prime}, \Sigma_{\mathcal{V}}, \Delta^{\prime}, \mathrm{wt}^{\prime}, I^{\prime}, F^{\prime}\right)\) by

\section*{Aperiodic Weighted Automata and Weighted First-Order Logic}
\(Q^{\prime}=Q \times Q_{1} \uplus Q \times Q_{2}, I^{\prime}=\{\iota\} \times I_{1} \uplus\{\iota\} \times I_{2}, F^{\prime}=F \times F_{1} \uplus G \times F_{2}\),
\(\Delta^{\prime}=\left\{\left(\left(p, p^{\prime}\right), a,\left(q, q^{\prime}\right)\right) \mid(p, a, q) \in \Delta\right.\) and \(\left.\left(p^{\prime}, a, q^{\prime}\right) \in \Delta_{1} \cup \Delta_{2}\right\}\), and
\(\mathrm{wt}^{\prime}\left(\left(p, p^{\prime}\right), a,\left(q, q^{\prime}\right)\right)=\mathrm{wt}_{i}\left(p^{\prime}, a, q^{\prime}\right)\) if \(\left(p^{\prime}, a, q^{\prime}\right) \in \Delta_{i}\) for \(i=1,2\).
- Lemma 12. For each \(\bar{u} \in \Sigma_{\mathcal{V}}^{+}\), we have
\[
\left\{\left|\mathcal{A}^{\prime}\right|\right\}(\bar{u})= \begin{cases}\left\{\left|\mathcal{A}_{1}\right|\right\}(\bar{u}), & \text { if } \bar{u} \text { is valid and } \bar{u} \models \varphi, \\ \left\{\left|\mathcal{A}_{2}\right|\right\}(\bar{u}), & \text { if } \bar{u} \text { is valid and } \bar{u} \not \models \varphi, \\ \emptyset, & \text { if } \bar{u} \text { is not valid. }\end{cases}
\]

Moreover, if \(\mathcal{A}_{1}\) and \(\mathcal{A}_{2}\) are aperiodic (resp. unambiguous, SCC-unambiguous) then so is \(\mathcal{A}^{\prime}\).
Let \(\mathcal{V}\) be a finite set of first-order variables and let \(\mathcal{V}^{\prime}=\mathcal{V} \cup\{y\}\) where \(y \notin \mathcal{V}\). Given a word \(\bar{w} \in \Sigma_{\mathcal{V}}^{+}\)and a position \(i \in \operatorname{pos}(w)\), we denote by \((\bar{w}, y \mapsto i)\) the word over \(\Sigma_{\mathcal{V}^{\prime}}\) whose projection on \(\Sigma_{\mathcal{V}}\) is \(\bar{w}\) and projection on the \(y\)-component is \(0^{i-1} 10^{|w|-i}\), i.e., has a unique 1 on position \(i\). Given a function \(A: \Sigma_{\mathcal{V}^{\prime}}^{+} \rightarrow \mathbb{N}\langle X\rangle\), we define the function \(\sum_{y} A: \Sigma_{\mathcal{V}}^{+} \rightarrow \mathbb{N}\langle X\rangle\) for \(\bar{w} \in \Sigma_{\mathcal{V}}^{+}\)by \(\left(\sum_{y} A\right)(\bar{w})=\biguplus_{i \in \operatorname{pos}(w)} A(\bar{w}, y \mapsto i)\).
- Lemma 13. Let \(\mathcal{A}\) be a weighted automaton over \(\Sigma_{\mathcal{V}^{\prime}}\). We can construct a weighted automaton \(\mathcal{A}^{\prime}\) over \(\Sigma_{\mathcal{V}}\) such that \(\left\{\left|\mathcal{A}^{\prime}\right|\right\}=\sum_{y}\{|\mathcal{A}|\}\). Moreover, if \(\mathcal{A}\) is aperiodic then \(\mathcal{A}^{\prime}\) is also aperiodic, and if \(\mathcal{A}\) is SCC-unambiguous then \(\mathcal{A}^{\prime}\) is also SCC-unambiguous.

We turn now to one of our main results: given a step-wFO formula \(\Psi\), we can construct a weighted automaton for \(\prod_{x} \Psi\) which is both aperiodic and unambiguous.

When weights are uninterpreted, a weighted automaton \(\mathcal{A}=(Q, \Sigma, \Delta, \mathrm{wt}, I, F)\) is a letter-to-letter transducer from its input alphabet \(\Sigma\) to the output alphabet R. If in addition the input automaton is unambiguous, then we have a functional transducer. In the following, we will construct such functional transducers using the boolean output alphabet \(\mathbb{B}=\{0,1\}\).
- Lemma 14. Let \(\mathcal{V}=\left\{y_{1}, \ldots, y_{m}\right\}\). Given an FO formula \(\varphi\) with free variables contained in \(\mathcal{V}^{\prime}=\mathcal{V} \cup\{x\}\), we can construct a transducer \(\mathcal{B}_{\varphi, \mathcal{V}}\) from \(\Sigma_{\mathcal{V}}\) to \(\mathbb{B}\) which is aperiodic and unambiguous and such that for all words \(\bar{w} \in \Sigma_{\mathcal{V}}^{+}\)
1. there is a (unique) accepting run of \(\mathcal{B}_{\varphi, \mathcal{V}}\) on the input word \(\bar{w}\) iff it is a valid encoding of a pair \((w, \sigma)\) where \(w \in \Sigma^{+}\)and \(\sigma: \mathcal{V} \rightarrow \operatorname{pos}(w)\) is a valuation,
2. and in this case, for all \(1 \leq i \leq|w|\), the ith bit of the output is 1 iff \(w, \sigma[x \mapsto i] \models \varphi\).

Proof (sketch). Notice that \(\Sigma_{\mathcal{V}^{\prime}}=\Sigma_{\mathcal{V}} \times \mathbb{B}\) so letters in \(\Sigma_{\mathcal{V}^{\prime}}\) are of the form \((\bar{a}, 0)\) or \((\bar{a}, 1)\) where \(\bar{a} \in \Sigma_{\mathcal{V}}\). Abusing the notations, when \(\bar{v} \in \Sigma_{\mathcal{V}}^{*}\), we write \((\bar{v}, 0)\) to denote the word over \(\Sigma_{\mathcal{V}^{\prime}}\) whose projection on \(\Sigma_{\mathcal{V}}\) is \(\bar{v}\) and projection on the \(x\)-component consists of 0 's only.

Consider the deterministic, complete and aperiodic automaton \(\mathcal{A}_{\varphi, \mathcal{V}^{\prime}}=\left(Q, \Sigma_{\mathcal{V}^{\prime}}, \Delta, \iota, F, G\right)\) associated with \(\varphi\) by Theorem 3. We also denote by \(\Delta\) the extension of the transition function to subsets of \(Q\). So we see the deterministic and complete transition relation both as a total function \(\Delta: Q \times \Sigma_{\mathcal{V}^{\prime}} \rightarrow Q\) and \(\Delta: 2^{Q} \times \Sigma_{\mathcal{V}^{\prime}} \rightarrow 2^{Q}\).

We construct now the transducer \(\mathcal{B}_{\varphi, \mathcal{V}}=\left(Q^{\prime}, \Sigma_{\mathcal{V}}, \Delta^{\prime}\right.\), wt \(\left., I^{\prime}, F^{\prime}\right)\). The set of states is \(Q^{\prime}=Q \times 2^{Q} \times 2^{Q} \times \mathbb{B}\). The unique initial state is \(\iota^{\prime}=(\iota, \emptyset, \emptyset, 0)\). The set of final states is \(F^{\prime}=\left(Q \times 2^{F} \times 2^{G} \times \mathbb{B}\right) \backslash\left\{\iota^{\prime}\right\}\). Then, we define the following transitions:
- \(\delta=\left((p, X, Y, b), \bar{a},\left(p^{\prime}, X^{\prime}, Y^{\prime}, 1\right)\right) \in \Delta^{\prime}\) is a transition with weight \(\mathrm{wt}(\delta)=1\) if
\(p^{\prime}=\Delta(p,(\bar{a}, 0)), X^{\prime}=\Delta(X,(\bar{a}, 0)) \cup\{\Delta(p,(\bar{a}, 1))\}\) and \(Y^{\prime}=\Delta(Y,(\bar{a}, 0))\),
- \(\delta=\left((p, X, Y, b), \bar{a},\left(p^{\prime}, X^{\prime}, Y^{\prime}, 0\right)\right) \in \Delta^{\prime}\) is a transition with weight \(\mathrm{wt}(\delta)=0\) if \(p^{\prime}=\Delta(p,(\bar{a}, 0)), X^{\prime}=\Delta(X,(\bar{a}, 0))\) and \(Y^{\prime}=\Delta(Y,(\bar{a}, 0)) \cup\{\Delta(p,(\bar{a}, 1))\}\).

Notice that, whenever we read a new input letter \(\bar{a} \in \Sigma_{\mathcal{V}}\), there is a non-deterministic choice. In the first case above, we guess that formula \(\varphi\) will hold on the input word when the valuation is extended by assigning \(x\) to the current position, whereas in the second case we guess that \(\varphi\) will not hold. The guess corresponds to the output of the transition, as required by the second condition of Lemma 14. Now, we have to check that the guess is correct. For this, the first component of \(\mathcal{B}_{\varphi, \mathcal{V}}\) computes the state \(p=\Delta(\iota,(\bar{u}, 0))\) reached by \(\mathcal{A}_{\varphi, \mathcal{V}^{\prime}}\) after reading \((\bar{u}, 0)\) where \(\bar{u} \in \Sigma_{\mathcal{V}}^{*}\) is the current prefix of the input word. When reading the current letter \(\bar{a} \in \Sigma_{\mathcal{V}}\), the transducer adds the state \(\Delta(p,(\bar{a}, 1))=\Delta(\iota,(\bar{u}, 0)(\bar{a}, 1))\) either to the "positive" \(X\)-component or to the "negative" \(Y\)-component of its state, depending on its guess as explained above. Then, the transducer continues reading the suffix \(\bar{v} \in \Sigma_{\mathcal{V}}^{*}\) of the input word. It updates the \(X\) (resp. \(Y\) )-component so that it contains the state \(q=\Delta(\iota,(\bar{u}, 0)(\bar{a}, 1)(\bar{v}, 0))\) at the end of the run. Now, the acceptance condition allows us to check that the guess was correct.
1. If \(\bar{w}=\overline{u a v}\) is not a valid encoding of a pair \((w, \sigma)\) with \(w \in \Sigma^{+}\)and \(\sigma: \mathcal{V} \rightarrow \operatorname{pos}(w)\) then \(q \notin F \cup G\) and the run of the transducer is not accepting. Otherwise, let \(i \in \operatorname{pos}(w)\) be the position where the guess was made.
2. If the guess was positive then \(q\) belongs to the \(X\)-component and the accepting condition implies \(q \in F\), which means by definition of \(\mathcal{A}_{\varphi, \mathcal{V}^{\prime}}\) that \(w, \sigma[x \mapsto i] \models \varphi\).
3. If the guess was negative then \(q\) belongs to the \(Y\)-component and the accepting condition implies \(q \in G\), which means by definition of \(\mathcal{A}_{\varphi, \mathcal{V}^{\prime}}\) that \(w, \sigma[x \mapsto i] \not \vDash \varphi\).
- Theorem 15. Let \(\mathcal{V}=\left\{y_{1}, \ldots, y_{m}\right\}\). Given a step-wFO formula \(\Psi\) with free variables contained in \(\mathcal{V}^{\prime}=\mathcal{V} \cup\{x\}\), we can construct a weighted automaton \(\mathcal{A}_{\Psi, \mathcal{V}}\) over \(\Sigma_{\mathcal{V}}\) which is aperiodic, unambiguous and equivalent to \(\prod_{x} \Psi\), i.e., \(\left\{\mathcal{A}_{\Psi, \mathcal{V}} \mid\right\}(\bar{w})=\left\{\prod_{x} \Psi \mid\right\} \mathcal{V}(\bar{w})\) for all words \(\bar{w} \in \Sigma_{\mathcal{V}}^{+}\).

Proof. In case \(\Psi=r\) is an atomic step-wFO formula, we replace it with the equivalent \(\top ? r: r\) step-wFO formula. Let \(\varphi_{1}, \ldots, \varphi_{k}\) be the FO formulas occurring in \(\Psi\). By the above remark, we have \(k \geq 1\). Consider the aperiodic and unambiguous transducers \(\mathcal{B}_{1}, \ldots, \mathcal{B}_{k}\) given by Lemma 14 . For \(1 \leq i \leq k\), we let \(\mathcal{B}_{i}=\left(Q_{i}, \Sigma_{\mathcal{V}}, \Delta_{i}, \mathrm{wt}_{i}, I_{i}, F_{i}\right)\). The weighted automaton \(\mathcal{A}_{\Psi, \mathcal{V}}=\left(Q, \Sigma_{\mathcal{V}}, \Delta, \mathrm{wt}, I, F\right)\) is essentially a cartesian product of the transducers \(\mathcal{B}_{i}\). More precisely, we let \(Q=\prod_{i=1}^{k} Q_{i}, I=\prod_{i=1}^{k} I_{i}, F=\prod_{i=1}^{k} F_{i}\), and
\[
\Delta=\left\{\left(\left(p_{1}, \ldots, p_{k}\right), \bar{a},\left(q_{1}, \ldots, q_{k}\right)\right) \mid\left(p_{i}, \bar{a}, q_{i}\right) \in \Delta_{i} \text { for all } 1 \leq i \leq k\right\}
\]

Since the transducers \(\mathcal{B}_{i}\) are all aperiodic and unambiguous, we deduce by Lemma 11 that \(\mathcal{A}_{\Psi, \mathcal{V}}\) is also aperiodic and unambiguous. It remains to define the weight function wt.

Given a bit vector \(\bar{b}=\left(b_{1}, \ldots, b_{k}\right) \in \mathbb{B}^{k}\) of size \(k\), we define \(\Psi(\bar{b})\) as the weight from R resulting from the step-wFO formula \(\Psi\) when the FO conditions \(\varphi_{1}, \ldots, \varphi_{k}\) evaluate to \(\bar{b}\). Formally, the definition is by structural induction on the step-wFO formula:
\[
r(\bar{b})=r \quad\left(\varphi_{i} ? \Psi_{1}: \Psi_{2}\right)(\bar{b})= \begin{cases}\Psi_{1}(\bar{b}) & \text { if } b_{i}=1 \\ \Psi_{2}(\bar{b}) & \text { if } b_{i}=0\end{cases}
\]

Consider a transition \(\delta=\left(\left(p_{1}, \ldots, p_{k}\right), \bar{a},\left(q_{1}, \ldots, q_{k}\right)\right) \in \Delta\) and let \(\delta_{i}=\left(p_{i}, \bar{a}, q_{i}\right)\) for \(1 \leq i \leq k\). Let \(\bar{b}=\left(b_{1}, \ldots, b_{k}\right) \in \mathbb{B}^{k}\) where \(b_{i}=w t\left(\delta_{i}\right) \in \mathbb{B}\) for all \(1 \leq i \leq k\). We define \(w t(\delta)=\Psi(\bar{b})\).

Let \(\bar{w} \in \Sigma_{\mathcal{V}}^{+}\). If \(\bar{w}\) is not a valid encoding of a pair \((w, \sigma)\) then \(\left\{\prod_{x} \Psi\right\}_{\mathcal{V}}(\bar{w})=\emptyset\) by definition. Moreover, \(\left\{\left|\mathcal{A}_{\Psi, \mathcal{V}}\right|\right\}(\bar{w})=\emptyset\) since by Lemma \(14, \bar{w}\) is not in the support of \(\mathcal{B}_{1}\). We assume below that \(\bar{w}\) is a valid encoding of a pair \((w, \sigma)\) where \(w \in \Sigma^{+}\)and \(\sigma: \mathcal{V} \rightarrow \operatorname{pos}(w)\) is a valuation. Then, each transducer \(\mathcal{B}_{i}\) admits a unique accepting run \(\rho_{i}\) reading the input
word \(\bar{w}\). These result in the unique accepting run \(\rho\) of \(\mathcal{A}_{\Psi, \mathcal{V}}\) reading \(\bar{w}\). The projections of \(\rho\) on \(\mathcal{B}_{1}, \ldots, \mathcal{B}_{k}\) are \(\rho_{1}, \ldots, \rho_{k}\). Let \(j \in \operatorname{pos}(w)=\{1, \ldots,|w|\}\) be a position in \(\bar{w}\) and let \(\delta^{j}\) be the \(j\)-th transition of \(\rho\). For \(1 \leq i \leq k\), we denote by \(\delta_{i}^{j}\) the projection of \(\delta^{j}\) on \(\mathcal{B}_{i}\) and we let \(b_{i}^{j}=\operatorname{wt}\left(\delta_{i}^{j}\right)\). By Lemma 14, we get \(b_{i}^{j}=1\) iff \(w, \sigma[x \mapsto j] \models \varphi_{i}\). Finally, let \(\bar{b}^{j}=\left(b_{1}^{j}, \ldots, b_{k}^{j}\right)\). From the above, we deduce that \(\llbracket \Psi \rrbracket_{\mathcal{V} \cup\{x\}}(w, \sigma[x \mapsto j])=\Psi\left(\bar{b}^{j}\right)=w t\left(\delta^{j}\right)\). Putting things together, we have \(\left\{\mid \mathcal{A}_{\Psi, \mathcal{V}}\right\}(w, \sigma)=\{\{\mathrm{wt}(\rho)\}\}=\left\{\left\{\mathrm{wt}\left(\delta^{1}\right) \cdots \mathrm{wt}\left(\delta^{|w|}\right\}\right\}=\left\{\prod_{x} \Psi \mid\right\} \mathcal{V}(w, \sigma)\right.\).
- Theorem 16. Let \(\Phi\) be a wFO sentence. We can construct an aperiodic SCC-unambiguous weighted automaton \(\mathcal{A}\) such that \(\{|\mathcal{A}|\}=\{\Phi \mid\}\). Moreover, if \(\Phi\) does not contain the sum operations + and \(\sum_{x}\), then \(\mathcal{A}\) can be chosen to be unambiguous. If \(\Phi\) does not contain the sum operation \(\sum_{x}\), we can construct \(\mathcal{A}\) as a finite union of unambiguous weighted automata.

Proof. We proceed by structural induction on \(\Phi\). For \(\Phi=\mathbf{0}\) this is trivial. For \(\Phi=\prod_{x} \Psi\) with a step-wFO formula \(\Psi\), we obtain an aperiodic unambiguous weighted automaton \(\mathcal{A}\) by Theorem 15. For formulas \(\varphi\) ? \(\Phi_{1}: \Phi_{2}, \Phi_{1}+\Phi_{2}\) and \(\sum_{x} \Phi\), we apply Lemmas \(12,11,13\).

In the proof of Theorem 16, we may obtain the final statement also as a consequence of the preceding one by the following observations which could be of independent interest. Let \(\varphi\) be an FO-formula and \(\Phi_{1}, \Phi_{2}\) two wFO formulas, with free variables contained in \(\mathcal{V}\). Then,
\[
\begin{aligned}
& \left\{\left|\varphi ? \Phi_{1}: \Phi_{2}\right|\right\}_{\mathcal{V}}=\left\{\left|\varphi ? \Phi_{1}: \mathbf{0}+\neg \varphi ? \Phi_{2}: \mathbf{0}\right|\right\}_{\mathcal{V}} \\
& \left\{\mid \varphi ? \Phi_{1}+\Phi_{2}: \mathbf{0}\right\}_{\mathcal{V}}=\left\{\left|\varphi ? \Phi_{1}: \mathbf{0}+\varphi ? \Phi_{2}: \mathbf{0}\right|\right\}_{\mathcal{V}} .
\end{aligned}
\]

Hence, given a wFO sentence \(\Phi\) not containing the sum operation \(\sum_{x}\), we can rewrite \(\Phi\) as a sum of \(\mathbf{0}, \prod_{x} \Psi\) and if-then-else sentences of the form \(\varphi\) ? \(\Phi^{\prime}: \mathbf{0}\) where \(\Phi^{\prime}\) does not contain the sum operations + or \(\sum_{x}\).

Proof of Thm 1. Immediate by Theorem 10, Theorem 4, Corollary 8 and Theorem 16.

\section*{7 Concluding remarks}

We introduced a model of aperiodic weighted automata and showed that a suitable concept of weighted first order logic and two natural sublogics have the same expressive power as polynomially ambiguous, finitely ambiguous, resp. unambigous aperiodic weighted automata. For the three semirings \(\mathbb{N}_{+, \times}, \mathbb{N}_{\text {max },+}\) and \(\mathbb{N}_{\text {min },+}\) the hierarchies of these automata classes and thereby of the corresponding logics are strict. Some separating examples are given below. Proofs and other separating examples can be found in [14].
- Example 17. Let \(\Sigma=\{a\}\) and consider the automaton \(\mathcal{A}\) below over the semiring \(\mathbb{N}_{+, \times}\) of natural numbers. Note that the weighted automaton computes the sequence \(\left(F_{n}\right)_{n \geq 0}\) of Fibonacci numbers \(0,1,1,2,3,5, \cdots\). More precisely, for any \(n \in \mathbb{N}\), we have \(\llbracket \mathcal{A} \rrbracket\left(a^{n}\right)=F_{n}\).


Clearly, \(\mathcal{A}\) is exponentially ambiguous and aperiodic with index 2 . But \(\llbracket \mathcal{A} \rrbracket\) cannot be realized by an aperiodic polynomially ambiguous weighted automaton. In [31], it was shown that the Fibonacci numbers cannot be computed by copyless cost-register automata.

Example 18. Consider the automaton \(\mathcal{A}\) below over \(\Sigma=\{a\}\) and the semiring \(\mathbb{N}_{+, x}\). Clearly, \(\llbracket \mathcal{A} \rrbracket\left(a^{n}\right)=n\) for each \(n>0\), and \(\mathcal{A}\) is aperiodic and polynomially (even linearly) ambiguous. But \(\mathcal{A}\) is not equivalent to any finitely ambiguous weighted automaton.


Example 19. Let \(\Sigma=\{a\}\) and consider the function \(f: \Sigma^{*} \rightarrow \mathbb{N}\) defined by \(f\left(a^{n}\right)=2^{n}+1\). We have \(f=\llbracket \mathcal{A} \rrbracket\) for some aperiodic and 2-ambiguous weighted automaton: one self-loop computes \(2^{n}\) and another self-loop computes 1 . But \(f\) cannot be realized by an unambiguous weighted automaton over \(\mathbb{N}_{+, x}\).

Our main theorem generalizes to the weighted setting a classical result of automata theory. A challenging open problem is to obtain similar results for suitable weighted linear temporal logics. Another interesting problem is to characterize wFO with unrestricted weighted products, possibly using aperiodic restrictions of the pebble weighted automata studied in \([4,27,5]\).

Decidability problems for wFO or equivalently for weighted aperiodic automata are also open and very interesting. For instance, given a wMSO sentence, is there an equivalent wFO sentence? Decidability may indeed depend on the specific semiring.
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\section*{1 Introduction}

In this paper we consider the problem of building the minimal deterministic finite-state automaton generating a given regular language. This is a classical issue that arises in many different areas of computer science such as verification, regular expression searching and natural language processing, to name a few.

There exists a number of methods, such as Hopcroft's [10] and Moore's algorithms [14], that receive as input a deterministic finite-state automaton (DFA for short) generating a language and build the minimal DFA for that language. In general, these methods rely on computing a partition of the set of states of the input DFA which is then used as the set of states of the minimal DFA.

On the other hand, Brzozowski [4] proposed the double-reversal method for building the minimal DFA for the language generated by an input non-deterministic automaton (NFA for short). This algorithm alternates a reverse operation and a determinization operation twice,
relying on the fact that, for any given NFA \(\mathcal{N}\), if the reverse automaton of \(\mathcal{N}\) is deterministic then the determinization operation yields the minimal DFA for the language of \(\mathcal{N}\). This method has been recently generalized by Brzozowski and Tamm [5]. They showed the following necessary and sufficient condition: the determinization operation yields the minimal DFA for the language of \(\mathcal{N}\) if and only if the reverse automaton of \(\mathcal{N}\) is atomic.

It is well-known that all these approaches to the DFA minimization problem aim to compute Nerode's equivalence relation for the considered language. However, the doublereversal method and its later generalization appear to be quite isolated from other methods such as Hopcroft's and Moore's algorithms. This has led to different attempts to better explain Brzozowski's method [3] and its connection with other minimization algorithms [1, 7, 16]. We use a framework of automata constructions based on equivalence classes over words to give new insights on the relation between these algorithms.

In this paper we consider equivalence relations over words on an alphabet \(\Sigma\) that induce finite partitions over \(\Sigma^{*}\). Furthermore, we require that these partitions are well-behaved with respect to concatenation, namely, congruences. Given a regular language \(L\) and an equivalence relation satisfying these conditions, we use well-known automata constructions that yield automata generating the language \(L[6,13]\). In this work, we consider two types of equivalence relations over words verifying the required conditions.

First, we define a language-based equivalence, relative to a regular language, that behaves well with respect to right concatenation, also known as the right Nerode's equivalence relation for the language. When applying the automata construction to the right Nerode's equivalence, we obtain the minimal DFA for the given language [6, 13]. In addition, we define an automata-based equivalence, relative to an NFA. When applying the automata construction to the automata-based equivalence we obtain a determinized version of the input NFA.

On the other hand, we also obtain counterpart automata constructions for relations that are well-behaved with respect to left concatenation. In this case, language-based and automata-based equivalences yield, respectively, the minimal co-deterministic automaton and a co-deterministic NFA for the language.

The relation between the automata constructions resulting from the language-based and the automata-based congruences, together with the the duality between right and left congruences, allows us to relate determinization and minimization operations. As a result, we formulate a sufficient and necessary condition that guarantees that determinizing an automaton yields the minimal DFA. This formulation evidences the relation between the double-reversal and the state partition refinement minimization methods.

We start by giving a simple proof of Brzozowski's double-reversal method [4], to later address the generalization of Brzozowski and Tamm [5]. Furthermore, we relate the iterations of Moore's partition refinement algorithm, which works on the states of the input DFA, to the iterations of the greatest fixpoint algorithm that builds the right Nerode's partition on words. We conclude by relating the automata constructions introduced by Brzozowski and Tamm [5], named the átomaton and the partial átomaton, to the automata constructions described in this work.

Structure of the paper. After preliminaries in Section 2, we introduce in Section 3 the automata constructions based on congruences on words and establish the duality between these constructions when using right and left congruences. Then, in Section 4, we define languagebased and automata-based congruences and analyze the relations between the resulting automata constructions. In Section 5, we study a collection of well-known constructions for the minimal DFA. Finally, we give further details on related work in Section 6. For space reasons, missing proofs are deferred to the extended version of this paper [9].

\section*{2 Preliminaries}

Languages. Let \(\Sigma\) be a finite nonempty alphabet of symbols. Given a word \(w \in \Sigma^{*}, w^{R}\) denotes the reverse of \(w\). Given a language \(L \subseteq \Sigma^{*}, L^{R} \stackrel{\text { def }}{=}\left\{w^{R} \mid w \in L\right\}\) denotes the reverse language of \(L\). We denote by \(L^{c}\) the complement of the language \(L\). The left (resp. right) quotient of \(L\) by a word \(u\) is defined as the language \(u^{-1} L \stackrel{\text { def }}{=}\left\{x \in \Sigma^{*} \mid u x \in L\right\}\) (resp. \(\left.L u^{-1} \stackrel{\text { def }}{=}\left\{x \in \Sigma^{*} \mid x u \in L\right\}\right)\).

Automata. A (nondeterministic) finite-state automaton (NFA for short), or simply automaton, is a 5 -tuple \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\), where \(Q\) is a finite set of states, \(\Sigma\) is an alphabet, \(I \subseteq Q\) are the initial states, \(F \subseteq Q\) are the final states, and \(\delta: Q \times \Sigma \rightarrow \wp(Q)\) is the transition function. We denote the extended transition function from \(\Sigma\) to \(\Sigma^{*}\) by \(\hat{\delta}\). Given \(S, T \subseteq Q, W_{S, T}^{\mathcal{N}} \stackrel{\text { def }}{=}\left\{w \in \Sigma^{*} \mid \exists q \in S, q^{\prime} \in T: q^{\prime} \in \hat{\delta}(q, w)\right\}\). In particular, when \(S=\{q\}\) and \(T=F\), we define the right language of state \(q\) as \(W_{q, F}^{\mathcal{N}}\). Likewise, when \(S=I\) and \(T=\{q\}\), we define the left language of state \(q\) as \(W_{I, q}^{\mathcal{N}}\). We define \(\operatorname{post}_{w}^{\mathcal{N}}(S) \stackrel{\text { def }}{=}\left\{q \in Q \mid w \in W_{S, q}^{\mathcal{N}}\right\}\) and \(\operatorname{pre}_{w}^{\mathcal{N}}(S) \stackrel{\text { def }}{=}\left\{q \in Q \mid w \in W_{q, S}^{\mathcal{N}}\right\}\). In general, we omit the automaton \(\mathcal{N}\) from the superscript when it is clear from the context. We say that a state \(q\) is unreachable iff \(W_{I, q}^{\mathcal{N}}=\emptyset\) and we say that \(q\) is empty iff \(W_{q, F}^{\mathcal{N}}=\emptyset\). Finally, note that \(\mathcal{L}(\mathcal{N})=\bigcup_{q \in I} W_{q, F}^{\mathcal{N}}=\bigcup_{q \in F} W_{I, q}^{\mathcal{N}}=W_{I, F}^{\mathcal{N}}\).

Given an NFA \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\), the reverse \(N F A\) for \(\mathcal{N}\), denoted by \(\mathcal{N}^{R}\), is defined as \(\mathcal{N}^{R}=\left(Q, \Sigma, \delta_{r}, F, I\right)\) where \(q \in \delta_{r}\left(q^{\prime}, a\right)\) iff \(q^{\prime} \in \delta(q, a)\). Clearly, \(\mathcal{L}(\mathcal{N})^{R}=\mathcal{L}\left(\mathcal{N}^{R}\right)\).

A deterministic finite-state automaton (DFA for short) is an NFA such that, \(I=\left\{q_{0}\right\}\), and, for every state \(q \in Q\) and every symbol \(a \in \Sigma\), there exists exactly one \(q^{\prime} \in Q\) such that \(\delta(q, a)=q^{\prime}\). According to this definition, DFAs are always complete, i.e., they define a transition for each state and input symbol. In general, we denote NFAs by \(\mathcal{N}\), using \(\mathcal{D}\) for DFAs when the distinction is important. A co-deterministic finite-state automata (co-DFA for short) is an NFA \(\mathcal{N}\) such that \(\mathcal{N}^{R}\) is deterministic. In this case, co-DFAs are always co-complete, i.e., for each target state \(q^{\prime}\) and each input symbol, there exists a source state \(q\) such that \(\delta(q, a)=q^{\prime}\). Recall that, given an NFA \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\), the well-known subset construction builds a DFA \(\mathcal{D}=\left(\wp(Q), \Sigma, \delta_{d},\{I\}, F_{d}\right)\) where \(F_{d}=\{S \in \wp(Q) \mid S \cap F \neq \emptyset\}\) and \(\delta_{d}(S, a)=\left\{q^{\prime} \mid \exists q \in S, q^{\prime} \in \delta(q, a)\right\}\) for every \(a \in \Sigma\), that accepts the same language as \(\mathcal{N}\) [11]. Given an NFA \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\), we denote by \(\mathcal{N}^{D}\) the DFA that results from applying the subset construction to \(\mathcal{N}\) where only subsets (including the empty subset) that are reachable from the initial subset of \(\mathcal{N}^{D}\) are used. Then, \(\mathcal{N}^{D}\) possibly contains empty states but no state is unreachable. A DFA for the language \(\mathcal{L}(\mathcal{N})\) is minimal, denoted by \(\mathcal{N}^{D M}\), if it has no unreachable states and no two states have the same right language. The minimal DFA for a regular language is unique modulo isomorphism.

Equivalence Relations and Partitions. Recall that an equivalence relation on a set \(X\) is a binary relation \(\sim\) that is reflexive, symmetric and transitive. Every equivalence relation \(\sim\) on \(X\) induces a partition \(P_{\sim}\) of \(X\), i.e., a family \(P_{\sim}=\left\{B_{i}\right\}_{i \in \mathcal{I}} \subseteq \wp(X)\) of subsets of \(X\), with \(\mathcal{I} \subseteq \mathbb{N}\), such that:
(i) \(B_{i} \neq \emptyset\) for all \(i \in \mathcal{I}\);
(ii) \(B_{i} \cap B_{j}=\emptyset\), for all \(i, j \in \mathcal{I}\) with \(i \neq j\); and
(iii) \(X=\bigcup_{i \in \mathcal{I}} B_{i}\).

We say that a partition is finite when \(\mathcal{I}\) is finite. Each \(B_{i}\) is called a block of the partition. Given \(u \in X\), then \(P_{\sim}(u)\) denotes the unique block that contains \(u\) and corresponds to the equivalence class \(u\) w.r.t. \(\sim, P_{\sim}(u) \stackrel{\text { def }}{=}\{v \in X \mid u \sim v\}\). This definition can be extended in a natural way to a set \(S \subseteq X\) as \(P_{\sim}(S) \stackrel{\text { def }}{=} \bigcup_{u \in S} P_{\sim}(u)\). We say that the partition \(P_{\sim}\)
represents precisely \(S\) iff \(P_{\sim}(S)=S\). An equivalence relation \(\sim\) is of finite index iff \(\sim\) defines a finite number of equivalence classes, i.e., the induced partition \(P_{\sim}\) is finite. In the following, we will always consider equivalence relations of finite index, i.e., finite partitions.

Finally, denote \(\operatorname{Part}(X)\) the set of partitions of \(X\). We use the standard refinement ordering \(\preceq\) between partitions: let \(P_{1}, P_{2} \in \operatorname{Part}(X)\), then \(P_{1} \preceq P_{2}\) iff for every \(B \in P_{1}\) there exists \(B^{\prime} \in P_{2}\) such that \(B \subseteq B^{\prime}\). Then, we say that \(P_{1}\) is finer than \(P_{2}\) (or equivalently, \(P_{2}\) is coarser than \(\left.P_{1}\right)\). Given \(P_{1}, P_{2} \in \operatorname{Part}(X)\), define the coarsest common refinement, denoted by \(P_{1} \curlywedge P_{2}\), as the coarsest partition \(P \in \operatorname{Part}(X)\) that is finer than both \(P_{1}\) and \(P_{2}\). Likewise, define the finest common coarsening, denoted by \(P_{1} \curlyvee P_{2}\), as the finest partition \(P\) that is coarser than both \(P_{1}\) and \(P_{2}\). Recall that \((\operatorname{Part}(X), \preceq, \curlyvee, \curlywedge)\) is a complete lattice where the top (coarsest) element is \(\{X\}\) and the bottom (finest) element is \(\{\{x\} \mid x \in X\}\).

\section*{3 Automata Constructions from Congruences}

We will consider equivalence relations on \(\Sigma^{*}\) (and their corresponding partitions) with good properties w.r.t. concatenation. An equivalence relation \(\sim\) is a right (resp. left) congruence iff for all \(u, v \in \Sigma^{*}\), we have that \(u \sim v \Rightarrow u a \sim v a\), for all \(a \in \Sigma\) (resp. \(u \sim v \Rightarrow a u \sim a v\) ). We will denote right congruences (resp. left congruences) by \(\sim^{r}\) (resp. \(\sim^{\ell}\) ). The following lemma gives a characterization of right and left congruences.
- Lemma 1. The following properties hold:
1. \(\sim^{r}\) is a right congruence iff \(P_{\sim^{r}}(v) u \subseteq P_{\sim^{r}}(v u)\), for all \(u, v \in \Sigma^{*}\).
2. \(\sim^{\ell}\) is a left congruence iff \(u P_{\sim_{\ell}}(v) \subseteq P_{\sim_{\ell}^{l}}(u v)\), for all \(u, v \in \Sigma^{*}\).

Given a right congruence \(\sim^{r}\) and a regular language \(L \subseteq \Sigma^{*}\) such that \(P_{\sim^{r}}\) represents precisely \(L\), i.e., \(P_{\sim^{r}}(L)=L\), the following automata construction recognizes exactly the language \(L\) [13].
- Definition 2 (Automata construction \(\mathrm{H}^{r}\left(\sim^{r}, L\right)\) ). Let \(\sim^{r}\) be a right congruence and let \(P_{\sim_{r}}\) be the partition induced by \(\sim^{r}\). Let \(L \subseteq \Sigma^{*}\) be a language. Define the automaton \(\mathrm{H}^{r}\left(\sim^{r}, L\right)=\) \((Q, \Sigma, \delta, I, F)\) where \(Q=\left\{P_{\sim^{r}}(u) \mid u \in \Sigma^{*}\right\}, I=\left\{P_{\sim^{r}}(\varepsilon)\right\}, F=\left\{P_{\sim^{r}}(u) \mid u \in L\right\}\), and \(\delta\left(P_{\sim_{r}^{r}}(u), a\right)=P_{\sim^{r}}(v)\) iff \(P_{\sim_{r}}(u) a \subseteq P_{\sim^{r}}(v)\), for all \(u, v \in \Sigma^{*}\) and \(a \in \Sigma\).
- Remark 3. Note that \(\mathrm{H}^{r}\left(\sim^{r}, L\right)\) is finite since we assume \(\sim^{r}\) is of finite index. Note also that \(\mathrm{H}^{r}\left(\sim^{r}, L\right)\) is a complete deterministic finite-state automaton since, for each \(u \in \Sigma^{*}\) and \(a \in \Sigma\), there exists exactly one block \(P_{\sim^{r}}(v)\) such that \(P_{\sim_{r}}(u) a \subseteq P_{\sim_{r}}(v)\), which is \(P_{\sim_{r}}(u a)\). Finally, observe that \(\mathrm{H}^{r}\left(\sim^{r}, L\right)\) possibly contains empty states but no state is unreachable.
- Lemma 4. Let \(\sim^{r}\) be a right congruence and let \(L \subseteq \Sigma^{*}\) be a language such that \(P_{\sim_{r}}(L)=L\). Then \(\mathcal{L}\left(\mathrm{H}^{r}\left(\sim^{r}, L\right)\right)=L\).

Due to the left-right duality between \(\sim^{\ell}\) and \(\sim^{r}\), we can give a similar automata construction such that, given a left congruence \(\sim^{\ell}\) and a language \(L \subseteq \Sigma^{*}\) with \(P_{\sim^{\ell}}(L)=L\), recognizes exactly the language \(L\).
- Definition 5 (Automata construction \(\left.\mathrm{H}^{\ell}\left(\sim^{\ell}, L\right)\right)\). Let \(\sim^{\ell}\) be a left congruence and let \(P_{\sim^{\ell}}\) be the partition induced by \(\sim^{\ell}\). Let \(L \subseteq \Sigma^{*}\) be a language. Define the automaton \(\mathrm{H}^{\ell}\left(\sim^{\ell}, L\right)=\) \((Q, \Sigma, \delta, I, F)\) where \(Q=\left\{P_{\sim_{l}}(u) \mid u \in \Sigma^{*}\right\}, I=\left\{P_{\sim_{l}}(u) \mid u \in L\right\}, F=\left\{P_{\sim_{l}}(\varepsilon)\right\}\), and \(P_{\sim \ell}(v) \in \delta\left(P_{\sim_{\ell}}(u), a\right)\) iff \(a P_{\sim_{\ell}}(v) \subseteq P_{\sim_{\ell}}(u)\), for all \(u, v \in \Sigma^{*}\) and \(a \in \Sigma\).
- Remark 6. In this case, \(\mathrm{H}^{\ell}\left(\sim^{\ell}, L\right)\) is a co-complete co-deterministic finite-state automaton since, for each \(v \in \Sigma^{*}\) and \(a \in \Sigma\), there exists exactly one block \(P_{\sim^{\ell}}(u)\) such that \(a P_{\sim^{\ell}}(v) \subseteq P_{\sim^{\ell}}(u)\), which is \(P_{\sim^{\ell}}(a v)\). Finally, observe that \(\mathrm{H}^{\ell}\left(\sim^{\ell}, L\right)\) possibly contains unreachable states but no state is empty.
- Lemma 7. Let \(\sim^{\ell}\) be a left congruence and let \(L \subseteq \Sigma^{*}\) be a language such that \(P_{\sim^{\ell}}(L)=L\). Then \(\mathcal{L}\left(\mathrm{H}^{\ell}\left(\sim^{\ell}, L\right)\right)=L\).

Lemma 8 shows that \(\mathrm{H}^{\ell}\) and \(\mathrm{H}^{r}\) inherit the left-right duality between \(\sim^{\ell}\) and \(\sim^{r}\).
- Lemma 8. Let \(\sim^{r}\) and \(\sim^{\ell}\) be a right and left congruence respectively, and let \(L \subseteq \Sigma^{*}\) be a language. If the following property holds
\[
\begin{equation*}
u \sim^{r} v \Leftrightarrow u^{R} \sim^{\ell} v^{R} \tag{1}
\end{equation*}
\]
then \(\mathrm{H}^{r}\left(\sim^{r}, L\right)\) is isomorphic to \(\left(\mathrm{H}^{\ell}\left(\sim^{\ell}, L^{R}\right)\right)^{R}\).

\section*{4 Language-based Congruences and their Approximation using NFAs}

Given a language \(L \subseteq \Sigma^{*}\), we recall the following equivalence relations on \(\Sigma^{*}\), which are often denoted as Nerode's equivalence relations (e.g., see [13]).
- Definition 9 (Language-based Equivalences). Let \(u, v \in \Sigma^{*}\) and let \(L \subseteq \Sigma^{*}\) be a language. Define:
\[
\begin{array}{lr}
u \sim_{L}^{r} v \Leftrightarrow u^{-1} L=v^{-1} L & \text { Right-language-based Equivalence } \\
u \sim_{L}^{\ell} v \Leftrightarrow L u^{-1}=L v^{-1} & \text { Left-language-based Equivalence } \tag{3}
\end{array}
\]

Note that the right and left language-based equivalences defined above are, respectively, right and left congruences. Furthermore, when \(L\) is a regular language, \(\sim_{L}^{r}\) and \(\sim_{L}^{\ell}\) are of finite index \([6,13]\). Since we are interested in congruences of finite index (or equivalently, finite partitions), we will always assume that \(L\) is a regular language over \(\Sigma\).

The following result states that, given a language \(L\), the right Nerode's equivalence induces the coarsest partition of \(\Sigma^{*}\) which is a right congruence and precisely represents \(L\).
- Lemma 10 (de Luca and Varricchio [8]). Let \(L \subseteq \Sigma^{*}\) be a regular language. Then, \(P_{\sim_{L}^{r}}=\bigvee\left\{P_{\sim_{r}^{r}} \mid \sim^{r}\right.\) is a right congruence and \(\left.P_{\sim_{r}}(L)=L\right\}\).
In a similar way, one can prove that the same property holds for the left Nerode's equivalence. Therefore, as we shall see, applying the construction H to these equivalences yields minimal automata. However, computing them becomes unpractical since languages are possibly infinite, even if they are regular. Thus, we will consider congruences based on the states of the NFA-representation of the language which induce finer partitions of \(\Sigma^{*}\) than Nerode's equivalences. In this sense, we say that the automata-based equivalences approximate Nerode's equivalences.
- Definition 11 (Automata-based Equivalences). Let \(u, v \in \Sigma^{*}\) and let \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\) be an NFA. Define:
\(u \sim_{\mathcal{N}}^{r} v \Leftrightarrow \operatorname{post}_{u}^{\mathcal{N}}(I)=\operatorname{post}_{v}^{\mathcal{N}}(I) \quad\) Right-automata-based Equivalence
\(u \sim_{\mathcal{N}}^{\ell} v \Leftrightarrow \operatorname{pre}_{u}^{\mathcal{N}}(F)=\operatorname{pre}_{v}^{\mathcal{N}}(F) \quad\) Left-automata-based Equivalence
Note that the right and left automata-based equivalences defined above are, respectively, right and left congruences. Furthermore, they are of finite index since each equivalence class is represented by a subset of states of \(\mathcal{N}\).

The following result gives a sufficient and necessary condition for the language-based (Definition 9) and the automata-based equivalences (Definition 11) to coincide.
- Lemma 12. Let \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\) be an automaton with \(L=\mathcal{L}(\mathcal{N})\). Then, \(\sim_{L}^{r}=\sim_{\mathcal{N}}^{r} \quad\) iff \(\quad \forall u, v \in \Sigma^{*}, W_{\operatorname{post}_{u}^{\mathcal{N}}(I), F}^{\mathcal{N}}=W_{\operatorname{post}_{v}^{\mathcal{N}}(I), F}^{\mathcal{N}} \Leftrightarrow \operatorname{post}_{u}^{\mathcal{N}}(I)=\operatorname{post}_{v}^{\mathcal{N}}(I)\).

\subsection*{4.1 Automata Constructions}

In what follows, we will use Min and Det to denote the construction H when applied, respectively, to the language-based congruences induced by a regular language and the automata-based congruences induced by an NFA.
- Definition 13. Let \(\mathcal{N}\) be an NFA generating the language \(L=\mathcal{L}(\mathcal{N})\). Define:
\[
\begin{aligned}
& \operatorname{Min}^{r}(L) \stackrel{\text { def }}{=} \mathrm{H}^{r}\left(\sim_{L}^{r}, L\right) \\
& \operatorname{Min}^{\ell}(L) \stackrel{\text { def }}{=} \mathrm{H}^{\ell}\left(\sim_{L}^{\ell}, L\right)
\end{aligned}
\]
\[
\begin{aligned}
& \operatorname{Det}^{r}(\mathcal{N}) \stackrel{\text { def }}{=} \mathrm{H}^{r}\left(\sim_{\mathcal{N}}^{r}, L\right) \\
& \operatorname{Det}^{\ell}(\mathcal{N}) \stackrel{\text { def }}{=} \mathrm{H}^{\ell}\left(\sim_{\mathcal{N}}^{\ell}, L\right) .
\end{aligned}
\]

Given an NFA \(\mathcal{N}\) generating the language \(L=\mathcal{L}(\mathcal{N})\), all constructions in the above definition yield automata generating \(L\). However, while the constructions using the right congruences result in DFAs, the constructions relying on left congruences result in coDFAs. Furthermore, since the pairs of relations (2)-(3) and (4)-(5), from Definition 9 and 11 respectively, are dual, i.e., they satisfy the hypothesis of Lemma 8 , it follows that \(\operatorname{Min}^{\ell}(L)\) is isomorphic to \(\left(\operatorname{Min}^{r}\left(L^{R}\right)\right)^{R}\) and \(\operatorname{Det}^{\ell}(\mathcal{N})\) is isomorphic to \(\left(\operatorname{Det}^{r}\left(\mathcal{N}^{R}\right)\right)^{R}\).

On the other hand, since \(\mathrm{Min}^{r}\) relies on the language-based congruences, the resulting DFA is minimal, which is not guaranteed to occur with Det \({ }^{r}\). This easily follows from the fact that the states of the automata constructions are the equivalence classes of the given congruences and there is no right congruence (representing \(L\) precisely) that is coarser than the right Nerode's equivalence (see Lemma 10).

Finally, since every co-deterministic automaton satisfies the right-hand side of Equation (6), it follows that determinizing ( \(\operatorname{Det}^{r}\) ) a co-deterministic automaton ( \(\operatorname{Det}^{\ell}(\mathcal{N})\) ) results in the minimal DFA \(\left(\operatorname{Min}^{r}(\mathcal{L}(\mathcal{N}))\right.\) ), as already proved by Sakarovitch [15, Proposition 3.13].

We formalize all these notions in Theorem 14. Finally, Figure 1 summarizes all these well-known connections between the automata constructions given in Definition 13.
- Theorem 14. Let \(\mathcal{N}\) be an NFA generating language \(L=\mathcal{L}(\mathcal{N})\). Then the following properties hold:
(a) \(\mathcal{L}\left(\operatorname{Min}^{r}(L)\right)=\mathcal{L}\left(\operatorname{Min}^{\ell}(L)\right)=L=\mathcal{L}\left(\operatorname{Det}^{r}(\mathcal{N})\right)=\mathcal{L}\left(\operatorname{Det}^{\ell}(\mathcal{N})\right)\).
(b) \(\operatorname{Min}^{r}(L)\) is isomorphic to the minimal deterministic automaton for \(L\).
(c) \(\operatorname{Det}^{r}(\mathcal{N})\) is isomorphic to \(\mathcal{N}^{D}\).
(d) \(\operatorname{Min}^{\ell}(L)\) is isomorphic to \(\left(\operatorname{Min}^{r}\left(L^{R}\right)\right)^{R}\).
(e) \(\operatorname{Det}^{\ell}(\mathcal{N})\) is isomorphic to \(\left(\operatorname{Det}^{r}\left(\mathcal{N}^{R}\right)\right)^{R}\).
(f) \(\operatorname{Det}^{r}\left(\operatorname{Det}^{\ell}(\mathcal{N})\right)\) is isomorphic to \(\operatorname{Min}^{r}(L)\).

\section*{5 A Congruence-based Perspective on Known Algorithms}

We can find in the literature several well-known independent techniques for the construction of minimal DFAs. Some of these techniques are based on refining a state partition of an input DFA, such as Moore's algorithm [14], while others directly manipulate an input NFA, such as the double-reversal method [4]. Now, we establish a connection between these algorithms through Theorem 16, which gives a necessary and sufficient condition on an NFA so that determinizing it yields the minimal DFA.
- Lemma 15. Let \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\) be an NFA with \(L=\mathcal{L}(\mathcal{N})\) and \(\sim_{L}^{r}=\sim_{\mathcal{N}}^{r}\). Then \(\forall q \in Q, P_{\sim_{L}^{r}}\left(W_{I, q}^{\mathcal{N}}\right)=W_{I, q}^{\mathcal{N}}\).


Figure 1 Relations between the constructions Det \({ }^{\ell}\), \(\operatorname{Det}^{r}\), Min \({ }^{\ell}\) and \(\operatorname{Min}^{r}\). Note that constructions \(\mathrm{Min}^{r}\) and \(\mathrm{Min}^{\ell}\) are applied to the language generated by the automaton in the origin of the labeled arrow, while constructions \(\mathrm{Det}^{r}\) and \(\mathrm{Det}^{\ell}\) are applied directly to the automaton.

\section*{Proof.}
\[
\begin{array}{rlrl}
P_{\sim_{L}^{r}}\left(W_{I, q}^{\mathcal{N}}\right) & = & {\left[\text { By definition of } P_{\sim_{L}^{r}}\right]} \\
\left\{w \in \Sigma^{*} \mid \exists u \in W_{I, q}^{\mathcal{N}}, w^{-1} L=u^{-1} L\right\} & = & {\left[\text { Since } \sim_{L}^{r}=\sim_{\mathcal{N}}^{r}\right]} \\
\left\{w \in \Sigma^{*} \mid \exists u \in W_{I, q}^{\mathcal{N}}, \operatorname{post}_{w}^{\mathcal{N}}(I)=\operatorname{post}_{u}^{\mathcal{N}}(I)\right\} \subseteq & {\left[u \in W_{I, q}^{\mathcal{N}} \Longleftrightarrow q \in \operatorname{post}_{u}^{\mathcal{N}}(I)\right]} \\
\left\{w \in \Sigma^{*} \mid q \in \operatorname{post}_{w}^{\mathcal{N}}(I)\right\} & = & {\left[\text { By definition of } W_{I, q}^{\mathcal{N}}\right]} \\
W_{I, q}^{\mathcal{N}} . &
\end{array}
\]

By reflexivity of \(\sim_{L}^{r}\), we conclude that \(P_{\sim_{L}^{r}}\left(W_{I, q}^{\mathcal{N}}\right)=W_{I, q}^{\mathcal{N}}\).
- Theorem 16. Let \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\) be an NFA with \(L=\mathcal{L}(\mathcal{N})\). Then \(\operatorname{Det}^{r}(\mathcal{N})\) is the minimal DFA for \(L\) iff \(\forall q \in Q, P_{\sim_{L}^{r}}\left(W_{I, q}^{\mathcal{N}}\right)=W_{I, q}^{\mathcal{N}}\).
Proof. Assume \(\operatorname{Det}^{r}(\mathcal{N})\) is minimal. Then \(P_{\sim_{\mathcal{N}}^{r}}(u)=P_{\sim_{L}^{r}}(u)\) for all \(u \in \Sigma^{*}\), i.e. \(\sim_{L}^{r}=\sim_{\mathcal{N}}^{r}\). It follows from Lemma 15 that \(P_{\sim_{L}^{r}}\left(W_{I, q}^{\mathcal{N}}\right)=W_{I, q}^{\mathcal{N}}\).

Now, assume that \(P_{\sim_{L}^{r}}\left(W_{I, q}^{\mathcal{N}}\right)=W_{I, q}^{\mathcal{N}}\), for each \(q \in Q\). Then, for every \(u \in \Sigma^{*}\),
\[
P_{\sim_{\mathcal{N}}^{r}}(u)=\bigcap_{q \in \operatorname{post}_{u}^{\mathcal{N}}(I)} W_{I, q}^{\mathcal{N}} \cap \bigcap_{q \notin \operatorname{post}_{u}^{\mathcal{N}}(I)}\left(W_{I, q}^{\mathcal{N}}\right)^{c}=\bigcap_{q \in \operatorname{post}_{u}^{\mathcal{N}}(I)} P_{\sim_{L}^{r}}\left(W_{I, q}^{\mathcal{N}}\right) \cap \bigcap_{q \notin \operatorname{post}_{u}^{\mathcal{N}}(I)}\left(P_{\sim_{L}^{r}}\left(W_{I, q}^{\mathcal{N}}\right)\right)^{c}
\]
where the first equality follows by rewriting \(P_{\mathcal{N}_{\mathcal{N}}^{r}}(u)=\left\{v \in \Sigma^{*} \mid \operatorname{post}_{u}^{\mathcal{N}}(I)=\operatorname{post}_{v}^{\mathcal{N}}(I)\right\}\) with universal quantifiers, hence intersections, and the last equality follows from the initial assumption \(P_{\sim_{L}^{r}}^{r}\left(W_{I, q}^{\mathcal{N}}\right)=W_{I, q}^{\mathcal{N}}\).

It follows that \(P_{\sim_{\mathcal{N}}^{r}}^{r}(u)\) is a union of blocks of \(P_{\sim_{L}^{r}}\). Recall that \(\sim_{L}^{r}\) induces the coarsest right congruence such that \(P_{\sim_{L}^{r}}(L)=L\) (Lemma 10). Since \(\sim_{\mathcal{N}}^{r}\) is a right congruence satisfying \(P_{\sim_{\mathcal{N}}^{r}}(L)=L\) then \(P_{\sim_{\mathcal{N}}^{r}}^{r} \preccurlyeq P_{\sim_{L}^{r}}\). Therefore, \(P_{\sim_{\sim_{\mathcal{N}}^{r}}^{r}}(u)\) necessarily corresponds to one single block of \(P_{\sim_{L}^{r}}\), namely, \(P_{\sim_{L}^{r}}^{r}(u)\). Since \(P_{\sim_{\mathcal{N}}^{r}}(u)=P_{\sim_{L}^{r}}^{r}(u)\) for each \(u \in \Sigma^{*}\), we conclude that \(\operatorname{Det}^{r}(\mathcal{N})=\operatorname{Min}^{r}(L)\).

\subsection*{5.1 Double-reversal Method}

In this section we give a simple proof of the well-known double-reversal minimization algorithm of Brzozowski [4] using Theorem 16. Note that, since \(\operatorname{Det}^{r}(\mathcal{N})\) is isomorphic to \(\mathcal{N}^{D}\) by Theorem 14 (c), the following result coincides with that of Brzozowski.
- Theorem 17 ([4]). Let \(\mathcal{N}\) be an NFA. Then \(\operatorname{Det}^{r}\left(\left(\operatorname{Det}^{r}\left(\mathcal{N}^{R}\right)\right)^{R}\right)\) is isomorphic to the minimal DFA for \(\mathcal{L}(\mathcal{N})\).

Proof. Let \(L=\mathcal{L}(\mathcal{N})\). By definition, \(\mathcal{N}^{\prime}=\left(\operatorname{Det}^{r}\left(\mathcal{N}^{R}\right)\right)^{R}\) is a co-DFA and, therefore, satisfies the condition on the right-hand side of Equation (6). It follows from Lemma 12 that \(\sim_{L}^{r}=\sim_{\mathcal{N}^{\prime}}^{r}\) which, by Lemma 15 and Theorem 16, implies that \(\operatorname{Det}^{r}\left(\mathcal{N}^{\prime}\right)\) is minimal.

Note that Theorem 17 can be inferred from Figure 1 by following the path starting at \(\mathcal{N}\), labeled with \(R-\operatorname{Det}^{r}-R-\operatorname{Det}^{r}\) and ending in \(\operatorname{Min}^{r}(\mathcal{L}(\mathcal{N}))\).

\subsection*{5.2 Generalization of the Double-reversal Method}

Brzozowski and Tamm [5] generalized the double-reversal algorithm by defining a necessary and sufficient condition on an NFA which guarantees that the determinized automaton is minimal. They introduced the notion of atomic NFA and showed that \(\mathcal{N}^{D}\) is minimal iff \(\mathcal{N}^{R}\) is atomic. We shall show that this result is equivalent to Theorem 16 due to the left-right duality between the language-based equivalences (Lemma 8).
- Definition 18 (Atom [5]). Let \(L\) be a regular language L. Let \(\left\{K_{i} \mid 0 \leq i \leq n-1\right\}\) be the set of left quotients of \(L\). An atom is any non-empty intersection of the form \(\widetilde{K_{0}} \cap \widetilde{K_{1}} \cap \ldots \cap \widetilde{K_{n-1}}\), where each \(\widetilde{K_{i}}\) is either \(K_{i}\) or \(K_{i}^{c}\).

This notion of atom coincides with that of equivalence class for the left language-based congruence \(\sim_{L}^{\ell}\). This was first noticed by Iván [12].
- Lemma 19. Let \(L\) be a regular language. Then for every \(u \in \Sigma^{*}\),
\[
P_{\sim_{L}^{\ell}}(u)=\bigcap_{\substack{u \in w^{-1} L \\ w \in \Sigma^{*}}} w^{-1} L \cap \bigcap_{\substack{u \notin w^{-1} L \\ w \in \Sigma^{*}}}\left(w^{-1} L\right)^{c} .
\]
- Definition 20 (Atomic NFA [5]). An NFA \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\) is atomic iff for every state \(q \in Q\), the right language \(W_{q, F}^{\mathcal{N}}\) is a union of atoms of \(\mathcal{L}(\mathcal{N})\).

It follows from Lemma 19 that the set of atoms of a language \(L\) corresponds to the partition \(P_{\sim_{L}^{\ell}}\). Therefore, a set \(S \subseteq \Sigma^{*}\) is a union of atoms iff \(P_{\sim_{L}^{\ell}}(S)=S\). This property, together with Definition 20, shows that an NFA \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\) with \(L=\mathcal{L}(\mathcal{N})\) is atomic iff
\[
\begin{equation*}
\forall q \in Q, P_{\sim_{L}^{\ell}}\left(W_{q, F}^{\mathcal{N}}\right)=W_{q, F}^{\mathcal{N}} \tag{7}
\end{equation*}
\]

We are now in condition to give an alternative proof of the generalization of Brzozowski and Tamm [5] relying on Theorem 16.
- Lemma 21. Let \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\) be an NFA with \(L=\mathcal{L}(\mathcal{N})\). Then \(\mathcal{N}^{R}\) is atomic iff \(\operatorname{Det}^{r}(\mathcal{N})\) is the minimal DFA for \(L\).

Proof. Let \(\mathcal{N}^{R}=\left(Q, \Sigma, \delta_{r}, F, I\right)\) and \(L^{R}=\mathcal{L}\left(\mathcal{N}^{R}\right)\). Then,
\[
\begin{aligned}
\forall q \in Q, P_{\sim_{L^{R}}^{\ell}}\left(W_{q, I}^{\mathcal{N}^{R}}\right)=W_{q, I}^{\mathcal{N}^{R}} \Longleftrightarrow & {\left[\mathrm{By} A=B \Leftrightarrow A^{R}=B^{R}\right] } \\
\forall q \in Q,\left(P_{\sim_{L}^{\ell}}\left(W_{q, I}^{\mathcal{N}^{R}}\right)\right)^{R}=\left(W_{q, I}^{\mathcal{N}^{R}}\right)^{R} \Longleftrightarrow & {\left[\operatorname{By} u \sim_{L}^{\ell} v \Leftrightarrow u^{R} \sim_{L^{R}}^{r} v^{R}\right] } \\
\forall q \in Q, P_{\sim_{L}^{r}}\left(\left(W_{q, I}^{\mathcal{N}^{R}}\right)^{R}\right)=\left(W_{q, I}^{\mathcal{N}^{R}}\right)^{R} \Longleftrightarrow & \Longleftrightarrow\left[\operatorname{By}\left(W_{q, I}^{\mathcal{N}^{R}}\right)^{R}=W_{I, q}^{\mathcal{N}}\right] \\
\forall q \in Q, P_{\sim_{L}^{r}}\left(W_{I, q}^{\mathcal{N}}\right)=W_{I, q}^{\mathcal{N}} . &
\end{aligned}
\]

It follows from Theorem 16 that \(\operatorname{Det}^{r}(\mathcal{N})\) is minimal.

We conclude this section by collecting all the conditions described so far that guarantee that determinizing an automaton yields the minimal DFA．
－Corollary 22．Let \(\mathcal{N}=(Q, \Sigma, \delta, I, F)\) be an NFA with \(L=\mathcal{L}(\mathcal{N})\) ．The following are equivalent：
（a） \(\operatorname{Det}^{r}(\mathcal{N})\) is minimal．
（b）\(\sim_{\mathcal{N}}^{r}=\sim_{L}^{r}\) ．
（c）\(\forall u, v \in \Sigma^{*}, W_{\text {post }_{\mathcal{u}}^{\mathcal{N}}(I), F}^{\mathcal{N}}=W_{\operatorname{post}_{v}^{\mathcal{N}}(I), F}^{\mathcal{N}} \Leftrightarrow \operatorname{post}_{u}^{\mathcal{N}}(I)=\operatorname{post}_{v}^{\mathcal{N}}(I)\) ．
（d）\(\forall q \in Q, P_{\sim_{L}^{r}}\left(W_{I, q}^{\mathcal{N}}\right)=W_{I, q}^{\mathcal{N}}\) ．
（e） \(\mathcal{N}^{R}\) is atomic．

\section*{5．3 Moore＇s Algorithm}

Given a DFA \(\mathcal{D}\) ，Moore［14］builds the minimal DFA for the language \(L=\mathcal{L}(\mathcal{D})\) by removing unreachable states from \(\mathcal{D}\) and then performing a stepwise refinement of an initial partition of the set of reachable states of \(\mathcal{D}\) ．Since we are interested in the refinement step，in what follows we assume that all DFAs have no unreachable states．In this section，we will describe Moore＇s state－partition \(\mathcal{Q}^{\mathcal{D}}\) and the right－language－based partition \(P_{\sim_{L}^{r}}\) as greatest fixpoint computations and show that there exists an isomorphism between the two at each step of the fixpoint computation．In fact，this isomorphism shows that Moore＇s DFA \(M\) satisfies \(P_{\sim_{L}^{r}}\left(W_{I, q}^{M}\right)=W_{I, q}^{M}\) for every state \(q\) ．Thus，by Theorem \(16, M\) is isomorphic to \(\operatorname{Min}^{r}(\mathcal{L}(\mathcal{D}))\) ．

First，we give Moore＇s algorithm which computes the state－partition that is later used to define Moore＇s DFA．

Moore＇s Algorithm Algorithm for constructing Moore＇s partition．
```

Data: DFA $\mathcal{D}=\langle Q, \Sigma, \delta, I, F\rangle$ with $L=\mathcal{L}(\mathcal{D})$.
Result: $\mathcal{Q}^{\mathcal{D}} \in \operatorname{Part}(Q)$.
$\mathcal{Q}^{\mathcal{D}}:=\left\{F, F^{c}\right\}, \mathcal{Q}^{\prime}:=\varnothing$;
while $\mathcal{Q}^{\mathcal{D}} \neq \mathcal{Q}^{\prime}$ do
$\mathcal{Q}^{\prime}:=\mathcal{Q}^{\mathcal{D}}$;
forall $a \in \Sigma$ do
$\mathcal{Q}_{a}:=人_{p \in \mathcal{Q}^{\mathcal{D}}}\left\{\operatorname{pre}_{a}^{\mathcal{D}}(p),\left(\operatorname{pre}_{a}^{\mathcal{D}}(p)\right)^{c}\right\} ;$
$\mathcal{Q}^{\mathcal{D}}:=\mathcal{Q}^{\mathcal{D}} \curlywedge 人_{a \in \Sigma} \mathcal{Q}_{a} ;$
return $\mathcal{Q}^{\mathcal{D}}$;

```
－Definition 23 （Moore＇s DFA）．Let \(\mathcal{D}=(Q, \Sigma, \delta, I, F)\) be a DFA，and let \(\mathcal{Q}^{\mathcal{D}}\) be the partition of \(Q\) built by using Moore＇s algorithm．Moore＇s DFA for \(\mathcal{L}(\mathcal{D})\) is \(M=\left(Q^{M}, \Sigma, \delta^{M}, I^{M}, F^{M}\right)\) where \(Q^{M}=\mathcal{Q}^{\mathcal{D}}, I^{M}=\left\{\mathcal{Q}^{\mathcal{D}}(q) \mid q \in I\right\}, F^{M}=\left\{\mathcal{Q}^{\mathcal{D}}(q) \mid q \in F\right\}\) and，for each \(S, S^{\prime} \in Q^{M}\) and \(a \in \Sigma\) ，we have that \(\delta^{M}(S, a)=S^{\prime}\) iff \(\exists q \in S, q^{\prime} \in S^{\prime}\) with \(\delta(q, a)=q^{\prime}\) ．

Next，we describe Moore＇s state－partition \(\mathcal{Q}^{\mathcal{D}}\) and the right－language－based partition \(P_{\sim_{L}^{r}}\) as greatest fixpoint computations and show that there exists an isomorphism between the two at each step of the fixpoint computation．

Definition 24 （Moore＇s state－partition）．Let \(\mathcal{D}=(Q, \Sigma, \delta, I, F)\) be a DFA．Define Moore＇s state－partition w．r．t． \(\mathcal{D}\) ，denoted by \(\mathcal{Q}^{\mathcal{D}}\) ，as follows．
\[
\mathcal{Q}^{\mathcal{D}} \stackrel{\text { def }}{=} \operatorname{gfp}\left(\lambda X . \underset{a \in \Sigma, S \in X}{\text { 人 }}\left\{\operatorname{pre}_{a}(S),\left(\operatorname{pre}_{a}(S)\right)^{c}\right\} \curlywedge\left\{F, F^{c}\right\}\right) .
\]

On the other hand, by Theorem 14 (b), each state of the minimal DFA for \(L\) corresponds to an equivalence class of \(\sim_{L}^{r}\). These equivalence classes can be defined in terms of non-empty intersections of complemented or uncomplemented right quotients of \(L\).
- Lemma 25. Let \(L\) be a regular language. Then, for every \(u \in \Sigma^{*}\),
\[
P_{\sim_{L}^{r}}(u)=\bigcap_{\substack{u \in L w^{-1} \\ w \in \Sigma^{*}}} L w^{-1} \cap \bigcap_{\substack{u \notin L w^{-1} \\ w \in \Sigma^{*}}}\left(L w^{-1}\right)^{c} .
\]

It follows from Lemma 25 that \(P_{\sim_{L}^{r}}=人_{w \in \Sigma^{*}}\left\{L w^{-1},\left(L w^{-1}\right)^{c}\right\}\), for every regular language \(L\). Thus, \(P_{\sim_{L}^{r}}\) can also be obtained as a greatest fixpoint computation as follows.
- Lemma 26. Let \(L\) be a regular language. Then
\[
\begin{equation*}
P_{\sim_{L}^{r}}=\operatorname{gfp}\left(\lambda X . 人_{a \in \Sigma, B \in X}\left\{B a^{-1},\left(B a^{-1}\right)^{c}\right\} \curlywedge\left\{L, L^{c}\right\}\right) . \tag{8}
\end{equation*}
\]

The following result shows that, given a DFA \(\mathcal{D}\) with \(L=\mathcal{L}(\mathcal{D})\), there exists a partition isomorphism between \(\mathcal{Q}^{\mathcal{D}}\) and \(P_{\sim_{L}^{r}}\) at each step of the fixpoint computations given in Definition 24 and Lemma 26 respectively.
- Theorem 27. Let \(\mathcal{D}=(Q, \Sigma, \delta, I, F)\) be a DFA with \(L=\mathcal{L}(\mathcal{D})\) and let \(\varphi: \wp(Q) \rightarrow \wp\left(\Sigma^{*}\right)\) be a function defined by \(\varphi(S) \stackrel{\text { def }}{=} W_{I, S}^{\mathcal{D}}\). Let \(\mathcal{Q}^{\mathcal{D}(n)}\) and \(P_{\sim_{L}^{r}}^{(n)}\) be the \(n\)-th step of the fixpoint computation of \(\mathcal{Q}^{\mathcal{D}}\) (Definition 24) and \(P_{\mathcal{\sim}_{L}^{r}}\) (Lemma 26), respectively. Then, \(\varphi\) is an isomorphism between \(\mathcal{Q}^{\mathcal{D}(n)}\) and \(P_{\sim_{L}^{n}}^{(n)}\) for each \(n \geq 0\).

Proof. In order to show that \(\varphi\) is a partition isomorphism, it suffices to prove that \(\varphi\) is a bijective mapping between the partitions. We first show that \(\varphi\left(\mathcal{Q}^{\mathcal{D}(n)}\right)=P_{\sim_{L}^{n}}^{(n)}\), for every \(n \geq 0\). Thus, the mapping \(\varphi\) is surjective. Secondly, we show that \(\varphi\) is an injective mapping from \(\mathcal{Q}^{\mathcal{D}(n)}\) to \(P_{\sim_{L}^{r}}^{(n)}\). Therefore, we conclude that \(\varphi\) is a bijection.

To show that \(\varphi\left(\mathcal{Q}^{\mathcal{D}(n)}\right)=P_{\sim_{L}^{n}}^{(n)}\), for each \(n \geq 0\), we proceed by induction.
- Base case: By definition, \(\mathcal{Q}^{\mathcal{D}(0)}=\left\{F, F^{c}\right\}\) and \(P_{\sim_{L}^{r}}^{(0)}=\left\{L, L^{c}\right\}\). Since \(\mathcal{D}\) is deterministic (and complete), it follows that \(\varphi(F)=W_{I, F}^{\mathcal{D}}=L\) and \(\varphi\left(F^{c}\right)=W_{I, F^{c}}^{\mathcal{D}}=L^{c}\).
- Inductive step: Before proceeding with the inductive step, we show that the following equations hold for each \(a, b \in \Sigma\) and \(S, S_{i}, S_{j} \in \mathcal{Q}^{\mathcal{D}(n)}\) with \(n \geq 0\) :
\[
\begin{array}{r}
\varphi\left(\operatorname{pre}_{a}(S)^{c}\right)=\left(\left(W_{I, S}^{\mathcal{D}}\right) a^{-1}\right)^{c} \\
\varphi\left(\operatorname{pre}_{a}\left(S_{i}\right) \cap \operatorname{pre}_{b}\left(S_{j}\right)\right)=\left(W_{I, S_{i}}^{\mathcal{D}}\right) a^{-1} \cap\left(W_{I, S_{j}}^{\mathcal{D}}\right) b^{-1} . \tag{10}
\end{array}
\]

For each \(S \in \mathcal{Q}^{\mathcal{D}(n)}\) and \(a \in \Sigma\) we have that:
\[
\begin{aligned}
\varphi\left(\operatorname{pre}_{a}(S)^{c}\right)= & {[\text { By definition of } \varphi] } \\
W_{I, \operatorname{pre}_{a}(S)^{c}}^{\mathcal{D}} & =\left[I=\left\{q_{0}\right\} \text { and def. of } W_{I, \text { pre }_{a}(S)^{c}}^{\mathcal{D}}\right] \\
\left\{w \in \Sigma^{*} \mid \exists q \in \operatorname{pre}_{a}(S)^{c}, q=\hat{\delta}\left(q_{0}, w\right)\right\} & =[\mathcal{D} \text { is deterministic and complete }] \\
\left\{w \in \Sigma^{*} \mid \exists q \in \operatorname{pre}_{a}(S), q=\hat{\delta}\left(q_{0}, w\right)\right\}^{c}= & {[\text { By definition of pre }(S)] } \\
\left\{w \in \Sigma^{*} \mid \exists q \in S, q=\hat{\delta}\left(q_{0}, w a\right)\right\}^{c} & = \\
\left(\left(W_{I, S}^{\mathcal{D}}\right) a^{-1}\right)^{c} & {\left[\text { By definition of }\left(W_{I, S}^{\mathcal{D}}\right) a^{-1}\right] }
\end{aligned}
\]

Therefore Equation（9）holds at each step of the fixpoint computation．Consider now Equation（10）．Let \(S_{i}, S_{j} \in \mathcal{Q}^{\mathcal{D}(n)}\) ．Then，
\[
\begin{aligned}
\varphi\left(\operatorname{pre}_{a}\left(S_{i}\right) \cap \operatorname{pre}_{b}\left(S_{j}\right)\right) & = & {[\text { By Def. } \varphi] } \\
W_{I,\left(\operatorname{pre}_{a}\left(S_{i}\right) \cap \operatorname{pre}_{b}\left(S_{j}\right)\right)}^{\mathcal{D}} & = & {\left[I=\left\{q_{0}\right\} \text { and def. } W_{I, S}\right] } \\
\left\{w \in \Sigma^{*} \mid \exists q \in \operatorname{pre}_{a}\left(S_{i}\right) \cap \operatorname{pre}_{b}\left(S_{j}\right), q=\hat{\delta}\left(q_{0}, w\right)\right\} & = & {[\text { By Def. of } \cap] } \\
\left\{w \in \Sigma^{*} \mid \exists q \in \operatorname{pre}_{a}\left(S_{i}\right), q \in \operatorname{pre}_{b}\left(S_{j}\right), q=\hat{\delta}\left(q_{0}, w\right)\right\} & = & {[\mathcal{D} \text { is deterministic }] } \\
W_{I, \operatorname{pre}_{a}\left(S_{i}\right)}^{\mathcal{D}} \cap W_{I, \operatorname{pre}_{b}\left(S_{j}\right)}^{\mathcal{D}} & = & {\left[\text { By Def. of }\left(W_{I, S}^{\mathcal{D}}\right) a^{-1}\right] } \\
\left(W_{I, S_{i}}^{\mathcal{D}}\right) a^{-1} \cap\left(W_{I, S_{j}}\right) b^{-1} & &
\end{aligned}
\]

Therefore Equation（10）holds at each step of the fixpoint computation． Let us assume that \(\varphi\left(\mathcal{Q}^{\mathcal{D}(n)}\right)=P_{\sim_{L}^{r}}^{(n)}\) for every \(n \leq k\) with \(k>0\) ．Then，
\[
\begin{aligned}
& \varphi\left(\mathcal{Q}^{\mathcal{D}(k+1)}\right)=\left[\text { By Def. } 24 \text { with } X=\mathcal{Q}^{\mathcal{D}(k)}\right] \\
& \varphi\left(\underset{a \in \Sigma, S \in X}{\text { 人 }}\left\{\operatorname{pre}_{a}(S), \operatorname{pre}_{a}(S)^{c}\right\} \curlywedge\left\{F, F^{c}\right\}\right)=[\text { By Eqs. (9), (10) and def. of 人] }
\end{aligned}
\]
\[
\begin{aligned}
& \begin{array}{c}
\underbrace{}_{a \in \Sigma, B \in X^{\prime}}\left\{B a^{-1},\left(B a^{-1}\right)^{c}\right\} \curlywedge\left\{L, L^{c}\right\}=\left[\text { By Lemma } 26 \text { with } X^{\prime}=P_{\sim_{L}^{r}}^{(k)}\right] \\
P_{\sim_{L}^{r}}^{(k+1)} .
\end{array}
\end{aligned}
\]

Finally，since \(\mathcal{D}\) is a DFA then，for each \(S_{i}, S_{j} \in \mathcal{Q}^{\mathcal{D}(n)}(n \geq 0)\) with \(S_{i} \neq S_{j}\) we have that \(W_{I, S_{i}}^{\mathcal{D}} \neq W_{I, S_{j}}^{\mathcal{D}}\) ，i．e．，\(\varphi\left(S_{i}\right) \neq \varphi\left(S_{j}\right)\) ．Therefore，\(\varphi\) is an injective mapping．
－Corollary 28．Let \(\mathcal{D}\) be a DFA with \(L=\mathcal{L}(\mathcal{D})\) ．Let \(\mathcal{Q}^{\mathcal{D}(n)}\) and \(P_{\sim_{L}^{n}}^{(n)}\) be the n－th step of the fixpoint computation of \(\mathcal{Q}^{\mathcal{D}}\) and \(P_{\sim_{L}^{r}}\) respectively．Then，for each \(n \geq 0\) ，
\[
P_{\sim_{L}^{r}}^{(n)}\left(W_{I, S}^{\mathcal{D}}\right)=W_{I, S}^{\mathcal{D}}, \text { for each } S \in \mathcal{Q}^{\mathcal{D}(n)}
\]

It follows that Moore＇s DFA \(M\) ，whose set of states corresponds to the state－partition at the end of the execution of Moore＇s algorithm，satisfies that \(\forall q \in Q^{M}, P_{\sim_{L}^{r}}\left(W_{I, q}^{M}\right)=W_{I, q}^{M}\) with \(L=\mathcal{L}(M)\) ．By Theorem 16，we have that \(\operatorname{Det}^{r}(M)(=M\) ，since \(M\) is a DFA \()\) is minimal．
－Theorem 29．Let \(\mathcal{D}\) be a DFA and \(M\) be Moore＇s DFA for \(\mathcal{L}(\mathcal{D})\) as in Definition 23. Then，\(M\) is isomorphic to \(\operatorname{Min}^{r}(\mathcal{L}(\mathcal{D}))\) ．

Finally，recall that Hopcroft［10］defined a DFA minimization algorithm which offers better performance than Moore＇s．The ideas used by Hopcroft can be adapted to our framework to devise a new algorithm for computing \(P_{\sim_{L}^{r}}\) ．However，by doing so，we could not derive a better explanation than the one provided by Berstel et al．［2］．

\section*{6 Related Work and Conclusions}

Brzozowski and Tamm [5] showed that every regular language defines a unique NFA, which they call átomaton. The átomaton is built upon the minimal DFA \(\mathcal{N}^{D M}\) for the language, defining its states as non-empty intersections of complemented or uncomplemented right languages of \(\mathcal{N}^{D M}\), i.e., the atoms of the language. They also observed that the atoms correspond to intersections of complemented or uncomplemented left quotients of the language. Then they proved that the átomaton is isomorphic to the reverse automaton of the minimal deterministic DFA for the reverse language.

Intuitively, the construction of the átomaton based on the right languages of the minimal DFA corresponds to \(\operatorname{Det}^{\ell}\left(\mathcal{N}^{D M}\right)\), while its construction based on left quotients of the language corresponds to \(\operatorname{Min}^{\ell}(\mathcal{L}(\mathcal{N}))\).
- Corollary 30. Let \(\mathcal{N}^{D M}\) be the minimal DFA for a regular language L. Then,
(a) \(\operatorname{Det}^{\ell}\left(\mathcal{N}^{D M}\right)\) is isomorphic to the átomaton of \(L\).
(b) \(\operatorname{Min}^{\ell}(L)\) is isomorphic to the átomaton of \(L\).

In the same paper, they also defined the notion of partial átomaton which is built upon an NFA \(\mathcal{N}\). Each state of the partial atomaton is a non-empty intersection of complemented or uncomplemented right languages of \(\mathcal{N}\), i.e., union of atoms of the language. Intuitively, the construction of the partial átomaton corresponds to \(\operatorname{Det}^{\ell}(\mathcal{N})\).
- Corollary 31. Let \(\mathcal{N}\) be an NFA. Then, \(\operatorname{Det}^{\ell}(\mathcal{N})\) is isomorphic to the partial átomaton of \(\mathcal{N}\).

Finally, they also presented a number of results [5, Theorem 3] related to the átomaton \(\mathcal{A}\) of a minimal DFA \(\mathcal{D}\) with \(L=\mathcal{L}(\mathcal{D})\) :
1. \(\mathcal{A}\) is isomorphic to \(\mathcal{D}^{R D R}\).
2. \(\mathcal{A}^{R}\) is the minimal DFA for \(L^{R}\)
3. \(\mathcal{A}^{D}\) is the minimal DFA for \(L\).
4. \(\mathcal{A}\) is isomorphic to \(\mathcal{N}^{R D M R}\) for every NFA \(\mathcal{N}\) accepting \(L\).

All these relations can be inferred from Figure 2 which connects all the automata constructions described in this paper together with the constructions introduced by Brzozowski and Tamm. For instance, property 1 corresponds to the path starting at \(\mathcal{N}^{D M}\) (the minimal DFA for \(\mathcal{L}(\mathcal{N}))\), labeled with \(R-\operatorname{Det}^{r}-R\), and ending in the átomaton of \(\mathcal{L}(\mathcal{N})\). On the other hand, property 4 corresponds to the path starting at \(\mathcal{N}\), labeled with \(R-\mathrm{Min}^{r}-R\) and ending in the átomaton of \(\mathcal{L}(\mathcal{N})\). Finally, the path starting at \(\mathcal{N}\), labeled with \(R-\operatorname{Det}^{r}-R\) and ending in the partial átomaton of \(\mathcal{N}\) shows that the later is isomorphic to \(\mathcal{N}^{R D R}\).

In conclusion, we establish a connection between well-known independent minimization methods through Theorem 16. Given a DFA, the left languages of its states form a partition on words, \(P\), and thus, each left language is identified by a state. Intuitively, Moore's algorithm merges states to enforce the condition of Theorem 16, which results in merging blocks of \(P\) that belong to the same Nerode's equivalence class. Note that Hopcroft's partition refinement method [10] achieves the same goal at the end of its execution though, stepwise, the partition computed may differ from Moore's. On the other hand, any co-deterministic NFA satisfies the right-hand side of Equation (6) hence, by Lemma 15, satisfies the condition of Theorem 16. Therefore, the double-reversal method, which essentially determinizes a co-determinized NFA, yields the minimal DFA. Finally, the left-right duality (Lemma 8) of the language-based equivalences shows that the condition of Theorem 16 is equivalent to that of Brzozowski and Tamm [5].


Figure 2 Extension of the diagram of Figure 1 including the átomaton and the partial átomaton. Recall that \(\mathcal{N}^{D M}\) is the minimal DFA for \(\mathcal{L}(\mathcal{N})\). The results referenced in the labels are those justifying the output of the operation.

Some of these connections have already been studied in order to offer a better understanding of Brzozowski's double-reversal method [1, 3, 7, 16]. In particular, Adámek et al. [1] and Bonchi et al. [3] offer an alternative view of minimization and determinization methods in a uniform way from a category-theoretical perspective. In contrast, our work revisits these well-known minimization techniques relying on simple language-theoretical notions.
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Abstract
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We focus on two prototypical graph problems, Colorability and Vertex Cover. For example, we show that it is NP-hard to compute an optimal coloring for a graph from optimal colorings for all its one-vertex-deleted subgraphs, and that this remains true even when optimal solutions for all one-edge-deleted subgraphs are given. In contrast, computing an optimal coloring from all (or even just two) one-edge-added supergraphs is in P. We observe that Vertex Cover exhibits a remarkably different behavior, demonstrating the power of our model to delineate problems from each other more precisely on a structural level.
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\section*{1 Introduction and Related Work}

In Subsection 1.1, we introduce and motivate our new model, which we then compare and contrast to related notions in Subsection 1.2. Finally, we present in Subsection 1.3 an overview of our most interesting results and place them into the context of the wider literature.

\subsection*{1.1 Our Model}

In view of the almost complete absence of progress in the question of P versus NP, it is natural to wonder just how far and in what way these sets may differ. For example, how much additional information enables us to design an algorithm that solves an otherwise NP-hard problem in polynomial time? We are specifically interested in the case where this additional information takes the form of optimal solutions to neighboring (i.e., locally modified) instances. This models situations such as that of a newcomer who may ask experienced peers for advice on how to solve a difficult problem, for instance finding an optimal work route. Similar circumstances arise when new servers join a computer network. Formally, we consider the following oracle model: An algorithm may, on any given input, repeatedly select an arbitrary instance neighboring the given one and query the oracle for an optimal solution to it. Occasionally, it will be interesting to limit the number of queries that we grant the algorithm. In general, we do not impose such a restriction, however.

What precisely constitutes a local modification and thus a neighbor depends on the specific problem, of course. We examine the prototypical graph problems Colorability and Vertex Cover, considering the following four local modifications, which are arguably the most natural choices: deleting an edge, adding an edge, deleting a vertex (including adjacent edges), and adding a vertex (including an arbitrary, possibly empty, set of edges from the added vertex to the existing ones). For example, we ask whether there is a polynomial-time algorithm that computes a minimum vertex cover for an input graph \(G\) if it has access to minimum vertex covers for all one-edge-deleted subgraphs of \(G\). We will show that questions of this sort are closely connected to and yet clearly distinct from research in other areas, in particular the study of critical graphs, minimality problems, self-reducibility, and reoptimization.

\subsection*{1.2 Related Concepts}

Criticality. The notion of criticality was introduced into the field of graph theory by Dirac [7] in 1952 in the context of Colorability with respect to vertex deletion. Thirty years later, Wessel [19] generalized the concept to arbitrary graph properties and modification operations. Nevertheless, Colorability has remained a central focus of the extensive research on critical graphs. Indeed, a graph \(G\) is called critical without any further specification if it is \(\chi\)-critical under edge deletion, that is, if its chromatic number \(\chi(G)\) (the number of colors used in an optimal coloring of \(G\) ) changes when an arbitrary edge is deleted. Besides Colorability, one other problem has received a comparable amount of attention and thorough analysis in three different manifestations: Independent Set, Vertex Cover, and Clique. The corresponding notions are \(\alpha\)-criticality, \(\beta\)-criticality, and \(\omega\)-criticality, where \(\alpha\) is the independence number (size of a maximum independent set), \(\beta\) is the vertex cover number (size of a minimum vertex cover), and \(\omega\) is the clique number (size of a maximum clique). Note that these graph numbers are all monotone - either nondecreasing or nonincreasing - with respect to each of the local modifications examined in this paper.

Minimality. Another strongly related notion is that of minimality problems. An instance is called minimal with respect to a property if only the instance itself but none of its neighbors has this property; that is, it inevitably loses the property under the considered local modification. The corresponding minimality problem is to decide whether an instance is minimal in the described sense. For example, a graph \(G\) is minimally 3 -uncolorable (with respect to edge deletion) if it is not 3 -colorable, yet all its one-edge-deleted neighbors are. The minimality problem Minimal-3-UnColorability is the set of all minimally 3-uncolorable graphs. Note that a graph is critical exactly if it is minimally \(k\)-uncolorable for some \(k\).

While minimality problems tend to be in DP (i.e., differences of two NP sets, the second level of the Boolean hierarchy), DP-hardness is so difficult to prove for them that only a few have been shown to be DP-complete so far; see for instance Papadimitriou and Wolfe [14]. Note that the notion of minimality is not restricted to graph problems. Indeed, minimally unsatisfiable formulas figure prominently in many of our proofs.

Auto-Reducibility. Our model provides a refinement of the notion of functional autoreducibility; see Faliszewski and Ogihara [8]. An algorithm solves a function problem \(R \subseteq \Sigma_{1}^{*} \times \Sigma_{2}^{*}\) if on input \(x \in \Sigma_{1}^{*}\) it outputs some \(y \in \Sigma_{2}^{*}\) with \((x, y) \in R\). The problem \(R\) is auto-reducible if there is a polynomial-time algorithm with unrestricted access to an oracle that provides solutions to all instances except \(x\) itself. The task of finding an optimal solution to a given instance is a special kind of function problem. Defining all instances to be neighbors (local modifications) of each other lets the two concepts coincide.

Self-Reducibility. Self-reducibility is auto-reducibility with the additional restriction that the algorithm may query the oracle only on instances that are smaller in a certain way. There are a multitude of definitions of self-reducibility that differ in what exactly is considered to be "smaller," the two seminal ones stemming from Schnorr [15] and from Meyer and Paterson [13]. For Schnorr, an instance is smaller than another one if its encoding input string is strictly shorter. While his definition does allow for functional problems (i.e., more than mere decision problems, in particular the problem of finding an optimal solution), it is too restrictive for self-reducibility to encompass our model since not all neighboring graphs have shorter strings under natural encodings.

Meyer and Paterson are less rigid and allow instead any partial order having short downward chains to determine which instances are considered smaller than the given one. \({ }^{1}\) The partial orders induced by deleting vertices, by deleting edges, and by adding edges all have short downward chains. The definition by Meyer and Paterson is thus sufficient for our model to become part of functional self-reducibility for all local modifications considered in this paper but one, namely, the case of adding a vertex, which is too generous a modification to display any particularly interesting behavior.

As an example, consider the graph decision problem Colorability \(=\{(G, k) \mid \chi(G) \leq\) \(k\}\), which is self-reducible by the following observation. Any graph \(G\) with at least two vertices that is not a clique is \(k\)-colorable exactly if at least one of the polynomially many graphs that result from merging two non-adjacent vertices in \(G\) is \(k\)-colorable. This works for the optimization variant of the problem as well. Any optimal coloring of \(G\) assigns at

\footnotetext{
1 Formally, a partial order is said to have short downward chains if the following condition is satisfied: There is a polynomial \(p\) such that every chain decreasing with respect to the considered partial order and starting with some string \(x\) is shorter than \(p(|x|)\) and such that all strings preceding \(x\) in that order are bounded in length by \(p(|x|)\).
}
least two vertices the same color, except in the trivial case of \(G\) being a clique. An optimal coloring for the graph that has two such vertices merged then yields an optimal coloring for \(G\). This contrasts well with the findings for Colorability's behavior under our new model discussed below.

Reoptimization. Reoptimization examines optimization problems under a model that is tightly connected to ours. The notion of reoptimization was coined by Schäffter [16] and first applied by Archetti et al. [1]. The reoptimization model sets the following task for an optimization problem:

Given an instance, an optimal solution to it, and a local modification of this instance, compute an optimal solution to the modified instance.

The proximity to our model becomes clearer after a change of perspective. We reformulate the reoptimization task by reversing the roles of the given and the modified instance.

Given an instance, a local modification of it, and an optimal solution to the modified instance, compute an optimal solution to the original instance.

Note that this perspective switch flips the definition of local modification; for example, edge deletion turns into edge addition. Aside from this, the task now reads almost identical to that demanded in our model. The sole but crucial difference is that in reoptimization, the neighboring instance and the optimal solution to it are given as part of the input, whereas in our model, the algorithm may select any number of neighboring instances and query the oracle for optimal solutions to them. Even if we limit the number of queries to just one, our model is still more generous since the algorithm is choosing (instead of being given) the neighboring instance to which the oracle will supply an optimal solution. Thus, hardness in our model always implies hardness for reoptimization, but not vice versa. In fact, all problems examined under the reoptimization model so far remain NP-hard. Only for some of them could an improvement of the approximation ratio be achieved after extensive studies, the first discovered examples being TSP under edge-weight changes [4] and addition or deletion of vertices [2]. This stands in stark contrast to the results for our model, as outlined in the next section.

\subsection*{1.3 Results}

We shed a new light on two of the most prominent and well-examined graph problems, Colorability and Vertex Cover. Our results come in two different types.

The first type concerns the hardness of the two problems in our model for the most common local modifications; Table 1 summarizes the main results of this type. In addition, Corollaries 2 and 14 show that Satisfiability and Vertex Cover remain NP-hard for any number of queries if the local modification is the deletion of a clause or a triangle, respectively. The results for the vertex-addition columns are trivial since we can just query an optimal solution for the graph with an added isolated vertex; see Theorem 16 in Appendix A [3]. The hardness results for the one-query case all follow from the same simple Theorem 17, variations of which appear in the study of self-reducibility and many other fields; see Appendix B [3]. The findings of Theorems 10, 12, and 19 in Appendix F [3] clearly delineate our model from that in reoptimization, where the NP-hard problems examined in the literature remain NP-hard despite the significant amount of advice in form of the provided optimal solution; see Böckenhauer et al. [5].

Table 1 An overview of our results regarding the hardness of Colorability and Vertex Cover in our model for the most common definitions of a local modification. The \(v\) stands for a vertex and the \(e\) stands for an edge. The question mark indicates an interesting open problem. The results in the vertex-addition columns are trivial; see Theorem 16 in Appendix A [3]. The NP-hardness results for the 1-query case all follow from rather simple Turing reductions; see Theorem 17 in Appendix B [3].
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{No. of Queries} & \multicolumn{4}{|c|}{Colorability} & \multicolumn{4}{|c|}{Vertex Cover} \\
\hline & Add \(v\) & Delete \(v\) & Add \(e\) & Delete \(e\) & Add \(v\) & Delete \(v\) & Add \(e\) & Delete \(e\) \\
\hline 1 & P & NP-hard & NP-hard & NP-hard & P & NP-hard & NP-hard & NP-hard \\
\hline 2 or & P & NP-hard & P & NP-hard & P & P & P & ? \\
\hline more & [Thm. 16] & [Thm. 4] & [Thm. 10] & [Thm. 6] & [Thm. 16] & [Thm. 12] & [Thm. 19] & \\
\hline
\end{tabular}

The results of the second type locate criticality problems in relation to the complexity classes DP and \(\Theta_{2}^{\mathrm{p}}\). The class \(\Theta_{2}^{\mathrm{p}}\) was introduced by Wagner [17] and represents the languages that can be decided in polynomial time by an algorithm that has access to an NP oracle under the restriction that all queries are submitted at the same time. The definitions of the classes immediately yield the inclusions \(\mathrm{NP} \cup\) coNP \(\subseteq \mathrm{DP} \subseteq \Theta_{2}^{\mathrm{p}}\).

Papadimitriou and Wolfe [14] have shown that Minimal-UnSat (the set of unsatisfiable formulas that become satisfiable when an arbitrary clause is deleted) is DP-complete. Cai and Meyer [6] built upon this to prove DP-completeness of VertexMinimal- \(k\)-UnColorABILITY (the set of graphs that are not \(k\)-colorable but become \(k\)-colorable when an arbitrary vertex is deleted), for all \(k \geq 3\). With Theorems 7 and 8 , we were able to extend this result to classes that are analogously defined for the much smaller local modification of edge deletion, which is considered the default setting; namely, we prove DP-completeness of Minimal-\(k\)-UnColorability, for all \(k \geq 3\).

In Theorem 9, we show that recognizing criticality and vertex-criticality are in \(\Theta_{2}^{\mathrm{p}}\) and DP-hard. As Joret [12] points out, a construction by Papadimitriou and Wolfe [14] proves the DP-hardness of recognizing \(\beta\)-critical graphs. This problem also lies in \(\Theta_{2}^{\mathrm{p}}\), but no finer classification has been achieved so far. In Theorem 15, we show that this problem is in fact \(\Theta_{2}^{\mathrm{p}}\)-hard, yielding the first known \(\Theta_{2}^{\mathrm{p}}\)-completeness result for a criticality problem.

\section*{2 Preprocessing 3-SAT}

Our main technique for proving the nontrivial hardness results in our model is the following: We build in polynomial-time computable solutions for each locally modified problem instance. That way, the solutions to the locally modified problem instances do not give away any information about the instance to be solved. A similar approach is taken in some proofs of DP-completeness for minimality problems. Indeed, we can occasionally combine the proof of DP-hardness with that of the NP-hardness of computing an optimal solution from optimal solutions to locally modified instances. Denote by 3-CNF the set of nonempty CNF-formulas with exactly three distinct literals per clause. \({ }^{2}\) We begin by showing in Theorem 1 that there is a reduction from 3-SAT (the set of satisfiable 3-CNF-formulas) to 3-SAT that builds in polynomial-time computable solutions for all one-clause-deleted subformulas of the resulting 3-CNF-formula. At first glance, this very surprising result may seem dangerously close to

\footnotetext{
2 This set is often denoted E3-CNF in the literature.
}
proving \(\mathrm{P}=\mathrm{NP}\); Corollary 2 will make explicit where the hardness remains. We will then use the reduction of Theorem 1 as a preprocessing step in reductions from 3-SAT to other problems.
- Theorem 1. There is a polynomial-time many-one reduction from 3-SAT to 3-SAT and a polynomial-time computable function s such that, for every 3-CNF-formula \(\Phi\) and for every clause \(C\) in \(f(\Phi), s(f(\Phi)-C)\) is a satisfying assignment for \(f(\Phi)-C\).

Proof. Papadimitriou and Wolfe [14, Lemma 1] give a reduction from 3-UnSat to MinimalUnSat (the set of CNF-formulas that are unsatisfiable but that become satisfiable with the removal of an arbitrary clause). In Appendix C [3], we show how to enhance this reduction such that it has all properties of our theorem. First, we carefully prove that there is a function \(s\) that together with the original reduction satisfies all properties of our theorem, except that we may output a formula that is not in 3-CNF. In order to rectify this, we show that the standard reduction from Sat to Sat that decreases the number of literals per clause to at most three maintains all the required properties. The same is then shown for the standard reduction that transforms CNF-formulas with at most three literals per clause into 3-CNF-formulas that have exactly three distinct literals per clause. Combining these three reductions, we can therefore satisfy all requirements of our theorem.
- Corollary 2. Computing a satisfying assignment for a 3-CNF-formula whose one-clausedeleted subformulas all have a satisfying assignment from these assignments is NP-hard.

Proof. Given a 3-CNF-formula \(\Phi\), compute \(f(\Phi)\), where \(f\) is the reduction from Theorem 1 . Now compute \(s(f(\Phi)-C)\) for every clause \(C\) in \(f(\Phi)\) and compute a satisfying assignment for \(f(\Phi)\) from these solutions. Use this assignment to determine whether \(\Phi\) is satisfiable.

\section*{3 Colorability}

As mentioned in the previous section, the constructions of some DP-completeness results for minimality problems can be adapted to obtain NP-hardness for computing optimal solutions from optimal solutions to locally modified instances. There are remarkably few complexity results for minimality problems; fortunately, however, VertexMinimal-3-UnColorability (the graphs that are not 3 -colorable but that are 3-colorable after deleting any vertex) \({ }^{3}\) is DP-complete by reduction from Minimal-3-UnSat [6]. We will show how to extract from said reduction a proof of the fact that computing an optimal coloring for a graph from optimal colorings for its one-vertex-deleted subgraphs is NP-hard (Theorem 4). However, the standard notion of criticality is \(\chi\)-criticality under edge deletion, and the construction by Cai and Meyer [6] does unfortunately not yield the analogous result for deleting edges. This was to be expected, since working with edge deletion is much harder. Surprisingly, however, a targeted modification of the constructed graph allows us to establish, through a far more elaborate case distinction, that computing an optimal coloring for a graph from optimal colorings for its one-edge-deleted subgraphs is NP-hard (Theorem 6) as well as that the related minimality problem Minimal-3-UnColorability is DP-complete (Theorem 7).

\footnotetext{
3 It should be noted that VertexMinimal-3-UnColorability is denoted by Minimal-3-UnColorABility by Cai and Meyer [6] despite the fact that minimality problems usually refer to the case of edge deletion.
}

Lemma 3. There is a polynomial-time many-one reduction g from 3-SAT to 3-ColorABILITY and a polynomial-time computable function opt such that, for every 3-CNF-formula \(\Phi\) and for every vertex \(v\) in \(g(\Phi), \operatorname{opt}(g(\Phi)-v)\) is an optimal coloring for \(g(\Phi)-v\).

Proof. Given a 3-CNF-formula \(\Phi\), let \(g(\Phi)=h(f(\Phi))\), where \(f\) is the reduction from Theorem 1 and \(h\) is the reduction from Minimal-3-UnSat to VertexMinimal-3-UnColorability by Cai and Meyer [6]. Since \(h\) also reduces 3-Sat to 3-Colorability [6, Lemma 2.2], so does \(g\). A careful inspection of the reduction \(g\) reveals that there is a polynomial-time computable function opt such that, for every vertex \(v\) in \(g(\Phi), \operatorname{opt}(g(\Phi)-v)\) is a 3 -coloring of \(g(\Phi)-v\). We can also verify that \(g(\Phi)-v\) does not have a 2 -coloring, hence \(\operatorname{opt}(g(\Phi)-v)\) is an optimal coloring. We do not dive into the details as this lemma immediately follows from the proof of the analogous result for edge deletion (Lemma 5), as explained in Appendix D [3].
- Theorem 4. Computing an optimal coloring for a graph from optimal colorings for its one-vertex-deleted subgraphs is NP-hard.

Proof. Given a 3-CNF-formula \(\Phi\), compute \(g(\Phi)\), where \(g\) is the reduction from Lemma 3, compute \(\operatorname{opt}(g(\Phi)-v)\) for every vertex \(v\) in \(g(\Phi)\), and from these optimal solutions compute one for \(g(\Phi)\). This determines whether \(g(\Phi)\) is 3-colorable and thus whether \(\Phi\) is satisfiable.
- Lemma 5. There is a polynomial-time many-one reduction g from 3-SAT to 3-ColorABILITY and a polynomial-time computable function opt such that, for every 3-CNF-formula \(\Phi\) and for every edge \(e\) in \(g(\Phi)\), opt \((g(\Phi)-e)\) is an optimal coloring of \(g(\Phi)-e\).

Proof. Given a 3-CNF-formula \(\Phi\), let \(g(\Phi)=h(f(\Phi))-e\), where \(f\) is the reduction from Theorem \(1, h\) is the reduction to VertexMinimal-3-UnColorability by Cai and Meyer [6], and \(e\) is the edge \(\left\{v_{\mathrm{c}}, v_{\mathrm{s}}\right\}\), with \(v_{\mathrm{c}}\) being the unique vertex adjacent to all variable-setting vertices and \(v_{\mathrm{s}}\) being the only remaining neighbor vertex of \(v_{\mathrm{c}}\). We prove in detail that \(g\) has all the desired properties in Appendix D [3]. See Figure 1 in Appendix D [3] for an example of the construction.
- Theorem 6. Computing an optimal coloring for a graph from optimal colorings for its one-edge-deleted subgraphs is NP-hard.

Proof. The same argument as for Theorem 4 can be applied here.
- Theorem 7. Minimal-3-UnColorability is DP-complete.

Proof. Membership in DP is immediate, since given a graph \(G=(V, E)\), determining whether \(G-e\) is 3-colorable for every \(e \in E\) is in NP and so is determining whether \(G\) is 3 -colorable. As for DP-hardness, the argument from the proof of Lemma 5 shows that mapping \(\Phi\) to \(h(\Phi)-\left\{v_{\mathrm{c}}, v_{\mathrm{s}}\right\}\), where \(h\) is the reduction from Minimal-3-UnSat to Vertex-Minimal-3-UnColorability by Cai and Meyer [6], gives a reduction from Minimal-3-UnSat to Minimal-3-UnColorability (and to VertexMinimal-3-UnColorability as well). Recall that Minimal-3-UnSat is DP-hard [14].

Cai and Meyer [6] show DP-completeness for VertexMinimal- \(k\)-UnColorability, for all \(k \geq 3\). We now prove that the analogous result for deletion of edges holds as well.
- Theorem 8. Minimal- \(k\)-UnColorability is DP-complete, for every \(k \geq 3\).

Proof. Membership in DP is again immediate. To show hardness for \(k \geq 4\), we reduce Minimal-3-UnColorability to Minimal- \(k\)-UnColorability. We use the construction for deleting vertices [6, Theorem 3.1] and map graph \(G\) to \(G+K_{k-3 .}{ }^{4}\) Note that \(\chi\left(K_{k-3}\right)=\) \(k-3\) and \(\chi\left(H+H^{\prime}\right)=\chi(H)+\chi\left(H^{\prime}\right)\) for any two graphs \(H\) and \(H^{\prime}\). First suppose \(G+K_{k-3}\) is in Minimal- \(k\)-UnColorability. Then \(G+K_{k-3}\) is not \(k\)-colorable, and so \(G\) is not 3-colorable. Let \(e\) be an edge in \(G\). Then \((G-e)+K_{k-3}=\left(G+K_{k-3}\right)-e\) is \(k\)-colorable, and thus \(G-e\) is 3 -colorable. It follows that \(G\) is in Minimal-3-UnColorability.

Now suppose \(G\) is in Minimal-3-UnColorability. Then \(G+K_{k-3}\) is not \(k\)-colorable. Let \(e\) be an edge in \(G+K_{k-3}\). If \(e\) is an edge in \(G\), then \(G-e\) is 3-colorable and so \(\left(G+K_{k-3}\right)-e=(G-e)+K_{k-3}\) is \(k\)-colorable. If \(e\) is an edge in \(K_{k-3}\), then \(K_{k-3}-e\) is ( \(k-4\) )-colorable and \(G\) is 4 -colorable (let \(\hat{e}\) be any edge in \(G\), take a 3-coloring of \(G-\hat{e}\), and change the color of one of the vertices incident to \(\hat{e}\) to the remaining color), so \(\left(G+K_{k-3}\right)-e=G+\left(K_{k-3}-e\right)\) is \(k\)-colorable. Finally, if \(e=\{v, w\}\) for a vertex \(v\) in \(G\) and a vertex \(w\) in \(K_{k-3}\), let \(\hat{e}\) be an edge in \(G\) incident to \(v\), take a 3-coloring of \(G-\hat{e}\), take a disjoint \((k-3)\)-coloring of \(K_{k-3}\), and change the color of \(v\) to the color of \(w\). As a result, for all edges \(e\) in \(G+K_{k-3},\left(G+K_{k-3}\right)-e\) is \(k\)-colorable. It follows that \(G+K_{k-3}\) is in Minimal- \(k\)-UnColorability.

The construction above does not prove the analogues of Lemmas 3 and 5: Note that \(G\) is 3-colorable if and only if \(\left(G+K_{k-3}\right)-v\) and \(\left(G+K_{k-3}\right)-e\) are both \((k-1)\)-colorable for every vertex \(v\) in \(K_{k-3}\) and for every edge \(e\) in \(K_{k-3}\), and so we can certainly determine whether a graph is 3 -colorable from the optimal solutions to the one-vertex-deleted subgraphs and one-edge-deleted subgraphs of \(G+K_{k-3}\) in polynomial time. Turning to criticality and vertex-criticality, we can bound their complexity as follows.
- Theorem 9. The two problems of determining whether a graph is critical and whether it is vertex-critical are both in \(\Theta_{2}^{\mathrm{p}}\) and DP-hard.

Proof. For the \(\Theta_{2}^{\mathrm{p}}\)-membership of the two problems, we observe that the relevant chromatic numbers of a graph \(G=(V, E)\) and its neighbors can be computed by querying the NP oracle Colorability \(=\{(G, k) \mid \chi(G) \leq k\}\) for every \((G, k),(G-e, k)\), and \((G-v, k)\) for every \(e \in E\), \(v \in V\), and \(k \leq\|V(G)\|\) in parallel.

For the DP-hardness of the two problems, we prove that \(h(\Phi)-\left\{v_{\mathrm{c}}, v_{\mathrm{s}}\right\}\) is a reduction from Minimal-3-UnSat to both of them. We have already seen that it reduces Minimal-3-UnSat to Minimal-3-UnColorability. Hence, for every \(\Phi \in\) Minimal-3-UnSat, the graph \(h(\Phi)-\left\{v_{\mathrm{c}}, v_{\mathrm{s}}\right\}\) is in Minimal-3-UnColorability \(\subseteq\) VertexMinimal-3-UnColorability and thus both critical and vertex-critical. For the converse it suffices to note that, for every \(\Phi \in \mathrm{CNF}\) with clauses of size at most \(3, h(\Phi)-\left\{v_{\mathrm{c}}, v_{\mathrm{s}}\right\}\) is 4 -colorable and thus in Minimal-3-UnColorability (in VertexMinimal-3-UnColorability, respectively) if and only if it is critical (vertex-critical, respectively).

The exact complexity of these problems remains open, however. In particular, it is unknown whether they are \(\Theta_{2}^{\mathrm{p}}\)-hard. This contrasts with the case of Vertex Cover, for which we prove in Theorem 15 that recognizing \(\beta\)-vertex-criticality is indeed \(\Theta_{2}^{\mathrm{P}}\)-complete.

Before that, however, we return to our model and consider Colorability under the local modification of adding an edge. If we allow only one query, the problem stays NP-hard via a simple Turing reduction: Iteratively adding edges to the given instance eventually leads to

\footnotetext{
\({ }^{4}\) For two graphs \(G_{1}\) and \(G_{2}\), the graph join \(G_{1}+G_{2}\) is the disjoint union \(G_{1} \cup G_{2}\) plus a join edge added from every vertex of \(G_{1}\) to every vertex of \(G_{2}\); see, e.g., Harary's textbook on graph theory [10, p. 21].
}
a clique as a trivial instance, see Theorem 17 in Appendix B [3]. Note that the restriction to one query is crucial for this reduction to work; without it, the branching may lead to an exponential blowup in the number of instances that need to be considered. The following theorem shows that this breakdown of the hardness proof is inevitable unless \(\mathrm{P}=\mathrm{NP}\) since the problem becomes in fact polynomial-time solvable if just one more oracle call is granted.
- Theorem 10. There is a polynomial-time algorithm that computes an optimal coloring for a graph from optimal colorings of all its one-edge-added supergraphs; in fact, two optimal colorings, one for each of two specific one-edge-added supergraphs, suffice.

For the proof of this theorem, we naturally extend the notion of universal vertices as follows.
- Definition 11. An edge \(\{u, v\} \in E\) of a graph \(G=(V, E)\) is called universal if, for every vertex \(x \in V-\{u, v\}\), we have \(\{x, u\} \in E\) or \(\{x, v\} \in E\). A graph is called universal-edged if all its edges are universal.

Additionally, we denote, for any given graph \(G=(V, E)\) and any vertex \(x \in V\), the open neighborhood of \(x\) in \(G\) by \(N(x):=\{y \mid\{x, y\} \in E\}\) and the closed neighborhood of \(x\) in \(G\) by \(N[x]:=N(x) \cup\{x\}\). We are now ready to give the proof of Theorem 10.

Proof of Theorem 10. We show that Colorer (Algorithm 1), which uses the oracle of our model and SUBCOL (Algorithm 2) as subroutines, has the desired properties.

\section*{Algorithm 1 Colorer.}
```

Input: An undirected graph G=(V,E).
Output: An optimal coloring for G}\mathrm{ .
Description: Optimizes universal-edged graphs with two queries to Oracle, which provides
optimal solutions to one-edge-added supergraphs; other graphs are optimized via Subcol.
for every edge {u,v}\inE do
for every vertex }x\inV-{u,v} d
if {u,x}\not\inE\wedge{v,x}\not\inE then
f
f}\leftarrow\leftarrow\operatorname{Oracle}(G\cup{v,x}
if }\mp@subsup{f}{1}{}\mathrm{ uses fewer colors on G than }\mp@subsup{f}{2}{}\mathrm{ then
return f
else
return f
k\leftarrow1
while Subcol (G,k)=NO do
k\leftarrowk+1
return Subcol(G,k)

```

We begin by proving that Colorer is correct. Assume first that the input graph \(G=(V, E)\) is not universal-edged. Then Colorer can find an edge \(\{u, v\} \in E\) with a non-neighboring vertex \(x \in V\) and query the oracle on \(G \cup\{u, x\}\) and \(G \cup\{v, x\}\) for optimal colorings \(f_{1}\) and \(f_{2}\). We argue that at least one of them is also optimal for \(G\). Let \(f\) be any optimal coloring of \(G\). Since \(u\) and \(v\) are connected by an edge, we have \(f(u) \neq f(v)\) and hence \(f(x) \neq f(u)\) or \(f(x) \neq f(v)\); see Figure 2in Appendix E [3]. Thus, \(f\) is also an optimal coloring of \(G \cup\{x, u\}\) or \(G \cup\{x, v\}\), and so we have \(\chi(G)=\chi(G \cup\{x, u\})\) or \(\chi(G)=\chi(G \cup\{x, v\})\). Therefore, \(f_{1}\) or \(f_{2}\) is an optimal coloring for \(G\) as well and returned on line 7 or 9 , respectively.

Algorithm 2 Subcol.
Input: An undirected, universal-edged graph \(G=(V, E)\) and a positive integer \(k\).
Output: A \(k\)-coloring \(f\) for \(G\) if there is one; NO if there is none.
Description: Works by recursion on \(k\), with \(k=1\) and \(k=2\) serving as the base cases.
if \(G\) has no edge then return the constant 1-coloring with \(f(x)=1\) for all \(x \in V\).
else if \(k=1\) then return NO.
if \(G\) has bipartition \(\{A, B\}\) then return the 2-coloring \(f(x)= \begin{cases}1 & \text { for } x \in A \text { and } \\ 2 & \text { for } x \in B\end{cases}\)
else if \(\mathrm{k}=2\) then return NO.
Choose an arbitrary edge \(\{\ell, r\} \in E\).
\(L \leftarrow N(\ell)-N[r] ; \quad R \leftarrow N(r)-N[\ell] ; M \leftarrow N(\ell) \cap N(r)\)
\(g \leftarrow \operatorname{SubcoL}(G[M], k-2)\)
if \(g=\) NO then return NO
rn the \(k\)-coloring \(f(x)=\left\{\begin{array}{ll}g(x) & \text { for } x \in M, \\ k-1 & \text { for } x \in L \cup\{r\}, \text { and } \\ k & \text { for } x \in R \cup\{\ell\} .\end{array}\right.\).

The while loop can be entered only if the graph \(G\) is universal-edged. This allows us to compute an optimal solution to \(G\) with no queries at all by using SUBCOL (Algorithm 2). We will show that SUBCOL is a polynomial-time algorithm that computes, for any universaledged graph \(G\) and any positive integer \(k\), a \(k\)-coloring of \(G\) if there is one, and outputs NO otherwise. The while loop of ColOrer thus searches the smallest integer \(k\) such that \(G\) has a \(k\)-coloring, that is, \(k=\chi(G)\). Hence, an optimal coloring of \(G\) is returned on line 13. Due to \(k=\chi(G) \leq\|V\|\), Colorer has polynomial time complexity.

It remains to prove the correctness and polynomial time complexity of Subcol. This can be done by bounding its recursion depth and verifying the correctness for each of the six return statements; this is hardest for the last two. The proof relies on the properties of the partition \(M \cup L \cup R \cup\{\ell\} \cup\{r\}\) as illustrated in Figure 3 in Appendix E [3]; see Appendix E [3] for all details.

In this section, we have proven that Minimal- \(k\)-UnColorability is complete for DP for every \(k \geq 3\) and demonstrated that Colorability remains NP-hard in our model for deletion of vertices or edges, whereas it becomes polynomial-time solvable when the local modification is the addition of an edge. In the next section, we turn our attention to Vertex Cover.

\section*{4 Vertex Cover}

This section will show that the behavior of Vertex Cover in our model is distinctly different from the one that we demonstrated for Colorability in the previous section. In particular, Theorem 12 proves that computing an optimal vertex cover from optimal solutions of one-vertex-deleted subgraphs can be done in polynomial time, which is impossible for optimal colorings according to Theorem 4 unless \(\mathrm{P}=\mathrm{NP}\).

First, we note that the NP-hardness proof for our most restricted case with only one query still works (i.e., Theorem 17 in Appendix B [3] is applicable): Deleting vertices, adding edges, or deleting edges repeatedly will always lead to the null graph, an edgeless graph, or a clique through polynomially many instances. As we have seen for Colorability in the previous section, hardness proofs of this type may fail due to exponential branching as soon as multiple queries are allowed. We can show that, unless \(\mathrm{P}=\mathrm{NP}\), this is necessarily the case for edge addition and vertex deletion since two granted queries suffice to obtain a polynomial-time algorithm.
- Theorem 12. There is a polynomial-time algorithm that computes an optimal vertex cover for a graph from two optimal vertex covers for some one-vertex-deleted subgraphs.

Proof. Observe what can happen when a vertex \(v\) is removed from a graph \(G\) with an optimal vertex cover of size \(k\). If \(v\) is part of any optimal vertex cover of \(G\), then the size of an optimal vertex cover for \(G-v\) is \(k-1\). Given any graph \(G\), pick any two adjacent vertices \(v_{1}\) and \(v_{2}\). Since there is an edge between them, one of them is always part of an optimal vertex cover, thus either \(G-v_{1}\) or \(G-v_{2}\) or both will have an optimal vertex cover of size \(k-1\). Two queries to the oracle return optimal vertex covers for \(G-v_{1}\) and \(G-v_{2}\). The algorithm chooses the smaller of these two covers (or any, if they are the same size) and adds the corresponding \(v_{i}\). The resulting vertex cover has size \(k\) and is thus optimal for \(G\).

Theorem 19 in Appendix F [3] proves that the analogous result for adding an edge holds as well.

At this point, we would like to prove either an analogue to Theorem 6, showing that computing an optimal vertex cover is NP-hard even if we get access to a solution for every one-edge-deleted subgraph, or an analogue to Theorem 19 in Appendix F [3], showing that the problem is in P if we have access to a solution for more than one one-edge-deleted subgraph. We were unable to prove either, however. The latter is easy to do for many restricted graph classes (e.g., graphs with bridges), yet we suspect that the problem is NP-hard in general. We will detail a few reasons for the apparent difficulty of proving this statement after the following theorem and corollary, which look at deleting a triangle as the local modification.
- Theorem 13. There is a reduction \(g\) from 3-Sat to VertexCover such that, for every 3-CNF-formula \(\Phi\) and for every triangle \(T\) in \(g(\Phi)\), there is a polynomial-time computable optimal vertex cover of \(g(\Phi)-T\).

The proof of Theorem 13 relies on the standard reduction from 3-Sat to VertexCover; see [9], where clauses correspond to triangles; see Appendix G [3] for the details. Applying the same argument as in the proof of Theorem 4 yields the following corollary.
- Corollary 14. Computing an optimal vertex cover for a graph from optimal vertex covers for the one-triangle-deleted subgraphs is NP-hard.

What can we say about optimal vertex covers for one-edge-deleted graphs? Papadimitriou and Wolfe show [14, Theorem 4] that there is a reduction \(g\) from Minimal-3-UnSat to Minimal- \(k\)-NoVertexCover (called Critical-VertexCover in [14]; asking, given a graph \(G\) and an integer \(k\), whether \(G\) does not have a vertex cover of size \(k\) but all one-edge-deleted subgraphs do). The reduction builds in a polynomial-time computable vertex cover of size \(k\) for every one-edge-deleted subgraph. And so \(g\) is a reduction from 3-SAT to VertexCover such that there exists a polynomial-time computable function opt such that for every 3-CNF-formula \(\Phi\) and \(g(\Phi)=(G, k)\), it holds, for every edge \(e\) in \(G\), that
\(\operatorname{opt}(G-e)\) is a vertex cover of size \(k\). Unfortunately, it may happen that an optimal vertex cover of \(G-e\) has size \(k-1\); namely, if \(e\) is an edge connecting two triangles, an edge between two variable-setting vertices, or any edge of the clause triangles. The function opt does thus not give us an optimal vertex cover, thwarting the proof attempt. This shows that we cannot always get results for our model from the constructions for criticality problems.

The following would be one approach to design a polynomial-time algorithm that computes an optimal vertex cover from optimal vertex covers for all one-edge-deleted subgraphs: It is clear that deleting an edge does not increase the size of an optimal vertex cover and decreases it by at most one. If, for any two neighbor graphs, the provided vertex covers differ in size, then we can take the smaller one, restore the deleted edge, and add any one of the two incident vertices to the vertex cover; this gives us the desired optimal vertex cover. If the optimal vertex cover size decreases for all deletions of a single edge, we can do the same with any of them. Thus, it is sufficient to design a polynomial-time algorithm that solves the problem on graphs whose one-edge-deleted subgraphs all have optimal vertex covers of the same size as an optimal vertex cover of the original graph. One might suspect that only very few and simple graphs can be of this kind. However, we obtain infinitely many such graphs by the removal of any edge from different cliques, as already mentioned in the introduction. In fact, there is a far larger class of graphs with this property and no apparent communality to be exploited for the efficient construction of an optimal vertex cover.

We now turn to our complexity results of \(\beta\)-(vertex-)criticality. The reduction from Minimal-3-UnSat to Minimal- \(k\)-NoVertexCover by Papadimitriou and Wolfe [14] establishes the DP-hardness of deciding whether a graph is \(\beta\)-critical. However, it seems unlikely that \(\beta\)-criticality is in DP. The obvious upper bound is \(\Theta_{2}^{\mathrm{p}}\), since a polynomial number of queries to a VERTEXCover oracle, namely \((G, k)\) and \((G-e, k)\) for all edges \(e\) in \(G\) and all \(k \leq\|V(G)\|\), in parallel allows us to determine \(\beta(G)\) and \(\beta(G-e)\) for all edges \(e\) in polynomial time, and thus allows us to determine whether \(G\) is \(\beta\)-critical. While we have not succeeded in proving a matching lower bound, or even any lower bound beyond DP-hardness, we do get this lower bound for \(\beta\)-vertex-criticality, thereby obtaining the first \(\Theta_{2}^{\mathrm{p}}\)-completeness result for a criticality problem.
- Theorem 15. Determining whether a graph is \(\beta\)-vertex-critical is \(\Theta_{2}^{\mathrm{p}}\)-complete.

Proof. Membership follows with the same argument as above, this time querying the oracle VertexCover in parallel for all \((G, k)\) and \((G-v, k)\) for all vertices \(v\) in \(G\) and all \(k \leq\|V(G)\|\). To show that this problem is \(\Theta_{2}^{\mathrm{p}}\)-hard, we use a similar reduction as the one by Hemaspaandra et al. [11, Lemma 4.12] to prove that it is \(\Theta_{2}^{\mathrm{p}}\)-hard to determine whether a given vertex is a member of a minimum vertex cover. We reduce from the \(\Theta_{2^{-}}^{\mathrm{p}}\) complete problem \(\mathrm{VC}_{=}=\{(G, H) \mid \beta(G)=\beta(H)\}[18]\). Let \(n=\max (\|V(G)\|,\|V(H)\|)\), let \(G^{\prime}\) consist of \(n+1-\|V(G)\|\) isolated vertices, let \(H^{\prime}\) consist of \(n+1-\|V(H)\|\) isolated vertices, and let \(F=\left(G \cup G^{\prime}\right)+\left(H \cup H^{\prime}\right)\). Note that \(\beta(F)=(n+1)+\min (\beta(G), \beta(H))\). If \(\beta(G)=\beta(H)\), then \(\beta(F)=(n+1)+\beta(G)=(n+1)+\beta(H)\) and for every vertex \(v\) in \(F, \beta(F-v)=n+\beta(G)\). Thus, \(F\) is critical. If \(\beta(G) \neq \beta(H)\), assume without loss of generality that \(\beta(G)<\beta(H)\). Then \(\beta(F)=n+1+\beta(G)\). Let \(v\) be a vertex in \(G^{\prime}\). Then \(\beta(F-v)=\min (n+1+\beta(G), n+\beta(H))=n+1+\beta(G)\), and therefore \(F\) is not critical.

\section*{5 Conclusion and Future Research}

We defined a natural model that provides new insights into the structural properties of NPhard problems. Specifically, we revealed interesting differences in the behavior of Colorability and Vertex Cover under different types of local modifications. While Colorability remains

NP-hard when the local modification is the deletion of either a vertex or an edge, there is an algorithm that finds an optimal coloring by querying the oracle on at most two edge-added supergraphs. Vertex Cover, in contrast, becomes easy in our model for both deleting vertices and adding edges, as soon as two queries are granted. The question of what happens for the local modification of deleting an edge remains as an intriguing open problem that defies any simple approach, as briefly outlined above. Moreover, examples of problems where one can prove a jump from membership in P to NP-hardness at a given number of queries greater than 2 might be especially instructive.

With its close connections to many distinct research areas, most notably the study of self-reducibility and critical graphs, our model can serve as a tool for new discoveries. In particular, we were able to exploit the tight relations to criticality in the proof that recognizing \(\beta\)-vertex-critical graphs is \(\Theta_{2}^{\mathrm{p}}\)-hard, yielding the first completeness result for \(\Theta_{2}^{\mathrm{p}}\) in the field.
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\begin{abstract}
In this paper, we study the problem of deciding if there is a transformation between two given minimum Steiner trees of an unweighted graph such that each transformation step respects a prescribed reconfiguration rule and results in another minimum Steiner tree of the graph. We consider two reconfiguration rules, both of which exchange a single vertex at a time, and generalize the known reconfiguration problem for shortest paths in an unweighted graph. This generalization implies that our problems under both reconfiguration rules are PSPACE-complete for bipartite graphs. We thus study the problems with respect to graph classes, and give some boundaries between the polynomial-time solvable and PSPACE-complete cases.
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\section*{1 Introduction}

Recently, combinatorial reconfiguration [7] has been extensively studied in the field of theoretical computer science. In combinatorial reconfiguration, we are given two feasible solutions of a combinatorial search problem, and are asked to determine whether we can transform one into the other by repeatedly applying a specified reconfiguration rule so that all intermediate results are also feasible. Such problems are called reconfiguration problems and have been studied intensively for several combinatorial search problems. (See, e.g., surveys \([6,11]\).) For example, the Shortest Path Reconfiguration problem (SPR, for short) is defined as follows \([1,2,8,13]\) : We are given two shortest paths between two vertices \(s\) and \(t\) in an unweighted graph, and are asked to determine whether or not we can transform one into the other by exchanging a single vertex in a shortest path at a time so that all intermediate results remain shortest paths between \(s\) and \(t\). The problem is known to be
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Figure 1 A sequence of minimum Steiner trees, where the terminals are depicted by gray squares, non-terminals by white circles, the edges in Steiner trees by thick lines.

PSPACE-complete [1, 13], and solvable in polynomial time for several graph classes [1, 2, 13]. Interestingly, the polynomial-time solvable cases include planar graphs [2], although many reconfiguration problems remain PSPACE-complete for planar graphs.

In this paper, we introduce and study reconfiguration problems for minimum Steiner trees in a graph, as generalizations of SPR.

\subsection*{1.1 Our problems}

For an unweighted graph \(G\) and a vertex subset \(S \subseteq V(G)\), called a terminal set, a Steiner tree of \(G\) for \(S\) is a subtree of \(G\) which contains all vertices in \(S\). A Steiner tree of \(G\) for \(S\) is minimum if it has the minimum number of edges among all Steiner trees of \(G\) for \(S\). For example, Figure 1 illustrates four minimum Steiner trees of the same graph \(G\) for the same terminal set \(S\). Note that minimum Steiner trees can be seen as a generalization of shortest paths, because any shortest path in \(G\) between two vertices \(s\) and \(t\) forms a minimum Steiner tree of \(G\) for \(S=\{s, t\}\). We use the terms node for Steiner trees and vertex for input graphs.

In this paper, we introduce following two reconfiguration rules, which define slightly different adjacency relations on minimum Steiner trees of a graph \(G\) for a terminal set \(S\). Both rules exchange a single node \(v\) in a minimum Steiner tree \(T\) for a single vertex in \(G\) (possibly \(v\) itself) so that it results in another minimum Steiner tree \(T^{\prime}\) of \(G\) for \(S\). (Formal definitions will be given in Section 2.)
- Vertex Exchange (VE, for short):

We say that two minimum Steiner trees \(T\) and \(T^{\prime}\) of \(G\) for \(S\) are adjacent under VE if there exist two vertices \(v \in V(T)\) and \(v^{\prime} \in V\left(T^{\prime}\right)\) such that their removal results in the common subgraph of \(T\) and \(T^{\prime}\). For example, any two consecutive minimum Steiner trees in Figure 1 are adjacent under VE. It should be noted that \(v\) and \(v^{\prime}\) can be the same vertex; in such a case, only edges incident to \(v=v^{\prime}\) may be changed between \(T\) and \(T^{\prime}\). (See \(T_{2}\) and \(T_{3}\) in Figure 1 as an example.)
- Vertex Exchange without changing Neighbors (VE-N, for short):

We say that two minimum Steiner trees \(T\) and \(T^{\prime}\) of \(G\) for \(S\) are adjacent under VE-N if there exist two vertices \(v \in V(T)\) and \(v^{\prime} \in V\left(T^{\prime}\right)\) such that (a) their removal results in the common subgraph of \(T\) and \(T^{\prime}\), and (b) the neighborhood of \(v\) in \(T\) is equal to that of \(v^{\prime}\) in \(T^{\prime}\). In Figure 1, only two Steiner trees \(T_{0}\) and \(T_{1}\) are adjacent under VE-N. It can hold also under this rule that \(v=v^{\prime}\), but then \(T=T^{\prime}\) holds.

We now define our problems. Given two minimum Steiner trees \(T_{0}\) and \(T_{\mathrm{r}}\) of a graph \(G\) for a terminal set \(S\), the Minimum Steiner Tree Reconfiguration problem (MSTR, for short) under VE (resp., VE-N) asks to determine whether or not we can transform one into the other via adjacent minimum Steiner trees under VE (resp., VE-N). For example, when we

(a) MSTR under VE

(b) MSTR under VE-N

(c) SPR (MSTR with \(|S|=2\) )

Figure 2 Our results for MSTR and some known results for SPR, where each arrow between graph classes represents their inclusion relationship: \(A \rightarrow B\) represents that the graph class \(B\) is properly included in the graph class \(A\).
are given two minimum Steiner trees \(T_{0}\) and \(T_{3}\) in Figure 1, the answer is yes under VE as illustrated in the figure; while it is a no-instance under VE-N. We note that if \(|S|=2\), then any minimum Steiner tree for \(S\) forms a shortest path between the two terminals, and both the rules VE and VE-N are equivalent to the reconfiguration rule of SPR. Therefore, MSTR under both rules VE and VE-N are generalizations of SPR.

\subsection*{1.2 Known and related work}

There are several reconfiguration problems for subtrees in an unweighted graph \([1,2,4,8,10\), \(12,13]\). However, to the best of our knowledge, there is no direct relationship between our problems and these known problems, except for the following two reconfiguration problems.

It is known that SPR is PSPACE-complete even for bipartite graphs [1], and for bounded bandwidth (and hence bounded pathwidth) graphs [13]. Since MSTR under VE and VE-N are generalizations of SPR, they are also PSPACE-complete for bipartite graphs and for bounded bandwidth graphs. As positive results, there are polynomial-time algorithms to solve SPR for planar graphs [2], for chordal graphs [1], and for claw-free graphs [1]. (Figure 2(c) shows a part of these results.)

There is another reconfiguration problem for Steiner trees [10], but it is not a generalization of SPR; its reconfiguration rule is exchanging edges (not vertices). As we have seen in the example of Figure 1, the existence of a transformation often changes according to the choice of reconfiguration rules. However, we will show in Section 3 that some known results for this edge-variant [10] can be converted to our MSTR under VE.

\subsection*{1.3 Our contribution}

In this paper, we study the computational complexity of MSTR under VE and VE-N with respect to graph classes. (Figure 2 shows all our results for MSTR.)

We first show that MSTR under VE is solvable in polynomial time for interval graphs, while is PSPACE-complete even for split graphs and for planar graphs. Recall that SPR is solvable in polynomial time for planar graphs and for chordal graphs (and hence split graphs). We next show that MSTR under VE-N is solvable in polynomial time for chordal graphs and for planar graphs; these results generalize the known results for SPR [1, 2].

Notice that there are interesting contrasts between the reconfiguration rules VE and VE-N when we focus on planar graphs, chordal graphs, and split graphs: MSTR is PSPACEcomplete under VE, while is solvable in polynomial time under VE-N.

We omit proofs for the claims marked with \((*)\) from this extended abstract.

\section*{2 Preliminaries}

In this paper, we consider only simple and unweighted graphs. For a graph \(G\), we denote by \(V(G)\) and \(E(G)\) the vertex set and the edge set of \(G\), respectively. For a graph \(G\) and its vertex subset \(S \subseteq V(G)\), we denote by \(G[S]\) the subgraph of \(G\) induced by \(S\). For a vertex \(v \in V(G)\), let \(N_{G}(v)\) be the set of all neighbors of \(v\) in \(G\), that is, \(N_{G}(v)=\{w \in V(G) \mid v w \in E(G)\}\).

We now formally define our reconfiguration rules. Let \(T\) and \(T^{\prime}\) be two minimum Steiner trees of a graph \(G\) for a terminal set \(S\). Then, \(T\) and \(T^{\prime}\) are adjacent under VE if there exist two vertices \(v \in V(T)\) and \(v^{\prime} \in V\left(T^{\prime}\right)\) such that
- \(T[V(T) \backslash\{v\}]=T^{\prime}\left[V\left(T^{\prime}\right) \backslash\left\{v^{\prime}\right\}\right]\).

Recall that \(v\) and \(v^{\prime}\) can be the same vertex; in such a case, only edges incident to \(v=v^{\prime}\) may be changed between \(T\) and \(T^{\prime}\). On the other hand, \(T\) and \(T^{\prime}\) are adjacent under VE-N if there exist two vertices \(v \in V(T)\) and \(v^{\prime} \in V\left(T^{\prime}\right)\) such that
- \(T[V(T) \backslash\{v\}]=T^{\prime}\left[V\left(T^{\prime}\right) \backslash\left\{v^{\prime}\right\}\right]\); and
- \(N_{T}(v)=N_{T^{\prime}}\left(v^{\prime}\right)\).

Note that the first condition for VE-N is the same as the condition for VE. It can hold also under VE-N that \(v=v^{\prime}\), but then \(T=T^{\prime}\) holds.

For two minimum Steiner trees \(T\) and \(T^{\prime}\), a reconfiguration sequence between \(T\) and \(T^{\prime}\) under VE (resp., VE-N) is a sequence \(\left\langle T=T_{0}, T_{1}, \ldots, T_{\ell}=T^{\prime}\right\rangle\) of minimum Steiner trees such that \(T_{i}\) and \(T_{i+1}\) are adjacent under VE (resp., VE-N) for each \(i \in\{0,1, \ldots, \ell-1\}\). We write \(T \stackrel{\mathrm{VE}}{\longrightarrow} T^{\prime}\) (resp., \(T \stackrel{\mathrm{VE}-\mathrm{N}}{\longrightarrow} T^{\prime}\) ) if there exists a reconfiguration sequence between \(T\) and \(T^{\prime}\) under VE (resp., VE-N). Then, we formally define the Minimum Steiner Tree Reconfiguration problem (MSTR, for short) under VE (resp., VE-N) as follows:

MSTR under VE (resp., VE-N)
Input: A graph \(G\), a terminal set \(S \subseteq V(G)\), and two minimum Steiner trees \(T_{0}\) and \(T_{\mathrm{r}}\) of \(G\) for \(S\).
Task: Determine whether \(T_{0} \stackrel{\mathrm{VE}}{\longrightarrow} T_{\mathrm{r}}\) (resp., \(T_{0} \stackrel{\mathrm{VE}-\mathrm{N}}{\mathrm{M}} T_{\mathrm{r}}\) ) or not.
We denote by a 4 -tuple ( \(G, S, T_{0}, T_{\mathrm{r}}\) ) an instance of the problems. Throughout the paper, we assume without loss of generality that \(\left|V\left(T_{0}\right)\right|=\left|V\left(T_{\mathrm{r}}\right)\right|\) holds; otherwise it is clearly a no-instance.

\section*{3 Minimum Steiner Tree Reconfiguration under VE}

In this section, we show that MSTR under VE is solvable in polynomial time for interval graphs, while it is PSPACE-complete for split graphs and for planar graphs. To this end, we use the concept of "Steiner sets" and their reconfiguration, which was introduced by [10].

\subsection*{3.1 Steiner sets and their reconfiguration}

For a graph \(G\) and a terminal set \(S\), a Steiner set of \(G\) for \(S\) is a vertex subset \(F \subseteq V(G)\) such that \(S \subseteq F\) and \(G[F]\) is connected. Notice that if a subtree \(T\) of \(G\) is a Steiner tree for \(S\), then \(V(T)\) is a Steiner set of \(G\) for \(S\). Conversely, if \(F\) is a Steiner set of \(G\) for \(S\), then any spanning tree of \(G[F]\) is a Steiner tree for \(S\). A Steiner set \(F\) of \(G\) for \(S\) is minimum if the cardinality of \(F\) is minimum among all Steiner sets of \(G\) for \(S\).

For two Steiner sets \(F\) and \(F^{\prime}\) of \(G\) for \(S\), a sequence \(\left\langle F=F_{0}, F_{1}, \ldots, F_{\ell}=F^{\prime}\right\rangle\) of Steiner sets of \(G\) for \(S\) is called a Steiner set sequence between \(F\) and \(F^{\prime}\) if \(\left|F_{i} \backslash F_{i+1}\right|=\left|F_{i+1} \backslash F_{i}\right|=1\) holds for each \(i \in\{0,1, \ldots, \ell-1\}\). Note that all Steiner sets in the sequence have the same cardinality. The following lemma shows that, in some sense, we do not need to care the tree structure property (but need to care only a connectivity) when we want to check the existence of a reconfiguration sequence under VE.
- Lemma 1 (*). Let \(T\) and \(T^{\prime}\) be Steiner trees of a graph \(G\) for a terminal set \(S\). Then, \(T \stackrel{\mathrm{VE}}{\leadsto} T^{\prime}\) holds if and only if there exists a Steiner set sequence between two Steiner sets \(V(T)\) and \(V\left(T^{\prime}\right)\) of \(G\) for \(S\).

The concept of Steiner sets was introduced for the reconfiguration of Steiner trees via edge exchanges [10]. Lemma 1 allows us to convert two known results for this edge-exchange variant [10] to our MSTR under VE.

We first consider interval graphs. A graph \(G\) with \(V(G)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}\) is an interval graph if there exists a set \(\mathcal{I}\) of (closed) intervals \(I_{1}, I_{2}, \ldots, I_{n}\) such that \(v_{i} v_{j} \in E(G)\) if and only if \(I_{i} \cap I_{j} \neq \emptyset\) for each \(i, j \in\{1,2, \ldots, n\}\). For a given graph \(G\), it can be determined in linear time whether \(G\) is an interval graph or not [9].
- Theorem 2. Let \(\left(G, S, T_{0}, T_{\mathrm{r}}\right)\) be a given instance of MSTR under VE such that \(G\) is an interval graph. Then, \(T_{0} \stackrel{\text { VE }}{\rightarrow} T_{\mathrm{r}}\) holds

Proof. It is known that if a given graph is an interval graph, then there always exists a Steiner set sequence between any pair of Steiner sets of the same cardinality [10]. Thus, the theorem follows from Lemma 1.

We then consider split graphs. A graph is a split graph if its vertex set can be partitioned into a clique and an independent set. The following theorem can be obtained by a polynomialtime reduction which is similar to that for Theorem 3 of [10].
- Theorem 3 (*). MSTR under VE is PSPACE-complete for split graphs.

\subsection*{3.2 PSPACE-completeness for planar graphs}

In this subsection, we consider planar graphs, and give the following theorem.
- Theorem 4. MSTR under VE is PSPACE-complete for planar graphs.

We note that MSTR under VE is in PSPACE. Therefore, in the remainder of this subsection, we will prove that the problem is PSPACE-hard for planar graphs. To this end, we construct a polynomial-time reduction from the Minimum Vertex Cover ReconfiguRATION problem.

Recall that a vertex cover \(C\) of a graph \(G\) is a vertex subset of \(G\) which contains at least one of the two endpoints of every edge in \(G\). A vertex cover \(C\) of \(G\) is minimum if the cardinality of \(C\) is minimum among all vertex covers of \(G\). Given a graph \(G\) and two minimum vertex covers \(C_{0}\) and \(C_{\mathrm{r}}\) of \(G\), the Minimum Vertex Cover Reconfiguration problem (MVCR, for short) asks to determine whether or not there exists a sequence \(\left\langle C_{0}, C_{1}, \ldots, C_{\ell}=C_{\mathrm{r}}\right\rangle\) of minimum vertex covers of \(G\) such that \(\left|C_{i} \backslash C_{i+1}\right|=\left|C_{i+1} \backslash C_{i}\right|=1\) holds for any \(i \in\{0,1, \ldots, \ell-1\}\); we call such a sequence a vertex cover sequence between \(C_{0}\) and \(C_{\mathrm{r}}\). We denote by a triple \(\left(G, C_{0}, C_{\mathrm{r}}\right)\) an instance of MVCR. This problem is known to be PSPACE-complete for planar graphs [5]. \({ }^{1}\)

\footnotetext{
\({ }^{1}\) Precisely, Hearn and Demaine [5] showed the PSPACE-completeness for the reconfiguration of maximum independent sets. However, it immediately yields the PSPACE-completeness of MVCR.
}

(a) \(G^{\prime}\)

(b) \(G\)

Figure 3 (a) An input graph \(G^{\prime}\) of MVCR with a minimum vertex cover \(C^{\prime}\), where the vertices in \(C^{\prime}\) are depicted by gray vertices, and (b) its corresponding planar graph \(G\) of MSTR together with the minimum Steiner tree corresponding to \(C^{\prime}\), where face-terminals are depicted by triangles, edge-terminals by squares, and the minimum Steiner tree by thick lines.

\section*{Reduction}

Let \(\left(G^{\prime}, C_{0}^{\prime}, C_{\mathrm{r}}^{\prime}\right)\) be a given instance of MVCR such that \(G^{\prime}\) is a planar graph. We fix a planar embedding of \(G^{\prime}\) arbitrarily, and denote by \(F\left(G^{\prime}\right)\) the set of all faces (including the outer face) of \(G^{\prime}\). We construct the corresponding instance ( \(G, S, T_{0}, T_{\mathrm{r}}\) ) of MSTR under VE, as follows. (See Figure 3 as an example.)

We first construct the corresponding graph \(G\) from \(G^{\prime}\). For each face \(f \in F\left(G^{\prime}\right)\), we add a new vertex \(w_{f}\), and join \(w_{f}\) and all vertices on the boundary of \(f\) by adding new edges. Then, we subdivide each original edge \(e=u v \in E\left(G^{\prime}\right)\) by adding a new vertex \(w_{e}\). Let \(G\) be the resulting graph. Then, \(G\) is a planar graph.

We then define the corresponding terminal set \(S\) as the set of all newly added vertices, that is, \(S=\left\{w_{f} \mid f \in F\left(G^{\prime}\right)\right\} \cup\left\{w_{e} \mid e \in E\left(G^{\prime}\right)\right\}\); each \(w_{f}\) is called a face-terminal, while each \(w_{e}\) is called an edge-terminal.

We finally define the corresponding minimum Steiner trees \(T_{0}\) and \(T_{\mathrm{r}}\). We will prove later in Lemma 5 that both \(C_{0}^{\prime} \cup S\) and \(C_{\mathrm{r}}^{\prime} \cup S\) form minimum Steiner sets of \(G\) for \(S\). Then, we choose arbitrary spanning trees of \(G\left[C_{0}^{\prime} \cup S\right]\) and \(G\left[C_{\mathrm{r}}^{\prime} \cup S\right]\) as \(T_{0}\) and \(T_{\mathrm{r}}\), respectively.

This completes the construction of \(\left(G, S, T_{0}, T_{\mathrm{r}}\right)\). The construction can be done in polynomial time.

\section*{Correctness}

We start with showing that both \(C_{0}^{\prime} \cup S\) and \(C_{\mathrm{r}}^{\prime} \cup S\) form minimum Steiner sets of \(G\) for \(S\), and hence \(T_{0}\) and \(T_{\mathrm{r}}\) are indeed minimum Steiner trees of \(G\) for \(S\).
- Lemma 5 (*). Let \(C^{\prime}\) be a vertex subset of \(V\left(G^{\prime}\right)\). Then, \(C^{\prime}\) is a minimum vertex cover of \(G^{\prime}\) if and only if \(C^{\prime} \cup S\) is a minimum Steiner set of \(G\) for \(S\).

The following lemma completes the proof of Theorem 4.
- Lemma 6. \(\left(G^{\prime}, C_{0}^{\prime}, C_{\mathrm{r}}^{\prime}\right)\) is a yes-instance of MVCR if and only if \(\left(G, S, T_{0}, T_{\mathrm{r}}\right)\) is a yes-instance of MSTR.

Proof. By Lemma 1, it suffices to show that there exists a vertex cover sequence on \(G^{\prime}\) between \(C_{0}^{\prime}\) and \(C_{\mathrm{r}}^{\prime}\) if and only if there exists a Steiner set sequence on \(G\) between \(V\left(T_{0}\right)\) and \(V\left(T_{\mathrm{r}}\right)\).

First, suppose that there exists a Steiner set sequence \(\left\langle V\left(T_{0}\right)=F_{0}, F_{1}, \ldots, F_{\ell}=V\left(T_{\mathrm{r}}\right)\right\rangle\) between \(V\left(T_{0}\right)\) and \(V\left(T_{\mathrm{r}}\right)\). Then, Lemma 5 implies that the sequence \(\left\langle C_{0}^{\prime}=F_{0} \backslash S, F_{1} \backslash\right.\) \(\left.S, \ldots, F_{\ell} \backslash S=C_{\mathrm{r}}^{\prime}\right\rangle\) is a vertex cover sequence on \(G^{\prime}\) between \(C_{0}^{\prime}\) and \(C_{\mathrm{r}}^{\prime}\).

Second, suppose that there exists a vertex cover sequence \(\left\langle C_{0}^{\prime}, C_{1}^{\prime}, \ldots, C_{\ell^{\prime}}^{\prime}=C_{\mathrm{r}}^{\prime}\right\rangle\) between \(C_{0}^{\prime}\) and \(C_{\mathrm{r}}^{\prime}\). Then, Lemma 5 implies that the sequence \(\left\langle V\left(T_{0}\right)=C_{0}^{\prime} \cup S, C_{1}^{\prime} \cup S, \ldots, C_{\ell^{\prime}}^{\prime} \cup S=\right.\) \(\left.V\left(T_{\mathrm{r}}\right)\right\rangle\) is a Steiner set sequence on \(G\) between \(V\left(T_{0}\right)\) and \(V\left(T_{\mathrm{r}}\right)\).

\section*{4 Minimum Steiner Tree Reconfiguration under VE-N}

In this section, we show that MSTR under VE-N is solvable in polynomial time for chordal graphs and for planar graphs.

We first consider chordal graphs. A graph is chordal if \(G\) has no induced cycle of length at least four [3]. We use a well-known characterization of chordal graphs, called perfect elimination orderings [3], and give the following theorem.
- Theorem 7 (*). MSTR under VE-N is solvable in polynomial time for chordal graphs.

We then consider planar graphs. Recall that MSTR under VE is PSPACE-complete for planar graphs (as shown in Theorem 4). In contrast, we give the following theorem.
- Theorem 8. MSTR under VE-N is solvable in polynomial time for planar graphs.

As a proof of the Theorem 8, we construct a polynomial-time algorithm to solve MSTR under VE-N for planar graphs. Roughly speaking, our idea is to decompose a given instance of MSTR under VE-N into several SPR instances for planar graphs. Then, we can solve each SPR instance by using the polynomial-time algorithm for SPR on planar graphs [2]. Finally, we combine the answers to SPR instances, and output the answer to the original MSTR instance under VE-N. To this ends, we introduce the concept of Steiner tree embeddings and their reconfiguration, which gives a necessary condition for the existence of a reconfiguration sequence under VE-N.

\subsection*{4.1 Steiner tree embeddings and their reconfiguration}

We first introduce the concept of Steiner tree embeddings. Let \(T\) be a Steiner tree of a graph \(G\) for a terminal set \(S\). An injection \(\varphi: V(T) \rightarrow V(G)\) is called a \(T\)-embedding into \(G\) if the following two conditions hold:
- \(\varphi(x) \varphi(y) \in E(G)\) if \(x y \in E(T)\); and
- \(\varphi(s)=s\) holds for each \(s \in S \subseteq V(T)\).

Thus, a \(T\)-embedding \(\varphi\) defines a Steiner tree \(T_{\varphi}\) of \(G\) for \(S\). Observe that no two distinct \(T\)-embeddings define the same Steiner tree. A Steiner tree \(T^{\prime}\) is said to be \(T\)-embeddable if there exists a \(T\)-embedding \(\varphi\) which defines \(T^{\prime}\). Note that \(T\) itself is \(T\)-embeddable. We now give the following lemma.
- Lemma 9 (*). Let \(T_{a}\) and \(T_{b}\) be any two minimum Steiner trees of a graph \(G\) for a terminal set \(S\). If \(T_{a} \xrightarrow{\mathrm{VE}-\mathrm{N}} T_{b}\), then \(T_{b}\) is \(T_{a}\)-embeddable.

By taking a contrapositive of Lemma 9, we can conclude that a given instance ( \(G, S, T_{0}, T_{\mathrm{r}}\) ) is a no-instance if \(T_{\mathrm{r}}\) is not \(T_{0}\)-embeddable; this can be checked in polynomial time. Thus, in the remainder of this section, we assume without loss of generality that \(T_{\mathrm{r}}\) is \(T_{0}\)-embeddable.

We then introduce the reconfiguration of Steiner tree embeddings. Let \(T\) be a Steiner tree of a graph \(G\) for a terminal set \(S\). We say that two \(T\)-embeddings \(\varphi\) and \(\varphi^{\prime}\) are adjacent if exactly one node in \(T\) is mapped into different vertices between \(\varphi\) and \(\varphi^{\prime}\), that is, \(\left|\left\{x \in V(T) \mid \varphi(x) \neq \varphi^{\prime}(x)\right\}\right|=1\) holds. For two \(T\)-embeddings \(\varphi\) and \(\varphi^{\prime}\), an embedding sequence between \(\varphi\) and \(\varphi^{\prime}\) is a sequence \(\left\langle\varphi=\varphi_{0}, \varphi_{1}, \ldots, \varphi_{\ell}=\varphi^{\prime}\right\rangle\) of \(T\)-embeddings such that \(\varphi_{i}\) and \(\varphi_{i+1}\) are adjacent for each \(i \in\{0,1, \ldots, \ell-1\}\). We write \(\varphi \stackrel{\text { emb }}{\nrightarrow} \varphi^{\prime}\) if there exists an embedding sequence between \(\varphi\) and \(\varphi^{\prime}\). Then, we have the following lemma.


Figure 4 The subtree \(T\) depicted by thick lines is a minimum Steiner tree. However, the subpath on \(T\) between \(s\) and \(x\) is not a shortest path in the underlying graph.
- Lemma \(10(*)\). Suppose that \(T_{a}\) and \(T_{b}\) are any two minimum Steiner trees of a graph \(G\) for a terminal set \(S\) such that \(T_{b}\) is \(T_{a}\)-embeddable. Let \(\varphi_{a}\) and \(\varphi_{b}\) be \(T_{a}\)-embeddings which define \(T_{a}\) and \(T_{b}\), respectively. Then, \(T_{a} \xrightarrow{\text { VE-N }} T_{b}\) if and only if \(\varphi_{a} \stackrel{\text { emb }}{\longrightarrow} \varphi_{b}\).

By Lemmas 9 and 10, MSTR under VE-N can be rephrased to the following problem: Given a graph \(G\), a terminal set \(S\), a minimum Steiner tree \(T\) (actually \(T_{0}\) ), and two \(T\) embeddings \(\varphi_{0}\) and \(\varphi_{\mathrm{r}}\) into \(G\), we are asked to determine whether or not there exists an embedding sequence between \(\varphi_{0}\) and \(\varphi_{\mathrm{r}}\). Therefore, we also denote by ( \(G, S, T, \varphi_{0}, \varphi_{\mathrm{r}}\) ) an instance of MSTR under VE-N.

\subsection*{4.2 Layers for Steiner trees}

We here introduce one more important concept, called layers, which was originally introduced by Bonsma [1] for SPR. We generalize the concept to Steiner trees.

Let \(T\) be a minimum Steiner tree of a graph \(G\) for a terminal set \(S\). For each \(x \in V(T)\), let \(L_{T}(x)=\{\varphi(x) \in V(G) \mid \varphi\) is a \(T\)-embedding into \(G\}\); we call \(L_{T}(x)\) the layer of \(x\). Notice that \(L_{T}(s)=\{s\}\) holds for each \(s \in S\). We write \(L_{T}\left(V^{\prime}\right)=\bigcup_{x \in V^{\prime}} L_{T}(x)\) for any node subset \(V^{\prime} \subseteq V(T)\). Then, we have the following property, which says that the layers are disjoint.
- Lemma \(11(*)\). Let \(T\) be any minimum Steiner tree of a graph \(G\) for a terminal set \(S\). Then, \(L_{T}(x) \cap L_{T}(y)=\emptyset\) holds for any two distinct nodes \(x, y \in V(T)\).

We call a node \(x \in V(T)\) a branching node of \(T\) if \(\left|N_{T}(x)\right| \geq 3\). Let \(B(T)\) be the set of all branching nodes of \(T\). Then, we show that a layer of each node in \(B(T)\) contains at most two vertices if a given graph is planar.
- Lemma 12 (*). Let \(T\) be any minimum Steiner tree of a graph \(G\) for a terminal set \(S\). If \(G\) is planar, then \(\left|L_{T}(x)\right| \leq 2\) holds for every branching node \(x \in B(T)\).

We now explain how to compute the layers for a Steiner tree. In SPR [1], we can easily find the layers for a shortest path by computing the distances from the two terminals to each vertex in the underlying graph. This is because the subpath between each node and each terminal is always a shortest path in the underlying graph. On the other hand, this property does not always hold if \(|S| \geq 3\), and hence it is difficult to find the layers simply by computing the distances. (For example, see Figure 4.)

Our idea is to compute the "refined" layers for a Steiner tree, instead of computing the layers completely. Let \(\left(G, S, T, \varphi_{0}, \varphi_{\mathrm{r}}\right)\) be a given instance of MSTR under VE-N. Then, for all nodes \(x \in V(T)\), it suffices to find vertex subsets \(L_{T}^{\prime}(x)\) such that
(a) \(L_{T}^{\prime}(x) \subseteq L_{T}(x)\); and
(b) \(\varphi(x) \in L_{T}^{\prime}(x)\) holds for any \(T\)-embedding \(\varphi\) satisfying \(\varphi_{0} \stackrel{\text { emb }}{\mathrm{mb}} \varphi\) or \(\varphi_{\mathrm{r}} \stackrel{\mathrm{emb}}{\mathrm{m}} \varphi\).

To avoid a confusion, we call such a vertex subset \(L_{T}^{\prime}(x)\) the refined-layer of \(x\), while call the (original) layer \(L_{T}(x)\) the complete-layer of \(x\). We know that the vertices in \(L_{T}(x) \backslash L_{T}^{\prime}(x)\)
are useless when we want to check if \(\varphi_{0} \stackrel{\mathrm{emb}}{\mathrm{m}} \varphi_{\mathrm{r}}\) or not. The following lemma says that the refined-layers can be found in polynomial time.
- Lemma 13 (*). Let \(\left(G, S, T, \varphi_{0}, \varphi_{\mathrm{r}}\right)\) be a given instance of MSTR under VE-N such that \(G\) is a planar graph. Then, there exists a polynomial-time algorithm to compute the refined-layers for all nodes in \(T\).

Given an instance ( \(G, S, T, \varphi_{0}, \varphi_{\mathrm{r}}\) ) of MSTR under VE-N, we can compute refined-layers in polynomial time by Lemma 13. Since the vertices in \(L_{T}(x) \backslash L_{T}^{\prime}(x), x \in V(T)\), are useless, we can remove such useless vertices from \(G\). In this way, we can assume without loss of generality that each vertex in \(G\) belongs to exactly one (complete-)layer, and we indeed know the layer \(L_{T}(x)\) for each node \(x \in V(T)\).

\subsection*{4.3 Decomposition of an MSTR instance into SPR instances}

Suppose that \(\left(G, S, T, \varphi_{0}, \varphi_{\mathrm{r}}\right)\) is an instance of MSTR under VE-N, and that we have the layer \(L_{T}(x)\) for each node \(x \in V(T)\). We say that two nodes \(x, y \in B(T) \cup S\) are close if the unique path on \(T\) between \(x\) and \(y\) contains no vertex in \((B(T) \cup S) \backslash\{x, y\}\). To avoid the duplication of \(\{x, y\}\) and \(\{y, x\}\), we choose one of the ordered pairs \((x, y)\) and \((y, x)\) arbitrarily for each pair of close nodes, and define the set \(C(T)\) of all ordered pairs \((x, y)\) of close nodes \(x, y\) in \(B(T) \cup S\); we call each pair in \(C(T)\) a close pair.

For each close pair \((x, y)\) in \(C(T)\), we now construct the corresponding instance \(\operatorname{SPR}(x, y)\) \(=\left(G^{\prime}, S^{\prime}, T^{\prime}, \varphi_{0}^{\prime}, \varphi_{\mathrm{r}}^{\prime}\right)\) such that \(\left|S^{\prime}\right|=2\), as follows. Let \(P\) be the unique path on \(T\) between \(x\) and \(y\). Note that by the definition of close pairs, \(P\) is a shortest path on \(G\) between \(x\) and \(y\). Consider the subgraph of \(G\) induced by the vertices in \(L_{T}(V(P))\). We add two new vertices \(s_{x}\) and \(t_{y}\) to the subgraph so that \(s_{x}\) is joined to all vertices in \(L_{T}(x)\) and \(t_{y}\) is joined to all vertices in \(L_{T}(y)\); note that each of \(s_{x}\) and \(t_{y}\) is indeed adjacent to one or two vertices. Let \(G^{\prime}\) be the resulting graph, and let \(S^{\prime}=\left\{s_{x}, t_{y}\right\}\). We then define \(T^{\prime}\) as the path on \(G^{\prime}\) between \(s_{x}\) and \(t_{y}\) obtained by adding \(s_{x}\) and \(t_{y}\) to \(P\). Note that \(T^{\prime}\) is a shortest path on \(G^{\prime}\) between \(s_{x}\) and \(t_{y}\). We finally define \(\varphi_{0}^{\prime}\) as a \(T^{\prime}\)-embedding into \(G^{\prime}\) such that \(\varphi_{0}^{\prime}\left(s_{x}\right)=s_{x}, \varphi_{0}^{\prime}\left(t_{y}\right)=t_{y}\), and \(\varphi_{0}^{\prime}(x)=\varphi_{0}(x)\) for each \(x \in V(P)\). Similarly, we define \(\varphi_{\mathrm{r}}^{\prime}\) as a \(T^{\prime}\)-embedding into \(G^{\prime}\) such that \(\varphi_{\mathrm{r}}^{\prime}\left(s_{x}\right)=s_{x}, \varphi_{\mathrm{r}}^{\prime}\left(t_{y}\right)=t_{y}\), and \(\varphi_{\mathrm{r}}^{\prime}(x)=\varphi_{\mathrm{r}}(x)\) for each \(x \in V(P)\). This completes the construction of \(\operatorname{SPR}(x, y)\). The corresponding instance \(\operatorname{SPR}(x, y)\) can be obtained in polynomial time, and satisfies the following property.
- Lemma 14 (*). If \(G\) is planar, then \(G^{\prime}\) is also planar.

By Lemma 14 we can solve the instance \(\operatorname{SPR}(x, y)\) for each close pair \((x, y) \in C(T)\) by the polynomial-time algorithm for SPR on planar graphs [2]. We can immediately conclude that the given instance \(\left(G, S, T, \varphi_{0}, \varphi_{\mathrm{r}}\right)\) of MSTR under VE-N is a no-instance if there exists at least one instance \(\operatorname{SPR}(x, y)\) whose answer is no. However, even if the answers are yes to all instances \(\operatorname{SPR}(x, y),(x, y) \in C(T)\), it is not always possible to extend their embedding sequences to a whole embedding sequence between \(\varphi_{0}\) and \(\varphi_{\mathrm{r}}\) for the original instance \(\left(G, S, T, \varphi_{0}, \varphi_{\mathrm{r}}\right)\). To check this, we introduce further notion.

Consider an embedding sequence \(\mathcal{R}=\left\langle\varphi=\varphi_{0}, \varphi_{1}, \ldots, \varphi_{\ell}=\varphi^{\prime}\right\rangle\) between two \(T\)-embeddings \(\varphi\) and \(\varphi^{\prime}\). For each node \(x \in V(T)\), we say that \(\mathcal{R}\) is \(x\)-touching if the assignment of \(x\) is changed by \(\mathcal{R}\) at least once; otherwise it is \(x\)-untouching. Note that if \(\varphi(x) \neq \varphi^{\prime}(x)\) for a node \(x \in V(T)\), then any embedding sequence between \(\varphi\) and \(\varphi^{\prime}\) must be \(x\)-touching. On the other hand, if \(\left|L_{T}(x)\right|=1\), then any embedding sequence must be \(x\)-untouching. For each close pair \((x, y) \in C(T)\) and its corresponding instance \(\operatorname{SPR}(x, y)=\) \(\left(G^{\prime}, S^{\prime}, T^{\prime}, \varphi_{0}^{\prime}, \varphi_{\mathrm{r}}^{\prime}\right)\), we define the set \(\operatorname{Touch}(x, y) \subseteq\{(\mathrm{u}, \mathrm{u}),(\mathrm{u}, \mathrm{t}),(\mathrm{t}, \mathrm{u}),(\mathrm{t}, \mathrm{t})\}\), as follows:
- \((\mathbf{u}, \mathbf{u}) \in \operatorname{Touch}(x, y)\) if and only if there exists an embedding sequence between \(\varphi_{0}^{\prime}\) and \(\varphi_{\mathrm{r}}^{\prime}\) which is \(x\)-untouching and \(y\)-untouching;
- \((\mathrm{u}, \mathrm{t}) \in \operatorname{Touch}(x, y)\) if and only if there exists an embedding sequence between \(\varphi_{0}^{\prime}\) and \(\varphi_{\mathrm{r}}^{\prime}\) which is \(x\)-untouching and \(y\)-touching;
- \((\mathrm{t}, \mathrm{u}) \in \operatorname{Touch}(x, y)\) if and only if there exists an embedding sequence between \(\varphi_{0}^{\prime}\) and \(\varphi_{\mathrm{r}}^{\prime}\) which is \(x\)-touching and \(y\)-untouching; and
- \((\mathrm{t}, \mathrm{t}) \in \operatorname{Touch}(x, y)\) if and only if there exists an embedding sequence between \(\varphi_{0}^{\prime}\) and \(\varphi_{\mathrm{r}}^{\prime}\) which is \(x\)-touching and \(y\)-touching.
Note that \(\operatorname{Touch}(x, y)=\emptyset\) if there is no embedding sequence between \(\varphi_{0}^{\prime}\) and \(\varphi_{\mathrm{r}}^{\prime}\). Then, we have the following lemma.
- Lemma \(15(*)\). For each close pair \((x, y) \in C(T)\), Touch \((x, y)\) can be computed in polynomial time.

We finally solve the given instance \(\left(G, S, T, \varphi_{0}, \varphi_{\mathrm{r}}\right)\) of MSTR under VE-N. Assume that \(\operatorname{SPR}(x, y)\) are yes-instances for all close pairs \((x, y) \in C(T)\), and hence \(\operatorname{Touch}(x, y) \neq \emptyset\); otherwise \(\left(G, S, T, \varphi_{0}, \varphi_{\mathrm{r}}\right)\) is a no-instance. Consider an assignment \(\alpha: B(T) \cup S \rightarrow\{\mathrm{u}, \mathrm{t}\}\). Then, we say that \(\alpha\) is synchronizing if \((\alpha(x), \alpha(y)) \in \operatorname{Touch}(x, y)\) holds for every close pair \((x, y) \in C(T)\). The following lemma completes the proof of Theorem 8.
- Lemma \(16(*)\). Suppose that \(\left(G, S, T, \varphi_{0}, \varphi_{\mathrm{r}}\right)\) is an instance of MSTR under VE-N such that \(G\) is a planar graph. Then, it is a yes-instance if and only if there exists a synchronizing assignment \(\alpha\). Furthermore, the existence of a synchronizing assignment can be checked in polynomial time.

\section*{5 Conclusion}

In this paper, we have introduced the Minimum Steiner Tree Reconfiguration (MSTR) problems under two reconfiguration rules VE and VE-N. As summarized in Figure 2, we have studied the polynomial-time solvability of the problems with respect to graph classes, and shown several interesting contrasts. In particular, when we focus on planar graphs, chordal graphs, and split graphs, MSTR is PSPACE-complete under VE, while is solvable in polynomial time under VE-N. It would give us a deeper understanding of the problems if there is a graph class such that MSTR is solvable in polynomial time under VE but is intractable under VE-N.
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\section*{1 Introduction}

Given an instance of some combinatorial search problem and two of its feasible solutions, a reconfiguration problem asks whether one solution can be transformed into the other in a step-by-step fashion, such that each intermediate solution is also feasible. Reconfiguration problems capture dynamic situations, where some solution is in place and we would like to move to a desired alternative solution without becoming infeasible. A systematic study of the complexity of reconfiguration problems was initiated in [21]. Recently the topic has gained a lot of attention in the context of constraint satisfaction problems and graph problems, such as the independent set problem, the matching problem, and the dominating set problem. Reconfiguration problems naturally arise for operational research problems but also are closely related to uniform sampling (using Markov chains) or enumeration of solutions of a problem. For an overview of recent results on reconfiguration problems, the reader is referred to the surveys of van den Heuvel [17] and Nishimura [27].

In order to define valid step-by-step transformations, an adjacency relation on the set of feasible solutions is needed. Depending on the problem, there may be different natural choices of adjacency relations. For instance, we may assume that two matchings of a graph are adjacent if one can be obtained from the other by exchanging precisely one edge, i.e., there exist \(e \in M\) and \(f \in M^{\prime}\) such that \(M \backslash\{e\}=M^{\prime} \backslash\{f\}\). The corresponding modification of a matching is usually referred to as token jumping (TJ). Here, the tokens are placed on the edges of a matching and a token may be "moved" from an edge of the matching to another edge so that we obtain another matching. There is another similar adjacency relation, where two matchings are adjacent if one can be obtained from the other by moving a token to some incident edge. This adjacency relation is called token sliding (TS). Ito et al. [21] gave a polynomial-time algorithm that decides if there is a transformation between two given matchings under the TJ and TS operations.

\subsection*{1.1 The perfect matching reconfiguration problem}

Recall that a matching of a graph is perfect if it covers each vertex. We study the complexity of deciding if there is a step-by-step transformation between two given perfect matchings of a graph. However, according to the adjacency relations given by the TS and TJ operations, there is no transformation between any two distinct perfect matchings of a graph. Since the symmetric difference of any two perfect matchings of a graph consists of even-length disjoint cycles, it is natural to consider a different adjacency relation for perfect matchings. We say that two perfect matchings of a graph differ by a flip (or swap) if their symmetric difference induces a cycle of length four. We consider two perfect matchings to be adjacent if they differ by a flip. Intuitively, for two adjacent perfect matchings \(M\) and \(M^{\prime}\), we think of a flip as an operation that exchanges edges in \(M \backslash M^{\prime}\) for edges in \(M^{\prime} \backslash M\).

An example of a transformation between two perfect matchings of a graph is given in Figure 1. We formalize the task of deciding the existence of a transformation between two given perfect matchings as follows.

\section*{Perfect Matching Reconfiguration}

Input: Graph \(G\), perfect matchings \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\) of \(G\).
Question: Is there a sequence of flips that transforms \(M_{\mathrm{s}}\) into \(M_{\mathrm{t}}\) ?
We take the flip operation on a cycle of length four as the adjacency relation in this paper, because a flip is in some sense a minimal modification of a perfect matching. Note that if we do not restrict the length of a cycle in the definition of a flip, then for any two perfect


Figure 1 A transformation between perfect matchings \(M_{0}\) and \(M_{4}\) under the flip operation. For each \(i, 1 \leq i \leq 4\), the matching \(M_{i}\) can be obtained from \(M_{i-1}\) by applying the flip operation to the cycle induced by the four painted (red) vertices in \(M_{i}\).
matchings \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\) of a graph, there always exists a sequence of flip operations that transforms \(M_{\mathrm{s}}\) into \(M_{\mathrm{t}}\), since we can perform a flip on each (disjoint) cycle in the symmetric difference of \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\). As a compromise, we may extend our problem definition to flips on cycles of fixed constant length \(\ell\), where \(\ell \geq 4\) and \(\ell\) is even. We refer to the corresponding flip operation as the \(\ell\)-flip operation, and the corresponding reconfiguration problem as PERFECT Matching \(\ell\)-Flip Reconfiguration. It should be noted that the \(\ell\)-flip operation must be applied to a cycle of length exactly \(\ell\), and hence there is no guarantee of the existence of a transformation.

\subsection*{1.2 Related work}

Transformation of matchings has been considered under several types of flip operations for generating random matchings. Under the TS and TJ operations, numerous algorithms and hardness results are available for finding transformations between matchings, more generally, between independent sets. Furthermore, similar types of flip operations are well known for stable matchings and some geometric matching problems related to finding transformations between triangulations. More directly, a restriction of Perfect Matching (4-Flip) Reconfiguration to grid graphs has been considered before in the setting of domino tilings. In this restricted setting, Saldanha et al. [28] gave a criterion for the existence of a transformation between two tilings (which correspond to perfect matchings of a grid graph) and a formula for their distance of a transformation.

\section*{Sampling random perfect matchings}

The problem of sampling or enumerating perfect matchings in a graph received considerable attention (see, e.g., [31]). Determining the connectivity and the diameter of the solution space formed by perfect matchings under the flip operation provide some information on the ergodicity or the mixing time of the underlying Markov chain. Indeed, the connectivity of the chain ensures the irreducibility (and usually the ergodicity) of the underlying Markov chain. Additionally, the diameter of the solution space provides a lower bound on the mixing time of the chain.

The use of flips for sampling random perfect matchings was first started in [8] where it is seen as a generalization of transpositions for permutations. Their work was later improved and generalized in [13] and [12]. The focus of these last two articles is to investigate the problem of sampling random perfect matchings using a Markov Chain called the switch chain. Starting from an arbitrary perfect matching, the chain proceeds by applying at each step a random 4-flip operation (called switch in these papers). The aim of these papers is to characterize classes of graphs for which simulating this chain for a polynomial number of steps is enough to generate a perfect matching close to uniformly distributed. Some of their results can be reformulated in the reconfiguration terminology. In [13], it is proved that the largest
hereditary class of bipartite graphs for which the solution space formed by perfect matchings under the 4 -flip operation is connected is the class of chordal bipartite graphs. This result is generalized in [12] where they characterize the hereditary class of general (non-bipartite) graphs for which the solution space is connected. They call this class Switchable. Note that it is not clear whether graphs in this class can be recognized in polynomial time. The question of the complexity of Perfect Matching (4-Flip) Reconfiguration is also mentioned in [12].

\section*{Reconfiguration of matchings and independent sets}

Recall that matchings of a graph correspond to independent sets of its line graph. Although reconfiguration of independent sets received a considerable attention in the last decade (e.g., \([5,6,7,16,22,23,33]\) ), all the known results for reconfiguration of independent sets are based on the TJ or TS operations as adjacency relations. Thus, none of these results carry over to the Perfect Matching Reconfiguration problem.

A related problem can be found in a more general setting: The problem of determining, enumerating, or randomly generating graphs with a fixed degree sequence has received a considerable attention since the fifties (see, e.g., [30, 15, 32]). Given two graphs with a fixed degree sequence, one might want to know if it is possible to transform the one into the other via a sequence of 4 -flip operations and if yes, how many steps are needed for such a transformation; note that the host graph (i.e., the graph \(G\) in our problem) is a clique in this setting. Hakimi [15] proved that such a transformation always exists. Will [32] proved that the problem of finding a shortest transformation is NP-complete, and Bereg and Ito [2] provide a \(\frac{3}{2}\)-approximation algorithm for this problem.

\section*{Stable matchings}

Suppose we are given a bipartite graph and for each vertex a linear preference order of its neighbors. A matching \(M\) is not stable if there is an edge \(v w\) not in \(M\) such that \(v\) prefers \(w\) and \(w\) prefers \(v\) to their respective partners in \(M\). The well-known algorithm by Gale and Shapley yields a stable matching in polynomial time [14]. It is known that any two stable matchings cover the same vertices, so the stable matchings are perfect matchings of some subgraph. Furthermore, they form a distributive lattice under rotations on preferenceoriented cycles, see for example [14]. Essentially, the symmetric difference of two stable matchings consists of disjoint cycles (of several lengths) and we may exchange edges on these cycles to obtain another stable matching. If we drop the preferences, then the question is simply if we can find a transformation between two perfect matchings by exchanging edges on cycles in the symmetric difference. Clearly the answer is always yes, for example by processing the cycles in the symmetric difference one by one. We consider a similar setting, but restrict the length of the cycles.

\section*{Diagonal-flips of triangulations}

A diagonal-flip of a triangulation in geometry is similar to our 4-flip operation in the sense that we switch between two states of a quadrilateral. In the context of triangulations, a diagonal-flip operation switches the diagonal of a quadrilateral. Transformations between triangulations of point sets and polygons have been studied mostly in the plane. It is known that the solution space formed by triangulations of point sets and polygons in the plane is connected and has diameter \(O\left(n^{2}\right)\), where \(n\) is the number of points [20, 24]. Recently, NP-completeness has been proved for deciding the distance in the solution space between triangulations of a point set in the plane [25] and triangulations of a simple polygon [1].


Figure 2 Our results, where each arrow represents the inclusion relationship between graph classes: \(A \rightarrow B\) represents that the graph class \(B\) is properly included in the graph class \(A\).

Houle et al. [18] have considered triangulations of point sets in the plane that admit a perfect matching. They show that any two such triangulations are connected under the diagonal-flip operation. For this purpose they consider the graph of non-crossing perfect matchings, where two matchings are adjacent if they differ by a single non-crossing cycle (of arbitrary length). They show that the graph of non-crossing perfect matchings is connected and conclude from this that any two triangulations that admit a perfect matching must be connected. In contrast to their setting, we remove all geometric requirements, but restrict the length of the cycles allowed for our flip operation.

\subsection*{1.3 Our results}

In this paper, we study the complexity of Perfect Matching Reconfiguration from the viewpoint of graph classes. Figure 2 summarizes our results.

Recall that reconfiguration of matchings under the TS and TJ operations can be solved in polynomial time for any graph [21]. In contrast, we prove that Perfect Matching Reconfiguration is PSPACE-complete, even for split graphs, and for bipartite graphs of bounded bandwidth and of maximum degree five. We note that our hardness result for bipartite graphs gives contrast to chordal bipartite graphs for which there always exists a transformation between any two perfect matchings [13]. In addition, we extend our hardness result to a more general setting, namely the reconfiguration of \(k\)-factor subgraphs under the \(\ell\)-flip operation for any fixed \(k \geq 1\) and any fixed even integer \(\ell \geq 4\).

We then investigate polynomial-time solvable cases. We prove that Perfect Matching Reconfiguration admits a polynomial-time algorithm on strongly orderable graphs (these include interval graphs and strongly chordal graphs), outerplanar graphs, and cographs (also known as \(P_{4}\)-free graphs). More specifically, we give the following results:
- For strongly orderable graphs, a transformation between two perfect matchings always exists; hence the answer is always yes. Furthermore, there is a transformation of linear length (i.e., a linear number of flip operations) between any two perfect matchings and such a transformation can be found in polynomial time.
- Perfect Matching Reconfiguration on outerplanar graphs can be solved in linear time, and we can find a transformation of linear length for a yes-instance in linear time. (Note that there are no-instances, e.g., long cycles).
- Perfect Matching Reconfiguration on cographs can be solved in polynomial time, and we can find a transformation of linear length for a yes-instance in polynomial time. (Again, there are no-instances).

Due to the page limitation, we omit proofs of the claims marked with \((*)\).

\subsection*{1.4 Notation}

For standard definitions and notations on graphs, we refer the reader to [9]. Let \(G=(V, E)\) be a simple graph. We sometimes denote by \(V(G)\) and \(E(G)\) the vertex set and edge set of \(G\), respectively. A matching \(M \subseteq E\) of \(G\) is a set of edges that share no endpoint. A vertex \(v\) is covered by a matching \(M\) if \(v\) is incident to an edge in \(M\). For a vertex set \(V^{\prime} \subseteq V\), we denote by \(G\left[V^{\prime}\right]\) the subgraph of \(G\) induced by \(V^{\prime}\). For a vertex set \(W \subseteq V\), let \(G-W:=G[V \backslash W]\). For a vertex \(v \in V\), we denote by \(N(v)\) the neighborhood of \(v\), that is, \(N(v):=\{w \in V \mid v w \in E\}\).

Two perfect matchings \(M\) and \(M^{\prime}\) of \(G\) are adjacent if their symmetric difference \(M \triangle M^{\prime}\) induces a cycle of length four. A sequence \(M_{0}, M_{1}, \ldots, M_{q}\) of perfect matchings in \(G\) is called a reconfiguration sequence between \(M\) and \(M^{\prime}\) if \(M_{0}=M, M_{q}=M^{\prime}\), and \(M_{i-1}\) and \(M_{i}\) are adjacent for each \(i, 1 \leq i \leq q\). Given two perfect matchings \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\) of a graph \(G\), Perfect Matching Reconfiguration is to determine whether there exists a reconfiguration sequence between \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\). We denote by a triple ( \(G, M_{\mathrm{s}}, M_{\mathrm{t}}\) ) an instance of the problem.

\section*{2 PSPACE-completeness}

In this section, we prove that PERFECt matching Reconfiguration is PSPACE-complete. Interestingly, the problem remains intractable even for bipartite graphs, even though matchings in bipartite graphs satisfy several nice properties.
- Theorem 1. Perfect matching Reconfiguration is PSPACE-complete for bipartite graphs whose maximum degree is five and whose bandwidth is bounded by a fixed constant.

Proof. Observe that the problem can be solved in (most conveniently, nondeterministic [29]) polynomial space, and hence it is in PSPACE. As a proof of Theorem 1, we thus prove that the problem is PSPACE-hard for such graphs, by giving a polynomial-time reduction from the Nondeterministic Constraint Logic problem (NCL for short) [16].

\section*{Definition of nondeterministic constraint logic}

An NCL "machine" is an undirected graph together with an assignment of weights from \(\{1,2\}\) to each edge of the graph. An (NCL) configuration of this machine is an orientation (direction) of the edges such that the sum of weights of in-coming arcs at each vertex is at least two. Figure 3(a) illustrates a configuration of an NCL machine, where each weight-2 edge is depicted by a (blue) thick line and each weight-1 edge by a (red) thin line. Then, two NCL configurations are adjacent if they differ in a single edge direction. Given an NCL machine and its two configurations, it is known to be PSPACE-complete to determine whether there exists a sequence of adjacent NCL configurations which transforms one into the other [16].

An NCL machine is called an AND/OR constraint graph if it consists of only two types of vertices, called "NCL AND vertices" and "NCL or vertices" defined as follows: A vertex of degree three is called an \(N C L\) and vertex if its three incident edges have weights 1,1 , and 2 . (See Figure 3(b).) An NCL AND vertex \(u\) behaves as a logical AND, in the following sense: the weight-2 edge can be directed outward for \(u\) only if both two weight- 1 edges are directed inward for \(u\). Note that, however, the weight- 2 edge is not necessarily directed outward even when both weight-1 edges are directed inward. A vertex of degree three is called an \(N C L\) OR vertex if its three incident edges have weights 2, 2, and 2. (See Figure 3(c).) An NCL

(a)

(b)

(c)

Figure 3 (a) A configuration of an NCL machine, (b) an NCL AND vertex \(u\), and (c) an NCL OR vertex \(v\).

OR vertex \(v\) behaves as a logical OR: one of the three edges can be directed outward for \(v\) if and only if at least one of the other two edges is directed inward for \(v\). It should be noted that, although it is natural to think of NCL AND/OR vertices as having inputs and outputs, there is nothing enforcing this interpretation; especially for NCL OR vertices, the choice of input and output is entirely arbitrary because an NCL OR vertex is symmetric. For example, the NCL machine in Figure 3(a) is an AND/OR constraint graph. From now on, we call an AND/OR constraint graph simply an NCL machine, and call an edge in an NCL machine an NCL edge. NCL remains PSPACE-complete even if an input NCL machine is planar, bounded bandwidth, and of maximum degree three [34].

\section*{Gadgets and reduction}

Suppose that we are given an instance of NCL, that is, an NCL machine and two configurations of the machine. We will replace each of the NCL edges and NCL AND/Or vertices with its corresponding gadget; if an NCL edge \(e\) is incident to an NCL vertex \(v\), then we connect the corresponding gadgets for \(e\) and \(v\) by a pair of vertices, called connectors (between \(v\) and \(e)\) or \((v, e)\)-connectors, as illustrated in Figure 4(a) and (b). Thus, each edge gadget has two pairs of connectors, and each AND/OR gadget has three pairs of connectors. Our gadgets are all edge-disjoint, and share only connectors.

Figure 5 shows our three types of gadgets which correspond to NCL edges and NCL AND/Or vertices. As illustrated in Figure 4, we replace each of the NCL edges and NCL AND/OR vertices with its corresponding gadget; let \(G\) be the resulting graph. Notice that each of our three gadgets is of maximum degree three, and connectors in the edge gadget are of degree two; thus, \(G\) is of maximum degree five. In addition, each of our three gadgets is a bipartite graph such that two connectors in the same pair belong to different sides of the bipartition; therefore, \(G\) is bipartite. Furthermore, since NCL remains PSPACE-complete even if an input NCL machine is bounded bandwidth [34], the resulting graph \(G\) is also bounded bandwidth and of maximum degree five; notice that, since each gadget consists of only a constant number of edges, the bandwidth of \(G\) is also bounded.

We next construct two perfect matchings of \(G\) which correspond to two given NCL configurations \(C_{\mathrm{s}}\) and \(C_{\mathrm{t}}\) of the NCL machine. In our reduction, we construct the correspondence between orientations of an NCL machine and perfect matchings of the corresponding graph, as follows: We regard that the orientation of an NCL edge \(e=v w\) is inward direction for \(v\) if the two \((v, e)\)-connectors are both covered by (edges in) the AND/or gadget for \(v\). On the other hand, we regard that the orientation of \(e=v w\) is outward direction for \(w\) if the two \((w, e)\)-connectors are both covered by the edge gadget for \(e\). To achieve this correspondence, our gadgets are constructed so that both two ( \(v, e\) )-connectors are always covered by exactly one of the gadgets for \(v\) and \(e\). Note that there are (in general, exponentially) many perfect matchings which correspond to the same NCL configuration. However, by the construction of
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Figure 4 (a) An NCL edge \(v w\), and (b) its corresponding gadgets, where the connectors are depicted by (red) circles.
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Figure 5 Illustrations of (a) an edge gadget for an NCL edge \(e=v w\), (b) an AND gadget, and (c) an OR gadget. In the AND/OR gadget, the three light green parts represent the edge gadgets corresponding to the edges incident to the NCL vertex; \(e_{1}\) and \(e_{2}\) in the and gadget correspond to weight-1 edges.
the three gadgets, no two distinct NCL configurations correspond to the same perfect matching of \(G\). We arbitrarily choose two perfect matchings \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\) of \(G\) which correspond to \(C_{\mathrm{s}}\) and \(C_{\mathrm{t}}\), respectively.

This completes the construction of our corresponding instance of PERFECT MATCHING reconfiguration. The construction can be done in polynomial time. Furthermore, the following lemma gives the correctness of our reduction.
- Lemma 2 (*). There exists a desired sequence of NCL configurations between \(C_{\mathrm{s}}\) and \(C_{\mathrm{t}}\) if and only if there exists a reconfiguration sequence between \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\).

This completes the proof of Theorem 1.

\section*{Remarks}

We conclude this section by giving some remarks that can be obtained from Theorem 1. We first prove that the problem remains intractable even for split graphs. A graph is split if its vertex set can be partitioned into a clique and an independent set.
- Corollary 3. Perfect matching Reconfiguration is PSPACE-complete for split graphs.

Proof. By Theorem 1 the problem remains PSPACE-complete for bipartite graphs. Consider the graph obtained by adding new edges so that one side of the bipartition forms a clique. The resulting graph is a split graph. We claim that these new edges can never be part of any perfect matching of the graph. Indeed, since the original graph was bipartite, there must be the same number of vertices on each side of the bipartition. In a perfect matching of the split graph, all the vertices from the independent set must be matched with vertices from the clique, and no vertex from the clique remains to be matched together. Thus, the claim holds, and hence the corollary follows.

We finally extend Theorem 1 into two directions: regular spanning subgraphs and flip operations on alternating cycles of a fixed length. Let \(k\) be a positive integer. A spanning subgraph \(H\) of a graph \(G\) is a \(k\)-factor if all the vertices in \(H\) have degree exactly \(k\). Thus, a 1-factor of \(G\) is a perfect matching of \(G\). Based on the proof of Theorem 1, we can obtain the following theorem.
- Theorem 4 (*). Let \(k \geq 1\) be a fixed integer, and let \(\ell \geq 4\) be a fixed even integer. Given two \(k\)-factors \(H_{\mathrm{s}}\) and \(H_{\mathrm{t}}\) of a graph \(G\), it is PSPACE-complete to decide if there is a sequence of \(\ell\)-flip operations transforming \(H_{\mathrm{s}}\) into \(H_{\mathrm{t}}\).

\section*{3 Polynomial-time algorithms}

In this section, we investigate the polynomial-time solvability of PERFECT MATCHING RECONFIGURATION from the viewpoint of graph classes. We first give the following lemma, which holds for any graph.
- Lemma 5. It suffices to solve Perfect Matching Reconfiguration for 2-connected graphs having at least four vertices.

Proof. Let \(\left(G, M_{\mathrm{s}}, M_{\mathrm{t}}\right)\) be a given instance of Perfect Matching Reconfiguration. If \(G\) is not connected, then we can simply consider each connected component separately.

Since the input graph \(G=(V, E)\) has a perfect matching, it has an even number of vertices. If \(|V|=2\), then it must hold that \(M_{\mathrm{s}}=M_{\mathrm{t}}=E\), and hence the instance is trivially a yes-instance. Therefore, it suffices to solve the problem for \(|V| \geq 4\).

Suppose that \(G\) is not 2-connected and has a cut vertex \(v \in V\), that is, \(G-\{v\}\) consists of more than one connected component. Since \(|V|\) is even, there exists a vertex subset \(X \subseteq V \backslash\{v\}\) such that \(|X|\) is odd and \(G[X]\) forms a connected component of \(G-\{v\}\). Then, any perfect matching in \(G\) contains an edge connecting \(v\) and \(X\). This shows that we can consider two subgraphs \(G_{1}:=G[X \cup\{v\}]\) and \(G_{2}:=G-(X \cup\{v\})\), separately. That is, we output "yes" if ( \(\left.G_{i}, M_{\mathrm{s}} \cap E_{i}, M_{\mathrm{t}} \cap E_{i}\right)\) is a yes-instance for every \(i \in\{1,2\}\), where \(E_{i}\) is the edge set of \(G_{i}\), and output "no" otherwise. Thus, the lemma follows.

\subsection*{3.1 Strongly orderable graphs}

Interval graphs form easy instances for many NP-hard problems, and the situation is no different here. In fact, we prove that any instance on an interval graph is a yes-instance. Our argument also yields a linear-time algorithm to compute a reconfiguration sequence of a linear number of flip operations between any two perfect matchings.

For the sake of generality, we consider a wider class of graphs, called strongly orderable graphs. A graph \(G=(V, E)\) is strongly orderable if there is a strong ordering on its vertices, defined as follows: an order \(\left(v_{1}, v_{2}, \ldots, v_{n}\right)\) of \(V\) such that for every \(i, j, k, \ell\) with \(i<j\) and \(k<\ell\), if all of \(v_{i} v_{k}, v_{i} v_{\ell}\) and \(v_{j} v_{k}\) are edges, then \(v_{j} v_{\ell}\) is an edge. Note that the class of strongly orderable graphs is hereditary: every induced subgraph of a strongly orderable graph is strongly orderable.

Our proof strategy for the following theorem is to show that every perfect matching \(N\) of a strongly orderable graph \(G\) can be transformed into some particular perfect matching \(M\) of \(G\), called the canonical perfect matching; then, any two perfect matchings \(N\) and \(N^{\prime}\) of \(G\) admit a reconfiguration sequence between them via \(M\). The canonical perfect matching of a graph \(G\) with respect to an order \(\mathcal{O}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)\) is a perfect matching of \(G\) (if any) greedily obtained by selecting, among the available edges, the one with endpoints of
smallest indices. Note that any strongly orderable graph that admits a perfect matching, also admits a canonical perfect matching with respect to a corresponding order on the vertices (see, e.g., [10]). We give the following theorem in this subsection.
- Theorem 6 (*). Let \(G\) be a strongly orderable graph. Then, there is a reconfiguration sequence of linear length between any two perfect matchings of \(G\). Furthermore, such a reconfiguration sequence can be found in linear time if we are given a strong ordering on the vertices of \(G\) as a part of the input.

The natural question regarding Theorem 6 is whether a strong ordering can be computed efficiently. In general, Dragan [11] proved that strongly orderable graphs \(G=(V, E)\) can be recognized in \(O(|V| \cdot(|V|+|E|))\) time, and if so we can obtain its strong ordering in the same running time. However, when restricted to interval graphs, we can obtain a strong ordering in linear time [19]. We thus have the following corollary.
- Corollary 7. Let \(G\) be an interval graph. Then, there is a reconfiguration sequence of linear length between any two perfect matchings of \(G\). Furthermore, such a reconfiguration sequence can be found in linear time.

\subsection*{3.2 Outerplanar graphs}

In this subsection, we consider outerplanar graphs. Note that there are no-instances for outerplanar graphs, e.g., induced cycles of even length more than four. Nonetheless, we give the following theorem.
- Theorem 8. Perfect Matching Reconfiguration can be solved in linear time for outerplanar graphs. Moreover, for a yes-instance, a reconfiguration sequence of linear length can be output in linear time.

We give such an algorithm as a proof of Theorem 8. Suppose we are given a simple outerplanar graph \(G=(V, E)\), and two perfect matchings \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\) in \(G\). By Lemma 5 we assume without loss of generality that \(G\) is 2 -connected and \(|V| \geq 4\). Then, \(G\) has a planar embedding such that the outer face boundary is a simple cycle and all the vertices of \(G\) are on the outer face boundary. Suppose that the vertices \(v_{1}, v_{2}, \ldots, v_{n}\) appear in this order along the cycle. For notational convenience, we denote \(v_{n+1}=v_{1}, v_{n+2}=v_{2}\), and \(v_{0}=v_{n}\). We first give the following assumption without loss of generality.
- Lemma 9. Perfect Matching Reconfiguration for outerplanar graphs can be reduced to the case when \(v_{i} v_{j} \notin E\) holds for any pair of indices \(i, j \in\{1,2, \ldots, n\}\) such that \(|i-j|\) is even. In particular, \(v_{i} v_{i+2} \notin E\) holds for any \(i \in\{1,2, \ldots, n\}\).

Proof. Suppose that there exists a pair of indices \(i, j \in\{1,2, \ldots, n\}\) such that \(|i-j|\) is even and \(v_{i} v_{j} \in E\). Then, the edge \(v_{i} v_{j}\) cannot be contained in any perfect matching of \(G\), because \(G\left[\left\{v_{i+1}, v_{i+2}, \ldots, v_{j-1}\right\}\right]\) forms a connected component in \(G-\left\{v_{i}, v_{j}\right\}\) even though it contains an odd number of vertices. Therefore, we can remove \(v_{i} v_{j}\) from \(G\).

We now show the following lemma for an outerplanar graph \(G=(V, E)\).
- Lemma 10 (*). If \(v_{i} v_{i+2} \notin E\) for any \(i \in\{1,2, \ldots, n\}\), then there exists an index \(k \in\{1,2, \ldots, n\}\) such that both \(v_{k}\) and \(v_{k+1}\) are of degree two.

Let \(k \in\{1,2, \ldots, n\}\) be an index such that both \(v_{k}\) and \(v_{k+1}\) are of degree two, and let \(e_{i}:=v_{i} v_{i+1}\) for each \(i \in\{k-1, k, k+1\}\). Note that if a perfect matching of \(G\) does not contain \(e_{k}=v_{k} v_{k+1}\), then it has to contain both \(e_{k-1}=v_{k-1} v_{k}\) and \(e_{k+1}=v_{k+1} v_{k+2}\). We consider the following two cases separately.

Case 1: We first consider the case with \(v_{k-1} v_{k+2} \notin E\). In this case, we can see that \(e_{k}\) is not contained in any cycles of length four, and hence \(e_{k}\) is never touched by any flip operation. Thus, we consider one of the following three sub-cases.
- If \(e_{k} \in M_{\mathrm{s}} \triangle M_{\mathrm{t}}\), then we can immediately conclude that ( \(G, M_{\mathrm{s}}, M_{\mathrm{t}}\) ) is a no-instance.
= If \(e_{k} \in M_{\mathrm{s}} \cap M_{\mathrm{t}}\), then we solve the smaller instance \(\left(G-\left\{v_{k}, v_{k+1}\right\}, M_{\mathrm{s}} \backslash\left\{e_{k}\right\}, M_{\mathrm{t}} \backslash\left\{e_{k}\right\}\right)\).
- If \(e_{k} \notin M_{\mathrm{s}} \cup M_{\mathrm{t}}\), then we solve the smaller instance \(\left(G-\left\{v_{k-1}, v_{k}, v_{k+1}, v_{k+2}\right\}, M_{\mathrm{s}} \backslash\right.\) \(\left.\left\{e_{k-1}, e_{k+1}\right\}, M_{\mathrm{t}} \backslash\left\{e_{k-1}, e_{k+1}\right\}\right)\).
Case 2: We next consider the case with \(v_{k-1} v_{k+2} \in E\). Then, \(G\left[\left\{v_{k-1}, v_{k}, v_{k+1}, v_{k+2}\right\}\right]\) forms a cycle of length four. For each \(i \in\{\mathrm{~s}, \mathrm{t}\}\), we define
\[
M_{i}^{\prime}:= \begin{cases}M_{i} \backslash\left\{e_{k}\right\} & \text { if } e_{k} \in M_{i} \\ \left(M_{i} \backslash\left\{e_{k-1}, e_{k+1}\right\}\right) \cup\left\{v_{k-1} v_{k+2}\right\} & \text { otherwise }\end{cases}
\]

Let \(G^{\prime}=G-\left\{v_{k}, v_{k+1}\right\}\), and we solve the smaller instance \(\left(G^{\prime}, M_{\mathrm{s}}^{\prime}, M_{\mathrm{t}}^{\prime}\right)\).
In either case, we can reduce the original instance \(\left(G, M_{\mathrm{s}}, M_{\mathrm{t}}\right)\) to a smaller instance, which implies that our algorithm runs in polynomial time. Indeed, we can implement the above arguments so that the algorithm runs in linear time. (The details are omitted.) The correctness of Case 1 is obvious, while the correctness of Case 2 is guaranteed as follows.
- Lemma \(11(*)\). ( \(G, M_{\mathrm{s}}, M_{\mathrm{t}}\) ) is a yes-instance if and only if ( \(G^{\prime}, M_{\mathrm{s}}^{\prime}, M_{\mathrm{t}}^{\prime}\) ) is a yes-instance. This completes the proof of Theorem 8.

\subsection*{3.3 Cographs}

We consider cographs in this subsection. Cographs, also known as \(P_{4}\)-free graphs, are graphs without a path on four vertices as an induced subgraph. As examples concerning reconfiguration on this class of graphs, it is known that the problems inderendent set reconfiguration and Steiner tree reconfiguration can be solved in polynomial time for cographs [3, 4, 26], while they are PSPACE-complete for general graphs [21, 26]. We will show that the situation is similar for Perfect Matching Reconfiguration.

To describe our algorithm for cographs, we generalize our problem to non-perfect matchings. In the generalized problem, we regard that two matchings are adjacent if their symmetric difference is either a cycle of length four, or a path on three vertices. Note that any two adjacent matchings have the same size. Then, the generalized problem is defined as follows:

\section*{General Matching Reconfiguration}

Input: Graph \(G\), two matchings \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\) of \(G\).
Question: Is there a sequence of adjacent matchings that transforms \(M_{\mathrm{s}}\) into \(M_{\mathrm{t}}\) ?
An instance of the generalized problem is also denoted by a triple ( \(G, M_{\mathrm{s}}, M_{\mathrm{t}}\) ), and a sequence of adjacent matchings is also called a reconfiguration sequence. \(\left(G, M_{\mathrm{s}}, M_{\mathrm{t}}\right)\) is clearly a no-instance if \(\left|M_{\mathrm{s}}\right| \neq\left|M_{\mathrm{t}}\right|\), and hence we assume that \(\left|M_{\mathrm{s}}\right|=\left|M_{\mathrm{t}}\right|\) holds.

Our main result of this subsection is the following theorem.
- Theorem 12 (*). General Matching Reconfiguration can be solved in polynomial time for cographs. Moreover, for a yes-instance, a reconfiguration sequence of linear length can be output in polynomial time.

We note that when two input matchings are perfect, every connected component in their symmetric difference is a cycle. Therefore, even in the generalized problem, two adjacent perfect matchings differ by a flip operation on a cycle of length four. We thus obtain the following result as a corollary of Theorem 12 .
- Corollary 13. Perfect Matching Reconfiguration can be solved in polynomial time for cographs. Moreover, for a yes-instance, a reconfiguration sequence of linear length can be output in polynomial time.

As a proof of Theorem 12, we give such an algorithm in this subsection. We will use the recursive characterization of cographs. For two graphs \(G_{1}=\left(V_{1}, E_{1}\right)\) and \(G_{2}=\left(V_{2}, E_{2}\right)\), their disjoint union \(G_{1} \cup G_{2}\) is the graph such that \(V\left(G_{1} \cup G_{2}\right)=V_{1} \cup V_{2}\) and \(E\left(G_{1} \cup G_{2}\right)=E_{1} \cup E_{2}\), while their complete join \(G_{1} \vee G_{2}\) is the graph such that \(V\left(G_{1} \vee G_{2}\right)=V_{1} \cup V_{2}\) and \(E\left(G_{1} \vee G_{2}\right)=E_{1} \cup E_{2} \cup\left\{v w \mid v \in V_{1}, w \in V_{2}\right\}\). Then, a cograph can be recursively defined, as follows:
- a graph consisting of a single vertex is a cograph;
- if \(G_{1}\) and \(G_{2}\) are cographs, then their disjoint union \(G_{1} \cup G_{2}\) is a cograph; and
- if \(G_{1}\) and \(G_{2}\) are cographs, then their complete join \(G_{1} \vee G_{2}\) is a cograph.

Let \(\left(G, M_{\mathrm{s}}, M_{\mathrm{t}}\right)\) be a given instance of General Matching Reconfiguration such that \(G=(V, E)\) is a cograph. By Lemma 5 we assume without loss of generality that \(G\) is connected and \(|V| \geq 4\), and hence \(G=G_{1} \vee G_{2}\) for two cographs \(G_{1}=\left(V_{1}, E_{1}\right)\) and \(G_{2}=\left(V_{2}, E_{2}\right)\). Assume that \(\left|V_{1}\right| \geq\left|V_{2}\right|\), and let \(k:=\left|M_{\mathrm{s}}\right|=\left|M_{\mathrm{t}}\right|\). We first give a sufficient condition for which there exists a reconfiguration sequence between \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\).
- Lemma \(14(*)\). There is a reconfiguration sequence between \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\) if \(G\) has a matching \(M\) of size \(k\) such that at least one of the following two conditions holds:
(C1) \(M \cap E_{2} \neq \emptyset\); and
(C2) at least one vertex of \(G_{2}\) is not covered by \(M\).
Furthermore, a reconfiguration sequence of linear length can be output in polynomial time.
We claim that this sufficient condition can be checked in polynomial time. The existence of a matching satisfying the condition ( \(\mathbf{C 1}\) ) can be checked as follows: For each edge \(v w \in E_{2}\), we check if the graph \(G-\{v, w\}\) has a matching of size \(k-1\), or not. This can be done in polynomial time since a maximum matching in a graph can be computed in polynomial time. Similarly, the condition (C2) can be checked in polynomial time, as follows: For each vertex \(v \in V_{2}\), we check if the graph \(G-\{v\}\) has a matching of size \(k\), or not.

We then consider the case where the sufficient condition of Lemma 14 does not hold. Recall that \(G=G_{1} \vee G_{2}\) and \(\left|V_{1}\right| \geq\left|V_{2}\right|\).
- Lemma \(15(*)\). Suppose that \(G\) does not have a matching of size \(k\) satisfying the conditions (C1) or (C2) of Lemma 14. Then, the following two claims hold.
- ( \(G, M_{\mathrm{s}}, M_{\mathrm{t}}\) ) is a yes-instance if and only if \(\left(G_{1}, M_{\mathrm{s}} \cap E_{1}, M_{\mathrm{t}} \cap E_{1}\right)\) is a yes-instance.
- For a yes-instance \(\left(G, M_{\mathrm{s}}, M_{\mathrm{t}}\right)\), a reconfiguration sequence between \(M_{\mathrm{s}}\) and \(M_{\mathrm{t}}\) of linear length can be output in polynomial time.

The above arguments can be implemented so that the algorithm runs in polynomial time, since we reduce the original instance ( \(G, M_{\mathrm{s}}, M_{\mathrm{t}}\) ) to a smaller instance ( \(G_{1}, M_{\mathrm{s}} \cap E_{1}, M_{\mathrm{t}} \cap E_{1}\) ).

This completes the proof of Theorem 12.

\section*{4 Conclusion}

We introduced the Perfect Matching Reconfiguration problem and analyzed its complexity from the viewpoint of graph classes. We showed that this problem is PSPACEcomplete on split graphs and bipartite graphs of bounded bandwidth and maximum degree five.

Furthermore, we gave polynomial-time algorithms for strongly orderable graphs, outerplanar graphs, and cographs. Each of the algorithms outputs a reconfiguration sequence of linear length in polynomial time.

A natural open question is on which graph classes a shortest reconfiguration sequence can be found in polynomial time. Furthermore, it would be interesting to investigate if the flip operation can be used in order to sample perfect matchings uniformly.
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\begin{abstract}
The spectra of signed matrices have played a fundamental role in social sciences, graph theory, and control theory. In this work, we investigate the computational problems of finding symmetric signings of matrices with natural spectral properties. Our results are the following:
1. We characterize matrices that have an invertible signing: a symmetric matrix has an invertible symmetric signing if and only if the support graph of the matrix contains a perfect 2-matching. Further, we present an efficient algorithm to search for an invertible symmetric signing.
2. We use the above-mentioned characterization to give an algorithm to find a minimum increase in the support of a given symmetric matrix so that it has an invertible symmetric signing.
3. We show NP-completeness of the following problems: verifying whether a given matrix has a symmetric signing that is singular or has bounded eigenvalues. However, we also illustrate that the complexity could differ substantially for input matrices that are adjacency matrices of graphs.
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\section*{1 Introduction}

The spectra of several graph-related matrices such as the adjacency and the Laplacian matrices have become fundamental objects of study in computer science. In this work, we undertake a systematic and comprehensive investigation of the spectrum and the invertibility of symmetric signings of matrices. We study natural spectral properties of symmetric signed
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matrices and address the computational problems of finding and verifying the existence of symmetric signings with these spectral properties.

For a real-valued symmetric \(n \times n\) matrix \(M\) and a \(\{ \pm 1\}\)-valued \(n \times n\) matrix \(s\) - which we refer to as a signing - we define the signed matrix \(M(s)\) to be the matrix obtained by taking entry-wise products of \(M\) and \(s\). Signed adjacency matrices (respectively, Laplacians) correspond to signed matrices \(M(s)\) where \(M\) is the adjacency matrix (respectively, Laplacian) of a graph. We say that \(s\) is a symmetric signing if \(s\) is a symmetric matrix and an offdiagonal signing if all the diagonal entries of \(s\) are +1 . In this work we consider the following computational problems:

BoundedEvalueSigning: Given a real symmetric matrix \(M\) and a real number \(\lambda\), verify if there exists an off-diagonal symmetric signing \(s\) such that the largest eigenvalue \(\lambda_{\max }(M(s))\) is at most \(\lambda\).
IncludeSigning: Given a real symmetric matrix \(M\) and a real number \(\lambda\), verify if there exists an off-diagonal symmetric signing \(s\) such that \(M(s)\) has \(\lambda\) as an eigenvalue.
AvoidSigning: Given a real symmetric matrix \(M\) and a real number \(\lambda\), verify if there exists a symmetric signing \(s\) such that \(M(s)\) does not have \(\lambda\) as an eigenvalue.

It suffices to focus on instances where \(\lambda\) is 0 . Indeed, solving an instance of one of the above problems on input \((M, \lambda)\) corresponds exactly to solving the same problem on input ( \(M-\lambda I, 0\) ). Hence, we focus our attention on the corresponding specialized problems:

NSDSIGNING: Given a real symmetric matrix \(M\), verify if there exists a symmetric signing \(s\) such that \(M(s)\) is negative semi-definite.
Singularsigning: Given a real symmetric matrix \(M\), verify if there exists an off-diagonal symmetric signing \(s\) such that \(M(s)\) is singular.
InvertibleSigning: Given a real symmetric matrix \(M\), verify if there exists a symmetric signing \(s\) such that \(M(s)\) is invertible (that is, non-singular).

\subsection*{1.1 Motivations}

Spectra of Signed Matrices and Expanders. Let \(G\) be a connected \(d\)-regular graph on \(n\) vertices and let \(d=\lambda_{0}>\lambda_{1} \geq \cdots \geq \lambda_{n-1}\) be the eigenvalues of its adjacency matrix. Then \(G\) is a Ramanujan expander if \(\max _{\left|\lambda_{i}\right|<d}\left|\lambda_{i}\right| \leq 2 \sqrt{d-1}\). Efficient construction of Ramanujan expanders of arbitrary degrees remains an important open problem. \({ }^{1}\) A combinatorial approach to this problem, initiated by Friedman [9], is to obtain larger Ramanujan graphs from smaller ones while preserving the degree. A 2-lift \(H\) of \(G\) is obtained as follows: Introduce two copies of each vertex \(u\) of \(G\), say \(u_{1}\) and \(u_{2}\), as the vertices of \(H\) and for each edge \(\{u, v\}\) in \(G\), introduce either \(\left\{u_{1}, v_{2}\right\},\left\{u_{2}, v_{1}\right\}\) or \(\left\{u_{1}, v_{1}\right\},\left\{u_{2}, v_{2}\right\}\) as edges of \(H\). There is a bijection between 2 -lifts and symmetric signed adjacency matrices of \(G\). Furthermore, the eigenvalues of the adjacency matrix of a 2-lift \(H\) are given by the union of the eigenvalues of the adjacency matrix of the base graph \(G\) (also called the "old" eigenvalues) and the signed adjacency matrix of \(G\) that corresponds to the 2-lift. (the "new" eigenvalues).

Marcus, Spielman, and Srivastava [16] showed that every \(d\)-regular bipartite graph has a 2 -lift whose new eigenvalues are bounded in absolute value by \(2 \sqrt{d-1}\). However, this result [16] is not constructive and their work raises the question of whether there is an efficient

\footnotetext{
\({ }^{1}\) While efficient construction of bipartite Ramanujan multi-graphs of all degrees is known [5], it still remains open to efficiently construct bipartite Ramanujan simple graphs of all degrees.
}
algorithm to find a symmetric signing that minimizes the largest eigenvalue. This motivates investigating BoundedEvalueSigning which is the decision variant of the computational problem. More precisely, it motivates investigating BoundedEvalueSigning when the input matrix is an adjacency matrix.

It is also natural to investigate the complexity of several related problems. As we will see in the next section, BoundedEvalueSigning is NP-hard for arbitrary symmetric matrices. The reduction which shows BoundedEvalueSigning is NP-hard suggests a close relationship with AvoidSigning which is also NP-hard. Hoping to make progress on BoundedEvalueSigning for adjacency matrices, we investigate AvoidSigning for adjacency matrices. IncludeSigning arises naturally as the complement of AvoidSigning.

Solvability Index of a Signed Matrix. The notion of balance of a symmetric signed matrix has been studied extensively in social sciences \([14,11,13,17]\). A signed adjacency matrix is balanced if there is a partition of the vertex set such that all edges within each part are positive, and all edges in between two parts are negative (one of the parts could be empty). A number of works \([3,10,18,17,19,20]\) have explored the problem of minimally modifying signed graphs (or signed adjacency matrices) to convert it into a balanced graph.

In this work, we introduce a related problem regarding symmetric signed matrices: Given a symmetric matrix \(M\), what is the smallest number of non-diagonal zero entries of \(M\) whose replacement by non-zeroes gives a symmetric matrix \(M^{\prime}\) that has an invertible symmetric signing? We define this quantity to be the solvability index \({ }^{2}\). Knowing this number might be helpful in studying systems of linear equations in signed matrices that might be ill-defined, and thus do not have a (unique) solution and in minimally modifying such matrices so that the resulting linear system becomes (uniquely) solvable. We use classic graph-theoretic techniques to show that solvability index is indeed computable efficiently.

\subsection*{1.2 Our Results}

Intriguingly, the complexity of BoundedEvalueSigning has not been studied in the literature even though it is widely believed to be a difficult problem in the graph sparsification community. We shed light on this problem by showing that it is NP-complete.
- Theorem 1. NsdSigning and SingularSigning are \(N P\)-complete.

Theorem 1 also implies that BoundedEvalueSigning and AvoidSigning are NPcomplete. In contrast to SingularSigning, we show that InvertibleSigning admits an efficient algorithm. In fact, we show a stronger result: there exists an algorithm to efficiently solve the search variant of InvertibleSigning, which we denote by SearchInvertibleSigning (here the goal is to find an invertible signing if it exists).
- Theorem 2. There exists a polynomial-time algorithm to solve SearchInvertibleSigNING.

Theorem 2 also implies that the search variant of IncludeSigning is solvable efficiently. Our proof of Theorem 2 leads to a structural characterization for the existence of invertible signings through the existence of perfect 2-matchings in the support graph of the matrix.

\footnotetext{
\({ }^{2}\) Our definition of solvability index is similar to the notion of frustration index [12, 1]. The frustration index of a matrix \(M\) is the minimum number of non-zero off-diagonal entries of \(M\) whose deletion results in a balanced signed graph. Computing the frustration index of a signed graph is NP-hard [15].
}

We believe that this structural characterization could be of independent interest and hence, discuss it in detail in Section 1.2.1.

The hard instances generated by our proof of Theorem 1 are real symmetric matrices with non-zero diagonal entries and hence, it does not resolve the computational complexity of the problem of finding a signing of a given graph-related matrix (for example, the adjacency matrix) that minimizes its largest eigenvalue. Our next result provides some evidence that one might be able to design efficient algorithms to solve the NP-complete problems appearing in Theorem 1 for graph-related matrices. In particular, we show that SingularSigning and its search variant admit efficient algorithms when the input matrix corresponds to the adjacency matrix of a bipartite graph.
- Theorem 3. There exists a polynomial-time algorithm to verify if the adjacency matrix \(A_{G}\) of a given bipartite graph \(G\) has a symmetric signing s such that \(A_{G}(s)\) is singular; and if so, find such a signing.

Finally, we define the solvability index of a real symmetric matrix \(M\) to be the smallest number of non-diagonal zero entries that need to be converted to non-zeroes so that the resulting symmetric matrix has an invertible symmetric signing. We emphasize that the support-increase operation that we consider preserves symmetry, that is, if we replace the zero entry \(A[i, j]\) by \(\alpha\), then the zero entry \(A[j, i]\) is also replaced by \(\alpha\). We give an efficient algorithm to find the solvability index of a given symmetric matrix \(M\).
- Theorem 4. There exists a polynomial-time algorithm to find the solvability index of a given real symmetric matrix.

\subsection*{1.2.1 Structural Characterization for Invertible Signings}

Theorem 2, in particular, implies that InvertibleSigning is solvable efficiently. In fact, our proof-technique gives an efficient characterization for the existence of an invertible signing. This characterization also leads to an alternative algorithm to solve InvertibleSigning. We believe that this characterization might be of independent interest and hence describe it here.

The support graph of a real symmetric \(n \times n\) matrix \(M\) is an undirected graph \(G\) where the vertex set of \(G\) is \([n]:=\{1, \ldots, n\}\), and the edge set of \(G\) is \(\{\{u, v\} \mid M[u, v] \neq 0\}\). We note that \(G\) could have self-loops depending on the diagonal entries of \(M\). A perfect 2-matching in a graph \(G\) with edge set \(E\) is an assignment \(x: E \rightarrow\{0,1,2\}\) of values to the edges such that \(\sum_{e \in \delta(v)} x_{e}=2\) holds for every vertex \(v\) in \(G\) (where \(\delta(v)\) denotes the set of edges incident to \(v)\). Equivalently, a perfect 2-matching in a graph \(G\) is a vertex-disjoint union of edges and cycles (cycles could be loop edges) in \(G\) such that each vertex is incident to at least one edge. We show the following characterization:
- Theorem 5. Let \(M\) be a symmetric \(n \times n\) matrix and let \(G\) be the support graph of \(M\). The following are equivalent:
(i) There exists a symmetric signing such that the signed matrix \(M(s)\) is invertible.
(ii) The support graph \(G\) contains a perfect 2-matching.
- Remark 1. The structural characterization of Theorem 5 leads to a polynomial-time algorithm to solve InvertibleSigning - it suffices to verify if the support graph of the input matrix contains a perfect 2-matching which can be done in polynomial-time.
- Remark 2. We present a constructive proof of Theorem 5 via a generalization (see Theorem 8 in Section 2). Our proof of Theorem 5 is constructive but we are aware of a non-constructive
proof using Combinatorial Nullstellensatz. This alternative non-constructive proof is available online in an earlier arXiv version of this [4].

\subsection*{1.3 Related Work}

Skew Symmetric Matrix of Indeterminates. A square skew-symmetric matrix of indeterminates with zeroes on the diagonal is known as the Tutte matrix of its support graph. A well-known result by Tutte shows that the determinant polynomial of the Tutte matrix is non-zero if and only if the corresponding support graph has a perfect matching. Our result in Theorem 5 can be interpreted as a variant of Tutte's result to square symmetric matrices of indeterminates with zeros on the diagonal.

Cunningham and Geelen [6] extended Tutte's work along a different direction by giving a characterization of invertible submatrices of the Tutte matrix using path-matchings. Given a graph \(G\) with vertex set \(V\) and vertex subsets \(R, L \subseteq V\), a \((R, L)\)-path-matching in \(G\) is a collection of vertex-disjoint paths from \(R\) to \(L\) and edges in \(G[V \backslash(R \cup L)]\). A perfect ( \(R, L\) )-path-matching is a \((R, L)\)-path-matching in which every vertex in \(G\) is incident to some edges of the vertex-disjoint paths. They showed that the determinant polynomial of a square submatrix of the Tutte matrix of \(G\) with column set \(R\) and row set \(L\) is non-zero if and only if there exists a perfect \((R, L)\)-path-matching in \(G\). The notion of cycle-covers that we introduce in Section 2 and our result in Theorem 8 can be interpreted as variants of Cunningham and Geelen's result to square symmetric matrices of indeterminates with zeros on the diagonal.

Our results in Theorems 5 and 8 go further than Cunningham and Geelen's result by not only giving similar characterizations for the determinant to be a non-zero polynomial but also by giving polynomial-time algorithms to find a point in \(\{ \pm 1\}^{E}\) at which the polynomial is non-zero.

Minimum Rank Problems. A line of work seemingly related to ours is the minimum rank problem (e.g., see \([8,7]\) ): given a graph \(G\), the goal is to compute the minimum rank of the weighted adjacency matrix of a graph obtained by giving non-zero real-valued weights to the edges of \(G\). We emphasize that the allowed weights in the minimum rank problem are arbitrary and are not simply signs of the given adjacency matrix as in the case of our work. A signed variant of the minimum rank problem has also been addressed in the literature: given a sign pattern matrix \(S\), the goal is to compute the minimum rank of a matrix with real-valued entries whose sign pattern is identical to \(S\). Once again, we emphasize the distinction between the signed variant of the minimum rank problem and the problems studied in our work: in the signed variant of the minimum rank problem, the sign pattern is the input and the goal is to find a matrix with real-valued entries matching the input sign pattern and achieving minimum rank. In contrast, the problems studied in our work have real-valued entries as inputs and the goal is to find a symmetric sign pattern of the entries to achieve the specified spectral properties.

A year after posting our work on arXiv [4], Akbari, Ghafari, Kazemian, and Nahvi [2] also posted an article addressing InvertibleSigning \({ }^{3}\). They show the same characterization as Theorem 5 with a proof identical to the non-constructive proof appearing in the early arXiv version of our work [4]. We emphasize that in addition to showing the structural characterization in Theorem 5, this work resolves the search problem in Theorem 2, and

\footnotetext{
\({ }^{3}\) Our arXiv post dated Nov, 2016: https://arxiv.org/abs/1611.03624; the post by Akbari, Ghafari, Kazemian, and Nahvi dated Aug, 2017: https://arxiv.org/abs/1708.07118.
}
moreover shows a much more general structural characterization in Theorem 8 with a constructive proof.

\subsection*{1.4 Organization}

In Section 1.5, we review definitions and notations. In Section 2, we describe an efficient algorithm to find an invertible signing (Theorem 2). Due to space constraints, we refer the reader to the full version of the paper for all missing proofs [4].

\subsection*{1.5 Preliminaries}

Unless otherwise specified, all matrices are symmetric and take values over the reals. Since all of our results are for symmetric signings, we will just use the term signing to refer to a symmetric signing in the rest of this work. We denote the entry-wise product of two \(n \times n\) matrices \(M\) and \(s\) as \(M(s)\) (even when \(s\) is not necessarily a signing).

Let \(S_{n}\) be the set of permutations of \(n\) elements, \(M\) be a real symmetric \(n \times n\) matrix, and \(s\) be a symmetric \(n \times n\) signing. Then, the permutation expansion of the determinant of a signed matrix \(M(s)\) is given by
\[
\operatorname{det} M(s)=\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) \cdot \prod_{i=1}^{n} M(s)[i, \sigma(i)]
\]

A permutation \(\sigma\) in \(S_{n}\) has a unique cycle decomposition and hence corresponds to a vertexdisjoint union of directed cycles on \(n\) vertices. Removing the orientation gives an undirected graph which is a vertex disjoint union of cycles, self-loops, and matching edges.

\section*{2 Finding Invertible Signings}

In this section, we focus on invertible signings and the proof of Theorem 2. We prove a much more general statement in comparison to the one given in Theorem 5, which we believe could be of independent interest. We start by introducing the background needed to state the general version.

Symmetric signings of asymmetric sub-matrices. Let \(M\) be a symmetric \(n \times n\) matrix. For \(X, Y \subseteq[n]\) being a subset of row and column indices of the same cardinality, let \(M[X, Y]\) denote the submatrix of \(M\) obtained by picking the rows in \(X\) and the columns in \(Y\). We note that \(M[X, Y]\) is a square matrix, but it may not be symmetric even though \(M\) is symmetric. We are interested in finding a symmetric \(n \times n\) signing \(s\) so that the square submatrix \(M(s)[X, Y]\) is invertible. We emphasize that for a symmetric signing \(s\), the (possibly asymmetric) matrix \(M(s)[X, Y]\) is symmetric on \(X \cap Y\), that is, the \([i, j]\) 'th and the \([j, i]^{\prime}\) 'th entries of the matrix \(M(s)[X, Y]\) are the same for every \(i, j \in X \cap Y\).

Perfect 2-matchings in subgraphs. Let \(G\) be a simple undirected graph, possibly containing self-loops. Let \(X, Y\) be vertex subsets of \(G\). We consider the subgraph \(G[X \cup Y]\) induced by \(X \cup Y\). An \((X, Y)\)-cycle-cover is a collection of edges of the subgraph \(G[X \cup Y]\) that induce a vertex-disjoint union of paths and cycles (cycles could be loop edges) in \(G[X \cup Y]\) such that (1) every cycle is a subgraph of \(G[X \cap Y]\), (2) every vertex of \(X \cup Y\) is incident to at least one edge, and (3) every path either has one end-vertex in \(X \backslash Y\), the other end-vertex in \(Y \backslash X\), and all intermediate vertices in \(X \cap Y\), or has both end-vertices in \(X \cap Y\) with only one
edge (see Figure 1 for an example). We note that ( \(X, X\) )-cycle-covers correspond to perfect 2-matchings in \(G[X]\) and hence, \((V, V)\)-cycle-covers correspond to perfect 2-matchings in \(G\). It follows that in \((X, X)\)-cycle-covers all paths are only a single edge in \(G\). Furthermore, the existence of an \((X, Y)\)-cycle-cover is possible only if \(|X|=|Y|\). The following lemma states that the existence of an ( \(X, Y\) )-cycle-cover in a given graph can be verified efficiently.


Figure 1 An \((X, Y)\)-cycle-cover \(F\). Furthermore, by our definitions below, the edge \(\{a, b\}\) is in \(\operatorname{Paths}(F)\) while the edge \(\{u, v\}\) is in Matchings \((F)\).
- Lemma 6. There exists a polynomial-time algorithm that decides if there is an ( \(X, Y\) )-cycle-cover in a given graph \(G\) for given vertex subsets \(X, Y\) of \(G\).

The key observation to prove Lemma 6 is that finding an \((X, Y)\)-cycle-cover can be reduced to finding a perfect matching in an auxiliary bipartite graph.

Let \(M \in \mathbb{R}^{n \times n}\) be a symmetric matrix, \(X, Y \subseteq[n]\) with \(|X|=|Y|\) and \(s\) be a symmetric \(n \times n\) matrix. Recall that we are interested in finding a symmetric \(n \times n\) signing \(s\) so that the square submatrix \(M(s)[X, Y]\) is invertible. We derive a convenient expression for \(\operatorname{det}(M(s)[X, Y])\) that is based on \((X, Y)\)-cycle-covers. For an \((X, Y)\)-cycle-cover \(F\), let Cycles \((F)\), Paths \((F)\), and Matchings \((F)\) denote the set of cycles in \(F\), paths in \(F\) with end-vertices in \(X \backslash Y\) and \(Y \backslash X\), and paths in \(F\) that are contained in \(G[X \cap Y]\), respectively. Moreover, let Loops \((F)\) and \(\operatorname{NTCs}(F)\) denote the set of self-loops and non-trivial-cycles in \(F\). We emphasize that \(\operatorname{Cycles}(F)=\operatorname{Loops}(F) \cup \operatorname{NTCs}(F)\). We also note that Cycles \((F)\), \(\operatorname{Paths}(F)\), and Matchings \((F)\) are all vertex-disjoint from one another and if \(X=Y\) then \(\operatorname{Paths}(F)=\emptyset\). We define
\[
\begin{aligned}
M(s)_{\operatorname{Cycles}(F)} & :=\prod_{C \in \operatorname{Cycles}(F)} \prod_{\{u, v\} \in C} M(s)[u, v], \\
M(s)_{\operatorname{Path}(F)} & :=\prod_{P \in \operatorname{Paths}(F)} \prod_{\{u, v\} \in P} M(s)[u, v], \text { and } \\
M(s)_{\operatorname{Matchings}(F)} & :=\prod_{\{u, v\} \in \operatorname{Matchings}(F)} M(s)[u, v]^{2} .
\end{aligned}
\]

With this notation, we have the following claim that the determinant of \(M(s)[X, Y]\) is a \(\{ \pm 1\}\)-linear combination of terms corresponding to \((X, Y)\)-cycle-covers in \(G\).
- Lemma 7 ( \((\boldsymbol{X}, \boldsymbol{Y})\)-cycle-cover expansion). Let \(M \in \mathbb{R}^{n \times n}\) be a symmetric \(n \times n\) matrix, \(X, Y \subseteq[n]\) with \(|X|=|Y|\), and s be a symmetric \(n \times n\) matrix. Let \(G\) be the support graph of \(M\) and \(\mathcal{F}\) be the set of all \((X, Y)\)-cycle-covers in \(G\). Then, there exists \(\lambda_{F} \in\{ \pm 1\}\) for all \(F \in \mathcal{F}\) such that
\[
\operatorname{det}(M(s)[X, Y])=\sum_{F \in \mathcal{F}} \lambda_{F} \cdot 2^{|N T C s(F)|} \cdot M(s)_{C y c l e s(F)} \cdot M(s)_{P a t h s(F)} \cdot M(s)_{M a t c h i n g s(F)} .
\]

Moreover, if there are \(F_{1}, F_{2} \in \mathcal{F}\) such that \(\operatorname{Cycles}\left(F_{1}\right)=\operatorname{Cycles}\left(F_{2}\right)\) and \(\operatorname{Paths}\left(F_{1}\right)=\) \(\operatorname{Paths}\left(F_{2}\right)\) then \(\lambda_{F_{1}}=\lambda_{F_{2}}\).

Proof. For simplicity, we denote \(M^{\prime}=M[X, Y]\). Let \(k:=|X|\) and let \(S_{k}\) denote the set of permutations on \(k\) elements. Then, by the permutation expansion of the determinant, we have
\[
\operatorname{det}\left(M^{\prime}(s)\right)=\sum_{\sigma \in S_{k}} \operatorname{sgn}(\sigma) \cdot \prod_{i=1}^{k} s[i, \sigma(i)] \cdot M^{\prime}[i, \sigma(i)] .
\]

We recall that \(\operatorname{sgn}(\sigma) \in\{ \pm 1\}\). Moreover, if \(\sigma_{1}, \sigma_{2} \in S_{k}\) such that \(\sigma_{1}\) and \(\sigma_{2}\) have the same cycle structure then \(\operatorname{sgn}\left(\sigma_{1}\right)=\operatorname{sgn}\left(\sigma_{2}\right)\). Now, we note that there is a one-to-one correspondence between \(S_{k}\) and bijections from \(X\) to \(Y\). So, we may view \(\sigma \in S_{k}\) as a bijection \(\sigma^{\prime}: X \rightarrow Y\). Now, consider the graph \(H_{\sigma^{\prime}}\) on vertex set \(X \cup Y\) and edge set \(F_{\sigma^{\prime}}:=\left\{\{u, v\} \mid \sigma^{\prime}(u)=v\right\}\). Since \(\sigma^{\prime}\) is a bijection, it follows that \(F_{\sigma^{\prime}}\) is an \((X, Y)\)-cycle-cover in the complete graph on vertex set \(X \cup Y\). Moreover, since each non-trivial-cycle in an \((X, Y)\)-cycle-cover can take one of two orientations in any corresponding permutation, there are \(2^{|\mathrm{NTCs}(F)|}\) distinct permutations which map to each \((X, Y)\)-cycle-cover \(F\). Hence,
\[
\begin{aligned}
\prod_{i=1}^{n} s[i, \sigma(i)] \cdot M^{\prime}[i, \sigma(i)] & =\prod_{u \in X} s[u, \sigma(u)] \cdot M\left[u, \sigma^{\prime}(u)\right] \\
& =M(s)_{\operatorname{Cycles}\left(F_{\sigma^{\prime}}\right)} \cdot M(s)_{\operatorname{Paths}\left(F_{\sigma^{\prime}}\right)} \cdot M(s)_{\operatorname{Matchings}\left(F_{\sigma^{\prime}}\right)} .
\end{aligned}
\]

The above-term is non-zero only if \(F_{\sigma^{\prime}}\) is an \((X, Y)\)-cycle-cover in the support graph of \(G\). Furthermore, if \(F_{1}, F_{2} \in \mathcal{F}\) such that \(\operatorname{Cycles}\left(F_{1}\right)=\operatorname{Cycles}\left(F_{2}\right)\) and \(\operatorname{Paths}\left(F_{1}\right)=\operatorname{Paths}\left(F_{2}\right)\) then \(\lambda_{F_{1}}=\lambda_{F_{2}}\) since the corresponding permutations would have the same cycle structure.

To prove Theorems 5 and 2, we show the following theorem which gives a generalized structural characterization: it characterizes the existence of invertible symmetric signings for (potentially asymmetric) submatrices of symmetric matrices.
- Theorem 8. Let \(M\) be a real symmetric \(n \times n\) matrix with support graph \(G\) and \(X, Y \subseteq[n]\) with \(|X|=|Y|\). The following are equivalent:
(i) There exists an \((X, Y)\)-cycle-cover in \(G\).
(ii) There exists a symmetric signing s such that \(M(s)[X, Y]\) is invertible.

Moreover, there exists a polynomial-time algorithm that takes a real symmetric \(n \times n\) matrix \(M\) and \(X, Y \subseteq[n]\) as input and verifies if there exists a symmetric signing \(s\) such that \(M(s)[X, Y]\) is invertible and if so, find such a signing.

Notation. Let \(M\) be a real symmetric \(n \times n\) matrix with support graph \(G\). Let \(A\) and \(B\) be vertex subsets of \(G\). We define \(E[A, B]\) to be the set of edges with one end-vertex in \(A\) and the other end-vertex in \(B\). We use \(E[A]\) to denote \(E[A, A]\). Let \(e\) be an edge in \(G\) corresponding to the non-zero entry \(M[u, v](=M[v, u])\). We define \(M^{\bar{e}}\) as the matrix
obtained by setting \(M[u, v]\) and \(M[v, u]\) to 0 . For a signing \(s\) and row and column indices \(u, v \in[n]\), we can obtain another signing \(s^{\prime}\) such that \(s^{\prime}[u, v]:=-s[u, v], s^{\prime}[v, u]:=-s[v, u]\) and \(s^{\prime}[i, j]:=s[i, j]\) for every entry \((i, j) \in[n] \times[n] \backslash\{(u, v),(v, u)\}\). We call this operation as \(s^{\prime}\) obtained from s by fipping on \(\{u, v\}\).

Proof of Theorem 8. We first present a constructive proof of the characterization. We will then use the proof to design the algorithm.

Lemma 7 immediately shows that (ii) implies (i): If we have a symmetric signing \(s\) such that \(M(s)[X, Y]\) is invertible, then at least one of the terms in the \((X, Y)\)-cycle-cover expansion of \(\operatorname{det}(M(s)[X, Y])\) is non-zero. Hence, there exists an \((X, Y)\)-cycle-cover in \(G\).

We show that ( \(i\) ) implies ( \(i i\) ). Suppose not. Among the counterexamples, consider the ones with \(|X|\) minimum and among these, pick a matrix \(M\) with minimum number of non-zero entries. Without loss of generality, let \(M\) be an \(n \times n\) matrix with support graph \(G\) and let \(X, Y \subseteq[n]\) with \(|X|=|Y|\). Since we chose a counterexample, we have that
(A) there exists an \((X, Y)\)-cycle-cover in \(G\), but
(B) there is no symmetric signing \(s\) such that \(M(s)[X, Y]\) is invertible.

We will arrive at a contradiction by showing that a signing \(s\) satisfying (ii) exists. We begin with the following claim about the counterexample.
\(\triangleright\) Claim 9. \(\quad E[X \backslash Y, Y]=\emptyset\) and \(E[Y \backslash X, X]=\emptyset\).
Proof. Suppose there exists an edge \(e \in E[X \backslash Y, Y]\). Let \(e:=\{u, v\}\) with \(u \in X \backslash Y\) and \(v \in Y\). Then there exists \(\alpha \in\{ \pm 1\}\) such that the determinant of \(M(s)[X, Y]\) can be expressed as a linear function of \(s[u, v]\) :
\[
\begin{equation*}
\operatorname{det}(M(s)[X, Y])=\alpha \cdot s[u, v] \cdot M[u, v] \cdot \operatorname{det}(M(s)[X-u, Y-v])+\operatorname{det}\left(M^{\bar{e}}(s)[X, Y]\right) \tag{1}
\end{equation*}
\]

Case 1: Suppose there exists an \((X, Y)\)-cycle-cover \(F\) containing \(e\). We observe that \(F-e\) is an \((X-u, Y-v)\)-cycle-cover in \(G\). Since we have a smallest counterexample, it follows that there exists a symmetric signing \(s\) such that \(\operatorname{det}(M(s)[X-u, Y-v]) \neq 0\). Since \(\operatorname{det}(M(s)[X, Y])\) is a linear function of \(s[u, v]\), it follows that \(\operatorname{det}(M(s)[X, Y]) \neq 0\) or \(\operatorname{det}\left(M\left(s^{\prime}\right)[X, Y]\right) \neq 0\) where \(s^{\prime}\) is a signing obtained from \(s\) by flipping on \(\{u, v\}\). Hence, we have a contradiction to assumption B about the counterexample.
Case 2: Suppose that every \((X, Y)\)-cycle-cover in \(G\) does not contain \(e\). Then there is no ( \(X-\) \(u, Y-v)\)-cycle-cover in \(G\). Since (ii) implies \((i)\), it follows that \(\operatorname{det}(M(s)[X-u, Y-v])=0\) for every symmetric signing \(s\). Let \(F\) be an \((X, Y)\)-cycle-cover in \(G\) (as promised to exist by A). Then \(F\) is an \((X, Y)\)-cycle-cover in \(G-e\). Since we have a smallest counterexample, it follows that there exists a symmetric signing \(s\) such that \(\operatorname{det}\left(M^{\bar{e}}(s)[X, Y]\right) \neq 0\). By (1), we observe that \(\operatorname{det}(M(s)[X, Y]) \neq 0\). Thus, the symmetric signing \(s\) is a contradiction to assumption B about the counterexample.

Hence, \(E[X \backslash Y, Y]=\emptyset\). Similarly \(E[Y \backslash X, X]=\emptyset\).
Now, if \(X \backslash Y \neq \emptyset\) and there is no edge \(e \in E[X \backslash Y, Y]\), then there is no \((X, Y)\)-cyclecover in \(G\), a contradiction to assumption A about the counterexample. Hence, \(X \backslash Y=\emptyset\). Similarly, \(Y \backslash X=\emptyset\). Thus, we have \(X=Y\) in the counterexample. We next show that the counterexample cannot have any self-loop edges.
\(\triangleright\) Claim 10. There are no self-loop edges in \(E[X]\).

Proof. Suppose there exists a self-loop edge in \(E[X]\). Let \(e=\{u, u\}\) for some \(u \in X\). Then, we again have that \(\operatorname{det}(M(s)[X, Y])\) is a linear function of \(s[u, u]\) :
\[
\begin{equation*}
\operatorname{det}(M(s)[X, X])=s[u, u] \cdot M[u, u] \cdot \operatorname{det}(M(s)[X-u, X-u])+\operatorname{det}\left(M^{\bar{e}}(s)[X, X]\right) . \tag{2}
\end{equation*}
\]

We arrive at a contradiction by proceeding similar to the proof of the previous claim. We avoid restating the proof in the interests of brevity.

By Claim 10, the counterexample has no self-loop edges in \(E[X]\). Our next claim strengthens this further by showing that the counterexample has no \((X, Y)\)-cycle-cover with cycle edges.
\(\triangleright\) Claim 11. Every \((X, X)\)-cycle-cover in \(G\) has no cycles.
Proof. Suppose there exists an \((X, X)\)-cycle-cover \(F\) in \(G\) with a cycle \(C\) induced by \(F\). Let \(e=\{u, v\}\) be an edge in the cycle. By Claim 10, we know that \(u \neq v\). We observe that \(\operatorname{det}(M(s)[X, X])\) is a quadratic function of \(s[u, v]\), i.e., there exists \(\alpha \in\{ \pm 1\}\) such that the determinant of \(M(s)[X, X]\) can be expressed as
\[
\begin{align*}
\operatorname{det}(M(s)[X, X]) & =-s[u, v]^{2} \cdot M[u, v]^{2} \cdot \operatorname{det}(M(s)[X-\{u, v\}, X-\{u, v\}]) \\
& +2 \alpha \cdot s[u, v] \cdot M[u, v] \cdot \operatorname{det}\left(M^{\bar{e}}(s)[X-u, X-v]\right)  \tag{3}\\
& +\operatorname{det}\left(M^{\bar{e}}(s)[X, X]\right)
\end{align*}
\]

Furthermore, \(F-e\) is an \((X-u, X-v)\)-cycle-cover in \(G\). Since we have a smallest counterexample, it follows that there exists a symmetric signing \(s\) such that \(\operatorname{det}\left(M^{\bar{e}}(s)[X-\right.\) \(u, X-v]) \neq 0\). We now define the quadratic function
\[
\begin{aligned}
f(x) & :=-x^{2} \cdot M[u, v]^{2} \cdot \operatorname{det}(M(s)[X-\{u, v\}, X-\{u, v\}]) \\
& +2 \alpha x \cdot M[u, v] \cdot \operatorname{det}\left(M^{\bar{e}}(s)[X-u, X-v]\right)+\operatorname{det}\left(M^{\bar{e}}(s)[X, X]\right),
\end{aligned}
\]
and consider the roots of the quadratic equation \(f(x)=0\). Since \(\operatorname{det}\left(M^{\bar{e}}(s)[X-u, X-v]\right) \neq 0\), the sum of the roots of this quadratic equation is non-zero. Since the real roots of a quadratic function are symmetric about the extreme point of the parabola defined by the function (i.e., symmetric about \(\arg \min f(x)\) ), there exists \(x \in\{ \pm 1\}\) that is not a root of \(f(x)\). Hence, either \(\operatorname{det}(M(s)[X, Y]) \neq 0\) or \(\operatorname{det}\left(M\left(s^{\prime}\right)[X, Y]\right) \neq 0\) where \(s^{\prime}\) is a signing obtained from \(s\) by flipping on \(\{u, v\}\). Thus, either \(s\) or \(s^{\prime}\) contradict assumption B about the counterexample.

By Claims 9 and 10, the counterexample has \(X=Y\) with no loop edges in \(E[X]\). Furthermore, by Claim 11, every \((X, X)\)-cycle-cover in \(G\) has no cycles. By definition of \((X, X)\)-cycle-covers, it follows that each \((X, X)\)-cycle-cover in \(G\) corresponds to a perfect matching in \(G[X]\). Let \(N\) be an \((X, X)\)-cycle-cover in \(G\).
\(\triangleright\) Claim 12. \(\quad N\) is the unique \((X, X)\)-cycle-cover in \(G\).
Proof. Let \(e\) be an arbitrary edge in \(N\). Suppose there exists an \((X, X)\)-cycle-cover \(N^{\prime}\) in \(G-e\). Then, Claims 10 and 11 imply that \(N^{\prime}\) is also a perfect matching in \(G[X]\). We consider \(N^{\prime \prime}:=N \cup N^{\prime}\). Since \(N\) and \(N^{\prime}\) are perfect matchings in \(G[X]\), the set of edges \(N^{\prime \prime}\) induces a vertex-disjoint union of edges and cycles of even length in \(G[X]\). Hence, \(N^{\prime \prime}\) is an \((X, X)\)-cycle-cover in \(G\). Furthermore, since \(e \in N \backslash N^{\prime}\), it follows that \(N^{\prime \prime}\) contains at least one cycle. This contradicts Claim 11. Thus, every edge \(e \in N\) belongs to every ( \(X, X\) )-cycle-cover in \(G\). Consequently, \(N\) is the unique ( \(X, X\) )-cycle-cover in \(G\).

Since \(N\) is the unique \((X, X)\)-cycle-cover in \(G\), by Lemma 7 , we have that
\[
\operatorname{det}(M(s)[X, X])=(-1)^{|N|} \prod_{\{u, v\} \in N} M(s)[u, v]^{2}
\]
which is non-zero for every signing \(s\). Thus, there exists a symmetric signing \(s\) such that \(\operatorname{det}(M(s)[X, X]) \neq 0\), a contradiction to assumption B about the counterexample. This completes the proof of the characterization. We note that the above proof of the characterization is constructive and immediately leads to the algorithm \(\operatorname{FindSigning}(M, X, Y)\) in Algorithm 1.

Algorithm 1 The algorithm FindSigning \((M, X, Y)\).
```

FindSigning $(M, X, Y)$ :
Input: $M \in \mathbb{R}^{n \times n}$ with support graph $G$, and $X, Y \subseteq[n]$ satisfying $|X|=|Y|$.
Output: A symmetric signing $s \in\{ \pm 1\}^{n \times n}$ such that $M(s)[X, Y]$ is invertible if
such a signing exists.
1. If $|X|=|Y| \leq 1$, then brute-force search for a symmetric signing $s$ for
which $\operatorname{det}(M(s))[X, Y] \neq 0$ :
1.1. If such a signing exists, return $s$.
1.2. Else return "No Invertible Signing".
2. If there exists no ( $X, Y$ )-cycle-cover then return "No Invertible Signing".
3. If $E[X \backslash Y, Y] \cup E[Y \backslash X, X] \neq \emptyset:$
3.1. Pick $e:=\{u, v\} \in E[X \backslash Y, Y]$ such that $u \in X \backslash Y$ and $v \in Y$.
3.2. If there is no ( $X-u, Y-v$ )-cycle-cover in $G$ :
3.2.1 $s \leftarrow \operatorname{FindSigning}\left(M^{\bar{e}}, X, Y\right)$.
3.3. Else: (when there is an $(X-u, Y-v)$-cycle-cover in $G$ )
3.3.1 $s \leftarrow \operatorname{FindSigning}(M, X-u, Y-v)$.
3.4. If $M(s)[X, Y]$ is invertible then return $s$.
3.5. Else return $s^{\prime}$ obtained from $s$ by flipping on $\{u, v\}$.
4. Else: (when sets $X$ and $Y$ are identical)
4.1. If there exists an $(X, Y)$-cycle-cover in $G$ with a cycle edge $\{u, v\}$ :
4.1.1. $s \leftarrow \operatorname{FindSigning}(M, X-u, Y-v)$.
4.1.2. If $M(s)[X, Y]$ is invertible then return $s$.
4.1.3. Else return $s^{\prime}$ obtained from $s$ by flipping on $\{u, v\}$.
4.2. Else: (when all $(X, Y)$-cycle-covers are perfect matchings in $G[X]$ )
4.2.1 Return 1 (the all-positive signing).

```

We now describe an efficient implementation of the non-trivial steps in FindSigning. In Step 1, the algorithm performs a brute-force search. We note that the search needs to be conducted only for the entries \(s[u, v]\) where \(u, v \in X \cup Y\) since \(\operatorname{det}(M(s)[X, Y])\) is independent of the remaining entries of the signing \(s\). Since \(|X \cup Y| \leq 2\), the search can be conducted in constant time by picking an arbitrary sign for the remaining entries.

Lemma 6 implies that Steps 2 and 3.2 can be implemented to run in polynomial time. We recall that any cycle edge in an \((X, X)\)-cycle-cover must be a cycle edge in some perfect 2 -matching in \(G[X]\). Claim 13 shows that Step 4.1 can be implemented to run in polynomial time. Finally, the recursive algorithm terminates in polynomial time since each recursive call reduces either \(|X \cup Y|\) or the number of non-zero entries in \(M\).
\(\triangleright\) Claim 13. There is a polynomial-time algorithm that given a graph, finds an edge that belongs to a cycle in some perfect 2-matching of the graph or decides that no such edge exists.

Algorithm 2 The algorithm FindCycleEdge( \(G\) ).
FindCycleEdge \((G)\) :
Input: A graph \(G\) with vertex set \(V\).
Output: An edge \(e\) that is a cycle edge in some perfect 2-matching in \(G\) if one exists.
1. If there exists no perfect 2 -matching in \(G\) then return "No edge".
2. Let \(F\) be a perfect 2 -matching in \(G\).
3. If \(F\) contains a cycle \(C\) then return any edge in \(C\).
4. For \(e \in F\) :
4.1. Let \(N_{e}\) be a perfect 2 -matching in \(G-e\) if one exists.
4.2. If \(N_{e}\) exists and has a cycle \(C\) then return any edge in \(C\).
5. If Step 4 finds \(N_{e}\) for some \(e \in F\), then return \(e\).
6. Else return "No edge".

Proof. To prove the claim we consider the algorithm FindCycleEdge( \(G\) ) in Algorithm 2. If at any point we find a perfect 2 -matching with a cycle then we return an edge from it. Hence, it only remains to show the correctness of Steps 5 and 6 . Let \(F\) be a perfect 2 -matching with no cycle edge. Suppose there exists a perfect 2 -matching \(N_{e}\) for some edge \(e\) with no cycle edge. Then \(N_{e}\) and \(F\) are both perfect matchings in \(G\). It follows that \(N_{e} \cup F\) will be a perfect 2-matching where \(e\) is in a cycle and hence Step 5 is correct to return \(e\). Now suppose that for all \(e\) there is no perfect 2-matching \(N_{e}\). It follows that \(G\) has one unique perfect 2-matching \(F\) that is a perfect matching and hence Step 6 correctly returns that no cycle edge exists.

Using the algorithm from Lemma 6 we can perform Steps 1, 2, and 4.1 in polynomial time. Thus, FindCycleEdge \((G)\) runs in polynomial time.
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\section*{1 Introduction}

Given a finite automaton \(\mathcal{A}\), what is the proportion of words accepted by it? This question is natural but imprecise: there are infinitely many words and the proportion of accepted words may depend on the word length. One may consider the sequence \(d_{0}, d_{1}, \ldots\) where \(d_{i}\) is the proportion of length- \(i\) words accepted by \(\mathcal{A}\), i.e., \(d_{i}=\frac{\left|L(\mathcal{A}) \cap \Sigma^{i}\right|}{|\Sigma|^{i}}\). The sequence does not necessarily converge, but one may study, e.g., possible limits and accumulation points [5].

Alternatively, one can specify a probability distribution on words, e.g., with a Markov chain, and ask for the probability that a word is accepted by \(\mathcal{A}\). For instance, if \(\Sigma=\{a, b\}\), one may generate a random word, letter by letter, by outputting \(a, b\) with probability \(1 / 3\) each, and ending the word with probability \(1 / 3\). For an NFA \(\mathcal{A}\), determining whether the probability of generating an accepted word is 1 is equivalent to universality (is \(L(\mathcal{A})=\Sigma^{*}\) ?), a PSPACE-complete problem. However, if \(\mathcal{A}\) is unambiguous, i.e., every accepted word has exactly one accepting path, then one can compute the probability of generating an accepted word in polynomial time by solving a linear system of equations. Unambiguousness allows us to express the probability of a union as the sum of probabilities:
- Example 1. Consider the unambiguous automaton \(\mathcal{A}\) in Figure 1 (left). If we generate a random word over \(\{a, b\}\) according to the process described above, we have the following linear system for the vector \(\vec{z}\) where \(\vec{z}_{q}\) is, for each \(q \in\left\{q_{0}, q_{1}, q_{2}, q_{3}\right\}\), the probability that the word is accepted when \(q\) is taken as initial state:
\[
\begin{array}{ll}
\vec{z}_{q_{0}}=\frac{1}{3} \vec{z}_{q_{1}}+\frac{1}{3} & \vec{z}_{q_{1}}=\frac{1}{3} \vec{z}_{q_{0}}+\frac{1}{3}\left(\vec{z}_{q_{1}}+\vec{z}_{q_{3}}\right) \\
\vec{z}_{q_{2}}=\frac{1}{3} \vec{z}_{q_{3}}+\frac{1}{3}\left(\vec{z}_{q_{0}}+\vec{z}_{q_{2}}\right) & \vec{z}_{q_{3}}=\frac{1}{3} \vec{z}_{q_{2}}
\end{array}
\]
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Figure 1 Left: unambiguous automaton \(\mathcal{A}\). Right: visualisation of the affine space \(\mathcal{F}\) (blue) and the vector space spanned by (pseudo-)cuts (red); these spaces are orthogonal.

The constant term in the equation for \(\vec{z}_{q_{0}}\) reflects the fact that \(q_{0}\) is accepting. The (other) coefficients \(\frac{1}{3}\) correspond to the production of either \(a\) or \(b\). The linear system has a unique solution.

One may view an NFA \(\mathcal{A}\) as a Büchi automaton, so that its language \(L(\mathcal{A}) \subseteq \Sigma^{\omega}\) is the set of those infinite words that have an accepting run in \(\mathcal{A}\), i.e., a run that visits accepting states infinitely often. There is a natural notion of an infinite random word over \(\Sigma\) : in each step sample a letter from \(\Sigma\) uniformly at random, e.g., if \(\Sigma=\{a, b\}\) then choose \(a\) and \(b\) with probability \(1 / 2\) each. Perhaps more significantly, model checking Markov chains against Büchi automata, i.e., computing the probability that the random word generated by the Markov chain is accepted by the automaton, is a key problem in the verification of probabilistic systems. Unfortunately, like the aforementioned problem on finite words, it is also PSPACE-complete [8]. However, if the Büchi automaton is unambiguous, i.e., every accepted (infinite) word has exactly one accepting path, then one can compute the probability of generating an accepted word in polynomial time [2], both in the given Büchi automaton and in a given (discrete-time, finite-state) Markov chain. Since LTL specifications can be converted to unambiguous Büchi automata with a single-exponential blow-up, this leads to an LTL model-checking algorithm with single-exponential runtime, which is optimal. The polynomial-time algorithm from [2] for unambiguous Büchi automata is more involved than in the finite-word case.
- Example 2. In the following we view the automaton \(\mathcal{A}\) from Figure 1 as an (unambiguous) Büchi automaton. If we generate a random word over \(\{a, b\}\) according to the process described above, then the vector \(\vec{z}\) where for each \(q \in\left\{q_{0}, q_{1}, q_{2}, q_{3}\right\}, \vec{z}_{q}\) is the probability that the word is accepted when \(q\) is taken as initial state, is a solution to the following linear system:
\[
\begin{array}{ll}
\vec{z}_{q_{0}}=\frac{1}{2} \vec{z}_{q_{1}} & \vec{z}_{q_{1}}=\frac{1}{2} \vec{z}_{q_{0}}+\frac{1}{2}\left(\vec{z}_{q_{1}}+\vec{z}_{q_{3}}\right) \\
\vec{z}_{q_{2}}=\frac{1}{2} \vec{z}_{q_{3}}+\frac{1}{2}\left(\vec{z}_{q_{0}}+\vec{z}_{q_{2}}\right) & \vec{z}_{q_{3}}=\frac{1}{2} \vec{z}_{q_{2}}
\end{array}
\]

However, this linear system has multiple solutions: indeed, any scalar multiple \((1,2,2,1)^{\top}\) is a solution.

In order to make such a linear system uniquely solvable, one needs to add further equations, and finding these further equations is where the real challenge lies. Assuming that the state space \(Q\) of \(\mathcal{A}\) is strongly connected and the Markov chain generates letters uniformly at random as described above, a single additional equation \(\vec{\mu}^{\top} \vec{z}=1\) suffices (this can be shown with Perron-Frobenius theory: the eigenspace for the dominant eigenvalue of a nonnegative
irreducible matrix is one-dimensional). We call such a vector \(\vec{\mu} \in \mathbb{R}^{Q}\) a normaliser. The aim of this paper is to use a novel, linear-algebra based technique to compute normalisers more efficiently.

The suggestion in [2] was to take as normaliser the characteristic vector \([c] \in\{0,1\}^{Q}\) of a so-called cut \(c \subseteq Q\). To define this, let us write \(\delta(q, w)\) for the set of states reachable from a state \(q \in Q\) via the word \(w \in \Sigma^{*}\). A cut is a set of states of the form \(c=\delta(q, w)\) such that \(\delta(q, w x) \neq \emptyset\) holds for all \(x \in \Sigma^{*}\). If a cut does not exist or if \(\mathcal{A}\) does not have accepting states, then we have \(\vec{z}=\overrightarrow{0}\).
- Example 3. In the automaton \(\mathcal{A}\) from Figure 1 , we have a cut \(c=\delta\left(q_{0}, a b a\right)=\left\{q_{0}, q_{2}\right\}\). Hence its characteristic vector \(\vec{\mu}=(1,0,1,0)^{\top}\) is a normaliser, allowing us to add the equation \(\vec{\mu}^{\top} \vec{z}=\vec{z}_{q_{0}}+\vec{z}_{q_{2}}=1\). Now the system is uniquely solvable: \(\vec{z}=\frac{1}{3}(1,2,2,1)^{\top}\). The equation \(\vec{z}_{q_{0}}+\vec{z}_{q_{2}}=1\) is valid by an ergodicity argument: intuitively, given a finite word that leads to \(q_{0}\) and \(q_{2}\), a random infinite continuation will almost surely enable an accepting run. For instance, \(\vec{z}_{q_{0}}=\frac{1}{3}\) is the probability that a random infinite word over \(\{a, b\}\) has an odd number of \(a\) s before the first \(b\). (This holds despite the fact that the word \(a b b b \ldots\) is not accepted from \(q_{0}\).)

In Proposition 14 we show that an efficient implementation of the algorithm from [2] for computing a cut runs in time \(O\left(|Q|^{5}\right)\). Our goal is to find a normaliser \(\vec{\mu}\) more efficiently.

The general idea is to move from a combinatorial problem, namely computing a set \(c \subseteq Q\), to a continuous problem, namely computing a vector \(\vec{\mu} \in \mathbb{R}^{Q}\). To illustrate this, note that since we can choose as \(\vec{\mu}\) the characteristic vector of an arbitrary cut, we may also choose a convex combination of such vectors, leading to a normaliser \(\vec{\mu}\) with entries other than 0 or 1 .

The technical key ideas of this paper draw on the observation that for unambiguous automata with cuts, the transition matrices generate a semigroup of matrices whose spectral radii are all 1. (The spectral radius of a matrix is the largest absolute value of its eigenvalues.) This observation enables us to adopt techniques that have recently been devised by Protasov and Voynov [16] for the analysis of matrix semigroups with constant spectral radius. To the best of the authors' knowledge, such semigroups have not previously been connected to unambiguous automata. This transfer is the main contribution of this paper.

To sketch the gist of this technique, for any \(a \in \Sigma\) write \(M(a) \in\{0,1\}^{Q \times Q}\) for the transition matrix of the unambiguous automaton \(\mathcal{A}\), define the average matrix \(\bar{M}=\) \(\frac{1}{|\Sigma|} \sum_{a \in \Sigma} M(a)\), and let \(\vec{y}=\bar{M} \vec{y} \in \mathbb{R}^{Q}\) be an eigenvector with eigenvalue 1 (the matrix \(\bar{M}\) has such an eigenvector if \(\mathcal{A}\) has a cut). Since the matrix semigroup, \(\mathcal{S} \subseteq\{0,1\}^{Q \times Q}\), generated by the transition matrices \(M(a)\) has constant spectral radius, it follows from [16] that one can efficiently compute an affine space \(\mathcal{F} \subseteq \mathbb{R}^{Q}\) with \(\vec{y} \in \mathcal{F}\) and \(\overrightarrow{0} \notin \mathcal{F}\) such that for any \(\vec{v} \in \mathcal{F}\) and any \(M \in \mathcal{S}\) we have \(M \vec{v} \in \mathcal{F}\). Using the fact that \(\delta(q, w x)\) is a cut (for all \(\left.x \in \Sigma^{*}\right)\) whenever \(\delta(q, w)\) is a cut, one can show that all characteristic vectors of cuts have the same scalar product with all \(\vec{v} \in \mathcal{F}\), i.e., all characteristic vectors of cuts are in the vector space orthogonal to \(\mathcal{F}\). Indeed, we choose as normaliser \(\vec{\mu}\) a vector that is orthogonal to \(\mathcal{F}\). This linear-algebra computation can be carried out in time \(O\left(|Q|^{3}\right)\). In the visualisation on the right of Figure 1, the characteristic vectors of cuts lie in the plane shaded in red, which is orthogonal to straight line \(\mathcal{F}\) (blue).
- Example 4. In the automaton \(\mathcal{A}\) from Figure 1, the vector \(\vec{y}=(1,2,2,1)^{\top}\) satisfies \(\bar{M} \vec{y}=\vec{y}\) where \(\bar{M}=\frac{1}{2}(M(a)+M(b))\). The affine space \(\mathcal{F}:=\left\{\vec{y}+s(1,-1,-1,1)^{\top} \mid s \in \mathbb{R}\right\}\) has the mentioned closure properties, i.e., \(M(a) \mathcal{F} \subseteq \mathcal{F}\) and \(M(b) \mathcal{F} \subseteq \mathcal{F}\). Note that the vector \(\vec{\mu}\) from Example 3 is indeed orthogonal to \(\mathcal{F}\), i.e., \(\vec{\mu}^{\top}(1,-1,-1,1)^{\top}=0\).

However, to ensure that \(\vec{\mu}\) is a valid normaliser, we need to restrict it further. To this end, we compute, for some state \(q \in Q\), the set \(C o(q) \subseteq Q\) of co-reachable states, i.e., states \(r \in Q\) such that \(\delta(q, w) \supseteq\{q, r\}\) holds for some \(w \in \Sigma^{*}\). This requires a combinatorial algorithm, which is similar to a straightforward algorithm that would verify the unambiguousness of \(\mathcal{A}\). Its runtime is quadratic in the number of transitions of \(\mathcal{A}\), i.e., \(O\left(|Q|^{4}\right)\) in the worst case. Then we restrict \(\vec{\mu}\) such that \(\vec{\mu}_{q}=1\) and \(\mu\) is non-zero only in entries that correspond to \(C o(q)\). In the visualisation on the right of Figure 1, restricting some components of \(\vec{\mu}\) to be 0 corresponds to the vectors in the shaded (red) plane that lie on the plane described by \(q^{\prime}=0\) for all \(q^{\prime} \in Q \backslash C o(q)\).
- Example 5. We have \(C o\left(q_{0}\right)=\left\{q_{0}, q_{2}\right\}\). So we restrict \(\vec{\mu}\) to be of the form \((1,0, x, 0)^{\top}\). Together with the equation \(\vec{\mu}^{\top}(1,-1,-1,1)^{\top}=0\) this implies \(\vec{\mu}=(1,0,1,0)^{\top}\). The point is that, although this is the same vector computed via a cut in Example 3, the linear-algebra based computation of \(\vec{\mu}\) is more efficient.

In the rest of the paper we analyse the general case of model checking a given Markov chain against a given unambiguous Büchi automaton. The efficiency gain we aim for with our technique can only be with respect to the automaton, not the Markov chain; nevertheless, we analyse in detail the runtime in terms of the numbers of states and transitions in both the automaton and the Markov chain. The main results are developed in Section 3. In Section 3.1 we describe the general approach from [2, 3]. In Section 3.2 we analyse the runtime of an efficient implementation of the algorithm from [2, 3] for computing a cut. Our main contribution lies in Section 3.3, where we develop a new approach for computing a normaliser, based on the mentioned spectral properties of the transition matrices in unambiguous automata. We close in Section 4 with a discussion. The full version of this paper [12] contains an appendix with proofs.

\section*{2 Preliminaries}

We assume the reader to be familiar with basic notions of finite automata over infinite words and Markov chains, see, e.g., [9, 13]. In the following we provide a brief summary of our notation and a few facts related to linear algebra.

Finite automata. A Büchi automaton is a tuple \(\mathcal{A}=\left(Q, \Sigma, \delta, Q_{0}, F\right)\) where \(Q\) is the finite set of states, \(Q_{0} \subseteq Q\) is the set of initial states, \(\Sigma\) is the finite alphabet, \(\delta: Q \times \Sigma \rightarrow 2^{Q}\) is the transition function, and \(F \subseteq Q\) is the set of accepting states. We extend the transition function to \(\delta: Q \times \Sigma^{*} \rightarrow 2^{Q}\) and to \(\delta: 2^{Q} \times \Sigma^{*} \rightarrow 2^{Q}\) in the standard way. For \(q \in Q\) we write \(\mathcal{A}_{q}\) for the automaton obtained from \(\mathcal{A}\) by making \(q\) the only initial state.

Given states \(q, r \in Q\) and a finite word \(w=a_{0} a_{1} \cdots a_{n-1} \in \Sigma^{*}\), a run for \(w\) from \(q\) to \(r\) is a sequence \(q_{0} q_{1} \cdots q_{n} \in Q^{n+1}\) with \(q_{0}=q, q_{n}=r\) and \(q_{i+1} \in \delta\left(q_{i}, a_{i}\right)\) for \(i \in\{0, \ldots, n-1\}\). A run in \(\mathcal{A}\) for an infinite word \(w=a_{0} a_{1} a_{2} \cdots \in \Sigma^{\omega}\) is an infinite sequence \(\rho=q_{0} q_{1} \cdots \in Q^{\omega}\) such that \(q_{0} \in Q_{0}\) and \(q_{i+1} \in \delta\left(q_{i}, a_{i}\right)\) for all \(i \in \mathbb{N}\). Run \(\rho\) is called accepting \(\operatorname{if} \inf (\rho) \cap F \neq \emptyset\) where \(\inf (\rho) \subseteq Q\) is the set of states that occur infinitely often in \(\rho\). The language \(\mathcal{L}(\mathcal{A})\) of accepted words consists of all infinite words \(w \in \Sigma^{\omega}\) that have at least one accepting run. \(\mathcal{A}\) is called unambiguous if each word \(w \in \Sigma^{\omega}\) has at most one accepting run. We use the acronym UBA for unambiguous Büchi automaton.

We define \(|\delta|:=|\{(q, r) \mid \exists a \in \Sigma: r \in \delta(q, a)\}|\), i.e., \(|\delta| \leq|Q|^{2}\) is the number of transitions in \(\mathcal{A}\) when allowing for multiple labels per transition. In [12, Appendix A\(]\) we give an example that shows that the number of transitions can be quadratic in \(|Q|\), even for UBAs with a
strongly connected state space. We assume \(|Q| \leq|\delta|\), as states without outgoing transitions can be removed. In this paper, \(\Sigma\) may be a large set (of states in a Markov chain), so it is imperative to allow for multiple labels per transition. We use a lookup table to check in constant time whether \(r \in \delta(q, a)\) holds for given \(r, q, a\).

A diamond is given by two states \(q, r \in Q\) and a finite word \(w\) such that there exist at least two distinct runs for \(w\) from \(q\) to \(r\). One can remove diamonds (see [12, Appendix B.1]):
- Lemma 6. Given a UBA, one can compute in time \(O\left(|\delta|^{2}|\Sigma|\right)\) a UBA of at most the same size, with the same language and without diamonds.
For the rest of the paper, we assume that UBAs do not have diamonds.

Vectors and matrices. We consider vectors and square matrices indexed by a finite set \(S\). We write (column) vectors \(\vec{v} \in \mathbb{R}^{S}\) with arrows on top, and \(\vec{v}^{\top}\) for the transpose (a row vector) of \(\vec{v}\). The zero vector and the all-ones vector are denoted by \(\overrightarrow{0}\) and \(\overrightarrow{1}\), respectively. For a set \(T \subseteq S\) we write \([T] \in\{0,1\}^{S}\) for the characteristic vector of \(T\), i.e., \([T]_{s}=1\) if \(s \in T\) and \([T]_{s}=0\) otherwise. A matrix \(M \in[0,1]^{S \times S}\) is called stochastic if \(M \overrightarrow{1}=\overrightarrow{1}\), i.e., if every row of \(M\) sums to one. For a set \(U \subseteq S\) we write \(\vec{v}_{U} \in \mathbb{R}^{U}\) for the restriction of \(\vec{v}\) to \(U\). Similarly, for \(T, U \subseteq S\) we write \(M_{T, U}\) for the submatrix of \(M\) obtained by deleting the rows not indexed by \(T\) and the columns not indexed by \(U\). The (directed) graph of a nonnegative matrix \(M \in \mathbb{R}^{S \times S}\) has vertices \(s \in S\) and edges \((s, t)\) if \(M_{s, t}>0\). We may implicitly associate \(M\) with its graph and speak about graph-theoretic concepts such as reachability and strongly connected components (SCCs) in \(M\).

Markov chains. A (finite-state discrete-time) Markov chain is a pair \(\mathcal{M}=(S, M)\) where \(S\) is the finite set of states, and \(M \in[0,1]^{S \times S}\) is a stochastic matrix that specifies transition probabilities. An initial distribution is a function \(\iota: S \rightarrow[0,1]\) satisfying \(\sum_{s \in S} \iota(s)=1\). Such a distribution induces a probability measure \(\operatorname{Pr}_{\iota}^{\mathcal{M}}\) on the measurable subsets of \(S^{\omega}\) in the standard way, see for instance [1, chapter 10.1, page 758]. If \(\iota\) is concentrated on a single state \(s\), we may write \(\operatorname{Pr}_{s}^{\mathcal{M}}\) for \(\operatorname{Pr}_{\iota}^{\mathcal{M}}\). We write \(E\) for the set of edges in the graph of \(M\). Note that \(|S| \leq|E| \leq|S|^{2}\), as \(M\) is stochastic.

Solving linear systems. Let \(\kappa \in[2,3]\) be such that one can multiply two \(n \times n\)-matrices in time \(O\left(n^{\kappa}\right)\) (in other literature, \(\kappa\) is often denoted by \(\omega\) ). We assume that arithmetic operations cost constant time. One can choose \(\kappa=2.4\), see [14] for a recent result. One can check whether an \(n \times n\) matrix is invertible in time \(O\left(n^{\kappa}\right)\) [6]. Finally, one can solve a linear system with \(n\) equations using the Moore-Penrose pseudo-inverse [11] in time \(O\left(n^{\kappa}\right)\) [15].

Spectral theory. The spectral radius of a matrix \(M \in \mathbb{R}^{S \times S}\), denoted \(\rho(M)\), is the largest absolute value of the eigenvalues of \(M\). By the Perron-Frobenius theorem [4, Theorems 2.1.1, 2.1.4], if \(M\) is nonnegative then the spectral radius \(\rho(M)\) is an eigenvalue of \(M\) and there is a nonnegative eigenvector \(\vec{x}\) with \(M \vec{x}=\rho(M) \vec{x}\). Such a vector \(\vec{x}\) is called dominant. Further, if \(M\) is nonnegative and strongly connected then \(\vec{x}\) is strictly positive in all components and the eigenspace associated with \(\rho(M)\) is one-dimensional.

\section*{3 Algorithms}

Given a Markov chain \(\mathcal{M}\), an initial distribution \(\iota\), and a Büchi automaton \(\mathcal{A}\) whose alphabet is the state space of \(\mathcal{M}\), the probabilistic model-checking problem is to compute \(\operatorname{Pr}_{\iota}{ }^{\mathcal{M}}(\mathcal{L}(\mathcal{A}))\).


Figure 2 The UBA from Figure 1 and the Markov chain \(\mathcal{M}\) on the left, and their product, \(B\), on the right. The (single) accepting recurrent SCC is shaded green, and the two other SCCs are shaded red.

This problem is PSPACE-complete [8, 7], but solvable in polynomial time if \(\mathcal{A}\) is deterministic. For UBAs a polynomial-time algorithm was described in [2,3]. In this paper we obtain a faster algorithm (recall that \(E\) is the set of transitions in the Markov chain):
- Theorem 7. Given a Markov chain \(\mathcal{M}=(S, M)\), an initial distribution \(\iota\), and a UBA \(\mathcal{A}=\) \(\left(Q, S, \delta, Q_{0}, F\right)\), one can compute \(\operatorname{Pr}_{\iota}^{\mathcal{M}}(\mathcal{L}(\mathcal{A}))\) in time \(O\left(|Q|^{\kappa}|S|^{\kappa}+|Q|^{3}|E|+|\delta|^{2}|E|\right)\).

Before we prove this theorem in Section 3.3, we describe the algorithm from \([2,3]\) and analyse the runtime of an efficient implementation.

\subsection*{3.1 The Basic Linear System}

Let \(\mathcal{M}=(S, M)\) be a Markov chain, \(\iota\) an initial distribution. Let \(B \in \mathbb{R}^{(Q \times S) \times(Q \times S)}\) be the following matrix:
\[
B_{\langle q, s\rangle,\left\langle q^{\prime}, s^{\prime}\right\rangle}= \begin{cases}M_{s, s^{\prime}} & \text { if } q^{\prime} \in \delta(q, s)  \tag{1}\\ 0 & \text { otherwise }\end{cases}
\]

Define \(\vec{z} \in \mathbb{R}^{Q \times S}\) by \(\vec{z}_{\langle q, s\rangle}=\operatorname{Pr}_{s}^{\mathcal{M}}\left(\mathcal{L}\left(\mathcal{A}_{q}\right)\right)\). Then \(\operatorname{Pr}_{\iota}^{\mathcal{M}}(\mathcal{L}(\mathcal{A}))=\sum_{q \in Q_{0}} \sum_{s \in S} \iota(s) \vec{z}_{\langle q, s\rangle}\). Lemma 4 in [3] implies that \(\vec{z}=B \vec{z}\).
- Example 8. Consider the UBA \(\mathcal{A}\) from Figure 1 and the two-state Markov chain \(\mathcal{M}\) shown on the left of Figure 2. The weighted graph on the right of Figure 2 represents the matrix \(B\), obtained from \(\mathcal{A}\) and \(\mathcal{M}\) according to Equation (1). It is natural to think of \(B\) as a product of \(\mathcal{A}\) and \(\mathcal{M}\). Notice that \(B\) is not stochastic: the sum of the entries in each row (equivalently, the total outgoing transition weight of a graph node) is not always one.

Although \(\vec{z}\) is a solution the system of equations \(\vec{\zeta}=B \vec{\zeta}\), this system does not uniquely identify \(\vec{z}\). Indeed, any scalar multiple of \(\vec{z}\) is a solution for these equations. To uniquely identify \(\vec{z}\) by a system of linear equations, we need to analyse the SCCs of \(B\).

All SCCs \(D\) satisfy \(\rho(D) \leq 1\), see [3, Proposition 7]. An SCC \(D\) of \(B\) is called recurrent if \(\rho\left(B_{D, D}\right)=1\). It is called accepting if there is \(\langle q, s\rangle \in D\) with \(q \in F\).
- Example 9. The matrix \(B\) from Figure 2 has three SCCs , namely the two singleton sets \(\left\{\left\langle q_{0}, b\right\rangle\right\}\) and \(\left\{\left\langle q_{3}, b\right\rangle\right\}\), and \(D=\left\{\left\langle q_{0}, a\right\rangle,\left\langle q_{1}, a\right\rangle,\left\langle q_{1}, b\right\rangle,\left\langle q_{2}, a\right\rangle,\left\langle q_{2}, b\right\rangle,\left\langle q_{3}, a\right\rangle\right\}\). Only \(D\) is recurrent; indeed, \(\vec{y}=\left(\vec{y}_{\left\langle q_{0}, a\right\rangle}, \vec{y}_{\left\langle q_{1}, a\right\rangle}, \vec{y}_{\left\langle q_{1}, b\right\rangle}, \vec{y}_{\left\langle q_{2}, a\right\rangle}, \vec{y}_{\left\langle q_{2}, b\right\rangle}, \vec{y}_{\left\langle q_{3}, a\right\rangle}\right)^{\top}=(2,1,3,1,3,2)^{\top}\) is a dominant eigenvector with \(B_{D, D} \vec{y}=\vec{y}\). Since \(q_{0}\) is accepting, \(D\) is accepting recurrent.

Denote the set of accepting recurrent SCCs by \(\mathcal{D}_{+}\)and the set of non-accepting recurrent SCCs by \(\mathcal{D}_{0}\). By [3, Lemma 8], for \(D \in \mathcal{D}_{+}\)we have \(\vec{z}_{d}>0\) for all \(d \in D\), and for \(D \in \mathcal{D}_{0}\) we have \(\vec{z}_{D}=\overrightarrow{0}\). Hence, for \(D \in \mathcal{D}_{+}\), there exists a \(D\)-normaliser, i.e., a vector \(\vec{\mu} \in \mathbb{R}^{D}\) such that \(\vec{\mu}^{\top} \vec{z}_{D}=1\). This gives us a system of linear equations that identifies \(\vec{z}\) uniquely [3]:
- Lemma 10 (Lemma 12 in [3]). Let \(\mathcal{D}_{+}\)be the set of accepting recurrent SCCs, and \(\mathcal{D}_{0}\) the set of non-accepting recurrent SCCs. For each \(D \in \mathcal{D}_{+}\)let \(\vec{\mu}(D)\) be a \(D\)-normaliser. Then \(\vec{z}\) is the unique solution of the following linear system:
\[
\begin{array}{rlrl}
\vec{\zeta} & =B \vec{\zeta} \\
\text { for all } D \in \mathcal{D}_{+}: & \vec{\mu}(D)^{\top} \vec{\zeta}_{D} & =1  \tag{2}\\
\text { for all } D \in \mathcal{D}_{0}: & \vec{\zeta}_{D} & =\overrightarrow{0}
\end{array}
\]

Uniqueness follows from the fact that the system \(\vec{\zeta}=B \vec{\zeta}\) describes the eigenspace of the dominant eigenvalue (here, 1) of a nonnegative strongly connected matrix (here, \(B\) ), and such eigenspaces are one-dimensional. This leads to the following result:
- Proposition 11. Suppose \(N\) is the runtime of an algorithm to calculate a normaliser for each accepting recurrent \(S C C\). Then one can compute \(\operatorname{Pr}_{\iota}^{\mathcal{M}}(\mathcal{L}(\mathcal{A}))\) in time \(O\left(|Q|^{\kappa}|S|^{\kappa}\right)+N\).

Proof. Lemma 10 implies correctness of the following procedure to calculate \(\operatorname{Pr}_{\iota}{ }^{\mathcal{M}}(\mathcal{L}(\mathcal{A}))\) :
1. Set up the matrix \(B\) from Equation (1).
2. Compute the SCCs of \(B\).
3. For each SCC \(C\), check whether \(C\) is recurrent.
4. For each accepting recurrent SCC \(D\), compute its \(D\)-normaliser \(\vec{\mu}(D)\).
5. Compute \(\vec{z}\) by solving the linear system (2) in Lemma 10.
6. Compute \(\operatorname{Pr}_{\iota}^{\mathcal{M}}(\mathcal{L}(\mathcal{A}))=\sum_{s \in S} \sum_{q \in Q_{0}} \iota(s) \vec{z}_{q, s}\).

One can set up \(B\) in time \(O\left(|Q|^{2}|S|^{2}\right)\). Using Tarjan's algorithm one can compute the SCCs of \(B\) in time linear in the vertices and edges of \(B\), hence in \(O\left(|Q|^{2}|S|^{2}\right)\) [17]. One can find those SCCs \(D\) which are recurrent in time \(O\left(|Q|^{\kappa}|S|^{\kappa}\right)\) by checking if \(I-B_{D, D}\) is invertible. The linear system (2) has \(O(|Q||S|)\) equations, and thus can be solved in time \(O\left(|Q|^{\kappa}|S|^{\kappa}\right)\). Hence the total runtime is \(O\left(|Q|^{\kappa}|S|^{\kappa}\right)+N\).

In Section 3.2 we describe the combinatorial, cut based, approach from [2, 3] to calculating \(D\)-normalisers and analyse its complexity. In Section 3.3 we describe a novel linear-algebra based approach, which is faster in terms of the automaton.

\subsection*{3.2 Calculating \(D\)-Normalisers Using Cuts}

For the remainder of the paper, let \(D\) be an accepting recurrent SCC. A fibre over \(s \in S\) is a subset of \(D\) of the form \(\alpha \times\{s\}\) for some \(\alpha \subseteq Q\). Given a fibre \(f=\alpha \times\{s\}\) and a state \(s^{\prime} \in S\), if \(M_{s, s^{\prime}}>0\) we define the fibre \(f \triangleright s^{\prime}\) as follows:
\[
f \triangleright s^{\prime}:=\left\{\left\langle q, s^{\prime}\right\rangle \mid q \in \delta(\alpha, s)\right\} \cap D .
\]

If \(M_{s, s^{\prime}}=0\), then \(f \triangleright s^{\prime}\) is undefined, and for \(w \in S^{*}\) we define \(f \triangleright w=f\) if \(w=\varepsilon\) and \(f \triangleright w s^{\prime}=(f \triangleright w) \triangleright s^{\prime}\). If \(f=\{d\}\) for some \(d \in D\) we may write \(d \triangleright s^{\prime}\) for \(f \triangleright s^{\prime}\).

We call a fibre \(c\) a cut if \(c=d \triangleright v\) for some \(v \in S^{*}\) and \(d \in D\), and \(c \triangleright w \neq \emptyset\) for all \(w \in S^{*}\) whenever \(c \triangleright w\) is defined. Note that if \(c\) is a cut then so is \(c \triangleright w\) whenever it is defined. Given a cut \(c \subseteq D\) we call its characteristic vector \([c] \in\{0,1\}^{D}\) a cut vector. In the example in Figure 2, it is easy to see that \(\left\{\left\langle q_{1}, b\right\rangle\right\}=\left\langle q_{0}, a\right\rangle \triangleright b\) is a cut.
- Lemma 12 (Lemma 10 in [3]). There exists a cut. Any cut vector \(\vec{\mu}\) is a normaliser, i.e., \(\vec{\mu}^{\top} \vec{z}_{D}=1\).

Loosely speaking, \(\vec{\mu}^{\top} \vec{z}_{D} \leq 1\) follows from unambiguousness, and \(\vec{\mu}^{\top} \vec{z}_{D} \nless 1\) follows from an ergodicity argument (intuitively, all states in the cut are almost surely visited infinitely often). The following lemma is the basis for the cut computation algorithm in [2, 3]:
- Lemma 13 (Lemma 17 in [3]). Let \(D \subseteq Q \times S\) be a recurrent SCC. Let \(d \in D\). Suppose \(w \in S^{*}\) is such that \(d \triangleright w \ni d\) is not a cut. Then there are \(v \in S^{*}\) and \(e \neq d\) with \(d \triangleright v \supseteq\{d, e\}\) and \(e \triangleright w \neq \emptyset\). For any such \(e, d \triangleright w \cap e \triangleright w=\emptyset\). Hence \(d \triangleright v w \supseteq\{d, e\} \triangleright w \supsetneq d \triangleright w\).

This suggests a way of generating an increasing sequence of fibres, culminating in a cut. We prove the following proposition:

Proposition 14. Let \(D \subseteq Q \times S\) be a recurrent SCC. Denote by \(T\) the set of edges in \(B_{D, D}\). One can compute a cut in time \(O\left(|Q|^{2}|\delta||D|+|\delta||T|\right)\).

Define, for some \(d=\langle q, s\rangle \in D\), its co-reachability set \(C o(d) \subseteq D\) : it consists of those \(e \in D\) such that there exists a word \(w\) with \(\{d, e\} \subseteq d \triangleright w\). Note that \(C o(d)\) is a fibre over \(s\). In the example of Figure 2 we have that \(\operatorname{Co}\left(\left\langle q_{0}, a\right\rangle\right)=\left\{\left\langle q_{0}, a\right\rangle,\left\langle q_{2}, a\right\rangle\right\}\), with \(\left\{\left\langle q_{0}, a\right\rangle,\left\langle q_{2}, a\right\rangle\right\} \in\left\langle q_{0}, a\right\rangle \triangleright b a\). The following lemma (proof in [12, Appendix B.2]) gives a bound on the time to compute \(C o(d)\) :
- Lemma 15. One can compute \(C o(d)\) in time \(O(|Q||D|+|\delta||T|)\). Moreover, one can compute in time \(O\left(|Q|^{2}|D|+|\delta||T|\right)\) a list \((\operatorname{CoPath}(d)(e))_{e \in \operatorname{Co(d)}}\) such that CoPath \((d)(e) \in S^{*}\) and \(\{d, e\} \subseteq d \triangleright \operatorname{CoPath}(d)(e)\) and \(|\operatorname{CoPath}(d)(e)| \leq|Q||D|\).

The lemma is used in the proof of Proposition 14:

Proof sketch of Proposition 14. Starting from a singleton fibre \(\{d\}\), where \(d=\langle q, s\rangle \in D\) is chosen arbitrarily, we keep looking for words \(v \in S^{*}\) that have the properties described in Lemma 13 to generate larger fibres \(d \triangleright w\) :
1. \(w:=\varepsilon\) (the empty word)
2. while \(\exists v \in S^{*}\) and \(\exists e \neq d\) such that \(d \triangleright v \supseteq\{d, e\}\) and \(e \triangleright w \neq \emptyset\) :
\(w:=v w\)
3. return \(d \triangleright w\).

By [2, Lemma 18] the algorithm returns a cut. In every loop iteration the fibre \(d \triangleright w\) increases, so the loop terminates after at most \(|Q|\) iterations. For efficiency we calculate \(C o(d)\) and CoPath \((d)\) using Lemma 15, and we use dynamic programming to maintain the set, Survives, of those \(e \in D\) for which \(e \triangleright w \neq \emptyset\) holds. Whenever a prefix \(v\) is added to \(w\), we update Survives by processing \(v\) backwards. This leads to the following algorithm:
1. Calculate \(C o(d)\) and CoPath(d) using Lemma 15
2. \(w:=\varepsilon\); Survives \(:=(Q \times\{s\}) \cap D\)
3. while \(\exists e \in C o(d) \backslash\{d\}\) such that \(e \in\) Survives:
\[
\begin{aligned}
& v_{0}=s ; v_{1} \ldots v_{n}:=\operatorname{CoPath}(d)(e) \\
& \text { for } i=n, n-1, \ldots, 1: \\
& \quad \text { Survives }:=\left\{\left\langle p, v_{i-1}\right\rangle \in D \mid\left(\delta\left(p, v_{i-1}\right) \times\left\{v_{i}\right\}\right) \cap \text { Survives } \neq \emptyset\right\} \\
& w:=v_{1} \ldots v_{n} w
\end{aligned}
\]
4. return \(d \triangleright w\)

The runtime analysis is in [12, Appendix B.2].
- Example 16. Letting \(d=\left\langle q_{0}, a\right\rangle\) and \(e=\left\langle q_{2}, a\right\rangle\) we have \(C o(d)=\{d, e\}\) with \(\operatorname{CoPath}(d)(d)=\varepsilon\) and \(\operatorname{CoPath}(d)(e)=\) baa. Initially we have Survives \(=Q \times\{a\}\). In the first iteration the algorithm can only pick \(e\). The inner loop updates Survives first to \(\left\{q_{0}, q_{1}, q_{2}, q_{3}\right\} \times\{a\}\) (i.e., to itself), then to \(\left\{q_{1}, q_{2}\right\} \times\{b\}\), and finally to \(\left\{q_{0}, q_{3}\right\} \times\{a\}\). Now \((C o(d) \backslash d) \cap\) Survives is empty and the loop terminates. The algorithm returns the cut \(d \triangleright b a a=\{d, e\}\).

Applying Proposition 14 to the general procedure (Proposition 11) leads to the following result on the combinatorial approach:

Theorem 17. Given a Markov chain \(\mathcal{M}=(S, M)\), an initial distribution \(\iota\), and a UBA \(\mathcal{A}=\) \(\left(Q, S, \delta, Q_{0}, F\right)\), one can compute \(\operatorname{Pr}_{\iota}^{\mathcal{M}}(\mathcal{L}(\mathcal{A}))\) in time \(O\left(|Q|^{\kappa}|S|^{\kappa}+|Q|^{3}|\delta||S|+|\delta|^{2}|E|\right)\).

\subsection*{3.3 Calculating \(D\)-Normalisers Using Linear Algebra}

Recall that \(D\) is an accepting recurrent SCC. For \(t \in S\) define the matrix \(\Delta(t) \in\{0,1\}^{D \times D}\) as follows:
\[
\Delta(t)_{\langle q, s\rangle,\left\langle q^{\prime}, s^{\prime}\right\rangle}:= \begin{cases}1 & \text { if } s^{\prime}=t, M_{s, t}>0, \text { and } q^{\prime} \in \delta(q, s) \\ 0 & \text { otherwise }\end{cases}
\]

Note that the graph of \(\Delta(t)\) contains exactly the edges of the graph of \(B_{D, D}\) that end in vertices in \(Q \times\{t\}\). If \(M_{s, t}>0\) holds for all pairs \((s, t)\), then the matrices \((\Delta(t))_{t \in S}\) generate a semigroup of matrices, all of which have spectral radius 1 . Such semigroups were recently studied by Protasov and Voynov [16]. Specifically, Theorem 5 in [16] shows that there exists an affine subspace \(\mathcal{F}\) of \(\mathbb{R}^{D}\) which excludes \(\overrightarrow{0}\) and is invariant under multiplication by matrices from the semigroup. Moreover, they provide a way to compute this affine subspace efficiently. One can show that cut vectors are orthogonal to \(\mathcal{F}\). The key idea of our contribution is to generalise cut vectors to pseudo-cuts, which are vectors \(\vec{\mu} \in \mathbb{R}^{D}\) that are orthogonal to \(\mathcal{F}\). We will show (in Lemma 20 below) how to derive a \(D\)-normaliser based on a pseudo-cut that is non-zero only in components that are in a co-reachability set \(\operatorname{Co}(d)\) (from Lemma 15).

If \(M_{s, t}=0\) holds for some \(s, t\) (which will often be the case in model checking), then \(\Delta(s) \Delta(t)\) is the zero matrix, which has spectral radius 0 , not 1 . Therefore, the results of [16] are not directly applicable and we have to move away from matrix semigroups. In the following we re-develop and generalise parts of the theory of [16] so that the paper is self-contained and products of \(\Delta(s) \Delta(t)\) with \(M_{s, t}=0\) are not considered.

Let \(w=s_{1} s_{2} \ldots s_{n} \in S^{*}\). Define \(\Delta(w)=\Delta\left(s_{1}\right) \Delta\left(s_{2}\right) \cdots \Delta\left(s_{n}\right)\). We say \(w\) is enabled if \(M_{s_{i}, s_{i+1}}>0\) holds for all \(i \in\{1, \ldots, n-1\}\). If \(f \subseteq D\) is a fibre over \(s\) such that \(s w\) is enabled, we have \([f \triangleright w]^{\top}=[f]^{\top} \Delta(w)\). We overload the term fibre over \(s\) to describe any vector \(\vec{\mu} \in \mathbb{R}^{D}\) such that \(\vec{\mu}_{\left\langle q, s^{\prime}\right\rangle}=0\) whenever \(s^{\prime} \neq s\). We define pseudo-cuts over \(s\) to be fibres \(\vec{\mu}\) over \(s\) such that \(\vec{\mu}^{\top} \Delta(w) \vec{z}=\vec{\mu}^{\top} \vec{z}\) holds for all \(w \in S^{*}\) such that \(s w\) is enabled. Let \(c \subseteq Q \times\{s\}\) be a cut with \(s w\) enabled. Then \(c \triangleright w\) is a cut, and \([c]^{\top} \Delta(w) \vec{z}=1=[c]^{\top} \vec{z}\) holds by Lemma 12. It follows that cut vectors are pseudo-cuts.
- Example 18. Since \(c=\left\{\left\langle q_{0}, a\right\rangle,\left\langle q_{2}, a\right\rangle\right\}\) from Example 16 is a cut, [ \(c\) ] is a pseudo-cut over \(a\). Pseudo-cuts do not need to be combinations of cut vectors: although the fibre \(f=\left\{\left\langle q_{0}, a\right\rangle,\left\langle q_{1}, a\right\rangle\right\}\) is not a cut, \([f]\) is a pseudo-cut over \(a\).

Fix some \(d=\langle q, s\rangle \in D\). Recall that \(C o(d)\) consists of those \(e \in D\) such that there exists a word \(w\) with \(\{d, e\} \subseteq d \triangleright w\). We define \(C o(d)\)-pseudo-cuts to be pseudo-cuts \(\vec{\mu}\) over \(s\) such that \(\vec{\mu}_{d} \neq 0\) and \(\vec{\mu}_{e}=0\) holds for all \(e \notin C o(d)\).
- Example 19. Any cut vector is a \(C o(d)\)-pseudo-cut for some \(d \in D\), by definition, and so are scalar multiples of cut vectors. The vector [ \(f\) ] in Example 18, however, is not a \(C o(d)\)-pseudo-cut, since \(\left\langle q_{1}, a\right\rangle \notin C o\left(\left\langle q_{0}, a\right\rangle\right)\) and \(\left\langle q_{0}, a\right\rangle \notin C o\left(\left\langle q_{1}, a\right\rangle\right)\).

From a \(C o(d)\)-pseudo-cut we can easily derive a \(D\)-normaliser:
- Lemma 20. Let \(\vec{\mu} \in \mathbb{R}^{D}\) be a Co(d)-pseudo-cut. Then \(\frac{1}{\vec{\mu}_{d}} \vec{\mu}\) is a \(D\)-normaliser.

Proof. Let \(w\) be an enabled word in \(M\) such that \(d \triangleright w\) is a cut containing \(d\). Such a word exists (see the proof sketch of Proposition 14). Since \(\left([d]^{\top} \Delta(w)\right)^{\top}=[d \triangleright w]\) is a \(D\)-normaliser (by Lemma 12), it suffices to prove that \(\frac{1}{\bar{\mu}_{d}} \vec{\mu}^{\top} \vec{z}=[d]^{\top} \Delta(w) \vec{z}\).

We can write \(\vec{\mu}\) as \(\sum_{d^{\prime} \in C o(d)} \vec{\mu}_{d^{\prime}}\left[d^{\prime}\right]\), so \(\vec{\mu}^{\top} \Delta(w)=\sum_{d^{\prime} \in C o(d)} \vec{\mu}_{d^{\prime}}\left[d^{\prime}\right]^{\top} \Delta(w)\). For any \(d^{\prime} \in C o(d) \backslash\{d\}\), let \(w^{\prime}\) be such that \(\left\{d, d^{\prime}\right\} \subseteq d \triangleright w^{\prime}\). Now we see that \(d^{\prime} \in d \triangleright w w^{\prime}\), and since \(d \triangleright w\) is a cut so are \(d \triangleright w w^{\prime}\) and \(d \triangleright w w^{\prime} w\). Thus,
\[
[d]^{\top} \Delta(w) \vec{z}=[d]^{\top} \Delta\left(w w^{\prime} w\right) \vec{z} \geq[d]^{\top} \Delta(w) \vec{z}+\left[d^{\prime}\right]^{\top} \Delta(w) \vec{z}
\]
which implies \(\left[d^{\prime}\right]^{\top} \Delta(w) \vec{z}=0\) for every \(d^{\prime} \in C o(d) \backslash\{d\}\). This means that
\[
\vec{\mu}^{\top} \Delta(w) \vec{z}=\sum_{d^{\prime} \in C o(d)} \vec{\mu}_{d^{\prime}}\left[d^{\prime}\right]^{\top} \Delta(w) \vec{z}=\vec{\mu}_{d}[d]^{\top} \Delta(w) \vec{z}
\]

Since \(\vec{\mu}\) is a pseudo-cut, this implies that \(\frac{1}{\bar{\mu}_{d}} \vec{\mu}^{\top} \vec{z}=\frac{1}{\bar{\mu}_{d}} \vec{\mu}^{\top} \Delta(w) \vec{z}=[d]^{\top} \Delta(w) \vec{z}\).
By Lemma 20, to find a \(D\)-normaliser it suffices to find a \(C o(d)\)-pseudo-cut. Fix a dominant eigenvector \(\vec{y}\) of \(B_{D, D}\) so that \(\vec{y}\) is strictly positive in all components. One can compute such \(\vec{y}\) in time \(O\left(|D|^{\kappa}\right)\). By [2, Lemma 8] the vector \(\vec{z}_{D}\) is also a dominant eigenvector of \(B_{D, D}\), hence \(\vec{y}\) and \(\vec{z}_{D}\) (the latter of which is yet unknown) are scalar multiples. In order to compute a \(C o(d)\)-pseudo-cut, we compute a basis for the space spanned by \(\Delta(w) \vec{y}\) for all enabled words \(w\). We use a technique similar to the one employed by Tzeng in [18] for checking equivalence of probabilistic automata. To make this more efficient, we compute separate basis vectors for each \(s \in S\). Define \(\Delta^{\prime}(t) \in\{0,1\}^{D \times D}\) as \(\Delta^{\prime}(t)_{\left\langle q_{1}, s_{1}\right\rangle,\left\langle q_{2}, s_{2}\right\rangle}=1\) if \(q_{1}=q_{2}\) and \(s_{1}=s_{2}=t\) and 0 otherwise. Note that \(\Delta(s) \Delta^{\prime}(s)=\Delta(s)\) holds for all \(s \in S\).
- Lemma 21. Suppose \(\vec{y}=B_{D, D} \vec{y}\) is given. Denote by \(V(s) \subseteq \mathbb{R}^{D}\) the vector space spanned by the vectors \(\Delta^{\prime}(s) \Delta(w) \vec{y}\) for \(w \in S^{*}\) and \(s \in S\). Let \(Q_{D, t}=(Q \times\{t\}) \cap D\) and let \(E(t)=\left\{(s, t) \mid M_{s, t}>0\right\}\) be the set of edges in \(M\) that end in \(t\). One can compute a basis \(R(s)\) of \(V(s)\) for all \(s \in S\) in time \(O\left(|Q|^{2} \sum_{t \in S}\left|Q_{D, t}\right||E(t)|\right)\), where for each \(\vec{r} \in R(s)\) we have \(\vec{r}=\Delta^{\prime}(s) \Delta(w) \vec{y}\) for some enabled word \(s w\).

Proof sketch. Fix an arbitrary total order \(<_{S}\) on \(S\). We define a total order \(<_{S}\) on \(S^{*}\) as the "shortlex" order but with words read from right to left. That is, the empty word \(\varepsilon\) is the smallest element, and for \(v, w \in S^{*}\) and \(s, t \in S\), we have \(v s<_{S} w t\) if (1) \(|v s|<|w t|\) or (2) \(|v s|=|w t|\) and \(s<_{S} t\) or (3) \(|v s|=|w t|\) and \(s=t\) and \(v<_{S} w\).

We use a technique similar to the one by Tzeng in [18]. At every step in the algorithm, worklist is a set of pairs \(\left(s w, \Delta^{\prime}(s) \Delta(w) \vec{y}\right)\). We write \(\min _{<_{S}}\) (worklist) to denote the pair in worklist where \(s w\) is minimal with respect to \(\ll_{S}\).
1. for each \(s \in S\), let \(R(s):=\left\{\Delta^{\prime}(s) \vec{y}\right\}\) and \(R(s)_{\perp}:=\left\{\Delta^{\prime}(s) \vec{y}\right\}\)
2. worklist \(:=\left\{\left(\right.\right.\) st, \(\left.\left.\Delta^{\prime}(s) \Delta(t) \vec{y}\right) \mid M_{s, t}>0\right\}\)
3. while worklist \(\neq \emptyset\) :
\[
(t w, \vec{u}):=\min _{\ll S}(\text { worklist }) ; \text { worklist }:=\text { worklist } \backslash\{(t w, \vec{u})\}
\]

Using the Gram-Schmidt process \({ }^{1}\), let \(\vec{u}_{\perp}\) be the orthogonalisation of \(\vec{u}\) against \(R_{\perp}(t)\) if \(\vec{u}_{\perp} \neq \overrightarrow{0}\), i.e., if \(\vec{u}\) is linearly independent of \(R_{\perp}(t)\) :
\[
\begin{aligned}
& R(t):=R(t) \cup\{\vec{u}\} \text { and } R_{\perp}(t):=R_{\perp}(t) \cup\left\{\vec{u}_{\perp}\right\} \\
& \text { worklist }:=\text { worklist } \cup\left\{\left(s t w, \Delta^{\prime}(s) \Delta(t) \vec{u}\right) \mid M_{s, t}>0\right\}
\end{aligned}
\]
4. return \(R(s)\) for all \(s \in S\)

At any point and for all \(s \in S\), the sets \(R(s)\) and \(R(s)_{\perp}\) span the same vector space, and this space is a subspace of \(V(s)\). The sets \(R(s)\) and \(R(s)_{\perp}\) consist of linearly independent fibres over \(s\), and these fibres are possibly nonzero only in the \(Q_{D, s}\)-components. Hence \(\left|\bigcup_{s \in S} R(s)\right| \leq|D|\) and thus there are at most \(|D|\) iterations of the while loop that increase worklist. At every iteration where \(\vec{u}\) is dependent on \(R(t)_{\perp}\) the set worklist decreases by one, and therefore the algorithm terminates. In [12, Appendix B.3] we prove that in the end we have that \(R(s)\) spans \(V(s)\), and we analyse the runtime.
- Example 22. Let us return to our running example. We see that the vector \(\vec{y}=\) \(\left(\vec{y}_{\left\langle q_{0}, a\right\rangle}, \vec{y}_{\left\langle q_{1}, a\right\rangle}, \vec{y}_{\left\langle q_{1}, b\right\rangle}, \vec{y}_{\left\langle q_{2}, a\right\rangle}, \vec{y}_{\left\langle q_{2}, b\right\rangle}, \vec{y}_{\left\langle q_{3}, a\right\rangle}\right)^{\top}=(2,1,3,1,3,2)^{\top}\) is a dominant eigenvector of \(B_{D, D}\). Fix the order \(a<_{S} b\). Step 1 initialises \(R(a)\) to \(\left\{\Delta^{\prime}(a) \vec{y}\right\}\) and \(R(b)\) to \(\left\{\Delta^{\prime}(b) \vec{y}\right\}\), where \(\Delta^{\prime}(a) \vec{y}=(2,1,0,1,0,2)^{\top}\) and \(\Delta^{\prime}(b) \vec{y}=(0,0,3,0,3,0)^{\top}\). Step 2 computes \(\Delta^{\prime}(a) \Delta(a) \vec{y}=\) \((1,2,0,2,0,1)^{\top}\), which is linearly independent of \(\Delta^{\prime}(a) \vec{y}\). However, \(\Delta^{\prime}(b) \Delta(a) \vec{y}=(0,0,3\), \(0,3,0)^{\top}=\Delta^{\prime}(b) \vec{y}\). Also, \(\Delta^{\prime}(a) \Delta(b) \vec{y}=(3,0,0,0,0,3)^{\top}=2 \Delta^{\prime}(a) \vec{y}-\Delta^{\prime}(a) \Delta(a) \vec{y}\) and \(\Delta^{\prime}(b) \Delta(b) \vec{y}=(0,0,3,0,3,0)^{\top}=\Delta^{\prime}(b) \vec{y}\). One can check that \(\Delta^{\prime}(a) \Delta(a a) \vec{y}=\Delta^{\prime}(a) \vec{y}\) and \(\Delta^{\prime}(b) \Delta(a a) \vec{y}=\Delta^{\prime}(b) \vec{y}\). Hence the algorithm returns \(R(a)=\left\{(2,1,0,1,0,2)^{\top},(1,2,0,2,0,1)^{\top}\right\}\) and \(R(b)=\left\{(0,0,3,0,3,0)^{\top}\right\}\).

Fix \(d=\langle q, s\rangle \in D\) for the rest of the paper. The following lemma characterises Co(d)-pseudo-cuts in a way that is efficiently computable:
- Lemma 23. A vector \(\vec{\mu} \in \mathbb{R}^{D}\) with \(\vec{\mu}_{d}=1\) and \(\vec{\mu}_{e}=0\) for all \(e \notin C o(d)\) is a Co(d)-pseudocut if and only if \(\vec{\mu}^{\top} \vec{r}=\vec{\mu}^{\top} \vec{y}\) holds for all \(\vec{r} \in R(s)\).

For an intuition of the proof, consider the affine space, \(\mathcal{F} \subseteq \mathbb{R}^{D}\), affinely spanned by those \(\Delta^{\prime}(s) \Delta(w) \vec{y}\) for which \(s w\) is enabled. This affine space was alluded to in the beginning of this subsection and is visualised as a blue straight line on the right of Figure 1. The shaded plane in this figure is the vector space of pseudo-cuts over \(s\). This space is orthogonal to \(\mathcal{F}\). The following lemma says that \(\mathcal{F}\) is affinely spanned by the points in \(R(s)\). This strengthens the property of \(R(s)\) in Lemma 21 where \(R(s)\) was defined to span a vector space.
- Lemma 24. Let \(w \in S^{*}\) be such that sw is enabled. By the definition of \(R(s)\) there are \(\gamma_{\vec{r}} \in \mathbb{R}^{D}\) for each \(\vec{r} \in R(s)\) such that \(\Delta^{\prime}(s) \Delta(w) \vec{y}=\sum_{\vec{r} \in R(s)} \gamma_{\vec{r}} \vec{r}\). We have \(\sum_{\vec{r} \in R(s)} \gamma_{\vec{r}}=1\).

Proof. Let \(c\) be a cut containing \(d\). Since \(R(s)\) is a basis, for any \(\vec{r}=\Delta^{\prime}(s) \Delta\left(w_{\vec{r}}\right) \vec{y} \in R(s)\) the word \(s w_{\vec{r}}\) is enabled. Therefore, \(c \triangleright w_{\vec{r}}\) is a cut and by Lemma 12 we have \(\left[c \triangleright w_{\vec{r}}\right]^{\top} \vec{y}=[c]^{\top} \vec{y}\).

\footnotetext{
\({ }^{1}\) For good numerical stability, one should use the so-called Modified Gram-Schmidt process [10, Chapter 19].
}

Hence \([c]^{\top} \vec{r}=[c]^{\top} \Delta^{\prime}(s) \Delta\left(w_{\vec{r}}\right) \vec{y}=[c]^{\top} \Delta\left(w_{\vec{r}}\right) \vec{y}=\left[c \triangleright w_{\vec{r}}\right]^{\top} \vec{y}=[c]^{\top} \vec{y}\). Moreover, we have:
\[
\begin{aligned}
{[c]^{\top} \vec{y} } & =[c]^{\top} \Delta(w) \vec{y} & & \text { since } s w \text { is enabled and by Lemma } 12 \\
& =[c]^{\top} \Delta^{\prime}(s) \Delta(w) \vec{y} & & \text { since }[c] \text { is a fibre over } s \\
& =[c]^{\top} \sum_{\vec{r} \in R(s)} \gamma_{\vec{r}} \vec{r} & & \text { by the definition of } \gamma_{\vec{r}} \\
& =[c]^{\top} \vec{y} \sum_{\vec{r} \in R(s)} \gamma_{\vec{r}} & & \text { as argued above. }
\end{aligned}
\]

Therefore, \(\sum_{\vec{r} \in R(s)} \gamma_{\vec{r}}=1\).
Now we can prove Lemma 23:
Proof of Lemma 23. For the "if" direction, let \(w\) be such that \(s w\) is enabled, and it suffices to show that \(\vec{\mu}^{\top} \Delta(w) \vec{y}=\vec{\mu}^{\top} \vec{y}\). By Lemma 24 there are \(\gamma_{\vec{r}}\) such that \(\Delta^{\prime}(s) \Delta(w) \vec{y}=\sum_{\vec{r} \in R(s)} \gamma_{\vec{r}} \vec{r}\) and \(\sum_{\vec{r} \in R(s)} \gamma_{\vec{r}}=1\). We have:
\[
\vec{\mu}^{\top} \Delta(w) \vec{y}=\vec{\mu}^{\top} \Delta^{\prime}(s) \Delta(w) \vec{y}=\sum_{\vec{r} \in R(s)} \gamma_{\vec{r}} \vec{\mu}^{\top} \vec{r}=\sum_{\vec{r} \in R(s)} \gamma_{\vec{r}} \vec{\mu}^{\top} \vec{y}=\vec{\mu}^{\top} \vec{y}
\]
where the last equality is from Lemma 24 .
For the "only if" direction, suppose \(\vec{\mu}\) is a \(C o(d)\)-pseudo-cut. Let \(\vec{r}=\Delta^{\prime}(s) \Delta\left(w_{\vec{r}}\right) \vec{y} \in R(s)\). Then \(s w_{\vec{r}}\) is enabled and \(\vec{\mu}^{\top} \vec{r}=\vec{\mu}^{\top} \Delta^{\prime}(s) \Delta\left(w_{\vec{r}}\right) \vec{y}=\vec{\mu}^{\top} \Delta\left(w_{\vec{r}}\right) \vec{y}=\vec{\mu}^{\top} \vec{y}\).
- Example 25. In Example 16 we derived that \(\vec{y}=(2,1,3,1,3,2)^{\top}\) and \(R(a)=\{(2,1,0\), \(\left.1,0,2)^{\top},(1,2,0,2,0,1)^{\top}\right\}\). The cut vector \(\vec{\mu}=(1,0,0,1,0,0)^{\top}\) from Example 18 satisfies \(\vec{\mu}^{\top} \vec{r}=3=\vec{\mu}^{\top} \vec{y}\) for both \(\vec{r} \in R(a)\).

Using Lemmas 15, 21 and 23 we obtain:
- Proposition 26. Let \(D \subseteq Q \times S\) be a recurrent \(S C C\). Denote by \(T_{D}\) the set of edges of \(B_{D, D}\). For \(t \in S\), let \(E(t)\) denote the set of edges of \(M\) that end in \(t\), and let \(Q_{D, t}=(Q \times\{t\}) \cap D\). Let \(d=\langle q, s\rangle \in D\). One can compute a Co(d)-pseudo-cut in time \(O\left(|D|^{\kappa}+|Q||D|+|\delta|\left|T_{D}\right|+\right.\) \(\left.|Q|^{2} \sum_{t \in S}\left|Q_{D, t}\right||E(t)|\right)\).

Now our main result follows, which we restate here:
- Theorem 7. Given a Markov chain \(\mathcal{M}=(S, M)\), an initial distribution \(\iota\), and a UBA \(\mathcal{A}=\) \(\left(Q, S, \delta, Q_{0}, F\right)\), one can compute \(\operatorname{Pr}_{\iota}{ }^{\mathcal{M}}(\mathcal{L}(\mathcal{A}))\) in time \(O\left(|Q|^{\kappa}|S|^{\kappa}+|Q|^{3}|E|+|\delta|^{2}|E|\right)\).

\section*{4 Discussion}

We have analysed two algorithms for computing normalisers: the cut-based one by Baier et al. [2, 3], and a new one, which draws from techniques by Protasov and Voynov [16] for the analysis of matrix semigroups. The first approach is purely combinatorial, and in terms of the automaton, an efficient implementation runs in time \(O\left(|Q|^{3}|\delta|+|\delta|^{2}\right)=O\left(|Q|^{3}|\delta|\right)\) (Proposition 14).

The second approach combines a linear-algebra component to compute \(R(s)\) with a combinatorial algorithm to compute the co-reachability set \(C o(d)\). In terms of the automaton, the linear-algebra component runs in time \(O\left(|Q|^{3}\right)\) (Lemma 21), while the combinatorial part runs in time \(O\left(|\delta|^{2}\right)\), leading to an overall runtime of \(O\left(|Q|^{3}+|\delta|^{2}\right)\). Note that for all \(r \in[1,2]\), if \(|\delta|=\Theta\left(|Q|^{r}\right)\) then the second approach is faster by at least a factor of \(|Q|\).

Although it is not the main focus of this paper, we have analysed also the model-checking problem, where a non-trivial Markov chain is part of the input. The purely combinatorial algorithm runs in time \(O\left(|Q|^{\kappa}|S|^{\kappa}+|Q|^{3}|\delta||S|+|\delta|^{2}|E|\right.\) ), and the linear-algebra based algorithm in time \(O\left(|Q|^{\kappa}|S|^{\kappa}+|Q|^{3}|E|+|\delta|^{2}|E|\right)\). There are cases in which the latter is asymptotically worse, but not if \(\kappa=3\) (i.e., solving linear systems in a normal way such as Gaussian elimination) or if \(|E|\) is \(O(|S|)\).

It is perhaps unsurprising that a factor of \(|\delta|^{2}\) from the computation of \(C o(d)\) occurs in the runtime, as it also occurs when one merely verifies the unambiguousness of the automaton, by searching the product of the automaton with itself. Can the factor \(|\delta|^{2}\) (which may be quartic in \(|Q|\) ) be avoided?
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\section*{1 Introduction}

A large number of naturally defined matrix problems are still unanswered, despite the long history of matrix theory. Some of these questions have recently drawn renewed interest in the context of the analysis of digital processes, verification problems, and links with several fundamental questions in mathematics \([11,7,37,39,38,35,17,14,15,36,5,41,27]\).

One of these challenging problems is the Mortality Problem of whether the zero matrix belongs to a finitely generated matrix semigroup. It plays a central role in many questions from control theory and software verification \([44,10,8,36,2]\). The mortality problem has been known to be undecidable for matrices in \(\mathbb{Z}^{3 \times 3}\) since \(1970[40]\) and the current undecidability bounds for the \(M(d, k \times k)\) problem (i.e. the mortality problem for semigroups generated by \(d\) matrices of size \(k \times k)\) are \(M(6,3 \times 3), M(4,5 \times 5), M(3,9 \times 9)\) and \(M(2,15 \times 15)\), see [13]. It is also known that the problem is NP-hard for \(2 \times 2\) integer matrices [4] and is decidable for \(2 \times 2\) integer matrices with determinant \(0, \pm 1[34]\). In the case of finite matrix semigroups of any dimension the mortality problem is known to be PSPACE-complete [26].

In this paper, we study a very natural variant of the mortality problem when matrices must appear in a fixed order (i.e. under bounded language constraint): Given \(k \times k\) matrices \(A_{1}, A_{2}, \ldots, A_{t}\) over a ring \(\mathcal{F}\), do there exist \(m_{1}, m_{2}, \ldots, m_{t} \in \mathbb{N}\) such that \(A_{1}^{m_{1}} A_{2}^{m_{2}} \ldots A_{t}^{m_{t}}=\) \(\mathbf{O}_{k, k}\), where \(\mathbf{O}_{k, k}\) is \(k \times k\) zero matrix?

In general (i.e. replacing \(\mathbf{O}_{k, k}\) by other matrices) this problem is known as the solvability of multiplicative matrix equations and has been studied for many decades. In its simplest form, when \(k=1\), the problem was studied by Harrison in 1969 [21] as a reformulation of the "accessibility problem" for linear sequential machines. The case \(t=1\) was solved in polynomial time in a celebrated paper by Kannan and Lipton in 1980 [25]. The case \(t=2\), i.e. \(A^{x} B^{y}=C\) where \(A, B\) and \(C\) are commuting matrices was solved by Cai, Lipton and Zalcstein in 1994 [12]. Later, in 1996, the solvability of matrix equations over commuting matrices was solved in polynomial time in [1] and in 2010 it was shown in [3] that \(A^{x} B^{y}=C\) is decidable for non-commuting matrices of any dimension with algebraic coefficients by a reduction to the commutative case from [1]. However, it was also shown in [3] that the solvability of multiplicative matrix equations for sufficiently large natural numbers \(t\) and \(k\) is in general undecidable by an encoding of Hilbert's tenth problem and in particular for the mortality problem with bounded language constraint. In 2015 it was also shown that the undecidability result holds for such equations with unitriangluar matrices [31] and also in the case of specific equations with nonnegative matrices [23].

The decidability of matrix equations for non-commuting matrices is only known as corollaries of either recent decidability results for solving membership problem in \(2 \times 2\) matrix semigroups [41, 42] or in the case of quite restricted classes of matrices, e.g. matrices from the Heisenberg group [27, 28] or row-monomial matrices over commutative semigroups [30]. In the other direction, progress has been made for matrix-exponential equations, but again in the case of commuting matrices [36].

In this paper, we prove the first decidability results for the above problem when \(t=3\) and \(t=4\). We will call these problems the ABC-Z and ABCD-Z problems, respectively. More precisely, we will show that the ABC-Z problem in any dimension is Turing equivalent to the Skolem problem (also known as Skolem-Pisot problem) which asks whether a given linear recurrence sequence ever reaches zero. Our proof relies on the Primary Decomposition Theorem for matrices (Theorem 2) that was not used to show decidability results in matrix semigroups before. As a corollary, we obtain that the ABC-Z problem is decidable for \(2 \times 2\) and \(3 \times 3\) matrices over algebraic numbers and also for \(4 \times 4\) matrices over real algebraic
numbers. Another consequence of the above equivalence is that the set of triples ( \(m, n, \ell\) ) that satisfy the equation \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k \times k}\) can be expressed as a finite union of direct products of semilinear sets.

In contrast to the ABC-Z problem, we show that the solution set of the ABCD-Z problem can be non-semilinear. This indicates that the ABCD-Z problem is unlikely to be related to the Skolem problem. However we will show that the ABCD-Z problem is decidable for upper-triangular \(2 \times 2\) rational matrices. The proof of this result relies on powerful tools from transcendence theory such as Baker's theorem for linear forms in logarithms, S-unit equations from algebraic number theory and the Frobenius rank inequality from matrix analysis. More precisely, we will reduce the ABCD-Z equation for upper-triangular \(2 \times 2\) rational matrices to an equation of the form \(a x+b y+c z=0\), where \(x, y, z\) are S-units, and then use an upper bound on the solutions of this equation (as in Theorem 5). On the other hand, if we try to generalize this result to arbitrary \(2 \times 2\) rational matrices or to upper-triangular matrices of higher dimension, then we end up with an equation that contain a sum of four or more S-units, and for such equations no effective upper bounds on their solutions are known. So, these generalizations seems to lie beyond the reach of current mathematical knowledge.

\section*{2 Preliminaries}

We denote by \(\mathbb{N}, \mathbb{Z}, \mathbb{Q}\) and \(\mathbb{C}\) the sets of natural, integer, rational and complex numbers, respectively. Further, we denote by \(\mathbf{A}\) the set of algebraic numbers and by \(\mathbf{A}_{\mathbb{R}}\) the set of real algebraic numbers.

For a prime number \(p\) we define a valuation \(v_{p}(x)\) for nonzero \(x \in \mathbb{Q}\) as follows: if \(x=p^{k} \frac{m}{n}\), where \(m, n \in \mathbb{Z}\) and \(p\) does not divide \(m\) or \(n\), then \(v_{p}(x)=v_{p}\left(p^{k} \frac{m}{n}\right)=k\).

Throughout this paper \(\mathcal{F}\) will denote either the ring of integers \(\mathbb{Z}\) or one of the fields \(\mathbb{Q}\), \(\mathbf{A}, \mathbf{A}_{\mathbb{R}}\) or \(\mathbb{C}\). We will use the notation \(\mathcal{F}^{n \times m}\) for the set of \(n \times m\) matrices over \(\mathcal{F}\).

We denote by \(\mathbf{e}_{i}\) the \(i\) 'th standard basis vector of some dimension (which will be clear from the context). Let \(\mathbf{O}_{n, m}\) be the zero matrix of size \(n \times m, \mathbf{I}_{n}\) be the identity matrix of size \(n \times n\), and \(\mathbf{0}_{n}\) be the zero column vector of length \(n\). Given a finite set of matrices \(\mathcal{G} \subseteq \mathcal{F}^{n \times n}\), we denote by \(\langle\mathcal{G}\rangle\) the multiplicative semigroup generated by \(\mathcal{G}\).

If \(A \in \mathcal{F}^{m \times m}\) and \(B \in \mathcal{F}^{n \times n}\), then we define their direct sum as \(A \oplus B=\left[\begin{array}{c|l}A & \mathbf{O}_{m, n} \\ \hline \mathbf{O}_{n, m} & B\end{array}\right]\). Let \(C \in \mathcal{F}^{k \times k}\) be a square matrix. We write \(\operatorname{det}(C)\) for the determinant of \(C\). We call \(C\) singular if \(\operatorname{det}(C)=0\), otherwise it is said to be invertible (or non-singular). Matrices \(A\) and \(B\) from \(\mathcal{F}^{k \times k}\) are called similar if there exists an invertible \(k \times k\) matrix \(S\) (perhaps over a larger field containing \(\mathcal{F}\) ) such that \(A=S B S^{-1}\). In this case, \(S\) is said to be a similarity matrix transforming \(A\) to \(B\).

We will also require the following inequality regarding ranks of matrices, known as the Frobenius rank inequality, see [24] for further details.
- Theorem 1 (Frobenius Rank Inequality). Let \(A, B, C \in \mathcal{F}^{k \times k}\). Then
\[
R k(A B)+R k(B C) \leq R k(A B C)+R k(B)
\]

In the proof of our first main result about the ABC-Z problem we will make use of the primary decomposition theorem for matrices.
- Theorem 2 (Primary Decomposition Theorem [22]). Let \(A\) be a matrix from \(\mathcal{F}^{n \times n}\), where \(\mathcal{F}\) is a field. Let \(m_{A}(x)\) be the minimal polynomial for \(A\) such that
\[
m_{A}(x)=p_{1}(x)^{r_{1}} \cdots p_{k}(x)^{r_{k}}
\]
where the \(p_{i}(x)\) are distinct irreducible monic polynomials over \(\mathcal{F}\) and the \(r_{i}\) are positive integers. Let \(W_{i}\) be the null space of \(p_{i}(A)^{r_{i}}\) and let \(S_{i}\) be a basis for \(W_{i}\). Then
(1) \(S_{1} \cup \cdots \cup S_{k}\) is a basis for \(\mathcal{F}^{n}\) and \(\mathcal{F}^{n}=W_{1} \oplus \cdots \oplus W_{k}\),
(2) each \(W_{i}\) is invariant under \(A\), that is, \(A \mathbf{x} \in W_{i}\) for any \(\mathbf{x} \in W_{i}\),
(3) let \(S\) be a matrix whose columns are equal to the basis vectors from \(S_{1} \cup \cdots \cup S_{k}\); then
\[
S^{-1} A S=A_{1} \oplus \cdots \oplus A_{k},
\]
where each \(A_{i}\) is a matrix over \(\mathcal{F}\) of the size \(\left|S_{i}\right| \times\left|S_{i}\right|\), and the minimal polynomial of \(A_{i}\) is equal to \(p_{i}(x)^{r_{i}}\).

The next two propositions are well-known facts.
- Proposition 3. If \(p(x)\) is a polynomial over a field \(\mathcal{F}\), where \(\mathcal{F}\) is either \(\mathbb{Q}, \mathbf{A}\) or \(\mathbf{A}_{\mathbb{R}}\), then the primary decomposition of \(p(x)\) can be algorithmically computed.
- Proposition 4. Let \(A \in \mathcal{F}^{n \times n}\) and \(m_{A}(x)\) be the minimal polynomial of \(A\). Then \(A\) is invertible if and only if \(m_{A}(x)\) has nonzero free coefficient, i.e., \(m_{A}(x)\) is not divisible by \(x\).

Our proof of the decidability of ABCD-Z problem for \(2 \times 2\) upper-triangular rational matrices relies on the following result which is proved using Baker's theorem on linear forms in logarithms (see Corollary 4 in [16] and also [18]).
- Theorem 5. Let \(S=\left\{p_{1}, \ldots, p_{s}\right\}\) be a finite collection of prime numbers and let \(a, b, c\) be relatively prime nonzero integers, that is, \(\operatorname{gcd}(a, b, c)=1\).

If \(x, y, z\) are relatively prime nonzero integers composed of primes from \(S\) that satisfy the equation \(a x+b y+c z=0\), then
\[
\max \{|x|,|y|,|z|\}<\exp \left(s^{C s} P^{4 / 3} \log A\right)
\]
for some constant \(C\), where \(P=\max \left\{p_{1}, \ldots, p_{s}\right\}\) and \(A=\max \{|a|,|b|,|c|, 3\}\).
- Remark. Rational numbers whose numerator and denominator are divisible only by the primes from \(S\) are called \(S\)-units.

\section*{3 Linear recurrence sequences and semilinear sets}

There is a long history in computer science and mathematics of studying sequences of numbers defined by some recurrence relation, where the next value in the sequence depends upon some "finite memory" of previous values in the sequence. Possibly the simplest, and certainly the most well known of these, is the Fibonacci sequence, which may be defined by the recurrence \(F(n)=F(n-1)+F(n-2)\) with \(F(0)=F(1)=1\) being given as the initial conditions of the sequence. We may generalise the Fibonacci sequence to define a linear recurrence sequence, which find application in many areas of mathematics and other sciences and for which many questions remain open. Let \(\mathcal{F}\) be a ring; a sequence \(\left(u_{n}\right)_{n=0}^{\infty}\) is called a linear recurrence sequence (1-LRS) if it satisfies a relation of the form:
\[
u_{n}=a_{k-1} u_{n-1}+\cdots+a_{1} u_{n-k+1}+a_{0} u_{n-k}
\]
for any \(n \geq k\), where each \(a_{0}, a_{1}, \ldots, a_{k-1} \in \mathcal{F}\) are fixed coefficients \({ }^{1}\). Such a sequence \(\left(u_{n}\right)_{n=0}^{\infty}\) is said to be of depth \(k\) if it satisfies no shorter linear recurrence relation (for any

\footnotetext{
\({ }^{1}\) In the literature, such a sequence is ordinarily called an LRS; we use the nomenclature 1-LRS since we will study a multidimensional variant of this concept. Also, 1 -LRS are usually considered over integers, but in the present paper we will consider such sequences over algebraic numbers.
}
\(\left.k^{\prime}<k\right)\). We call the initial \(k\) values of the sequence \(u_{0}, u_{1}, \ldots, u_{k-1}\) the initial conditions of the 1-LRS. Given the initial conditions and coefficients of a 1-LRS, every element is uniquely determined.

The zero set of a 1-LRS is defined as follows: \(\mathcal{Z}\left(u_{n}\right)=\left\{j \in \mathbb{N} \mid u_{j}=0\right\}\).
There are various questions that one may ask regarding \(\mathcal{Z}\left(u_{n}\right)\). One notable example relates to the famous "Skolem's problem" which is stated in the following way:
- Problem 6 (Skolem's Problem). Given the coefficients and initial conditions of a depth \(k\) 1-LRS \(\left(u_{n}\right)_{n=0}^{\infty}\), determine if \(\mathcal{Z}\left(u_{n}\right)\) is the empty set.

Skolem's problem has a long and rich history, see [19] for a good survey. We note here that the problem remains open despite properties of zero sets having been studied even since 1934 [43]. It is known that the Skolem problem is at least NP-hard [9] and that it is decidable for depth 3 over \(\mathbf{A}\) and for depth 4 over \(\mathbf{A}_{\mathbb{R}}\), see [44] and [33] \({ }^{2}\). Other interesting questions are related to the structure of \(\mathcal{Z}\left(u_{n}\right)\). We remind the reader the definition of semilinear sets.
- Definition 7 (Semilinear set). A set \(S \subseteq \mathbb{N}\) is called semilinear if it is the union of a finite set and finitely many arithmetic progressions.

A seminal result regarding \(1-\mathrm{LRS}\) is that there zero sets are semilinear.
- Theorem 8 (Skolem, Mahler, Lech [32, 43, 29] and [19, 20]). The zero set of a 1-LRS over \(\mathbb{C}\) (or more generally over any field of characteristic 0) is semilinear.

In particular, if \(\left(u_{n}\right)_{n=0}^{\infty}\) is a 1-LRS whose coefficients and initial conditions are algebraic numbers, then one can algorithmically find a number \(L \in \mathbb{N}\) such that for every \(i=0, \ldots, L-1\), if we let \(u_{m}^{i}=u_{i+m L}\), then
(1) the sequence \(\left(u_{m}^{i}\right)_{m=0}^{\infty}\) is a 1-LRS of the same depth as \(\left(u_{n}\right)_{n=0}^{\infty}\), and
(2) either \(\mathcal{Z}\left(u_{m}^{i}\right)=\mathbb{N}\) or \(\mathcal{Z}\left(u_{m}^{i}\right)\) is finite.

Note that in the above theorem we can decide whether \(\mathcal{Z}\left(u_{m}^{i}\right)\) is finite or \(\mathcal{Z}\left(u_{m}^{i}\right)=\mathbb{N}\) because \(\mathcal{Z}\left(u_{m}^{i}\right)=\mathbb{N}\) if and only if \(u_{0}^{i}=\cdots=u_{k-1}^{i}=0\), where \(k\) is the depth of \(\left(u_{m}^{i}\right)_{m=0}^{\infty}\).

We will also consider a stronger version of the Skolem problem.
- Problem 9 (Strong Skolem's Problem). Given the coefficients and initial conditions of a 1-LRS \(\left(u_{n}\right)_{n=0}^{\infty}\) over \(\mathbf{A}\), find a description of the set \(\mathcal{Z}\left(u_{n}\right)\). That is, find a finite set \(F\) such that \(\mathcal{Z}\left(u_{n}\right)=F\) if \(\mathcal{Z}\left(u_{n}\right)\) is finite or, if \(\mathcal{Z}\left(u_{n}\right)\) is infinite, find a finite set \(F\), a constant \(L \in \mathbb{N}\) and numbers \(i_{1}, \ldots, i_{t} \in\{0, \ldots, L-1\}\) such that
\[
\mathcal{Z}\left(u_{n}\right)=F \cup\left\{i_{1}+m L: m \in \mathbb{N}\right\} \cup \cdots \cup\left\{i_{t}+m L: m \in \mathbb{N}\right\} .
\]

Using the Skolem-Mahler-Lech theorem we can prove an equivalence between the strong version of the Skolem problem and the standard version \({ }^{3}\).
- Theorem 10. Skolem's problem of depth \(k\) over \(\mathbf{A}\) is Turing equivalent to the strong Skolem's problem of the same depth.

Proof. Obviously, Skolem's problem is reducible to the strong Skolem's problem. We now show a reduction in the other direction.

Let \(\left(u_{n}\right)_{n=0}^{\infty}\) be a depth- \(k\) 1-LRS over A. By Theorem 8 , we can algorithmically find a number \(L\) such that, for every \(i=0, \ldots, L-1\), the sequence \(u_{m}^{i}=u_{i+m L}\) is a 1-LRS of

\footnotetext{
\({ }_{3}^{2}\) A proof of decidability for depth 5 was claimed in [19], although there is possibly a gap in the proof [37].
\({ }^{3}\) This result was announced in [44] without a proof, probably with a similar construction in mind.
}
depth \(k\) which is either everywhere zero, that is, \(\mathcal{Z}\left(u_{m}^{i}\right)=\mathbb{N}\) or \(\mathcal{Z}\left(u_{m}^{i}\right)\) is finite. Recall that we can decide whether \(\mathcal{Z}\left(u_{m}^{i}\right)\) is equal to \(\mathbb{N}\) by considering the first \(k\) terms of \(\left(u_{m}^{i}\right)_{m=0}^{\infty}\).

By definition, we have \(\mathcal{Z}\left(u_{n}\right)=\bigcup_{i=0}^{L-1}\left\{i+L \mathcal{Z}\left(u_{m}^{i}\right)\right\}\). So, if \(\mathcal{Z}\left(u_{m}^{i}\right)=\mathbb{N}\), then \(\left\{i+L \mathcal{Z}\left(u_{m}^{i}\right)\right\}=\) \(\{i+m L: m \in \mathbb{N}\}\), and if \(\mathcal{Z}\left(u_{m}^{i}\right)\) is finite, then so is \(\left\{i+L \cdot \mathcal{Z}\left(u_{m}^{i}\right)\right\}\).

To finish the proof we need to show how to compute \(\mathcal{Z}\left(u_{m}^{i}\right)\), and hence \(\left\{i+L \cdot \mathcal{Z}\left(u_{m}^{i}\right)\right\}\), when it is finite. For this we will use an oracle for the Skolem problem. Let \(m^{\prime}\) be the smallest number such that \(\mathcal{Z}\left(u_{m+m^{\prime}}^{i}\right)\) is empty. Such \(m^{\prime}\) exists because \(\mathcal{Z}\left(u_{m}^{i}\right)\) is finite. Furthermore, \(\left(u_{m+m^{\prime}}\right)_{m=0}^{\infty}\) is a 1-LRS of depth \(k\) for any \(m^{\prime}\). So, we ask the oracle for the Skolem problem to decide whether \(\mathcal{Z}\left(u_{m+m^{\prime}}^{i}\right)=\emptyset\) for each \(m^{\prime} \in \mathbb{N}\) starting from 0 until we find one for which \(\mathcal{Z}\left(u_{m+m^{\prime}}^{i}\right)\) is empty. Note that we do not have any bound on \(m^{\prime}\) because we do not even know the size of \(\mathcal{Z}\left(u_{m}^{i}\right)\). All we know is that \(\mathcal{Z}\left(u_{m}^{i}\right)\) is finite, and hence the above algorithm will eventually terminate. Since \(\mathcal{Z}\left(u_{m}^{i}\right)\) is a subset of \(\left\{0, \ldots, m^{\prime}\right\}\), then we can compute it by checking whether \(u_{m}^{i}=0\) for \(m=0, \ldots, m^{\prime}\).

Linear recurrence sequences can also be represented using matrices [19]:
- Lemma 11. Let \(\mathcal{F}\) be a ring; for a sequence \(\left(u_{n}\right)_{n=0}^{\infty}\) over \(\mathcal{F}\) the following are equivalent: (1) \(\left(u_{n}\right)_{n=0}^{\infty}\) is a 1 -LRS of depth \(k\).
(2) There are vectors \(\mathbf{u}, \mathbf{v} \in \mathcal{F}^{k}\) and a matrix \(M \in \mathcal{F}^{k \times k}\) such that \(u_{n}=\mathbf{u}^{T} M^{n} \mathbf{v}\) for \(n \in \mathbb{N}\).

Moreover, for any matrix \(M \in \mathcal{F}^{k \times k}\), the sequence \(u_{n}=\left(M^{n}\right)_{[1, k]}\) is a 1-LRS of depth at most \(k\). On the other hand, if \(\left(u_{n}\right)_{n=0}^{\infty}\) is a \(1-L R S\) of depth \(k\), then there is a matrix \(M \in \mathcal{F}^{(k+1) \times(k+1)}\) such that \(u_{n}=\left(M^{n}\right)_{[1, k+1]}\) for all \(n \in \mathbb{N}\).

Lemma 11 motivates the following definition of \(n\)-dimensional Linear Recurrence Sequences ( \(n\)-LRSs) which as we show later are related to the mortality problem for bounded languages.
- Definition 12 ( \(n\)-LRS). A multidimensional sequence \(u_{m_{1}, m_{2}, \ldots, m_{n}}\) is called an n-LRS of depth \(k\) over \(\mathcal{F}\) if there exist two vectors \(\mathbf{u}, \mathbf{v} \in \mathcal{F}^{k}\) and matrices \(M_{1}, M_{2}, \ldots, M_{n} \in \mathcal{F}^{k \times k}\) such that
\[
u_{m_{1}, m_{2}, \ldots, m_{n}}=\mathbf{u}^{T} M_{1}^{m_{1}} M_{2}^{m_{2}} \cdots M_{n}^{m_{n}} \mathbf{v}
\]

\section*{4 The mortality problem for bounded languages}

We remind the reader the definition of the mortality problem for bounded languages.
- Problem 13 (Mortality for bounded languages). Given \(k \times k\) matrices \(A_{1}, \ldots, A_{t}\) over a \(\operatorname{ring} \mathcal{F}\), do there exist \(m_{1}, m_{2}, \ldots, m_{t} \in \mathbb{N}\) such that
\[
A_{1}^{m_{1}} A_{2}^{m_{2}} \ldots A_{t}^{m_{t}}=\mathbf{O}_{k, k} .
\]

Recall that for \(t=3\) and \(t=4\) this problem is called the ABC-Z and ABCD-Z problem, respectively. Our first main result is that the ABC-Z problem is computationally equivalent to the Skolem problem for 1-LRS. Our reduction holds in any dimension and over the same number field which means that any new decidability results for the Skolem problem will automatically extend the decidability of ABC-Z equations and can immediately lead to new decidability results for equations in dimensions 2,3 and 4 . For the proof we will need the following technical lemma.

Lemma 14. Let \(\mathcal{F}\) be a field, and suppose \(A, B, C \in \mathcal{F}^{k \times k}\) are matrices of the form
\[
A=\left[\begin{array}{c|c}
A_{s, s} & \mathbf{O}_{s, k-s} \\
\hline \mathbf{O}_{k-s, s} & \mathbf{O}_{k-s, k-s}
\end{array}\right], \quad B=\left[\begin{array}{c|c}
B_{s, t} & X_{s, k-t} \\
\hline Y_{k-s, t} & Z_{k-s, k-t}
\end{array}\right], \quad C=\left[\begin{array}{c|c}
C_{t, t} & \mathbf{O}_{t, k-t} \\
\hline \mathbf{O}_{k-t, t} & \mathbf{O}_{k-t, k-t}
\end{array}\right]
\]
for some \(s, t \leq k\), where \(A_{s, s}, B_{s, t}, X_{s, k-t}, Y_{k-s, t}, Z_{k-s, k-t}\) and \(C_{t, t}\) are matrices over \(\mathcal{F}\) whose dimensions are indicated by their subscripts (in particular, \(A=A_{s, s} \oplus \mathbf{O}_{k-s, k-s}\) and \(\left.C=C_{t, t} \oplus \mathbf{O}_{k-t, k-t}\right)\). If \(A_{s, s}\) and \(C_{t, t}\) are invertible matrices, then the equation \(A B C=\mathbf{O}_{k, k}\) is equivalent to \(B_{s, t}=\mathbf{O}_{s, t}\).

Proof. It is not hard to check that
\[
A B=\left[\begin{array}{c|c|c}
A_{s, s} & \mathbf{O}_{s, k-s} \\
\hline \mathbf{O}_{k-s, s} & \mathbf{O}_{k-s, k-s}
\end{array}\right] \cdot\left[\begin{array}{c|c}
B_{s, t} & X_{s, k-t} \\
\hline Y_{k-s, t} & Z_{k-s, k-t}
\end{array}\right]=\left[\begin{array}{c|c}
A_{s, s} B_{s, t} & A_{s, s} X_{s, k-t} \\
\hline \mathbf{O}_{k-s, t} & \mathbf{O}_{k-s, k-t}
\end{array}\right],
\]
and hence
\[
(A B) C=\left[\begin{array}{c|c|c}
A_{s, s} B_{s, t} & A_{s, s} X_{s, k-t} \\
\hline \mathbf{O}_{k-s, t} & \mathbf{O}_{k-s, k-t}
\end{array}\right] \cdot\left[\begin{array}{c|c}
C_{t, t} & \mathbf{O}_{t, k-t} \\
\hline \mathbf{O}_{k-t, t} & \mathbf{O}_{k-t, k-t}
\end{array}\right]=\left[\begin{array}{c|c}
A_{s, s} B_{s, t} C_{t, t} & \mathbf{O}_{s, k-t} \\
\hline \mathbf{O}_{k-s, t} & \mathbf{O}_{k-s, k-t}
\end{array}\right]
\]

So, if \(B_{s, t}=\mathbf{O}_{s, t}\), then \(A B C=\mathbf{O}_{k, k}\). Conversely, if \(A B C=\mathbf{O}_{k, k}\), then \(A_{s, s} B_{s, t} C_{t, t}=\mathbf{O}_{s, t}\). Using the fact that \(A_{s, s}\) and \(C_{t, t}\) are invertible matrices, we can multiply the equation \(A_{s, s} B_{s, t} C_{t, t}=\mathbf{O}_{s, t}\) by \(A_{s, s}^{-1}\) on the left and by \(C_{t, t}^{-1}\) on the right to obtain that \(B_{s, t}=\mathbf{O}_{s, t}\).
- Theorem 15. Let \(\mathcal{F}\) be the ring of integers \(\mathbb{Z}\) or one of the fields \(\mathbb{Q}, \mathbf{A}\) or \(\mathbf{A}_{\mathbb{R}}\). Then the ABC-Z problem for matrices from \(\mathcal{F}^{k \times k}\) is Turing equivalent to the Skolem problem of depth \(k\) over \(\mathcal{F}\).

Proof. First, we show reduction from the ABC-Z problem to the Skolem problem.
Clearly, the ABC-Z problem over \(\mathbb{Z}\) is equivalent to the ABC-Z problem over \(\mathbb{Q}\) (by multiplying the matrices \(A, B, C\) by a suitable integer number). It is also not hard to see that the Skolem problem for 1-LRS over \(\mathbb{Q}\) is equivalent to the Skolem problem over \(\mathbb{Z}\) for 1 -LRS of the same depth. Indeed, by Lemma 11 we can express any 1-LRS \(\left(u_{n}\right)_{n=0}^{\infty}\) over \(\mathbb{Q}\) as \(u_{n}=\mathbf{u}^{T} M^{n} \mathbf{v}\) for some rational vectors \(\mathbf{u}\) and \(\mathbf{v}\) and a rational matrix \(M\). If we multiply \(\mathbf{u}, \mathbf{v}\) and \(M\) by a suitable natural number \(t\), then \(\left(t^{n+2} u_{n}\right)_{n=0}^{\infty}\) will be an integer 1-LRS, which has the same zero set as \(\left(u_{n}\right)_{n=0}^{\infty}\). Hence, without loss of generality, we will assume that \(\mathcal{F}\) is one of the fields \(\mathbb{Q}, \mathbf{A}\) or \(\mathbf{A}_{\mathbb{R}}\).

Consider an instance of the ABC-Z problem: \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\), where \(A, B, C \in \mathcal{F}^{k, k}\). Let \(\chi_{A}(x)\) be the characteristic polynomial of \(A\). By Proposition 3, we can find a primary decomposition \(\chi_{A}(x)=p_{1}(x)^{m_{1}} \cdots p_{t}(x)^{m_{t}}\), where \(p_{1}(x), \ldots, p_{t}(x)\) are distinct irreducible monic polynomials. From this decomposition we can find the minimal polynomial \(m_{A}(x)\) of \(A\) because \(m_{A}(x)\) is a factor of \(\chi_{A}(x)\), and we can check all divisors of \(\chi_{A}(x)\) to find \(m_{A}(x)\).

Let \(m_{A}(x)=p_{1}(x)^{r_{1}} \cdots p_{u}(x)^{r_{u}}\), where \(p_{1}(x), \ldots, p_{u}(x)\) are distinct irreducible monic polynomials. Now we apply the Primary Decomposition Theorem (Theorem 2) to \(A\). Let \(S_{i}\) be a basis for the null space of \(p_{i}(A)^{r_{i}}\), which can be found, e.g., using Gaussian elimination. Let \(S\) be a matrix whose columns are the vectors of the basis \(S_{1} \cup \cdots \cup S_{u}\). Then
\[
S^{-1} A S=A_{1} \oplus \cdots \oplus A_{u}
\]
where the minimal polynomial of \(A_{i}\) is \(p_{i}(A)^{r_{i}}\) for \(i=1, \ldots, u\). Similarly, we can compute a primary decomposition \(m_{C}(x)=q_{1}(x)^{s_{1}} \cdots q_{v}(x)^{s_{v}}\) of the minimal polynomial for \(C\), where \(q_{1}(x), \ldots, q_{v}(x)\) are distinct irreducible monic polynomials, and a matrix \(T\) such that
\[
T^{-1} C T=C_{1} \oplus \cdots \oplus C_{v}
\]
where the minimal polynomial of \(C_{i}\) is \(q_{i}(C)^{s_{i}}\) for \(i=1, \ldots, v\).

Note that if \(p(x)\) is an irreducible monic polynomial, then either \(p(x)=x\) or \(x\) does not divide \(p(x)\). So, among the polynomials \(p_{1}(x), \ldots, p_{u}(x)\) in the primary decomposition of \(m_{A}(x)\) at most one is equal to \(x\), and the same holds for the polynomials \(q_{1}(x), \ldots, q_{v}(x)\) in the primary decomposition of \(m_{C}(x)\).

Suppose, for example, that \(p_{u}(x)=x\). In this case \(m_{A}(x)=p_{1}(x)^{r_{1}} \cdots p_{u-1}(x)^{r_{u-1}} x^{r_{u}}\), and \(S^{-1} A S=A_{1} \oplus \cdots \oplus A_{u-1} \oplus A_{u}\), where the minimal polynomial of \(A_{u}\) is \(x^{r_{u}}\), and hence \(A_{u}\) is a nilpotent matrix of index \(r_{u}\). Recall that, for \(i=1, \ldots, u-1\), the polynomial \(p_{i}(x)\) is not divisible by \(x\), and so is \(p_{i}(x)^{r_{i}}\), which is the minimal polynomial for \(A_{i}\). Hence, by Proposition 4, \(A_{i}\) is invertible. Let \(A_{\mathrm{inv}}=A_{1} \oplus \cdots \oplus A_{u-1}\) and \(A_{\mathrm{nil}}=A_{u}\). Then we obtain
\[
\begin{equation*}
S^{-1} A S=A_{\mathrm{inv}} \oplus A_{\mathrm{nil}} \tag{1}
\end{equation*}
\]
where \(A_{\text {inv }}\) is invertible, and \(A_{\text {nil }}\) is nilpotent. If \(p_{i}(x)=x\) for some \(i<u\), then we need in addition to permute some rows and columns of matrix \(S\) to obtain one that gives us Equation (1) above. If none of the \(p_{i}(x)\) is equal to \(x\), then we assume that \(A_{\text {nil }}\) is the empty matrix of size \(0 \times 0\).

The same reasoning can be applied to matrix \(C\), that is, we can compute an invertible matrix \(C_{\text {inv }}\), a nilpotent (or empty) matrix \(C_{\text {nil }}\), and an invertible matrix \(T\) such that
\[
T^{-1} C T=C_{\mathrm{inv}} \oplus C_{\mathrm{nil}}
\]

Note that the indices of the nilpotent matrices \(A_{\text {nil }}\) and \(C_{\text {nil }}\) are at most \(k\), and hence \(A_{\text {nil }}^{k}\) and \(C_{\text {nil }}^{k}\) are zero (or empty) matrices.

Our goal is to find all triples \((m, n, \ell) \in \mathbb{N}^{3}\) for which \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\). In order to do this we will consider four cases: (1) \(m \geq k\) and \(\ell \geq k\), (2) \(m<k\) and \(\ell<k\), (3) \(m \geq k\) and \(\ell<k\), and (4) \(m<k\) and \(\ell \geq k\).

Before dealing with each of these cases, we note that the equation \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\) is equivalent to
\[
\begin{aligned}
& S\left(A_{\mathrm{inv}}^{m} \oplus A_{\mathrm{nil}}^{m}\right) S^{-1} B^{n} T\left(C_{\mathrm{inv}}^{\ell} \oplus C_{\mathrm{nil}}^{\ell}\right) T^{-1}=\mathbf{O}_{k, k} \quad \text { or to } \\
& \quad\left(A_{\mathrm{inv}}^{m} \oplus A_{\mathrm{nil}}^{m}\right) S^{-1} B^{n} T\left(C_{\mathrm{inv}}^{\ell} \oplus C_{\mathrm{nil}}^{\ell}\right)=\mathbf{O}_{k, k}
\end{aligned}
\]
because \(S\) and \(T\) are invertible matrices.
Now suppose \(A_{\mathrm{inv}}\) has size \(s \times s\), and \(C_{\mathrm{inv}}\) has size \(t \times t\) for some \(s, t \leq k\).
Case 1: \(\boldsymbol{m} \geq \boldsymbol{k}\) and \(\ell \geq \boldsymbol{k}\). Since \(m, \ell \geq k\), we have \(A_{\text {nil }}^{m}=\mathbf{O}_{k-s, k-s}\) and \(C_{\text {nil }}^{\ell}=\) \(\mathbf{O}_{k-t, k-t}\), and hence the equation \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\) is equivalent to
\[
\begin{equation*}
\left(A_{\mathrm{inv}}^{m} \oplus \mathbf{O}_{k-s, k-s}\right) S^{-1} B^{n} T\left(C_{\mathrm{inv}}^{\ell} \oplus \mathbf{O}_{k-t, k-t}\right)=\mathbf{O}_{k, k} \tag{2}
\end{equation*}
\]

Suppose the matrix \(S^{-1} B^{n} T\) has a form \(S^{-1} B^{n} T=\left[\begin{array}{c|c}B_{s, t} & X_{s, k-t} \\ \hline Y_{k-s, t} & Z_{k-s, k-t}\end{array}\right]\). Since \(A_{\mathrm{inv}}^{m}\) and \(C_{\mathrm{inv}}^{\ell}\) are invertible matrices, Lemma 14 implies that Equation (2) is equivalent to \(B_{s, t}=\mathbf{O}_{s, t}\). Therefore, we obtain the following equivalence: \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\) if and only if
\[
\begin{equation*}
s_{n}^{i, j}=\left(\mathbf{e}_{i}^{\top} S^{-1}\right) B^{n}\left(T \mathbf{e}_{j}\right)=0 \quad \text { for all } i=1, \ldots, s \text { and } j=1, \ldots, t \tag{3}
\end{equation*}
\]

By Lemma 11, the sequence \(\left(s_{n}^{i, j}\right)_{n=0}^{\infty}\) is a 1-LRS of order \(k\) over \(\mathcal{F}\). As in the proof of Theorem 10, we can use an oracle for the Skolem problem for 1-LRS of depth \(k\) over \(\mathcal{F}\) to compute the descriptions of the semilinear sets \(\mathcal{Z}\left(s_{n}^{i, j}\right)\). Hence we can compute a description of the intersection \(Z_{1}=\bigcap_{\substack{i=1, \ldots, s \\ j=1, \ldots, t}} \mathcal{Z}\left(s_{n}^{i, j}\right)\), which is also a semilinear set. An important observation is that the set \(Z_{1}\) does not depend on \(m\) and \(\ell\).

Below is a brief description of the remaining cases. The detailed proof of Cases 2, 3 and 4 can be found in the full version [6].

Case 2: \(\boldsymbol{m}<\boldsymbol{k}\) and \(\boldsymbol{\ell}<\boldsymbol{k}\). Fix some \(m<k\) and \(\ell<k\). For this particular choice of \(m\) and \(\ell\), we can compute a description of the semilinear set \(Z_{2}(m, \ell)\) which is equal to all values of \(n\) for which \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\) holds for fixed \(m, \ell<k\).

Case 3: \(\boldsymbol{m} \geq \boldsymbol{k}\) and \(\ell<\boldsymbol{k}\) and Case 4: \(\boldsymbol{m}<\boldsymbol{k}\) and \(\ell \geq \boldsymbol{k}\). To solve these cases we will combine ideas from Cases 1 and 2. Namely, we can compute the descriptions of the semilinear sets \(Z_{3}(\ell)\) and \(Z_{4}(m)\) such that
- \(Z_{3}(\ell)=\left\{n: A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\right.\) for all \(\left.m \geq k\right\}\).
- \(Z_{4}(m)=\left\{n: A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\right.\) for all \(\left.\ell \geq k\right\}\).

Combining all the above cases together, we conclude that the set of all triples \((m, n, \ell) \in \mathbb{N}^{3}\) that satisfy the equation \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\) is equal to the following union
\[
\begin{gather*}
\left\{(m, n, \ell): n \in Z_{1} \text { and } m, \ell \geq k\right\} \bigcup \bigcup_{m, \ell<k}\left\{(m, n, \ell): n \in Z_{2}(m, \ell)\right\} \bigcup \\
\bigcup_{\ell<k}\left\{(m, n, \ell): n \in Z_{3}(\ell) \text { and } m \geq k\right\} \bigcup \bigcup_{m<k}\left\{(m, n, \ell): n \in Z_{4}(m) \text { and } \ell \geq k\right\} . \tag{4}
\end{gather*}
\]

Having a description for the above set, we can decide whether is it empty or not, that is, whether there exist \(m, n, \ell \in \mathbb{N}\) such that \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\).

We now show the reduction in the other direction. Let \(\left(u_{n}\right)_{n=0}^{\infty}\) be a 1-LRS that satisfies a relation
\[
u_{n}=a_{k-1} u_{n-1}+\cdots+a_{1} u_{n-k+1}+a_{0} u_{n-k}
\]
where \(a_{0} \neq 0\). Let \(A, B\) and \(C\) be the following matrices of size \(k \times k\) :
\[
A=\left(\begin{array}{cccc}
u_{k-1} & \cdots & u_{1} & u_{0} \\
0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & 0
\end{array}\right), B=\left(\begin{array}{ccccc}
a_{k-1} & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
a_{2} & 0 & \cdots & 1 & 0 \\
a_{1} & 0 & \cdots & 0 & 1 \\
a_{0} & 0 & \cdots & 0 & 0
\end{array}\right), C=\left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 1
\end{array}\right)
\]

A straightforward computation shows that the product \(A^{m} B^{n} C^{\ell}\) is equal to a matrix where all entries equal zero except for the entry in the upper-right corner which is equal to \(u_{k-1}^{m-1} u_{n}\). So, if we assume that \(u_{k-1} \neq 0\), then we have the following implications: (1) if \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\) for some \(m, n, \ell \in \mathbb{N}\) with \(m, \ell \geq 1\), then \(u_{n}=0\); and (2) if \(u_{n}=0\), then the equation \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\) holds for any \(m, \ell \geq 1\).

The assumption that \(u_{k-1} \neq 0\) is not a serious restriction because we can shift the original sequence by at most \(k\) positions to ensure that \(u_{k-1} \neq 0\). In other words, instead of \(\left(u_{n}\right)_{n=0}^{\infty}\) we can consider a sequence \(\left(u_{n+t}\right)_{n=0}^{\infty}\) for some \(t>0\). It is easy to check that a 1-LRS of depth \(k\) is identically zero if and only if it contains \(k\) consecutive zeros. Hence if \(\left(u_{n}\right)_{n=0}^{\infty}\) is not identically zero, then we can find \(t<k\) such that the sequence \(\left(u_{n+t}\right)_{n=0}^{\infty}\) satisfies the condition that \(u_{k-1+t} \neq 0\).

Corollary 16. The set of triples \((m, n, \ell)\) that satisfy an equation \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\) is equal to a finite union of direct products of semilinear sets.

Proof. The corollary follows from Equation (4) above that describes all triples ( \(m, n, \ell\) ) that satisfy the equation \(A^{m} B^{n} C^{\ell}=\mathbf{O}_{k, k}\). By construction and the Skolem-Mahler-Lech theorem, the sets \(Z_{1}, Z_{2}(m, \ell), Z_{3}(\ell)\) and \(Z_{4}(m)\) are semilinear. In Equation (4) we take direct product
of these sets either with singleton sets or with sets of the form \(\mathbb{N}_{k}=\{n \in \mathbb{N}: n \geq k\}\), which are also semilinear sets, and then take a finite union of such products. In other words, Equation (4) can be rewritten as follows
\[
\mathbb{N}_{k} \times Z_{1} \times \mathbb{N}_{k} \bigcup \bigcup_{m, \ell<k}\{m\} \times Z_{2}(m, \ell) \times\{\ell\} \bigcup \bigcup_{\ell<k} \mathbb{N}_{k} \times Z_{3}(\ell) \times\{\ell\} \bigcup \bigcup_{m<k}\{m\} \times Z_{4}(m) \times \mathbb{N}_{k}
\]

The main corollary of Theorem 15 is the following result.
- Corollary 17. The ABC-Z problem is decidable for \(3 \times 3\) matrices over algebraic numbers and for \(4 \times 4\) matrices over real algebraic numbers.

Proof. By Theorem 15, the ABC-Z problem for \(3 \times 3\) matrices over \(\mathbf{A}\) is equivalent to the Skolem problem of depth 3 over \(\mathbf{A}\), and the ABC-Z problem \(4 \times 4\) matrices over \(\mathbf{A}_{\mathbb{R}}\) is equivalent to the Skolem problem of depth 4 over \(\mathbf{A}_{\mathbb{R}}\). Now the corollary follows from the fact that the Skolem problem is decidable for linear recurrence sequences of depth 3 over \(\mathbf{A}\) and of depth 4 over \(\mathbf{A}_{\mathbb{R}}\) [44, 33].

\section*{5 The ABCD-Z problem in dimension two}

Recall that the ABCD-Z problem in dimension two asks whether there exist natural numbers \(k, m, n, \ell \in \mathbb{N}\) such that
\[
\begin{equation*}
A^{k} B^{m} C^{n} D^{\ell}=\mathbf{O}_{2,2} \tag{5}
\end{equation*}
\]

In this section we will show that this problem is decidable for \(2 \times 2\) upper-triangular matrices with rational coefficients. In the proof we will use the following simple lemmas which show how to diagonalise and compute powers of an upper-triangular \(2 \times 2\) matrix.
- Lemma 18. Given an upper triangular matrix \(\left(\begin{array}{ll}a & b \\ 0 & c\end{array}\right)\) such that \(a \neq c\) then:
\[
\left(\begin{array}{ll}
a & b \\
0 & c
\end{array}\right)=\left(\begin{array}{cc}
1 & -\frac{b}{a-c} \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
a & 0 \\
0 & c
\end{array}\right)\left(\begin{array}{cc}
1 & \frac{b}{a-c} \\
0 & 1
\end{array}\right)
\]
- Lemma 19. For any matrices of the form \(\left(\begin{array}{ll}a & b \\ 0 & c\end{array}\right)\) and \(\left(\begin{array}{ll}a & b \\ 0 & a\end{array}\right)\), such that \(a \neq c\), and any \(k \in \mathbb{N}\) we have \(\left(\begin{array}{ll}a & b \\ 0 & c\end{array}\right)^{k}=\left(\begin{array}{cc}a^{k} & b \frac{a^{k}-c^{k}}{a-c} \\ 0 & c^{k}\end{array}\right)\) and \(\left(\begin{array}{cc}a & b \\ 0 & a\end{array}\right)^{k}=\left(\begin{array}{cc}a^{k} & k b a^{k-1} \\ 0 & a^{k}\end{array}\right)\).
- Theorem 20. The \(A B C D-Z\) problem is decidable for \(2 \times 2\) upper-triangular matrices over rational numbers.

Proof. First, note that if one of the matrices \(A, B, C\) or \(D\) is nilpotent, then Equation (5) obviously has a solution. So from now on we assume that none of \(A, B, C\) or \(D\) is nilpotent. Furthermore, if \(A\) or \(D\) is invertible, then the ABCD-Z problem reduces to the ABC-Z problem for rational matrices of dimension two that is decidable by Theorem 15. So, without loss of generality, we will assume that both \(A\) and \(D\) are singular matrices.

Now suppose we are given an instance of the ABCD-Z problem which satisfies the abovementioned requirements. We will show that if Equation (5) has a solution, then it has a solution with \(k=\ell=1\). Indeed, assume Equation (5) has a solution, and let \((k, m, n, \ell)\) be a solution of minimal length, where the length of a solution is the sum \(k+m+n+\ell\). Using

Theorem 15 we can exclude the case when \(k=0\) or \(\ell=0\) since in this case our problem is just an instance of the \(\mathrm{ABC}-\mathrm{Z}\) for \(2 \times 2\) matrices. So we will assume that in the above solution \(k, \ell \geq 1\).

By the Frobenius rank inequality (Theorem 1), we have that:
\[
\operatorname{Rk}\left(A^{k} B^{m} C^{n} D^{\ell-1}\right)+\operatorname{Rk}\left(A^{k-1} B^{m} C^{n} D^{\ell}\right) \leq \operatorname{Rk}\left(A^{k-1} B^{m} C^{n} D^{\ell-1}\right)
\]

This follows since \(\operatorname{Rk}\left(A^{k} B^{m} C^{n} D^{\ell}\right)=\operatorname{Rk}\left(\mathbf{O}_{2,2}\right)=0\). In the above inequality, notice that neither \(A^{k} B^{m} C^{n} D^{\ell-1}\) nor \(A^{k-1} B^{m} C^{n} D^{\ell}\) is the zero matrix by the assumption that the solution has minimal length. Hence the ranks of the matrices on the left hand side are at least 1. Therefore, \(\operatorname{Rk}\left(A^{k-1} B^{m} C^{n} D^{\ell-1}\right)=2\). Since we assumed that \(A\) and \(D\) are singular, it is necessary that \(k=\ell=1\). Also notice that if \(\operatorname{Rk}(B)=1\) or \(\operatorname{Rk}(C)=1\), then we must have \(m=0\) or \(n=0\), respectively. Again these cases can be excluded by Theorem 15 .

Thus, using the Frobenius rank inequality and the assumption that the solution is of minimal length, we reduced the ABCD-Z problem to an equation of the form:
\[
A B^{m} C^{n} D=\mathbf{O}_{2,2}
\]
where \(\operatorname{Rk}(A)=\operatorname{Rk}(D)=1\) and \(\operatorname{Rk}(B)=\operatorname{Rk}(C)=2\).
We assumed that \(A\) and \(D\) have rank one but are not nilpotent. This means that they have one zero and one nonzero element on the diagonal, in particular, they satisfy the condition of Lemma 18. Hence we can find invertible rational matrices \(S_{A}\) and \(S_{D}\) such that
\[
A=S_{A}^{-1}\left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right) S_{A} \quad \text { and } \quad D=S_{D}^{-1}\left(\begin{array}{cc}
d & 0 \\
0 & 0
\end{array}\right) S_{D}
\]
where \(a, d\) are nonzero rational numbers. Applying Lemma 14 with matrix \(S_{A} B^{m} C^{n} S_{D}^{-1}\) in place of \(B\), we conclude that \(A B^{m} C^{n} D=\mathbf{O}_{2,2}\) holds if and only if the (1,1)-entry of \(S_{A} B^{m} C^{n} S_{D}^{-1}\) equals zero. In other words, the equation \(A B^{m} C^{n} D=\mathbf{O}_{2,2}\) is equivalent to \(s_{m, n}=\mathbf{u}^{\top} B^{m} C^{n} \mathbf{v}=0\), where \(\mathbf{u}^{\top}=\mathbf{e}_{1}^{\top} S_{A}\) and \(\mathbf{v}=S_{D}^{-1} \mathbf{e}_{1}\) are vectors with rational coefficients.

We will consider three cases: (1) both \(B\) and \(C\) have distinct eigenvalues, (2) both \(B\) and \(C\) have a single eigenvalue of multiplicity 2 and (3) one matrix has distinct eigenvalues and the other has a single eigenvalue of multiplicity 2 .

Case (1): \(B\) and \(C\) have distinct eigenvalues, that is, \(B=\left(\begin{array}{cc}b_{1} & b_{3} \\ 0 & b_{2}\end{array}\right)\) and \(C=\left(\begin{array}{cc}c_{1} & c_{3} \\ 0 & c_{2}\end{array}\right)\), where \(b_{1} \neq b_{2}\) and \(c_{1} \neq c_{2}\). By Lemma 19 we have
\[
B^{m}=\left(\begin{array}{cc}
b_{1}^{m} & b_{3} \frac{b_{1}^{m}-b_{2}^{m}}{b_{1}-b_{2}} \\
0 & b_{2}^{m}
\end{array}\right) \quad \text { and } \quad C^{n}=\left(\begin{array}{cc}
c_{1}^{n} & c_{3} \frac{c_{1}^{n}-c_{2}^{n}}{c_{1}-c_{2}} \\
0 & c_{2}^{n}
\end{array}\right)
\]

Multiplying these matrices we obtain: \(B^{m} C^{n}=\)
\[
=\left(\begin{array}{cc}
b_{1}^{m} & b_{3} \frac{b_{1}^{m}-b_{2}^{m}}{b_{1}-b_{2}} \\
0 & b_{2}^{m}
\end{array}\right)\left(\begin{array}{cc}
c_{1}^{n} & c_{3} \frac{c_{1}^{n}-c_{2}^{n}}{c_{1}-c_{2}} \\
0 & c_{2}^{n}
\end{array}\right)=\left(\begin{array}{cc}
b_{1}^{m} c_{1}^{n} & b_{3} \frac{b_{1}^{m} c_{2}^{n}-b_{2}^{m} c_{2}^{n}}{b_{1}-b_{2}}+c_{3} \frac{b_{1}^{m} c_{1}^{n}-b_{1}^{m} c_{2}^{n}}{c_{1}-c_{2}} \\
0 & b_{2}^{m} c_{2}^{n}
\end{array}\right)
\]

From this formula one can see that the entries of \(B^{m} C^{n}\) are linear combinations of \(b_{1}^{m} c_{1}^{n}\), \(b_{1}^{m} c_{2}^{n}\) and \(b_{2}^{m} c_{2}^{n}\) with rational coefficients. Notice that the term \(b_{2}^{m} c_{1}^{n}\) does not appear in the entries of \(B^{m} C^{n}\). Since \(\mathbf{u}\) and \(\mathbf{v}\) are rational vectors we conclude that
\[
s_{m, n}=\mathbf{u}^{\top} B^{m} C^{n} \mathbf{v}=\alpha b_{1}^{m} c_{1}^{n}+\beta b_{1}^{m} c_{2}^{n}+\gamma b_{2}^{m} c_{2}^{n}
\]
where \(\alpha, \beta, \gamma \in \mathbb{Q}\). Multiplying the equation \(s_{m, n}=\alpha b_{1}^{m} c_{1}^{n}+\beta b_{1}^{m} c_{2}^{n}+\gamma b_{2}^{m} c_{2}^{n}=0\) by the product of denominators of \(\alpha, \beta, \gamma\) and \(b_{1}, b_{2}, c_{1}, c_{2}\) we can rewrite it in the following form
\[
a s^{m} r^{n}+b s^{m} t^{n}+c q^{m} t^{n}=0
\]
where \(a, b, c, q, r, s, t\) are integers and \(a, b, c\) are relatively prime. Recall that we want to find out if there exist \(m, n \in \mathbb{N}\) that satisfy the above exponential Diophantine equation. If one of the coefficients \(a, b, c\) is zero, then this problem is easy to solve. For instance, if \(b=0\) then the above equation is equivalent to \(a s^{m} r^{n}=-c q^{m} t^{n}\). This equality holds if and only if \(a s^{m} r^{n}\) and \(-c q^{m} t^{n}\) have the same sign and \(v_{p}\left(a s^{m} r^{n}\right)=v_{p}\left(-c q^{m} t^{n}\right)\) for every prime divisor \(p\) of \(a, c, s, r, q\) or \(t\). Each of these conditions can be expressed as a linear Diophantine equation. For instance, the sign of \(a s^{m} r^{n}\) or \(-c q^{m} t^{n}\) depends on the parity of \(m\) and \(n\). So, the requirement that \(a s^{m} r^{n}\) and \(-c q^{m} t^{n}\) have the same sign can be written as a linear congruence equation in \(m\) and \(n\) modulo 2 , which in turn can be expressed as a linear Diophantine equation. Since a system of linear Diophantine equations can be effectively solved, we can find out whether there exist \(m\) and \(n\) that satisfy \(a s^{m} r^{n}=-c q^{m} t^{n}\).

Now suppose that \(a, b, c\) are relatively prime nonzero integers. Let \(T\) be all primes that appear in \(s, r, q\) or \(t\). Theorem 5 gives an upper bound on nonzero relatively prime integers \(x, y, z\) that are composed of the primes from \(T\) and satisfy the equation \(a x+b y+c z=0\). Therefore, we can algorithmically compute the following set
\[
\mathcal{U}=\{(x, y, z): a x+b y+c z=0, x, y, z \neq 0 \text { and } \operatorname{gcd}(x, y, z)=1\}
\]

Next for each triple \((x, y, z) \in \mathcal{U}\) we want to find out if there exist \(m, n \in \mathbb{N}\) such that
\[
\begin{equation*}
\left(s^{m} r^{n}, s^{m} t^{n}, q^{m} t^{n}\right)=(x g, y g, z g) \tag{6}
\end{equation*}
\]
for some \(g \in \mathbb{N}\) that is composed of the primes from \(T\). It is not hard to see that Equation (6) holds if and only if for every \(p \in T\)
\[
v_{p}\left(s^{m} r^{n}\right)-v_{p}(x)=v_{p}\left(s^{m} t^{n}\right)-v_{p}(y)=v_{p}\left(q^{m} t^{n}\right)-v_{p}(z)
\]
and \(s^{m} r^{n}, s^{m} t^{n}, q^{m} t^{n}\) have the same signs as \(x, y, z\), respectively. Since these conditions can be expressed as a system of linear Diophantine equations, we can algorithmically find if there are \(m, n \in \mathbb{N}\) that satisfy Equation (6). If such \(m\) and \(n\) exist for at least one triple \((x, y, z) \in \mathcal{U}\), then the original equation \(s_{m, n}=0\) has a solution. Otherwise, the equation \(s_{m, n}=0\) does not have a solution.

To finish the proof we also need to consider the following cases:
Case (2): both \(B\) and \(C\) have a single eigenvalue of multiplicity 2.
Case (3): one matrix has distinct eigenvalues and the other has a single eigenvalue of multiplicity 2 .

Case (2) is the easiest one in the sense that in this case we can reduce the ABCD-Z problem to a single linear Diophantine equation without using Baker's theorem. In Case (3) we will reduce the ABCD-Z problem to a linear-exponential Diophantine equation of the form \(c \frac{s^{m}}{t^{m}}=a+b n\), where \(a, b, c, s, t \in \mathbb{Z}, t>0\) and \(\operatorname{gcd}(s, t)=1\), which is not hard solve. Again, this case does not require the use of Baker's theorem. All the necessary details for the proof of Cases (2) and (3) are given in the full version [6].
- Remark. It is interesting to note that in Cases (1) and (2) the solutions ( \(m, n\) ) of the equation \(s_{m, n}=0\) are described by linear Diophantine equations, and only in Case (3) we have a linear-exponential equation. This agrees with an example from Proposition 23, in which matrix \(A\) has a single eigenvalue 1 of multiplicity 2 and matrix \(B\) has distinct eigenvalues 1 and 2.
- Remark. In the above argument we used Theorem 5 to obtain a bound on the solutions of the equation \(a s^{m} r^{n}+b s^{m} t^{n}+c q^{m} t^{n}=0\), which is a special type of an S-unit equation. This leaves open an interesting question of whether any S-unit equation can be encoded into the ABCD-Z problem.

The obvious question is how hard would it be to solve \(n\)-LRSs, or in general multiplicative matrix equations, in low dimensions. In fact we can show that the Skolem problem for \(n\)-LRSs of depth 2 is NP-hard. It is not direct but an easy corollary following the hardness proof of the mortality problem for \(2 \times 2\) matrices [4].
- Theorem 21 ([4]). The mortality problem for integer matrices of dimension two is NP-hard.
- Corollary 22. Determining if the zero set of an \(n\)-LRS of depth 2 is empty is NP-hard.

Proof. The main idea of the proof is to reuse the NP-hardness result for the mortality problem in \(2 \times 2\) integral matrices from [4] by replacing the simulation of alternatives in subset sum problem defined by a state structure (which is guaranteed by specific order of unique cancellations) by the equation structure in which avoiding alternatives corresponds to the elements in the equation with zero power. See the formal construction in the full version [6].

Another interesting observation is that the zero set of a 2 -LRS is not necessarily semilinear, in contrast to the situation for 1-LRSs, which indicates that the Skolem problem for 2-LRSs is likely to be significantly harder than the Skolem problem for 1-LRSs even for sequences of small depth.
- Proposition 23. There exists a 2-LRS of depth 2 for which the zero set is not semilinear.

Proof. Let \(u=(0,1)^{T}, v=(1,-1)^{T}, A=\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right)\) and \(B=\left(\begin{array}{ll}1 & 0 \\ 0 & 2\end{array}\right)\). Define
\[
s_{n, m}=u^{T} A^{n} B^{m} v=(0,1)\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right)^{n}\left(\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right)^{m}\binom{1}{-1}=n-2^{m}
\]

Then \(s_{n, m}=0\) if and only if \(n=2^{m}\). Clearly, the zero set is not semilinear.
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[^0]:    1 Most of the implementations of the geometric algorithms were also incorrect in their first release as we had naïvely used floating point arithmetic to implement real arithmetic and the rounding errors invalidated the implementations of the geometric primitives. This lead to the development of the exact computation paradigm for geometric computing by us and others [20, 45, 14, 44, 32]. In this paper, we restrict to graph algorithms.

[^1]:    ${ }^{2}$ We ignore the minor complication that $X, Y$, and $W$ are abstract sets and programs handle concrete representations.

[^2]:    ${ }^{3}$ The function refine, as defined later, is executable except for a choice operation.

[^3]:    4 The hypothesis of this invariant is equivalent to the existence of an augmenting path or a blossom w.r.t. $\langle\mathcal{G}, \mathcal{M}\rangle$.

[^4]:    ${ }^{1}$ All terms occurring in the proof, both related to distances and to time, have a multiplicative factor $f$, which cancels out when the competitive ratio is computed.

[^5]:    ${ }^{1}$ Corresponding author.
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[^6]:    2 This nomenclature differs to that used by Feder et al. [14]. They call an adaptive algorithm an online algorithm, and an oblivious algorithm an offline algorithm. We disagree with this nomenclature, since both types of algorithms are online in the standard sense of not knowing the data. Also, they compare an oblivious algorithm to an optimal oblivious strategy, and not to an offline optimum query set.

[^7]:    ${ }^{3}$ The works cited up to this point do not evaluate the algorithms using the competitiveness framework.

[^8]:    ${ }^{4}$ If $\delta=0$, then the algorithm can be implemented with stable sorting and in $\mathrm{O}(n \lg n)$ time by running a standard stable sorting algorithm (e.g., MergeSort) and querying two intervals when MergeSort needs to know the relative order between them. It does not work, however, if $\delta>0$, since the relation $v_{i} \leq v_{j}+\delta$ is not transitive.

[^9]:    ${ }^{1}$ If we require algorithms to be oblivious also with respect to reflection (which would still satisfy Proposition 3), they would be uniquely determined by $\beta$ alone. DRIFT is the algorithm corresponding to $\beta(a)=\frac{a+1-\sqrt{a^{2}+1}}{\sqrt{2} a}$.

[^10]:    1 This condition ensures that the game is non-blocking.

[^11]:    ${ }^{2}$ Note in particular that " $K_{d}^{X}(a)$ singleton" does not imply $a \in I_{d}^{X}$, those are two distinguishable situations: the message with the identity of the deviator may not have been received in the first case, while it has been received in the second case.

[^12]:    1 When the initial ratio is exactly $\operatorname{Th}(v)$, the winner depends on the mechanism with which ties are broken. Our results do not depend on a specific tie-breaking mechanism. Tie-breaking mechanisms are particularly important in discrete-bidding games [1].

[^13]:    1 Thorup did not give the running time explicitly, but it is estimated to be roughly $\Omega\left(n^{120}\right)$ with $n$ being the vertex number of the input graph; cf. [6].

[^14]:    2 Dually chordal graphs haven been studied under different names and admit various characterizations. The chosen definition is dependent on our purpose.

[^15]:    1 All logarithms in this paper are in base 2.
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[^16]:    1 A footnote in [4] suggests that the decidability of GF with binary cross-product is retained in the presence of equality. This has however been later later refuted by the authors (private communication). GF with binary cross product with equality is undecidable by the same arguments we gave for TGF.

[^17]:    1 Addition in subscripts of the $c_{i, j}$ 's is always understood modulo 6 in the first position, and modulo 3 in the second position, i.e. $c_{i+a, j+b}$ denotes $c_{(i+a) \bmod 6,(j+b) \bmod 3}$. Similarly, addition in subscripts of the $d_{i, j}$ 's is understood modulo 3 in the first position, and modulo 6 in the second position.

[^18]:    ${ }^{1}$ Part of this work was done as a part of author's M.Sc. thesis done at the Open University of Israel.

[^19]:    —— References
    1 S. Athanassopoulos, I. Caragiannis, and C. Kaklamanis. Analysis of Approximation Algorithms

[^20]:    ${ }^{1}$ For convenience, throughout the paper, we say node when referring to a vertex of an underlying graph, and we say vertex when referring to a vertex of its tree decomposition.

[^21]:    ${ }^{2}$ Recently, inspired by Miller and Reif's parallel tree contraction [34], a very similar procedure was developed by Chang and Pettie [13].

[^22]:    ${ }^{1}$ In the paper, we only consider Moore coalgebras. For brevity, we shall omit the qualification "Moore".
    2 In general, we shall adopt for monomials the same notation we use for strings, as the context is sufficient to disambiguate. In particular, we overload the symbol $\epsilon$ to denote both the empty string and the empty monomial.

[^23]:    ${ }^{3}$ Real arithmetic expressions will be used as a meta-notation for polynomials: e.g. $\left(u+u_{x}+1\right) \cdot\left(x+u_{y}\right)$ denotes the polynomial $x u+u u_{y}+x u_{x}+u_{x} u_{y}+x+u_{y}$.

[^24]:    ${ }^{1}$ For a proof of the decidability of the theory of $(\mathbb{Z},+)$, often known as Presburger Arithmetic, see [16, pages 81-84].

[^25]:    * All authors of this paper are students.
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[^26]:    ${ }^{1}$ Readers familiar with [20] might recall that fixed points of group actions have been used to derive a simpler formula to compute the number $a_{\Phi}\left(K_{t}\right)$ modulo a prime $p$ for positive powers $t$ of $p$. This formula would simplify greatly if the group had a $p$-power number of elements and acted transitively on the edges of $K_{t}$. Unfortunately, this can never happen for $t \geq 4$, since the number of edges of $K_{t}$ is not itself a $p$-power.

[^27]:    2 The observant reader might have noticed that the sets cp-Sub $(F \rightarrow G)$ and cp-Hom $(F \rightarrow G)$ as well as cp-IndSub $(F \rightarrow G)$ and $\mathrm{cp}-\operatorname{StrEmb}(F \rightarrow G)$ are essentially the same as a color-prescribed homomorphism is uniquely identified by its image. However, we decided to distinguish those notions in order to make the combinatorial arguments in Section 4 more accessible.
    ${ }^{3}$ To avoid confusion, we remark that in some literature, e.g. in [17] a property is called monotone if it is closed under addition of vertices and edges.

[^28]:    ${ }^{4}$ We point out that this includes deterministic and randomized algorithms.

[^29]:    5 We remark that the graph parameter of treewidth is not used explicitly in this work. Hence we omit the definition and refer the interested reader e.g. to Chapter 11 in [9].

[^30]:    1 The authors would like to thank F. Havet for pointing out that Lemma 12 was a consequence of a result by Chudnovsky et al. [14], as well for an improvement of the constant in Theorem 13.

[^31]:    1 Due to paucity of space, proofs of statements marked with a $\star$ have been omitted.

[^32]:    1 for instance, this translation will not work for the formula $\exists x P(x) \wedge \forall y \square_{y} \perp$

[^33]:    ${ }^{2}$ Let $p_{0}$ be some proposition occurring in $\varphi$, then $\top$ is defined as $p_{0} \vee \neg p_{0}$.

[^34]:    ${ }^{1}$ The $\mathcal{O}^{*}()$ notation suppresses all factors polynomial in the input size.

[^35]:    1 This problem is called Generalized Fair L Vertex-Deletion in [29] and in the respective conference version [28]. However, we believe that evaluation is a more suitable expression and coincides with standard terminology in logic.

[^36]:    ${ }^{2}$ Here, $L_{\emptyset}$ stands for any logic that can express an edgeless graph.

[^37]:    ${ }^{3}$ We mark a result by $\star$ if the proof is omitted and deferred to the full version (available on arXiv).

[^38]:    1 This case is almost identical to [16, Case II in the proof of Theorem 2].

[^39]:    ${ }^{2}$ We call a connected component of a graph trivial if it contains only one vertex.

[^40]:    ${ }^{1}$ Orthogonal representations of graphs are sometimes defined in the literature as orthogonal representations of the complement, namely, the definition requires vectors associated with non-adjacent vertices to be orthogonal. In this paper we have decided to use the other definition because it is extended more naturally to hypergraphs. For a graph $G$, one can view the notation $\bar{\xi}(G)$ as standing for $\xi(\bar{G})$.

[^41]:    ${ }^{2}$ It can be shown, using a result of [9], that every $d \geq 6$ satisfies $\bar{\xi}_{4}(K(d, 3)) \geq\lceil 4 d / 3\rceil$ (see Lemma 16). Combining this bound with Theorem 3, it follows that for every $t \geq 6$ it is NP-hard to decide whether an input graph $G$ satisfies $\bar{\xi}(G) \leq t$ or $\bar{\xi}(G) \geq\lceil 4 t / 3\rceil$.

[^42]:    1 A proof for the correctness of the recurrence can be found in the full version available at https: //arxiv.org/abs/1906.09180

[^43]:    1 Proofs marked by $\boldsymbol{\uparrow}$ are omitted due to space constraints

[^44]:    ${ }^{1}$ Parameter $\alpha$ dominates parameter $\beta$ if for each graph class with bounded $\beta, \alpha$ is also bounded.

[^45]:    1 Corresponding author

[^46]:    1 The pebble games in [9] are defined slightly differently. Still, a player has a winning strategy in the game described there if and only if they have one in our game and thus, Theorem 1 holds for both versions of the game.

[^47]:    1 Type order is defined by $\operatorname{ord}(o)=0$ and $\operatorname{ord}\left(\theta \rightarrow \theta^{\prime}\right)=\max \left(\operatorname{ord}(\theta)+1, \operatorname{ord}\left(\theta^{\prime}\right)\right)$. The order of a HORS is the highest order of (the types of) its non-terminals.

[^48]:    2 [5] considers also intermediate typings, but this does not contribute extra expressivity.

