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Abstract
In the time-decay model for data streams, elements of an underlying data set arrive sequentially
with the recently arrived elements being more important. A common approach for handling large
data sets is to maintain a coreset, a succinct summary of the processed data that allows approximate
recovery of a predetermined query. We provide a general framework that takes any offline-coreset
and gives a time-decay coreset for polynomial time decay functions.

We also consider the exponential time decay model for k-median clustering, where we provide a
constant factor approximation algorithm that utilizes the online facility location algorithm. Our
algorithm stores O(k log(h∆) + h) points where h is the half-life of the decay function and ∆ is the
aspect ratio of the dataset. Our techniques extend to k-means clustering and M -estimators as well.
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1 Introduction

The streaming model of computation has become an increasingly popular model for processing
massive datasets. In this model, the data is presented sequentially, and the objective is
to answer some pre-defined query. The overwhelmingly large size of the dataset imposes
a number of restrictions on any algorithm designed to answer the pre-defined query. For
example, a streaming algorithm is permitted only a few passes, or in many cases, only a
single pass over the data. Moreover, the algorithm should also use space sublinear in, or even
logarithmic in, the size of the data. For more details on the background and applications of
the streaming model, [4, 45, 1] provide excellent surveys.
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27:2 Improved Algorithms for Time Decay Streams

Informally, a coreset for a given problem is a small summary of the dataset such that the
cost of any candidate solution on the coreset is approximately the same as the cost in the
original set. Coresets have been used in a variety of problems, including generalized facility
locations [29], k-means clustering [31, 9], principal component analysis [33], and `p-regression
[24]. Coresets also have a number of applications in distributed models (see [39, 44, 6, 3],
for example). To maintain the coresets throughout the data stream, one possible approach
is the so called merge-and-reduce method, in which the multiple sets may be adjusted and
combined. Several well-known coreset constructions [37, 17] for the k-median and k-means
problems are based on the merge-and-reduce paradigm.

1.1 Motivation
Many applications discard obsolete data, choosing to favor relatively recent data to base
their queries. This motivates the time decay model, in which there exists a function w so
that the weight of the tth most recent item is w(t). Note that this is a generalization of both
the insertion-only streaming model, where w(t) = 1 for all t, and the sliding-window model,
where w(t) = 1 for the most recent W items, and w(t) = 0 for t > W . In this paper, we
study the problem of maintaining coresets over a polynomial decay model, where w(t) = 1

ts

for some parameter s > 0, and an exponential decay model, where w(t) = 2 T −t+1
h at time T

for some half-life parameter h > 0.
Although exponential decay model is well-motivated by natural phenomena that exhibit

half-life behavior, [20] notices that exponential decay and the sliding window model is often
insufficient for many applications because the decay occurs too quickly and suggests that
polynomial decay may be a reasonable alternative for some applications, such as availability
of network links. For example, consider a network link that fails at every time between 10
and 60 and a second network link that fails once at time 75. Intuitively, it seems like the
second link should be better, but under many parameters, the exponential decay model and
sliding window model will both agree that the first link is better. Fortunately, under the
polynomial decay model, events that occur near the same time have approximately the same
weight, and we will obtain some view in which the first link is preferred [40]. In practice, time
decay functions have been used in natural language understanding to give more importance
to recent utterances than the past ones [47].

Organization. The rest of the paper is organized as follows. In Section 2, we summarize
the main results of the paper and the algorithmic approaches. In Section 3, we discuss
the related work, and in Section 4, we formalize the problem and discuss the preliminaries
required. In Sections 5 and 6, we handle the polynomial and exponential decay, respectively,
in detail, wherein we present the algorithmic details as well as the complete analysis.

2 Our Contributions

We summarize our results and give a high-level idea of our approach for problems in the
polynomial and exponential decay models in the following subsections respectively. The
reader is encouraged to go through Sections 5 and 6 for details.

2.1 Polynomial decay
In the polynomial decay model, a stream of points P arrives sequentially and the weight
of the tth most recent point, denoted as w(t), is w(t) = 1

ts where s > 0 is a given constant
parameter of the decay function. We first state a theorem that shows that we can use an
offline coreset construction mechanism to give a coreset for the polynomial decay model.
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I Theorem 1. Given an algorithm that takes a set of n points as input and constructs an
ε-coreset of F (n, ε) points in O (nT (ε)) time, there exists a polynomial decay algorithm that
maintains an ε-coreset while storing O

(
ε−1 lognF

(
n, ε

logn

))
points and with update time

O
(
ε−1 logn F (n, ε)T (ε/ logn)

)
.

Theorem 1 applies to any time-decay problem on data streams that admits an approximation
algorithm using coresets. Among its applications are the problems of k-median and k-means
clustering,M -estimator clustering, projective clustering, and subspace approximation. We list
a few of these results in Table 1. Our result is a generalization of the vanilla merge-and-reduce
approach used to convert offline coresets to streaming counterparts. In particular, plugging
in s = 0, we get the vanilla streaming model, and the theorem recovers the corresponding
guarantees.

Table 1 Coresets for some problems in polynomial decay streams.

Problem Coreset size Offline algorithm

Metric k-median clustering O
(
s
ε3 k log k log4 n

)
[30]

Metric k-means clustering O
(
s
ε3 k log k log4 n

)
[9]

Metric M -estimator O
(
s
ε3 k log k log4 n

)
[9]

jth subspace approximation O
(
j2s
ε4 log8 n log

( logn
ε

))
[30]

Low rank approximation O
(
s
ε2 kd logn

)
[34]

Approach. A natural starting point would be to attempt to generalize existing sliding
window algorithms to time decay models. These algorithms typically use a histogram data
structure [14], in which multiple instances of streaming algorithms are started at various
points in time, one of which well-approximates the objective evaluated on the data set
represented by the sliding window. However, generalizing these histogram data structures to
time-decay models does not seem to work since the weights of all data points changes upon
each new update in time-decay model, whereas streaming algorithms typically assume static
weights for each data point.

Instead, our algorithm partitions the stream into blocks, where each block represents a
disjoint collection of data point between certain time points. Each arriving element initially
begins as its own block, containing one element. The algorithm maintains an unweighted
coreset for each block, and merges blocks (i.e corresponding coresets) as they become older.
However, at the end, each block is to be weighted according to some function, and so the
algorithm chooses to merge blocks when the weights of the blocks become “close”. Thus, a
coreset for each block will represent the set of points well, as the weights of the points in
each block do not differ by too much.

2.2 Exponential decay
We also provide an algorithm that achieves a constant approximation for k-median clustering
in the exponential decay model. Our guarantees also extend to k-means clustering and
M -estimators.

Given a set P of points in a metric space, let ∆ denote its aspect ratio i.e the ratio
between the largest and (non-zero) smallest distance between any two points in P . The
weight of the tth most recent point at time T is w(t) = 2 T −t+1

h where h > 0 is the half-life
parameter of the exponential decay function.

APPROX/RANDOM 2019
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I Theorem 2. There exists a streaming algorithm that given a stream P of points with
exponentially decaying weights, with aspect ratio ∆ and half-life h, produces an O (1)-
approximate solution to k-median clustering. The algorithm runs in O (nk log(h∆)) time and
uses O (k log(h∆) + h) space.

Approach. Although our previous framework will work for other decay models, the algorithm
may use prohibitively large space. The intuition behind the polynomial decay approach
is that a separate coreset is maintained for each set of points that roughly have the same
weight. In other words, the previous framework maintains a separate coreset each time the
weight of the points decrease by some constant amount, so that if R is the ratio between
the largest weight and the smallest weight, then the total number of coresets stored by the
algorithm is roughly logR. In the polynomial decay model, the number of stored coresets
is O (logn), but in the exponential decay model, the number of stored coresets would be
O (n), which would no longer be sublinear in the size of the input. Hence, we require a new
approach for the exponential decay model.

Instead, we use the online facility location (OFL) algorithm of Meyerson [43] as a
subroutine to solve k-median clustering in the exponential decay model. In the online facility
location problem, we are given a metric space along with a facility cost for each point/location
that appears in the data stream. The objective is to choose a (small) number of facility
locations to minimize the total facility cost plus the service cost, where the service cost of a
point is its distance to the closest facility. For more details, please see Section 6.

Our algorithm for the exponential time decay model proceeds on the data stream, working
in phases. Each phase corresponds to an increasing “guess” for the value of the cost of the
optimal clustering. Using this guess, each phase queries the corresponding instance of OFL.
If the guess is correct, then the subroutine selects a bounded number of facilities. On the
other hand, if either the cost or the number of selected facilities surpasses a certain quantity,
then the guess for the optimal cost must be incorrect, and the algorithm triggers a phase
change. Upon a phase change, our algorithm uses an offline k-median clustering algorithm
to cluster the facility set and produces exactly k points. It then runs a new instance of OFL
with a larger guess, and continues processing the data stream.

However, there is a slight subtlety in this analysis. The number of points stored by OFL is
dependent on the weights of the point. In an exponential decay function, the ratio between
the largest weight and smallest weight of points in the data set may be exponentially large.
Thus to avoid OFL from keeping more than a logarithmic number of points, we force OFL to
terminate after seeing log(h∆) points during a phase. Furthermore, we store points verbatim
until we see k + h distinct points, upon whence we will trigger a phase change. We show
that forcing this phase change does indeed correspond with an increase in the guess of the
value for the optimal cost.

3 Related Work

The first insertion-only streaming algorithm for the k-median clustering problem was presented
in 2000 by Guha, Mishra, Motwani, and O’Callaghan [36]. Their algorithm uses O (nε) space
for a 2O(1/ε) approximation, for some 0 < ε < 1. Subsequently, Charikar et al [16] present
an O (1)-approximation algorithm for k-means clustering that uses O

(
k log2 n

)
space. Their

algorithm uses a number of phases, each corresponding to a different guess for the value of
the cost of optimal solution. The guesses are then used in the online facility location (OFL)
algorithm of [43], which provides a set of centers whose number and cost allows the algorithm
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to reject or accept the guess. This technique is now one of the standard approaches for
handling k-service problems. Braverman et al [13] improve the space usage of this technique
to O (k logn). [11] and [12] develop algorithms for k-means clustering on sliding windows, in
which expired data should not be included in determining the cost of a solution.

Another line of approach for k-service problems is the construction of coresets, in particular
when the data points lie in the Euclidean space. Har-Peled and Mazumdar [37] give an
insertion-only streaming algorithm for k-medians and k-means that provides a (1 + ε)-
approximation, using space O

(
kε−d log2d+2 n

)
, where d is the dimension of the space.

Similarly, Chen [17] introduced an algorithm using O
(
k2dε−2 log8 n

)
space, with the same

approximation guarantees.
Cohen and Strauss [20] study problems in time-decaying data streams in 2003. There

are a number of results [40, 22, 21, 23] in this line of work, but the most prominent time-
decay model is the sliding window model. Datar et al [25] introduced the exponential
histogram as a framework in the sliding window for estimating statistics such as count,
sum of positive integers, average, and `p norms. This initiated an active line of research,
including improvements to count and sum [35], frequent itemsets [18, 10], frequency counts
and quantiles [2, 42], rarity and similarity [26], variance and k-medians [5] and other geometric
and numerical linear algebra problems [28, 15, 8].

4 Preliminaries

Let X be the set of possible points in a space with metric d. A weighted set is a pair
(P,w) with a set P ⊂ X and a weight function w : P → [0,∞). A query space is a tuple
(P,w, f,Q) that combines a weighted set with a set Q of possible queries and a function
f : X ×Q→ [0,∞). A query space induces a function

f̄(P,w, q) =
∑
p∈P

w(p)f(p, q).

We now instantiate the above with some simple examples.

I Example 3 (k-means). Let Q be all sets of k points in Rd, and for C ∈ Q define
f(p, C) = minc∈C d2(p, c). The k-means cost of (P,w) to C is∑

p∈P
w(p) min

c∈C
d2(p, c).

I Example 4 (k-median). Let Q be all sets of k points in Rd, and for C ∈ Q define
f(p, C) = minc∈C d(p, c). The k-median cost of (P,w) to C is∑

p∈P
w(p) min

c∈C
d(p, c).

Note that both k-median and k-means are captured in f̄(P,w,C). We now define an ε-coreset.

I Definition 5 (ε-coreset). A ε-coreset for the query space (P,w, f,Q) is a tuple (Z, u), where
Z ⊆ X is a set of points and u : Z → [0,∞) are their corresponding weights, such that for
every q ∈ Q

(1− ε)f̄(P,w, q) ≤ f̄(Z, u, q) ≤ (1 + ε)f̄(P,w, q).

An important property of coresets is that they are closed under operations like union
and composition. We formalize this below.

APPROX/RANDOM 2019
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I Proposition 6 (Merge-and-reduce, [17]). Coresets satisfy the following two properties.
1. If S1 and S2 are ε-coresets of disjoint sets P1 and P2 respectively, then S1 ∪ S2 is an

ε-coreset of P1 ∪ P2.
2. If S1 is an ε-coreset of S2 and S2 is a δ-coreset of S3, then S1 is a ((1+ε)(1+δ)−1)-coreset

of S3.
We now define approximate triangle inequality, a property that allows us to extend our results
obtained in metric spaces to ones with semi-distance functions. In particular, this allows us
to extend results for k-median clustering to k-means and M -estimators in exponential decay
streams.

I Definition 7 (λ-approximate triangle inequality). A function d(·, ·) on a space X satisfies
the λ-approximate triangle inequality if for all x, y, z ∈ X ,

d(x, z) ≤ λ(d(x, y) + d(y, z)).

5 Polynomial Decay

We consider a time decay, wherein a point p in the stream, which arrived at time t, has
weight w(p) = (T − t+ 1)−s at time T > t, for some parameter s > 0. Equivalently, the tth
most recent element has weight t−s for some s > 0.

We present a general framework which, for given problem, takes an offline coreset
construction algorithm and adapts it to polynomial decay streams. Our technique can be
viewed as a generalization of merge-and-reduce technique of Bentley and Saxe [7]. We also
briefly discuss some applications towards that end. We start with stating our main theorem
for polynomial decay streams.

I Theorem 8. Given an offline algorithm that takes a set of n points as input and constructs
an ε-coreset of F (n, ε) points in O (nT (ε)) time, there exists a polynomial decay algorithm that
maintains an ε-coreset while storing O

(
ε−1s lognF (n, ε/ logn)

)
points and with update time

O
(
ε−1s logn F (n, ε)T (ε/ logn)

)
.

Notation. We use N to denote the set of natural numbers. We use CS-RAM to denote an
offline coreset construction algorithm, which given n points, constructs an ε-coreset in time
O (nT (ε)) and takes space F (n, ε). We abuse notation by using F (n, ε) to also refer to the
corresponding coreset.

5.1 Algorithm
We start with giving a high-level intuition of the algorithm. Given a stream of points, the
algorithm implicitly maintains a partition of the streams into disjoint blocks. A block is a
collection of consecutive points in the stream, and is represented by two positive integers
a and b as [a, b], where a represents the position of the first point in the block and b the
last point, relative to the start of the stream. Let the set of blocks be denoted by B. Our
algorithm stores points of a given block by maintaining a coreset for the points in that block.
As the stream progresses, we merge older blocks i.e. the corresponding coresets. Informally,
the merge happens when the weights of the blocks become close.

We first define a set of integer markers xi, which for a given i ∈ N, depends on the
decay parameter s and target ε. These markers dictate when to merge blocks as the stream
progresses. For a given i ∈ N, we define xi to be the minimum integer greater than or equal
to 2i such that

1− ε
(xi − 2i + 1)s ≤

1 + ε

xsi
.
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Equivalently, we can write
(

xi

xi−2i+1

)s
≤ 1+ε

1−ε . Note that each of the 2i points following xi
in the stream, has weight within 1+ε

1−ε times the weight of xi. Moreover, xi’s can be exactly
pre-computed from the equation and we therefore assume that these are implicitly stored by
the algorithm. Each new element in the stream starts as a new block. As mentioned before,
the blocks are represented by two integers [a, b] and the points are stored as a coreset. When
a block [a, b] reaches xi, then algorithm merges all of [xi − 2i + 1, xi] points into a single
coreset. In the end, the algorithm outputs the weighted union of the coresets of the blocks.

To visualize this, consider the integer line, and suppose that we have xi’s marked on
the positive side of the line, for example x1 = 2, x2 = 4 . . .. The tuple indices of the blocks
represent the relative position of the point in the stream, with the start being 1 and the end
point being n. At the start, the stream is on the non-positive end with the first point at
0. As the time progresses, the stream moves to the right side. Therefore, when we observe
the first element, it moves to the point 1. We then store it as a new block, represented by
[1, 1]; we also simultaneously store a coreset corresponding to it. As time progresses, a block
reaches xi for some i which can be formally expressed as a + xi ≤ n. We then merge all
blocks in the range [a, a + 2i − 1]. Note that by definition of xi, we would have observed
all these elements and also we will not merge partial blocks. We present this idea in full in
Algorithm 1 and intuition in Figure 1. We remark that when we construct coresets, we use
an offline algorithm CS-RAM which given a set of n points P and a query space (P,w, f, q)
produces an ε-coreset.

n

a+ x2

111122

a

44· · ·

Stream of elements

Figure 1 The algorithm merges blocks in each interval [a, a+ 2i − i] for a ≤ n− xi.

Algorithm 1 ε-coreset for polynomial decaying streams.

Input: Stream P , polynomial decay function w(t) = 1
ts , for some s > 0, an offline coreset

construction algorithm CS-RAM
Output: (1 + ε) coreset.
1: Initialize B = ∅
2: for each element pn of the stream do
3: Insert [n, n] into B as a new block and construct a coreset
4: for each block [a, b] ∈ B do
5: if a+ xi < n for some i then
6: Merge the blocks in [a, a+ 2i − 1] and reduce to get an ε

3 logn -coreset
7: end if
8: end for
9: end for
10: for each block [a, b] ∈ B do
11: Give the block weight u(a, b) = 1

2
( 1−ε
as + 1+ε

bs

)
12: end for

APPROX/RANDOM 2019
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5.2 Analysis
We first show that a weighted combination of blocks gives us an ε-coreset. For a block [a, b],
let the weight of the block be denoted as u(a, b). We set u(a, b) = ū where ū satisfies

1− ε
as
≤ ū ≤ 1 + ε

bs
.

The following lemma shows that any such ū produces a 3ε-coreset.

I Lemma 9. Let (Z, u) be an ε-coreset for (P,w, f,Q). Let ū : Z → [0,∞) be such that
(1− ε)u(z) ≤ ū(z) ≤ (1 + ε)u(z) for every z ∈ Z, then (Z, ū) is a 3ε-coreset for (P,w, f,Q).

Proof. Since (Z, u) is an ε-coreset for (P,w, f,Q), therefore for every q ∈ Q,

(1− ε)f̄(P,w, q) ≤ f̄(Z, u, q) ≤ (1 + ε)f̄(P,w, q)

⇐⇒ (1− ε)
∑
p∈P

w(p)f(p, q) ≤
∑
z∈Z

u(z)f(z, q) ≤ (1 + ε)
∑
p∈P

w(p)f(p, q)

⇐⇒ (1− ε)2
∑
p∈P

w(p)f(p, q) ≤
∑
z∈Z

ū(z)f(z, q) ≤ (1 + ε)2
∑
p∈P

w(p)f(p, q).

Note that for ε < 1, we have (1 − 2ε)f̄(P,w, q) ≤ (1 − ε)2f̄(P,w, q) ≤ f̄(Z, ū, q) ≤ (1 +
ε)2f̄(P,w, q) ≤ (1 + 3ε)f(P,w, q). Therefore (Z, ū) is a 3ε-coreset for (P,w, f,Q). J

Having assigned weights to the blocks, we can take the union to get the coreset of B. For
simplicity, we choose u(a, b) = 1

2
( 1−ε
as + 1+ε

bs

)
in Algorithm 1. We now present a lemma that

bounds the number of blocks maintained by the algorithm.

I Lemma 10. Given a polynomial decay stream of n points as input to Algorithm 1, the
number of blocks produced is O

(
ε−1s logn

)
.

Proof. Consider any two adjacent blocks. By the definition of the xi’s, the ratio between the
weights of the oldest and youngest elements is at least (1 + ε)/(1− ε). In the full stream, the
oldest element has weight 1/ns and the youngest element has weight 1. Let B be the number of

blocks so that
(

1+ε
1−ε

)bBc
≤ ns. Solving for B, we get B ≤ s logn

log((1+ε)/(1−ε)) . We will now lower
bound the denominator using the numerical inequality ln(1+x) ≥ 2x

2+x for x > 0; equivalently
log(1 + x) ≥ c · 2x

2+x for x > 0 and c = Θ(1). We get log
(

1+ε
1−ε

)
= log

(
1 + 2ε

1−ε

)
≥ 2cε, and

therefore we have B = O
(
ε−1s logn

)
. J

We now give the proof of the main theorem for the polynomial decay model.

Proof of Theorem 8. From Proposition 6, we get that when we merge disjoint blocks, we do
not sacrifice the coreset approximation parameter ε. However, when we reduce, for instance
two ε-corsets, we get a 2ε-coreset. For n points observed in the stream, note that there
would be at most logn reduces. This follows from the fact that the size of successive blocks
increase exponentially. Therefore using an offline ε′-coreset construction algorithm CS-RAM
with ε′ = ε/3 logn, we get that merging and reducing the blocks produces an ε/3-coreset (by
Proposition 6). Finally, from Lemma 9, we get that taking a union of these blocks weighted
by u(a, b) = 1

2
( 1−ε
as + 1+ε

bs

)
gives us an ε-coreset.

For the space bound, we have from Lemma 10 that the number of blocks is O
(
ε−1s logn

)
.

Since we maintain an ε/ logn coreset for each block, we get that the offline coreset construc-
tion algorithm takes space F (n, ε/ logn). Therefore, we get that the space complexity is
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O
(
ε−1s lognF (n, ε/ logn)

)
. For update time, note that for n points, we have O

(
ε−1s logn

)
blocks and we use an (ε/ logn)-coreset algorithm which takes time O (F (n, ε) T (ε/ logn))
per block. We therefore get a total time of O

(
ε−1s logn F (n, ε)T (ε/ logn)

)
J

Applications. Coresets have been designed for a wide variety of geometric, numerical linear
algebra and learning problems. Some examples include k-median and k-means clustering
[17], low rank approximation [46], `p regression [19], projective clustering [27], subspace
approximation [32], kernel methods [48], Bayesian inference [38] etc. We instantiate our
framework with a few of these problems, and present the results in Table 1.

6 Exponential Decay

We now discuss another model of time decay in which the weights of previous points decay
exponentially with time. Analogous to our polynomial decay model, a point that first
appeared in the stream at time t ≤ T has weight 2 T −t+1

h at time T , where the parameter
h > 0 is the half-life of the decay function. We however consider a different viewpoint to
simplify the analysis; we maintain that the weight of a point observed at time t is fixed to be
2t/h where h > 0 is the half-life parameter. These are equivalent since the ratio of weights
between successive points is the same in both the models.

Online Facility Location. We first discuss the problem of Online Facility Location (OFL) as
our algorithm uses it as a sub-routine. The problem of facility location, given a set of points
P ⊆ X , called demands, a distance function d(·, ·) and fixed cost f > 0, conventionally called
the facility cost, asks to find a set of points C that minimizes the following objective.

min
C⊆X

∑
p∈P

min
c∈C

d(p, c) + |C| f

Informally, it seeks a set of points such that the cumulative cost of serving the demands
(known as service cost), which is d(p, c) and opening new facilities f , is minimized. Online
Facility Location is the variant of the above problem in the streaming setting, wherein the
facility assignments and service costs incurred are irrevocable. That is to say, once a point is
assigned to a facility, it cannot be reassigned to a different facility at a later point in time,
even if the newer facility is closer. A simple and popular algorithm to this problem is by
Meyerson [43], wherein upon receiving a point, it calculates its distance to the nearest facility
and flips a coin with bias equal to the distance divided by facility cost. If the outcome is
heads (or 1), it opens a new facility, otherwise the nearest point serves this demand and it
incurs a service cost, equal to the distance. From here on, we abuse notation and use OFLto
refer to the algorithm of Meyerson [43].

6.1 Algorithm
Our algorithm for exponential decaying streams is a variant of the popular k-median clustering
algorithm [13, 16], which uses OFL as a sub-routine. We first briefly discuss the algorithm of
[13] and then elucidate on how we adapt this to exponential decay streams. The algorithm
operates in phases, where in each phase it maintains a guess, denoted by L, to the lower
bound on optimal cost. It then uses this guess to instantiate the OFL algorithm of [43] on a
set of points in the stream. If the service cost of OFL grows high or the number of facilities
grows large, it infers that the guess is too low and triggers a phase change. It then increases
the guess by a factor of β (to be set appropriately) and the facilities are put back at the
start of the stream and another round of OFL is run.
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Notation. We first define and explain some key quantities. The aspect ratio of a set is
defined as the ratio between the largest distance and the smallest non-zero distance between
any two points in the set. We use ∆ to denote the aspect ratio of the stream P . For simplicity
of presentation, we assume that the minimum non-zero distance between two points is at
least 1. We define W as the total weight of the first h log ∆ points in the stream divided by
the minimum weight. Suppose the stream starts at t = z, then for any h = Ω(1),

W = 1
2z/h

h log(∆+1)∑
t=z

2t/h = ∆
21/h − 1

= Θ(h∆).

For a set P ⊆ (X , d), we use OPTk(P ) to denote the optimal k-median clustering cost
for the set. For two sets P and S, we use COST(P, S) to denote the cost of clustering P
with S as medians. Whenever we use OPT, it corresponds to the optimal cost of k-median
clustering of the stream seen till the point in context. We use KM-RAM to denote an offline
constant cr-approximate k-median clustering algorithm in the random access model (RAM).
Given a set of points P and a positive integer k, KM-RAM outputs (C, λ), where C is a set of
k points and λ = COST(P, C) ≤ cr · OPTk(P ).

Our Algorithm. Our algorithm, inspired from [16, 13], works in phases. We however have
important differences. Each of our phases are again sub-divided into two sub-phases. In the
first sub-phase we execute OFL same as [16, 13] and after each point we check if the cost or
the number of facilities is too large. If this is indeed the case, we trigger a phase change.
However, if we read h log ∆ points in a phase, then we move on to the second sub-phase
of the algorithm. Here we simply count points and store them verbatim. Upon reading
k + h points, we trigger a phase change. The intuition for this sub-phase is that a phase
change is triggered when OPT increases by a factor of β. After h log ∆ points, subsequent
points are so heavy relative to points of the previous phase that any service cost will be
large enough to ensure OPT has increased. Therefore, we restrict the algorithm to read at
most h log ∆ + k + h points in a single phase. When we start a new phase, we cluster the
existing facility set to extract exactly k points using an off-the-shelf constant approximate
KM-RAM algorithm and continue processing the stream. We present the above idea in full in
Algorithm 2. We now state our main theorem for exponential decay streams.

I Theorem 11. There exists a streaming algorithm that given a stream P of exponen-
tial decaying points with aspect ratio ∆ and half-life h, produces an O (1)-approximate
solution to k-median clustering. The algorithm runs in O (nk log(h∆)) time and uses
O (k log(h∆) + h) space.

6.2 Analysis
We first analyze the service cost and space complexity of OFL. For the tth point in the stream
pt, the weight of pt, denoted w(pt), is w(pt) = 2t/h. The following two lemmas will establish
bounds on the service cost and number of facilities of OFL.

I Lemma 12. When OFL is run on a stream of n points with exponentially decaying weights,
with facility cost f = L

k(1+logW ) where L > 0, it produces a service cost of at most 6OPTk(P )+
2L with probability at least 1/2.

Proof. The proof follows the standard analysis of Online Facility Location. Let P is the set
of points read in a phase. Instead of looking at |P | distinct points with varying weights, we
view it as repeated points of unit or minimum weight. The total number of points is therefore
at most W = Θ(h∆).
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Algorithm 2 k-median clustering in exponential decay streams.

Input: k, stream P , an offline constant approximate k-median clustering algorithm KM-RAM.

1: L← 1, C ← ∅
2: while solution not found do
3: i← 0, COST← 0, f ← L

k(1 + h log ∆) .

4: while stream not ended do
5: p← next point from stream
6: q ← closest point to p in C

7: σ ←
(

min
(
w(p) · d(p, q)

f
, 1
))

8: if probability σ then .do with probability σ
9: C ← C ∪ {p}
10: else
11: COST← COST + w(p) · d(p, q)
12: w(q)← w(q) + w(p)
13: end if
14: i← i+ 1
15: if COST > γL or |C| > (γ − 1)k(1 + logW ) then .cost or number of facilities too

large
16: break and raise flag .trigger phase change
17: else if i ≥ h log ∆ then .second sub-phase
18: for l = 1 to h+ k do .count points and store them verbatim
19: p← next point from stream
20: C ← C ∪ {p}
21: end for
22: break and raise flag
23: end if
24: end while
25: if flag raised then .phase change
26: (C, λ)← KM-RAM (C, k) .cluster existing facilities
27: L← max

(
βL, λ

crγ

)
28: else
29: Declare solution found
30: end if
31: (C, λ)← KM-RAM (C, k)
32: end while
Output: C,COST

We remind the reader that OPTk(P ) = min
K⊆P,|K|=k

∑
p∈P min

y∈K
d(p, y) is the optimal cost

and COST(P) is the total service cost incurred by OFL. Let C∗ be the set of corresponding
facilities allocated by OPT, and c∗i ’s denote the optimum k facilities where i ∈ [k] and C∗i
the set of points from P served by the facility c∗i . Let Ai =

∑
x∈C∗

i
d(x, c∗i ) be the service

cost of C∗i . We now further partition each region into rings. Let S1
i be the first ring around

c∗i that contains half the nearest points in C∗i . Formally, S1
i = arg min

K,|K|=|C∗
i |/2

∑
x∈K d(x, c∗i ).
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Furthermore, S2
i is the second ring around c∗i containing one-quarter of the points in C∗i

and so on. Therefore, we can inductively define Sji = arg min
K,|K|=|C∗

i |/2j

∑
x∈K\∪j−1

l=1 S
l
i
d(x, c∗i ).

Note that Sji may be not be uniquely identifiable, but their existence suffices for the sake of
analysis. Let Aji =

∑
x∈Sj

i
d(x, ci) be the cost of set Sji . For a point p, use d∗p and dp for its

optimal cost and cost incurred in the algorithm respectively.
We look at two cases. In the first case, suppose each region has a facility open; let the

facility of Sji be sji . We look at the cost incurred by subsequent points arriving in this region.
Consider the set Sji and let q be a facility in Sji . A subsequent point p incurs a cost dp = d(p, q).
By triangle inequality, we have dp ≤ d∗p+d∗q . By definition of Sji , we have d∗q ≤ d∗z for any point
z ∈ Sj+1

i . We sum over all z in Sj+1
i and get d∗q ≤

Aj+1
i

|Sj+1
i |

. We therefore get dp ≤ d∗p + Aj+1
i

|Sj+1
i |

.

Summing over all points is Sji , we get COST(Sji , s
j
i ) ≤ A

j
i + |S

j
i |Aj+1

i

|Sj+1
i |

= Aji +2·Aj+1
i . Summing

over all j’s, we get COST(C∗i , c∗i ) ≤ 3Ai. Finally, summing over i’s, we get that in the first
case COST(P, C∗) ≤ 3OPTk(P ). We now look at the second case wherein each region has
a facility open. The number of points is at most W , therefore, the number of regions is at
most k(1 + log(W )). The expected service cost incurred by a region before opening a facility
is at most f (See Fact 1, [41]). Therefore, the total service cost ≤ f k(1 + log(W )) = L.
Combining the two cases, we get that COST(P, C∗) ≤ 3OPTk(P ) + L. Note that when we
store points verbatim, we do not incur any service cost. With a simple application of Markov
inequality, we get that with probability at least 1/2, COST(P, C∗) ≤ 6OPTk(P ) + 2L. J

I Lemma 13. When OFL is run on a stream of n points with exponentially decaying weights,
with facility cost f = L

k(1+logW ) where L > 0, the number of facilities produced is at most
(2 + 6

LOPTk(P ))k(1 + logW ), with probability at least 1/2.

Proof. Considering the points as repeated points of minimum weight, the total number of
points is at most W and the total number of regions is at most k(1 + logW ). One facility
in each region gives us k(1 + logW ) facilities. After opening a facility in a region, each
subsequent point has probability dp

f to open a facility. Therefore, the expected number
of facilities is

∑
p
dp

f . We showed in Lemma 12 that
∑
p dp ≤ 3 OPTk(P ). Hence, the

expected number of facilities is at most 3OPTk(P )
f = 3OPTk(P )k(1+logW )

L . A simple application
of Markov’s inequality completes the proof. J

k-median clustering. We now state some key lemmas that will help us establish that the
algorithm produces a O (1) approximation to the k-median clustering cost. We then show
how these come together and present the detailed guarantees in Theorem 17.

I Lemma 14. At every phase change, with probability at least 1/2, OPTk(P ) > L if β ≤ 2
and γ ≥ 9.

Proof. The phase change is triggered in two ways, either the cost or the number of facilities
grows large (more precisely, cost more that γL or the number of facilities greater than
(γ − 1)k(1 + logW )), or we read too many points. Let us look at the first case. Assume
that L ≥ OPTk(P ), then from Lemma 12 and 13, we get that with probability at least 1/2,
COST ≤ 8L and the number of facilities is ≤ 8k(1 + logW ) respectively. However with
γ ≥ 9, neither of the two conditions are met and therefore the premise that a phase change
was triggered gives us a contradiction. Hence, in the first case, we get L < OPTk(P ) with
probability at least 1/2.
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In the other case, we store points exactly (incurring no additional cost). The only danger
in this case is performing a phase change too early (before OPT has doubled). Let OPT be
the value of OPT at the beginning of the phase, which we assume starts at time t = z. Since
points cannot be at distance greater than ∆, then

OPT ≤ ∆(1 + 21/h + . . .+ 2z/h)

≤ ∆2(z+1)/h − 1
21/h − 1

Now let OPT be the value of OPT after terminating the phase (which occurs after reading
k + h distinct points after the initial h log ∆ points of the phase). We must prove that
OPT ≥ 2OPT. Observe that after reading k + h distinct points, we must cluster at least h
points across a distance of at least 1 (since we can have at most k centers). The weights of
these points begin at 2(z+h log ∆+1)/h. Therefore,

OPT ≥ OPT +
z+h log ∆+h∑
i=z+h log ∆

2i/h

= OPT + 2(z+h log2(∆)+h)/h − 2(z+h log2(∆))/h

21/h − 1

≥ OPT + ∆
(

2(z+1)/h − 1
21/h − 1

)
≥ 2OPT,

where the second inequality follows from straightforward arithmetic. Let L′ be the value of
L in the previous phase. Thus,

OPT ≥ 2OPT > 2L′ = 2
β
L

where the second inequality holds with probability at least 1/2, as justified above. Setting
β ≤ 2 completes the proof. J

I Lemma 15. At any part in the algorithm, we have COST(P, C) ≤
(
γ + 1+crβ

β−1

)
L.

Proof. We know that the increase of COST(P, C) in the current phase is upper bounded by
the variable COST (see Algorithm 2). In a single phase, we have COST ≤ γL. Therefore,
outside the phase loop, we just need to show that it is at most 1+crβ

β−1 L. Note that it changes
only by the KM-RAM algorithm, which incurs cost of λ ≤ crγL. Suppose that it holds in the
previous phase and let L′ be the value of L in the previous phase. Then the cost outside the
loop is γL′ + 1+crβ

β−1 L′ + λ ≤ 1+crβ
β−1 L, which finishes the proof. J

I Lemma 16. With probability at least 1/2, L ≤
(

1 + 1
γ + 1+crβ

γ(β−1)

)
OPTk(P ).

Let L′ and C′ denote the values of L and C in the previous phase. We condition on
the event that L′ < OPTk(P ), which we know from Lemma 14 occurs with probability at
least 1/2. From the update equation of L, we either have L = βL′ or L = λ

crγ
. In the first

case, we directly get L ≤ βOPTk(P ). With β ≤ 2, we get the claim of the lemma. We
now look at the second case, where we have γcrL ≤ λ ≤ crOPTk(C′) from the guarantee
of the KM-RAM algorithm. It is easy to see that OPTk(C′) ≤ OPTk(P ) + COST(P, C′) by
a simple application of triangle inequality on all the points. Moreover, from Lemma 15,
we have COST(P, C′) ≤

(
γ + 1+crβ

β−1

)
L′ ≤

(
γ + 1+crβ

β−1

)
OPTk(P ). Combining these, we get

L ≤
(

1
γ + 1 + 1+crβ

γ(β−1)

)
OPTk(P ).
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We now restate the theorem for the exponential decay model but tailored to Algorithm 2
with all the algorithmic details precisely stated.

I Theorem 17. Let P be a stream of n points with exponential decaying weights parametrized
by the half-life parameter h and let k be some positive integer. Algorithm 2 run with
β ≤ 2, γ ≥ 9,W = O (h∆) on the stream P outputs k points, which produce an O (1)
approximation to the optimal cost of k-median clustering on P with high probability. The
algorithm runs in time O (nk logW ) and uses space O (k logW + h).

Proof. Combining Lemma 15 and 16, we get that

COST(P, C) ≤
(
γ + 1 + crβ

β − 1

)(
1
γ

+ 1 + 1 + crβ

γ(β − 1)

)
OPTk(P ).

Setting β = 2, γ = 10 and cr = 3 gives us that COST(P, C) ≤ 40OPTk(P ).
We emphasize that we give a streaming guarantee, that is, given a fixed point in the

stream, it will hold for all the points seen till then. Note that in the proofs of Lemma 14
and 16, we only need that the random event hold with probability at least 1/2 only in the
previous phase. We can therefore amplify the probability of success by running log(1/δ)
parallel instances to get the bounds to hold with probability at least 1 − δ. The space
bound of the algorithm is O (k logW + h) = O (k log(h∆) + h), which simply follows from
the condition in the algorithm that we don’t allow the number of facilities to grow beyond
O (k(1 + log(W )) combined with the fact that we store k + h points verbatim in the second
sub-phase. J

Extensions. As in [41], our algorithm can easily be extended to other distance functions
that satisfy the approximate triangle inequality (see Definition 7). In particular, we get
constant approximate algorithms for k-means clustering and M -estimators in the exponential
decay model.
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