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—— Abstract

We study a mixture between the average case and worst case complexities of higher-order model
checking, the problem of deciding whether the tree generated by a given AY-term (or equivalently, a
higher-order recursion scheme) satisfies the property expressed by a given tree automaton. Higher-
order model checking has recently been studied extensively in the context of higher-order program
verification. Although the worst-case complexity of the problem is k-EXPTIME complete for order-k
terms, various higher-order model checkers have been developed that run efficiently for typical inputs,
and program verification tools have been constructed on top of them. One may, therefore, hope
that higher-order model checking can be solved efficiently in the average case, despite the worst-case
complexity. We provide a negative result, by showing that, under certain assumptions, for almost
every term, the higher-order model checking problem specialized for the term is k-EXPTIME hard
with respect to the size of automata. The proof is based on a novel intersection type system that
characterizes terms that do not contain any useless subterms.
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1 Introduction

Higher-order model checking [12, 21, 24] asks whether the (possibly infinite) tree generated by
a given \Y-term (or equivalently, a higher-order recursion scheme) is accepted by a given tree
automaton. The problem was shown to be decidable by Ong in 2006 [21], and has been applied
to higher-order program verification [15, 16, 22, 19]. Although the worst-case complexity of
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higher-order model checking is k-EXPTIME complete (where k is the type-theoretic order of
the given A\Y-term), practical higher-order model checkers have been developed that run fast
for many typical inputs. They lead to the development of various automated verification
tools for higher-order functional programs.

In view of the situation above, we are interested in the following question: why do
higher-order model checkers run efficiently, despite the extremely high worst case complexity?
There are a couple of known reasons. First, the worst-case time complexity of higher-order
model checking is actually polynomial in the size of a given term, provided that the other
parameters (the largest order and arity of functions, and the size of an automaton) are
fixed [17]. Second, linear functions do not blow up the complexity [5]. These reasons alone,
however, do not fully explain why higher-order model checking works in practice. For example,
for the first point above, the constant factor determined by the other parameters is huge.

In the present paper, we consider another possibility: higher-order model checking may
actually be easy in the average case; in other words, it may be the case that hard instances
that cost k-EXPTIME are sparse and many of the instances of higher-order model checking
can be solved more efficiently. We give a somewhat negative result on that possibility.
For each term ¢ of the \Y-calculus, we consider the following higher-order model checking
problem specialized to t:

HOMC(t,-): Given a tree automaton A, decide whether the tree
generated by t is accepted by A.

Our main result is that for almost every term ¢ of order-k that is sufficiently large, HOMC(t, -)
is k-EXPTIME hard. A little more precisely, we prove that, for the set Terms,, ; of terms of
size n and order k (modulo certain additional conditions that we explain later), the ratio of
“hard” terms:

#{t € Terms,, ;, | HOMC(t, ) is k-EXPTIME hard}
#Terms, i

tends to 1 if n — oo (where #S5 denotes the cardinality of a set S). In other words, if we
pick up a term randomly according to the uniform distribution over Terms,, j, it is likely
that there exists a bad automaton A such that HOMC(¢, A) is very hard. Note that this is a
mixture between the average case and worst-case analysis: the result above says that in the
average case on the choice of a term ¢, the complexity of HOMC(t, -) is k-EXPTIME hard in
the worst-case on the choice of an automaton.

In order to make the above analysis meaningful, we have to carefully define the set
Terms,, ;, of terms. To see why, consider a term of the form (Az.c)t, where c is a nullary
tree constructor. The term generates the singleton tree c; so, no matter how large ¢ is, the
problem HOMC((Az.c)t, ) is easy. Thus, if we include such terms in Terms,, i, the ratio of
hard instances above would not be 1 for the trivial reason. In the context of applications of
higher-order model checking to program verification, however, such instances are unlikely to
appear: a AY-term corresponds to a program, and it is unlikely that one writes a program that
contains such a huge useless term ¢. (It might be the case for machine-generated programs,
but even in that case, one can apply simple preprocessing to remove such useless terms
before invoking a costly higher-order model checking algorithm.) We, therefore, exclude out,
from Terms, j, terms that contain any useless subterms. Here, a subterm ¢; of ¢ is useless
if replacing t; with another term never changes the tree generated by t. (We will impose
further conditions such as the number of variables, which will be explained in Section 2.)

Once the set Terms,, ; is properly chosen as explained above, our main result can be
proved as follows. First, according to Kobayashi and Ong’s work on the complexity of
higher-order model checking [18], there exists an order-k “hard” term f¢pamp,x such that
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HOMC (tiarp, i, ) is k-EXPTIME complete. Second, according to Asada et al’s work on
quantitative analysis on A-terms [1], any sufficiently large term ¢ can be decomposed into
the form E[CY,...,Cy,] for sufficiently many contexts C1,...,Cy,, where each C; is large
enough to be replaced by a context, say Cj, that contains the hard term tyspp i, without
changing the term size. Thus, by using their argument (which originates from the so called
“infinite monkey theorem” stating that almost every word contains any given word), we
can deduce that almost every sufficiently large term contains the hard term tyagp, i, if we
ignore the condition that useless terms should be excluded. Finally (and most importantly),
we can choose a context C! that contains the hard term, so that if E[Cy,...,C;,...,Cp]
belongs to Terms,, ; (and therefore does not contain any useless subterms), then so does
E[Cy,...,CL...,Cp).

To obtain the last part of the result, we develop a novel intersection type system that
completely characterizes the set of terms that do not contain useless terms, in the sense that
a closed term ¢ is typable if and only if ¢ does not contain any useless term. This type system

is one of the main contributions of the present paper, and may be of independent interest.

Type systems for useless code elimination have been studied before [6, 7, 13] (in particular,
Damiani [7] used intersection types), but the complete characterization was not known, to
our knowledge.

The rest of this paper is structured as follows. Section 2 provides formal definitions of
AY -terms and the higher-oder model checking. Section 3 states our main result and gives
a proof outline. Sections 4-6 prove the theorem. Section 7 discusses related work, and
Section 8 concludes this article.

2 Preliminaries

For a map f, we write dom(f) for the domain of f and rng(f) for the range of f. We denote
by N the set of non-negative integers and by N the set of positive integers. For m,n € N,
we write [m,n] for the set {i € N|m < i <n}, and [n] for [1,n]; note that [0] = . The
cardinality of a set A is denoted by #(A). We use AU B instead of AU B if sets A and B
are disjoint. For a set A, we write A* for the set of finite sequences consisting of elements of
A. An L-labeled tree is a partial map T from N¥ to L such that, for every (a,i) € Ny x N,
if -4 € dom(T), then {a,a-1,...,a- (i — 1)} C dom(T). An L-labeled tree T is called
finite if dom(T) is finite. We write rr(a) for the number of children of a node « in T, i.e.,
rr(a) = #{i e Ny | a-i € dom(T)}. A ranked alphabet ¥ is a map from a finite set of
symbols to N. We call X(a) the rank of a. A dom(X)-labeled tree T is called a X-ranked tree
(X-tree, for short) if, for every a € dom(T), rr(a) = (T ().

2.1 MY -Terms as Tree Generators

In this subsection, we introduce (simply-typed) AY-terms [27] as generators of (possibly
infinite) Y-trees. In the context of higher-order model checking, higher-order recursion
schemes have originally been used as generators of trees [12, 21], but the \Y-terms (with
constants of order up to 1 as tree constructors), which are equi-expressive with higher-order
recursion schemes, (see, e.g., [25]), have also been used in later studies on higher-order
model checking [24]. For the purpose of the present paper, we find it more convenient to use
AY -terms.

Let ¥ be a ranked alphabet. Each a € dom(X) is called a tree constructor. We use
meta-variables a,b, ¢ for tree constructors (and a,b,c,... for concrete symbols). The set
of simple types is defined by: k ::= o | kK1 — ka. The ground type o is the type of
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trees. The order and arity of a simple type k, written ord (k) and ar (k) respectively,
are defined by: ord(k; — - — Kk, — 0) = max({0} U {ord(k;) + 1|1 < i < n}) and
ar (k1 — +++ — kn — 0) = n, where n > 0. Let V be a countably infinite set, which is ranged
over by z,v, 2.

» Definition 1 (\Y-terms). The set of (A\Y-)terms (over X) is defined by:
to=2a" | Ax.t ‘ )\7'{.1‘, | tl t2 | Y”~t ‘ a(tl, N 7t2(a)) | 1"

We call elements of ¥V U {__} wvariables and use meta-variables Z,y, z for them. As in the
standard AY-calculus, the constructor Y® may be considered a fixpoint operator of type
(k — k) — k. The special variable ¢’ denotes an unused variable (hence can occur only in a
binder, not in the body of a function). For each type s, we have a special term L* which
intuitively represents an unused term and will play an important role in the definition of
minimal terms. We often omit type annotations (for example, Az".2" is just written Az.z).
For a term ¢, we write FV () for the set of all the free variables of t.

A simple type environment T is a finite partial map from V (recall that the special variable

_does not belong to V) to the set of simple types. We simply write I', z : k for I'U {x — k}.

The type judgment relation I' Fgr ¢ : k is inductively defined by the following rules:

Ioz:rxbgrt:w Thgrt:wK
(Var) (Absl) — (Abs2) (L)
T:KkbFgr ¥ K T'hFgr Nzlt:k — K I'bgr ATtk — K Dbgr L5 K
I'ibkgrt:s— K Tobgrs:k FikFgrtiio. ... IyFsrtn:o I'kgrt:n—k
(App) (@ ————— ()
I'MuUlgbgrts: K Uie[n]r’i Fst a(tl,...,tn):o T'tsr YFt:k

Henceforth, we only consider well-typed terms (i.e., terms ¢ such that I' kgt ¢ : k for some
(T',k)). Note that for every well-typed term ¢, there is a unique pair (I', k) such that
I' kg1 t @ k; and moreover, its derivation tree is also uniquely determined. We sometimes
annotate a term with its type, like ¢*, when ¢ has type x (under a certain type environment).
We say that t is closed if I' = 0; and that t is ground-typed if k = o.

» Definition 2. The (call-by-name) reduction relation — s defined as the least binary
relation on well-typed terms (up to a-equivalence) closed under the following rules, where we
write t{s/x} for the term obtained from t by substituting s for all the free occurrences of
in a capture-avoiding manner:

(B) (\z.t)s — t{s/z}; (Y) Yt—t(Yt); (L) LFm—r2g_— |k2;
(App) tu — tuift —t'; (a) alty,...,tn) —> alty, ..., tic1,th tiv1, .. tn) if t; — t.

We write —* for the reflexive transitive closure of —.

The tree generated by a closed and ground A\Y -term t is the one obtained from t by
(possibly) infinite rewriting with respect to the above reduction relation. The precise
definition is given below.

We write X1 for the ranked alphabet ¥ W {1 + 0}. We define the binary relation C on
YL -trees by: Ty C Ty if and only if (i) dom(7}) € dom(73) and (ii) for every a € dom(T}),
Ti(a) = L or Ty(a) = To(ar). We write Ty = Ty if Ty C T and Ty # T». We denote the join
of {T}}icr with respect to C by | |, T; if defined.

A term consisting of only tree constructors and L° can naturally be regarded as a ¥X+-tree.
For example, b(c,a(L°)) can be regarded as the X-tree: {e+> b, 1+ ¢c,2+> 2,2 -1+ L};
hence we identify finite trees and terms consisting of tree constructors and L° below. For
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each closed and ground-typed term ¢, the X+-tree t* is defined by: t*+ = a(t{, ... ,tJE-(a)) if
t=alty,... ,tg(a)); and t- £ 1 otherwise. The walue tree of a closed and ground-typed term
t, written T'(t), is defined by: T(t) £ | [{s* |t —* s}. For example, consider the value tree
of (Yt1)c where t; = Af°7°. Az°.b(z, f(a(x))). By applying the reduction rules (Y) and (53),
we can obtain the following reduction sequence

(Ytr)e — t1(Ytr)e —7" b(c, (Yt1)(a(c))) —7 b(c, b(a(e), (Ytr)(a(a(c)))))

and observe that T'(¢) is the infinite tree of the form b(c,b(a(c),b(a(a(c)),b(---)))).

We also define the size and order of a term, which will be used in the complexity analysis.

» Definition 3 (size, order). The size of a term t is defined by: |z| = | L| £ 1, |A\z.t| = |[Yt| =
L+ t], [trto] &1+ [t1] + [t2], and |a(ty, ... ts@)| =1+ Yic(s(ay ltil- The order of a term
t, written ord (t), is defined by:

ord (t) £ max({0} U {ord (k) | A\z".s or Y"s is a subterm of t}).

Note that the size of a variable is a constant; this is appropriate in our context, as we fix the
number of variables in the main theorem (Theorem 7).

» Remark 4. Our definition of the order of a AY -term given above deviates from the standard
definition of the order of a AY-term (where the order of a term is defined as the largest
order of the types of subterms) [25]. For example, the order of Y°Az°.a(x) (which generates
a unary infinite tree consisting of only a) is 0 in our definition, but it is 1 in the standard
definition, because A\xz°.a(x) has type o — o, which has order 1. Our definition is motivated
to make the order of \Y-term equivalent to that of the corresponding higher-order recursion
scheme (where the order is defined as the largest order of the types of recursive functions);
for example, the above term corresponds to the higher-order recursion scheme consisting of a
single rule S — a(.S), whose order is 0. The translation from higher-order recursion schemes
to A\Y-terms given in [25] is order-preserving in our definition, but increases the order by 1
in the definition of [25]. There is also a translation from AY-terms to higher-order recursion
schemes that preserves the order in our definition (given an order-k AY-term, reduce all
the S-redexes of the form (Az".s)t with ord (k) = k first, and then apply the translation
suggested in [25]; the first phase of S-reductions may incur an exponential blow-up, which
can be avoided by appropriately introducing non-terminals to avoid duplications of terms).

2.2 Higher-Order Model Checking

We assume the notion of alternating parity tree automaton (APT for short): see, e.g., [10].

The precise definition of APT is unnecessary for understanding our technical development
in later sections, once you admit the results in this subsection. We recall the definition of
higher-order model checking below.

» Definition 5 (higher-order model checking problem). The higher-order model checking
problem, written HOMC (-, -), is the problem of, given a closed and ground-typed \Y -term
t over & and an APT A over X as input, deciding whether A accepts T(t). We write
HOMC(+, -) when the first input is restricted to a term of order-k. We denote by HOMC (¢, -)
the problem obtained by fixing the first input to t, i.e., the problem of, given an APT A as
input, deciding whether A accepts T(t).

21:5
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Ong [21] has shown that the HOMC(+, ) is k-EXPTIME complete (combined complexity)
for each k£ > 0. The following theorem states the complexity of HOMC (¢, -), which serves as
a basis of the present work.

» Theorem 6 ([21] for (1) and [18, Theorem 3.8] for (2)). For each k > 1,
(1) for every order-k Y -term t, HOMC (t,-) is decidable in k-EXPTIME; and
(2) there exists an order-k \Y -term tpapp . such that HOMC (tgapp.k, -) @5 k-EXPTIME hard.

3 Main Theorem

This section formally states the main result of the paper: for almost every order-k AY -term,
the higher-order model checking problem HOMC(t, ) is k-EXPTIME hard, under a certain
assumption, and sketches an overall structure of the proof. We first prepare some auxiliary
notations. We denote by [t], the a-equivalence class of ¢. In our quantitative analysis,
we count a-equivalent terms at most once (e.g., we do not distinguish (Az.Ay.z)z and
(Az.\_.2)z). We define #vars (t) = min{#(V(t')) | ' € [t]o}, where V(¢) denotes the set of
all the variables (except _ ) occurring in t. Namely, #vars (t) is the minimum number of
variables occurring in the term ¢, up to a-equivalence. For example, #vars ((Ax.A\y.z)z) =1
since the term is a-equivalent to (Az.\__.z)z. The internal arity of a term ¢, written iar (),
is defined by: iar () £ max({ar (k) | s* is a subterm of t}).
Let An(k, t,€) be the set of all (a-equivalence classes of) closed and ground-typed \Y -terms

such that!

(i) the size is n (i.e., t| =n);

(ii) the order is up to k (i.e., ord (t) < k);

(iii) the internal arity is up to ¢ (i.e., iar (t) < v);

(iv) the number of variable names is up to £ (i.e., #vars (t) < £); and

(v) the terms are minimal (see Section 3.1 below for the definition).

The main theorem is stated as follows.

» Theorem 7 (main theorem). For each k > 1, let v and & be sufficiently large natural
numbers. Then,

#({t € An(k,0,€) | HOMC(t, ) is k-EXPTIME hard})
lim =1.

s # Rk, )

Below we first define the minimality in Section 3.1 and give a proof outline in Section 3.2.

3.1 Minimal Terms

Intuitively, a term is minimal if it has no useless subterm. For the formal definition, we first
define the relation C on terms, which is analogous to the corresponding relation (C) on trees.

» Definition 8. The approximate relation C is the least precongruence (i.e., the relation
closed under all the term constructors) such that 1% C t".

L The set An(k, t,€) implicitly depends on the choice of ranked alphabet ¥. The main theorem holds
independently of the choice of ¥ unless ¥ is unreasonably small.
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In other words, s C ¢t means that s is obtained from ¢ by replacing subterms ¢7*, ..., %" with
Lm o, LA We write s Tt if s C ¢t and s # t. We denote the join of {¢; };c; with respect
to C (i.e., the least upper bound of {t;};e; with respect to C) by | |,, t; if defined, and we
sometimes write t1LI. . .Ut,, for | |;c(, ti- For example, (Az.b(z, L))U(Az.b(L,z)) = Az.b(z, 2).
Note that, with respect to ¥--tree terms, the relation T on terms is equivalent to the relation
C on Yt-trees.

» Definition 9. A closed and ground-typed term t is minimal if for every s C ¢, T(s) # T(t).

In other words, a term t is not minimal if there exists s obtained by replacing a non-_L
subterm w of ¢ with L such that T'(s) = T(t).

» Example 10. Let ¢t = (Az.\y.z) a u, with w # L. Then the value tree T'(t) = a (since
(Az.Ay.x) au — (M\y.a) u — a). Note that the subterm u is “useless”; indeed the term
s = (Azx.A\y.x) a L, obtained from t by replacing u with L, also generates a. Thus, ¢ is not
minimal. In contrast, s is minimal. In fact, any term obtained by replacing a non-_L subterm
of s with L (such as (Az.Ay.L) a L) fails to generate a.

The following proposition gives an important property of minimal terms. We write ¢’ < ¢
when t' is a subterm of a term ¢.

» Proposition 11. Let t be a closed and ground-typed term. If t is minimal, then for every
non-L, closed and ground-typed subterm s <t, its value tree T(s) is a subtree of T(t).

This property is intuitively obvious. Since ¢ is minimal, the subterm s assumed to be non-_L
must be used in the computation of the value tree T'(t). As s is closed and ground-typed, the
only way to use s is to place its value tree T'(s) somewhere in T'(¢); hence the proposition.
For a formal proof, see the full version [20].

3.2 Proof Outline

For each k, let tyarp,r be an order-k closed, ground-typed term such that the problem
HOMC(t, -) is k-EXPTIME hard. The existence of tyarp 1 is guaranteed by Theorem 6 (2).
We can assume, without loss of generality, that tyarp r is minimal; otherwise take a minimal
element ty,,, ;. of {s [ T(s) =T (tuarp,k)}. Theorem 7 follows immediately from Lemmas 12
and 13 below, which respectively state: (a) for each order k, every order-k minimal term
containing the “hard” term tgagrp i as a subterm yields k-EXPTIME-hardness for the higher-
order model checking problem; and (b) almost every minimal term of order k contains the
“hard” term tHagrp,k as a subterm.

» Lemma 12. Let k > 1. For every minimal \Y-term t > tgagppr, HOMC (¢,-) is
k-EXPTIME hard.

Proof. Assume that t = ¢tyarp,x- Then T(¢) = T(tHarp,x) by Proposition 11, i.e. T(tHarp,k) =
(T(t)]o) for some o € dom(T'(t)) where (T'[,) denotes the subtree of T" induced by the node
a. Let ¢ be the length of a. For any APT A, we can construct an automaton A[, by adding
¢ states to A and replacing the initial state so that A[, accepts T if and only if A accepts
T (intuitively, A[, first moves to the node a then behaves like A). Then the polynomial-
time function A — (Al,) gives a polynomial-time reduction from HOMC (tgapp,k, ) tO
HOMC (t,-) The lemma follows from k-EXPTIME-hardness of HOMC (tHarp.k, )- <
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» Lemma 13. For each k > 1, let v and & be sufficiently large natural numbers. Then,

#({t e Rk, 0,6) | t = tHAm})

lim =1

s #(Rak,0,9))

It remains to show Lemma 13. To this end, we introduce the following lemma (where the
precise definition of second-order contexts will be given in Section 4).

» Lemma 14. For each k > 1, let v and & be sufficiently large natural numbers. There exists
m such that the following holds: Let n > m, E be any second-order linear context, and C
be any affine context such that |C| > m and E[C] € An(k,1,€). Then there exists an affine
context D = tyapp ks Such that E[D] € f&n(k, L, €).

We show how Lemma 13 follows from Lemma 14 in Section 4. We then introduce a new
intersection type system that characterizes the minimality in Section 5, and use it to prove
Lemma 14 in Section 6.

4 Infinite Monkey Theorem for Minimal Terms

We sketch a proof of Lemma 13 (modulo Lemma 14) in this section; see [20] for the full
proof. The proof is analogous to that of the following, so-called infinite monkey theorem
(a.k.a. “Borges’s theorem” [9, p.61, Note 1.35]) for words:

» Theorem 15. Let ¥ be a finite alphabet. For any word x € ¥*, almost all words contain
x as a subword, i.e.

#{w € X" | w = uxv for some u,v € X*})

s #5) -t
The theorem above follows from the following reasoning: Any word w can be decomposed
into the form wyws -+ - wpw’ where |w;| = |z] and |w'| < |z|. If we pick w randomly, the
probability that w; coincides with z is (ﬁ)lll? hence the probability that w contains x is
at least 1 — (1 — (ﬁ)m)p , which tends to 1 when n tends to infinity. For the purpose of
proving Lemma 13, we analogously decompose each term ¢ to the form E[C4,...,C)p] (where

E and C; respectively correspond to w’ and w; above), by using the tree decomposition
in [1]. We can then use Lemma 14 to prove Lemma 13. The hardest part is actually to prove
Lemma 14, which is deferred to Section 6.

We first need to prepare some definitions. In order to make use of the tree decomposition
function ®,, in [1], below we regard a \Y-term over ¥ as a EA(k’L’g)—tree where EA(IC,L,E) is an
extension of ¥ defined by:

E/A\(lc,hf) =) U{rz—0]|xze Vg}
U{AZ" = 1|z € Ve U{ },ord(k) <k, iar (k) <.}
U{@— 2} U{Y" = 1,17 — 0| ord (k) < k,iar (k) <}
Here, Ve = {x1,--- , ¢} is a finite subset of V and the symbol @ represents the application
operation.

Next, we recall the notion of contexts and second-order contexts used in the decomposition.
A context is a tree with special leaves [] called holes. Formally, the set of contexts over X is
given by

C:u=1]]a(C,...,Cxw),
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where a ranges over dom(X). We call a context with k holes a k-context, and call a context
affine if it is a 0- or 1-context. The size of a context C, denoted by |C|, is inductively defined
by: [[]| £ 0 and |a(Cy,...,Cs)| £ 1+ |Ci| + - +|Cx(a)|- For a k-context C' and contexts

=Cy - Ck, we write C[C] or C[C4,...,Cy] for the context obtained by replacing each
occurrence of [] in C' with C; in the left-to-right order.

A second-order context is an expression having holes of the form [} (called second-order
holes), which should be filled with a k-context of size n. Formally, the set of second-order
contexts over Y, ranged over by F, is defined by:

Eu=[IpE, ..., By | a(By,...,Es) (a € dom(S)).

We write shn (E) for the number of the second-order holes in F, and E.i for the i-th leftmost
second-order hole in E.

» Definition 16 (substitution for second-order contexts). For a context C' and a second-order
hole ]}, we write C : [} if C is a k-context of size n. For a second-order context E and a
sequence of contexts C' = Cy -+ Capn(p) such that C; : Eui for each i € [shn (E)], we write

E[B] or E[C1,...,Cawmp)] for the tree which can be obtained by replacing each occurrence
of [] in E with C; in the left-to-right manner (and by interpreting the syntactical bracket [—|

as the substitution operation for usual contexts), where #(d) = shn (E;) for each i:

(IR(Bs,..., Bi])[C - C1 - Ch) 2 CIEA(CY), .., E4[C)]
(@(Br, .., Bx(@))[Cr -+ C ) 2 a(BA[CH], .., By [Csw))-

We can use the decomposition function ®,, (where m > 0 is an integer parameter) intro-
duced in [1] to uniquely decompose (the tree representation of) a AY-term ¢ to (E, C1, ..., Cy)
such that (i) E is a second-order context, (ii) C;’s are affine contexts such that m < |C;| < rm
(where r is the largest arity of the symbols in E[\(k,L,g))v (iii) t = E[C4,...,Cy], (iv) k > %

5 (V) (I)m(E[Cl, ey Cifl,Di, CZ'+1, ceey Ck]) = (E, Cl, ceey Cifl, Di, Ci+1» ey Ck) fOI' any
“good” context D; (see [1, 20] for the definition of “goodness”).

» Example 17. The term a((A__.a((Az.a(z))(Y Ay.a(y))))L) on the left hand side of Figure 1
can be decomposed into the second-order context a([J1[([13])(Y ([J3[]))]) and affine contexts,
as shown on the right hand side.

We are now ready to provide a proof sketch of Lemma 13. Let us define S}’ £ and Er by:
Sl"E 2{te An(k, 4, &) | D (t) = (E,Ch,...,Cy), and tyapp,x Z C; for each j € [i]}
gn 2 {E | ®,,.(t) = (E,---) for some t € f\n(k,b,g)}.

Below we write E x (Cy,...,Cf) € S to mean E[Cy,...,Cy] € S and ©,,(E[Cy,...,Cy]) =
(E,C4,...,Cy). If n and m (with n > m) are sufficiently large, we can estimate the ratio

#HS0) o i :
H5TT) for i € [shn (E)] by:
#(SZHE) ZCl """" Cio1,Citrr Camn(E) #({Cz | E % (017 ey Cshn(E)) S S;;?, tHARD,k Z< Cz})
n,E = n,E

#(Sifl) ch ,,,,, Ci—1,Cit15Com(E) #(Ci | Ex(Ch,..., Cshn(E)) S Si,l)

_ L #({Ci| Ex(Ch, ..., Cama(m)) € ST tinssos 2 Ci })

T C1,00Ci—1,Ciq 150y Comn(E) #({CZ | E*(Ch...,Cshn(E)) S S;n;? )

(by L) < max; 55 ¢ r; > 0,s; > 0 for every j)

jr; T
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Second-order context

i
[]
(I)g |
7 Q@
T~
Il T
n l
Sequence of affine subcontexts
(A-a([D)L-Aza(z) - Ay-a(y)

Figure 1 An example of term decomposition. The parts surrounded by rectangles on the left hand
side show the extracted affine subcontexts, and the remaining part of the tree is the second-order
tree context.

ma #({Ci|E*(Cl""7cshn(E))€S;:’}f )_1

X

CrronCict.CigtinCaniey #({Ci | Ex (Ch,..., Camp) € ST })
(by Lemma 14)

1
= max 1-— —
C15-,Ci-1,Ci41,+, Comn() #({Ci | Ex(Ci,...,Canm)) € ;25 )
<1-—
77’
for some v > 1. Here, C1,...,Ci—1,Ciy1, ..., Conn(p) in the subscript of max range over

the set of contexts for which the denominator #({CZ- | Ex (C1,...,Camr)) € SZ”E}) is

non-zero. The last inequality follows from Property (ii) of ®,, (that the size of C; is bounded
by rm), and the fact that the number of contexts of a given size £ can be bounded by ~* for
some .

Thus, we have:

m

#(An(hL,f)) - ZEGS;;;#(SS’E)
#( S on( ; Si i

m;(s(s) b e

L # () #(s)

I F G TR A

1
< max (1 _ 7)shn(E
Eegn, yrm
1
,yrm
— 0 (as n — o)

n n,F
#<{t € Anlk, &) | triano i 2 t}) < ZEegn #<S5hn(E)) (by the properties of ® )

IN

<
g
3

|
o

~

<(1- )z'm  (by Property (iv) of @)
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Therefore, we obtain

#({t € Aulk, 1) 1= tiwoi})

lim =1

e #(Ralk,1.9)

as required.

5 Intersection Types for Minimal Terms

This section introduces an intersection type system for characterizing minimal terms, so that
a closed, ground-typed term is typable just if it is minimal. For the terms in Example 10,
(Az.Ay.x) a L is typable in the intersection type system but (Az.Ay.x) a a is not. This
intersection type system will serve as a key tool for proving Lemma 14 in Section 6.

The sets of prime intersection types and intersection types are defined by:

7,0 (prime intersection types) :=o0 |60 — 7 6,J (intersection types) ::= A"{71,..., 7 }.

Here, n > 0: Intuitively, o is the type of terms that generate non-1 trees that will occur
in the value tree. The intersection type A" {71,...,7,} describes terms that are used
according to types 71, ...,7,. In particular, A" 0 is the type of terms that are not used. Note
that {71,...,7,} in A" {71,..., 7.} is a set rather than a multiset; thus we consider here
idempotent intersection types. The superscript £ (which ranges over the set of simple types)
is used for distinguishing between, for example, ()° and ()°°; we, however, often omit the
superscript.

We often write Aj(,
For each intersection types § = A" S and § = A" T, We denote by 6 A § the intersection

type /\K(S UT). We use é, d to denote a prime intersection type or an intersection type.

An intersection type environment, written as © or A, is a finite partial mapping from V to
the set of intersection types. For each ©, z € V \ dom(©), and 6, we write (©,z : ) for
O U {x ~ 0}. The refinement relation 0 :: k (resp. © :: T') is the least relation closed under
the following rules, where n > 0:

mer e TR 0k Tk O 6:k

o:o /\fe[n] Ti R @ —71):(k—K) 00 ©z:0):(,z:k)

Note that, for each # (and similarly for ©), there exists at most one simple type  such that
6 :: . Henceforth we only consider intersection types occurring in this refinement relation
(so, we always make the assumption that for each 6, 6 :: s holds for some ).

We write © A A for the intersection type environment {z — ©(z) A A(x) | € dom(©) U
dom(A)}, where ©(z) = T (where & is uniquely determined by A(z)) if + ¢ dom(O), and
similarly for the case x ¢ dom(A).

The intersection type judgment relation © - t : 0 is inductively defined by the typing
rules in Figure 2. We implicitly assume that, whenever © It : § occurs in a rule, I' Fgp ¢ : &,

© :: T, and @ ::  hold for some I' and &; for example, in (Var), it must be the case that 7 :: k.

Many of the rules are the same as those of standard intersection type systems, but
peculiar to our type system is the use of U in the rules (A) and (Y1). In (A), the premises
say that each t; is used according to 7;; think of ¢; as a “used” part of some term ¢ such that
t; C t. In the conclusion, those used parts ¢1,...,t, are “merged” to obtain L]ie[n] t; as the
used part of ¢ when it is accessed according to types 7, ..., T,. For example, consider the
term Az°7°7° A\y°. A\z°.xyz. Then we have § F Az°~°7° A\y°  \2°xy Ll : (0 - T — o) —

Tior Ty A Ay for N*{m1,..., 7}, and T* (or just T) for A" 0.
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O,x:0F¢t: :
(Var) 2 70T (e OF T  (abs2)
x: N}tk T OFXzt:0—T1 OFANEt: T =71
. . OFt (Yta): .
OFt:0—7 Abs:f, 1(Yio) Ty OFtLiT
ONAFts:T OFY(tiUty): 7 OFYt:r
Oi+t1:01 ... O, +¢t,:6, @1|—t1:7'1...®n|—tn:7'n(/\) OFt:0 M
a
/\ie[n] ©; Fa(ty,....ty) 1 0 /\ie[n] ©; - I_lie[n] ti: /\ie[n] Ti O,r:TkHt:0

Figure 2 The intersection type system for the minimality (see Section 3.1 for the operator L).

o= T —=oand @ F Az°7°7° Ay’ A°xLz: (T = 0—0) = T — o — o. From those
judgments, we obtain

OE Az Ay A% zyz:((0o—>T —=0)—0—=T—=0)A(T—0—0)—=T—=>0-—0)

by using (A). Note that when n = 0, the rule (A) allows us to derive § - L : T.

There are two typing rules for Y ¢. The rule (Y1) covers the case where Y ¢ is reduced
to t(Y t) and the argument Y ¢ is used again; ¢; in the premise represents the used part of
the head occurrence of ¢, whereas ts represents the used part of the occurrence of ¢ in the
argument Y ¢t. In the conclusion, both parts are merged to obtain ¢; LI ¢2 as the used part
of t. For example, consider Y ¢t where t = Af.Ax.Ay.bz (f Ly) and 7 =0 — L — o. Then
we have O F t1(Ytg) : 7 for t; = Af Az \ybz(f L 1) and to = Af Az dybL(f L 1). By
using (Y1), we obtain @ - Y(Af Az Ay.bx (f L 1)) : 7, which correctly models the used part
of Yt. The rule (Y2) is for the case where recursive calls do not contribute to the result.
For example, consider the term ¢t = Y (Az.a(L)). Then from @ - (Az.a(L))L : o, we obtain
DFt:o.

The theorem below states that the minimality is correctly characterized by our intersection
type system. See Appendix A for an outline of a proof; the full proof is found in [20].

» Theorem 18 (soundness and completeness). For every closed and ground-typed term t, t is
minimal if and only if O =t : 0 for some 6.

We give examples of type derivations below.

» Example 19 (cf. Example 10). Let ¢t = (Az°.Ay°.2°) a 1° and s = (Az°.A\y°.2°) a a. Then
we can show that ¢ is minimal by giving the derivation tree of @ ¢ : o as follows:

——— (Var)
z: Ao} Fa°:o
z:No}FAyPx®: T —=o (Abs2) (2)
y (Absl) _DFa:o (N)
DAz yCx® i A{o} > T —o 0+ a:A{o}
(App) ——— (A)
O Az Ay®z®)a: T —o OFLe:T

(App)

0= (Az° A y°.z®)a L°:0
In contrast, § ¥ s : o, because x : A{o},y: A{o} ¥ z°: 0.

The following is a more complex example, where intersection types play an important role.



Y. Nakamura, K. Asada, N. Kobayashi, R. Sin’ya, and T. Tsukada

» Example 20. Let s = (A\f(°7°79)7° a(ffst, fsnd)), u = (A\g°7°7°.gbc), and t = su,
where fst = A\z°. \y°.2° and snd = Axz°.\y°.5°. Then () I ¢ : o is derived from the following
two derivations by applying (App), where 71 = A{o} - T = oand » =T — Afo} — o.
Hence this ¢ is minimal.

(similarly to Example 19)

O+ fst:m
(Var) —(N)
Fen N} = ot fiA {1} =0 O fst: A{m1} A
fiNA {1} = o}t ffst:o (4p) (similarly to the left) R
fonN{A {1} = o} F ffst: A{o} NN {2} = o} fsnd: /\{O}E ))
a

MM} = o,A{r2} = o} Fa(ffst, fsnd) : 0
Ok Afa(ffst, fsnd) : Ay iM{n} = o} =0

(Abs1)

(b)

(Var) M(A)
g:Mmtrg:N{o} =T =0 @Fb:/\{o}A
—(A
g: N {n}ttgb: T —=o (App) @FL:T( ) (similarly to the left)
:AN{m}Fgbl:o (App) AN {2} J_c‘o(App)
I TI2770  apet) IIRITIZCT0  apey)
O Xg.gbLl:A{mi} o 0F-Xgglc:A{r}—o

()
0+ Xg.gbc: /\le[z]{/\{T’} — o}

Note that the term wu is “used” in two different ways in ¢: in ffst, the subterm b is used,
whereas in fsnd, the subterm c is used.

6 Proof of the Main Lemma (Lemma 14)

In this section, we prove Lemma 14 by using the intersection type system from the previous
section. Recall that we need to prove that if E[C] € An(k, t,€), then there is a context
D > tyarpk such that E[D] € An(k, t,€). Thanks to the result of the previous section,
E|C] € An(k, t,€) implies that E[C] is typable in the intersection type system. Thus, it
suffices to construct D of the same size such that (i) C has “the same typing properties” as
D, and (ii) D contains tyarp k. To this end, we first extend the notion of types to those
of contexts (called context-types) in Section 6.1. We then show in Section 6.2 that we can
indeed construct a context D that has the same context types as C, and prove Lemma 14.

6.1 Context-Types

For each affine-context C, we write C' <gr {(I'},&1),..., (T, kL) } = (T, k) if there is a

derivation tree of I kg C[x] : x with the assumptions {I'} FgT x : &1,..., ', FsT x: K},
where n is at most one and x is a variable not occurring in C. Intuitively, it means that there
is a derivation tree of IV Fgr C : £’ with the assumptions {I'] Fst []: &1,..., T} Fer []: &5}

(see also Example 21). We often write t <igt 0 for t <gt § = 6. We use & to denote a
pair (I', k) and use 7 to denote a {{I'},x1),..., (I, k,)} = (T, k). Note that C is a term
(resp. a linear-context) if C' <igr {(I'1,k%),..., (T}, k)t = (T, k) holds for n = 0 (resp.
n = 1). Below we extend the notion of <gr to the intersection type system. The set of
(affine-)context-types, ranged over by f[i, is defined as follows, where n > 0 and we may write

0+ for 0 if 6 + 0
7u=(0,T) 0= {F1,..., 7} Fou=7|0F fii=0= 7.

For i, intuitively, § = 7 denotes the pair of the assumptions (6) and the conclusion (7) of
a derivation tree, and § = % denotes the pair of the assumptions (f) and the conclusions
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(6F) of one or more derivation trees. The refinement relation is defined as the least relation
closed under the following rules, where n > 0:

O0:T 7k 7a{le) ... FHu,r) 0 (k)Y 7:(K)

(©,7) :: (T, K) {F1y - T} i (T, R) 0 = 7 (I, 1) = (T, k)
Henceforth we only consider context-types occurring in this refinement relation (so, we always
make the assumptions that for each ¢ = 6, for some (', k) and (I'", k"), 0 :: (', k) and 0’ ::
(I, k")). For each affine-context C, we write C <1 {(0®},71),...,(0,,7,)} = (©,7) if there is
a derivation tree of © - C[x] : 7 with the assumptions {0} Fx:7{,...,0, Fx: 7/}, where x
is a variable not occurring in C'. For n > 1, we write (|, Ci) < (Uep 0)) = {F1,..., 70}

if C; <« 9~; = 7, for each i € [n]. We often write t <1 6 for t <1 () = 6.

» Example 21. Let C = (Ag™°.[]bc), where kg = 0 — o — o. Note that C[g] is the term
u in Example 20. Then, we have C' <st {((¢ : ®o0),k0)} = (0,k0 — o) by g : ko FsT
g : ko and @ Fgr Clg] : Ko — o. Also, we have C < {((g : 71),71),{(g : ™), 72)} =
(0, Aie{r{m}t = o}) by using the derivation tree in Example 20 with regarding g as a
hole, where 71 = A{o} - T — o and 7 = T — A{o} — o. Furthermore, we also have
C<{{lg:71),m1),{(g:7),m2)} = {(®,A{r1} — o), (B, A{r2} — o)}. Tt is because C is the
join of C; = (Ag"°.[]b L°) and Cy = (Ag™®.[] L°c). Here, note that C[g] = C[g] U Calg],
Cr<a{{(g:m),m)} = B,A{m} — o), and Cy < {{(g: 72),72)} = (D, A{r2} — o).

Below we list a few properties (see Appendix B for the proofs).

» Proposition 22 (substitution). Suppose that C is a linear-context. If C < 0 = 0 and
O @@ =, then C[C") < 8" = 6.

» Proposition 23 (inverse substitution). Suppose that C' is a linear-context. If C[C'] < 0" = 6,
then C <16 = 0 and C' 10" = 0" for some 6.

These properties enable us to replace contexts preserving the minimality. For example,
given - C[DI[t]] : o (i.e., C[D[t]] is minimal); then by Proposition 23, C <16 = {(,0)},
D <6 =6, and t < 6 for some 6 and #'; then by Proposition 22, C[D'[t]] < {(#,0)} (hence,
C[D'[t]] is also minimal) for each linear context D’ <16’ = 4.

In the following subsection, we will show in Lemma 25 that for the term C[D]t]] in
the above, if the size |D| is sufficiently large, then one can choose D’ as a term satisfying
(i) D' = tuamok, and (i) |D'| = |D|. Thus, from a term C[D[t] € Ay (k,t,&) such that
|D| is sufficiently large, one can construct a term C[D'[t]] satisfying (i) C[D'[t]] > tHarp.k)
and (i) |C[D'[t]]| = |C[D[t]]| and C[D'[{]] is minimal (hence, C[D'[t] € Ay, (k,¢,€)). This
transformation method will help us to show Lemma 14.

6.2 Proof of Lemma 14

Here, we fix parameters k, ¢, and £. W.l.o.g., in the following, we only consider terms,
contexts, and environments having only variables in a fixed set V¢ 2z, z¢} (of size
€). We say that (I', k) is ((k,t,&)-)bounded if max{ord (x') | K" € {k}Urng(l')} < k and
max{iar (k') | K € {k} Urng(T")} < ¢; and that (I, k') = (T', k) is bounded if both (I, k')
and (T', k) are; and that a context-type fi is bounded if the ¥ such that f :: ¥ is bounded.
We also say that ¢ is bounded if ord (t) < k and iar (¢) < ¢; and that a linear-context C
is bounded if C[L] is. Also, we use a (resp. b, c¢) to denote a tree constructor of arity 0
(resp. 2, 1).

The following technical lemma allows conversion between a ground-typed term and a
term of a required typing property: see Appendix C for a proof.
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» Lemma 24,
(1) Suppose that 0 :: (T, k) is bounded. If #(dom(T)) < & or ar (k) < ¢, then there exists a
bounded linear-context Cy, such that Cz, <1 {(0,0)} = 6+.
(2) Suppose that 0 is bounded. Then, there exists a bounded affine-context Dg such that
D; < 0= {{0,0)}.
By Lemma 24, from a given bounded context-type # = 6%, one can construct a bounded
affine-context having this context-type as Cy,[Dp, ], except the case of that #(dom(I")) = &
and ar (k) = ¢. See Appendix C.1 for the boundary case; actually, terms having such
context-type are of a special form.
The following is the key lemma, which shows that for any bounded context-type, one can
construct a context D that has the context-type and contains the hard term tiagp k-

» Lemma 25. Suppose that C < 0’ = 0% for some bounded affine-context C. Then for
some my, for every m > my, there exists a bounded affine-context D of size m such that
D <0 = 0" and D = tyapp k-

Proof. Let (I, k) be such that 6T < (I', k). Note that 6 and 6T are also bounded.
(a) #(dom(T)) < € or ar (k) < «: For each [ > 0, let D; be as follows, where c(a) is the
term c(...c(a)...) that c occurs [ times and Dy, and Cpy, are the ones in Lemma 24:

Dy £ Ce [b(trano,k, (<! (), [)][Dg/]-

Then D; > tiarp,k is obvious, and D; < 6’ = 0T by Proposition 22 (since b(tuarp £, b(c!, []) <
{{(0,0)} = {(0,0)}). Therefore, the claim has been proved by using these Dy, Da, - -

(b) Otherwise: Then, I" Fgr C[L] : &, C[Ll] is bounded, and #(dom(T")) = £ and
ar (k) = ¢, so C should be of the form A .Cy (see Appendix C.1). By Proposition 23,
Co <10 =y and \_.[] < 6y = 6 for some fy. Then ar (Cp) < ar (C) < ¢ and Gy # 0
by Co # L (since £ > 0). Therefore by (a), for some mg, there is {Dj};>, such that
D} < 0 = 0y, D; = tuamox, and |Dj| = 1 for each I > mj. Let D; = A\ _.D,. Then
D; = twaro,k is obvious, and D; < 0 = 6+ by Proposition 22. Therefore, the claim has been
proved by using these Dy, Dy g1, - - |

We are now ready to prove the main lemma.

Proof (of Lemma 14). Let m £ max{mg 4+ | C < 6’ = 6+ for some bounded C}, where
each mg g+ is the mo in Lemma 25. Indeed such m exists, since the number of bounded
context-types is finite. Recall E[C] € An(k,L,f). Let E be a linear-context such that
E[C] = E[C[t]] for some t or E[C] = E[C]. For the sake of brevity, we only write the case of
that C is linear-context (i.e., E[C] = E[C]t]]). Since E[C]t t]] is minimal, 0 - E[C[t]] : 6 for
some 6 :: o (Theorem 18). Then E[C[t] <0 = {(0, o)} (by E[C[t]] # L). By Proposition 23,
there exist § and §' such that E <10 = {(§,0)}, C <8 =, and t <) = ¢'. By Lemma 25
(and C # 1), there exists a bounded linear-context D < ¢’ = 6 such that D = tHarp,k and
|D| = |C|. Therefore E[D[t]] < = {(#,0)} (hence, - E[D[t]] : A{o}) by Proposition 22,
and thus F[D] is minimal (Theorem 18). Hence, E[D] € An(k, 6, ). <

7 Related Work

Ong [21] proved the k-EXPTIME completeness of higher-order model checking. There have
also been results on parameterized complexity [15, 17, 18] and the complexity of subclasses
of the problem [18, 5]. To our knowledge, however, they are all about the worst-case
complexity. Despite the extremely high worst-case complexity, practical model checkers have
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been developed that run quite fast for typical inputs [14, 4, 23, 28], which has led to the
motivating question for our work: is higher-order model checking really hard in the average
case?

Technically, closest to ours is the work of Asada et al. [26, 1] on a quantitative analysis
of the length of B-reduction sequences of simply-typed A-terms. In fact, our use of the
tree-version of infinite monkey theorem (to show that almost every term contains a “hard”
term), as well as the tree decomposition [1] has been inspired by their work and other studies
on quantitative analysis of the A-calculus and combinatory logics [8, 2]. The main new
difficulty was that, unlike in the case of the length of g-reduction sequences, even if ¢ is
a “hard” term to model-check, a term C[t] that contains ¢ as a subterm may not be hard
to model-check, because ¢ may not actually be used in C[t] or may be irrelevant for the
property to be checked. This has led us to restrict terms to “minimal ones” that do not
contain unnecessary subterms. The restriction turned out to be natural also for our goal: we
wish to model the average case that arises in the actual applications to program verification,
and the restriction to minimal terms helps us exclude out unlikely inputs.

We have used an intersection type system to characterize minimal terms. Related type
systems have been studied in the context of useless code elimination [6, 7, 13]. In particular,
Daminani [7] also used an intersection type system. To our knowledge, however, previous
studies do not provide a complete characterization of minimal terms (especially in the presence
of recursion).

There has been much interest in the average-case complexity in the field of computational
complexity: see [3] for a good survey. In their terminology, our ultimate goal is to answer
whether (HOMCy (-, -),U) belongs to AvgsDTIME(f(n)) (the class of distributional problems
that can be solved in time f(n) for at least (1 — §(n))-fraction of the inputs of size n),?
where HOMCy(+, ) is the higher-order model checking problem of order k, U is a uniform
distribution on inputs of each size n, § is a function that is asymptotically smaller than An.1,
and f(n) is a function asymptotically much smaller than ezp,(cn) (a k-fold exponential
function). The result obtained in the present paper (Theorem 7) is not yet of this form, and
is rather a mixture of average-case and worst-case analysis, which may be of independent
interest from the perspective of complexity theory.

8 Conclusion

We have studied a mixture of average-case and worst-case complexity of higher-order model
checking, and shown that for almost every minimal AY-term t of order-k, the higher-order
model checking problem specialized for t is k-EXPTIME hard with respect to the size of
a tree automaton. To our knowledge, this is the first result on the average-case hardness
of higher-order model checking. To obtain the result, we have given a complete type-based
characterization of “minimal” terms that contain no useless subterms, which may be of
independent interest. Pure average-case analysis of the hardness of higher-order model
checking is left for future work.

2 A similar notion has also been studied under the name “generic-case complexity” [11].
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w in C[u] is used if t = Cu] —* E[u] for some evaluation context E,® but this criterion is
incorrect. Consider, for example,

t = a((Qza)u, Lu) —  a(u, Lu),

where u appears under an evaluation context E = a([], Lu) after the reduction but the
underlined occurrence of u is indeed useless. This example suggests that we need to distinguish
different occurrences of the same term.

Let £ be a special tree constructor of arity 1 such that ¢ ¢ 3. We call this symbol a
label and use it to mark focused occurrences of (sub)terms. The labelling operation (—)* is
defined, for a term t of type k1 — ... — Kp — 0, by t' := Az1.... Azp.l(t 21 ... z,). For a
term ¢ possibly having ¢, we write §(¢) for the term obtained by removing £.

A term is labelled if it contains £; otherwise it is unlabelled. A labelled finite tree V is
well-labelled if V' = D[¢(u)] and b(u) # L for some D and u.

» Theorem 26 (Characterization of the minimality). Let t be a closed and ground-typed term
over X.. Then, t is minimal if and only if for every (C,s) such that t = C[s] and s # L, there
exists a finite well-labelled tree V such that C[s'] —*2J V.

A.2 Proof Sketch of Proposition 11

Let t be a closed and ground-typed term. Assume that ¢ is minimal, and let s be a non-
1, closed and ground-typed subterm of ¢. Then ¢ = C[s] for some linear-context C. By
Theorem 26, the value tree of C[s‘] contains ¢, say T(C[s‘]) = D[{(V)]. One can show
that V is the value tree of s, which implies that T(C[s’]) contains T'(s) as a subtree. Since
T(t) = T(C[s]) is obtained by removing ¢ from T(C[s’]), it also contains T'(s) as a subtree.

A.3 Proof Sketch of Theorem 18

Since we shall study possibly labelled terms, we first introduce a typing rule for £(¢):

OFt:o

OF 1) : O(Z)

Note that the rule for ¢(¢t) differs from that for tree constructors: the argument of ¢ must be
of type o, whereas those of a tree constructor can be of type L in addition to o. The above
rule ensures that () - £(t) : o implies f(¢) # L. So we have the following lemma.

» Lemma 27. Let V be a labelled finite tree. If =V : o, then V is well-labelled.

We use Subject Reduction and Subject Expansion in the soundness and completeness
proofs of our system, similar to proofs for other intersection type systems. However the
standard version of Subject Reduction and Subject Expansion does not hold for our system
since minimality is not preserved by reduction nor expansion. For example, consider

()\f.a(f (A_x), f (x\iy.y))) (A\g.gbc) — a((Ag.gbc) (Az_x), (Ag.gbc) (A\_y.y)),

where a, b and ¢ are tree constructors; the left-hand-side is minimal but the right-hand-side
is not. In order to retain minimality, the right-hand-side has to be approximated:

a((Ag.gbe) Az_.z), (\g.gbc) A_yy)) T a((Ag.gbl)Az_.z), (A\g.gLc)(A_y.y)).

3 Although evaluation contexts are not explicitly defined in Section 2, they are implicitly given in
Definition 2 and their concrete definition should be clear.
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The next lemma is a correct version, which takes account of the approximation relation.

» Lemma 28 (Subject Reduction / Subject Expansion). Assume that s1 Ct; and © - s1 : 6.

(1) Ift;y —* to, then there exists so T to with © - sy : 0 such that s; —*3 so. Further-
more, if s1 is labelled, we can choose sy so that it is labelled.

(2) Ifto —* t1, then there exists so C to with © b sq : 6 such that s —*3 5.

The proof of completeness is rather straightforward. Note that, given a term t and a tree
V with t —*3 V, Subject Expansion induces a derivation of ) - ¢’ : 6 for some #’ C t. The
key to the completeness proof is to find sufficiently large V' so that ¢ = ¢.

» Theorem 29 (completeness). Let t be any closed and ground-typed term over . If t is
minimal, then O =t : 0 for some 0.

Proof sketch. Since ¢ is minimal, by Theorem 26, for each (C,s) such that ¢t = C[s] and
s # L, one can find a finite well-labelled tree Vo = D¢ [€(uce)] such that

Cls'] —'3 Ve = Decll(uc)). (1)

We can assume without loss of generality that ¢ does not occur in De. Let V = | | Defuc],
where C ranges over linear contexts such that ¢ = C[s] holds for some s # L. This is
well-defined since D¢[huc] C T(t) for every C. Since V is an unlabelled tree, §) - V : 6 for
some 0. Then by Subject Expansion (Lemma 28(2)), there exists ¢ C ¢ such that ¢ —*3 V
and O -t : 6.

It suffices to show that ¢ = ¢. Assume ' C ¢ for contradiction. By the assumption, there
exists (C, s) such that t = C[s], s # L, and ¢’ C C[L]. Then

Cls/ I C[L] 2 ¢ —*2 V I Dclucl,

and thus C[s’] —*J D¢ [fuc]. This together with (1) implies that D¢ [(uc)] U Delguc] is
well-defined. This means ¢(uc) U l(uc) is well-defined, which contradicts to the assumption
that f(uc) # L. <

The soundness proof requires another trick, since Subject Reduction alone does not ensure
that a label eventually appears under an evaluation context in the presence of divergence. A
term is Y -free if it does not have Y. The evaluation of a Y-free term always terminates,
and the soundness of the type system for Y-free terms is relatively easy to prove. So we aim
to remove Y in a given term before applying Subject Reduction, preserving its type.

Consider the rewriting rule C[Y t] < C[t (Y t)], which is allowed to be applied to any
occurrence of Y t (not restricted to those under evaluation contexts). Then >+ is defined as
—*. The next lemma is a key to the soundness proof, reflecting the inductive nature of
the rules for Y in our type system.

» Lemma 39. Assume that © -t : 0. Then there exists a Y -free term s such that t =y s
and © F s : 0. Furthermore, if t is labelled, one can choose s so that s is also labelled.

» Theorem 31 (soundness). Let ¢ be any closed and ground-typed term over ¥.. If D F ¢ : 0
for some 0, then t is minimal.

Proof sketch. If # = T, then t = 1 and thus ¢ is minimal. Otherwise, we can assume
without loss of generality that § = o. By Theorem 26, it suffices to show that, for every (C, s)
with ¢t = C[s] and s # L, there exists a finite well-labelled tree V such that C[s‘] —*2 V.
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Assume that ¢ = C[s] and s # L. Since | F C[s] : o and s # L, one can show that
§ F C[s'] : o. By Lemma 30, there exists a Y-free labelled term () - u : o such that
C[s"] =y u. Since u is Y-free, its evaluation terminates, i.e. u —* W for some tree W. By
Subject Reduction (Lemma 28(1)), there exists a labelled term V T W such that u —*3J V
and -V :o.

It suffices to show that C[s] —*3 V and that V is a well-labelled tree. The former
claim follows from C [sf] =v u —*3J V because =y can be seen as a kind of reduction. To
prove the latter, observe that V' is a tree since every approximation of a tree is a tree. So V
as a well-typed and labelled tree is well-labelled by Lemma 27. <

B Proof of Proposition 22 and 23

» Lemma 32. Suppose that C is a linear-context. If C <10 = 7 and C' <1 0" = 0', then
[’ < 6" = {7}.

Proof. Let §' = {7],.. STt By €' < 0" = ', there exists {(0%, j) i) jelk,) such that
C" = Uiemyjem) Cigr 0" = Uiy jein 07, and C[ ; <10/, = 7. Hcrc we can assume that
k1 =--- =k, (so, we denote them by k). Then from the derlvatlon tree of C' < 0’ = 7 (see
the left-hand side below), we can construct a derivation tree of C[C'] <1 6" = 7 (see the
right-hand side below) by copying the form of the derivation tree of C' <16’ = 7 as follows,
where 7 = (©,7) and f: [m] — [n/] is a surjective map:

Clhiyr QO 2Ty o O B/ A
=1 F(1),1 F(1),1 F(1) f(m),1 f(m),1 f(m)
x ATy e XD T, : —_—
- comy T T T . <
: OF Cllier Cial: 7 OF Cllierm Clpl i 7
OFClx|:7 €l __ €ln] ~i, N
ercCiC]:r

Proof of Proposition 22. Let 6/ = {7{,...,7/,}and = {,...,7,}. By C <8 = 0, there
exists {(ég,CQ}ie[m] such that C = |—|i€[m] C;, 0 = Uie[m} é’ and C; < é; = T¢4)- By
(GRS éj’ = @', there exists {(é}',C’;’)}je[n/] such th?t C" = Ujem €5 0" = Ujepm ?;’, an~d
CJ’/ < 9;’ = {Tj}. Let Cz( ~: Llje[n’];-?]’.eé; C’J’/ and let 0;’ — gje[n’]fjeeﬁ 9]' Then Cz( < 92’ = 9;.
By Lemma 32, C;[C}] <1 0] = 7¢(;). Therefore, C[C'] 10" = 0. <

» Lemma 33. Suppose that C is a linear-context. If C[C'] < 0" = 7, then C < 6 = 7 and
C'<0" =6 for some?'.

Proof. Then (the derivation tree of) C[C'] <1 §” = 7 should be of the form in the right-hand

side below, where 7 = (©,7), C" = | |,¢(,,) €, and 0" = Uiem 6/, We let 0’ = {7],...,7.}.

Then, ¢’ < 0” = @’ is immediate and C' <1 0’ = 7 is shown by replacing each subterm arise
from ¢ to x (see the left-hand side below):

7

Xx<9FH ... x<a, Clall=# ... CL a7

T o~ T
OFCx:7T orCiC: T

Proof of Proposition 23. Let 8” = {7/,...,7",} and 6 = {7, ..., 7n}. By C[C'] < 0" =0,
there exist a surjective map f: [m] — [n ] and a sequence {<C CZ,Gl ) }iepm] such that
GlC] <07 = T3y, C = Uicpm Cir €' = Uigpm) Ci»> and 0" = Ule[m] 0! (see also the full
version [20]) By Lemma 33, C; < 6} = Tty and Cf < 6/ = @) for some ;. We now let

0 = Ujcpm 0i- Then, both " 16" = §' and C < §' = 6 are immediate. <
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C Proof of Lemma 24

The size of a simple type k and a simple type environment T, written |x| and |T'| respectively, is
defined by: || £ 1if k = o, |k| £ 14 |k1|+|k2|if K = K1 — Ko, and || £ 143~ cdomr) T(@)].

» Definition 34. The term tr . is inductively defined as follows, where in the second case,
I = min{i € [§] | z; € dom(I")}; and in the third case, | = min{i € [{] | z; ¢ dom(T")}:
a (k=o0and T =10)

b(zitg et - tpm, trro) (K=o and =T,z : k! = ... = K™ = 0))
k=K — K" and #(dom(T")) < &)

k=K = K" and ar (k) < )

(1>

t[‘,,g )\Zl't(F,zl:n’),n”
()\Zl ~t(21:o),5) tF,o

undefined

(
(
(
(otherwise)

» Proposition 35. Suppose that (T', k) is ((k,t,&)-)bounded. If #(dom(I')) < £ orar (k) < ¢,
then (1) tr . is defined, (2) I' Fgr tr . : k, and (3) tr . is bounded.

Proof. By a straightforward induction on the parameter (||, |T'|). <
We now extend the above for intersection types.

» Definition 36. The term ig 5 is inductively defined as follows, where in the second case,

I =min{i € [{] | z; € dom(O)}; and in the third case, | = min{i € [£] | z; ¢ dom(O)}:

a (

b(l—lie[n] 2t g1 - - to,om, tero) (@=o0and®= (0 z: /\ie[n] 0} ... = 0" = 0))

Az1t(©,2,:00) 7 (0=0"— 7" and #(dom(©)) < &)

(A21-t (21 nf0}),8) O (0=0" = 7" and ar (k) < 1)
(
(
(

1>

|—|i€ [n] teﬂ—i
LN
undefined

» Proposition 37. Suppose that (0,0) :: (T, k) for some bounded (I', k). If #(dom(T)) < &,

ar (k) <, or (0,0) = (), T), then (1) to.g is defined, (2) tg g Etr .y, (3) Ok tgg:0, and
(4) to g is bounded.

Proof. By a straightforward induction on the parameter (||, |I'|). The existence of the join
in each case can be ensured by the assumption (2). |

We now extend the above for context-types to prove Lemma 24.

» Definition 38. The linear-context Cz is inductively defined as follows, where in the second
case, | = min{i € [£] | z; ¢ dom(O)}:

b(te.o,[]) (r=0)
C A A2.C (@ ,z:00),77) (r=0"— 7" and #(dom(®)) <€) For each 0+ =
©m (Az1-t(z:info}),r) Cloy (T=0 — 7" and ar (1) < 1)

undefined (otherwise)
Tl T}, let Coy 2|, C5.. This is well-defined thanks to Proposition 37(2).
0 i€[n] i

» Proposition 39. Suppose that 01 :: (T, k) for some bounded (I', k). If #(dom(I')) < & or
ar (k) < ¢, then (1) Cyy is defined, (2) Cys < {(0,0)} = 6, and (3) Cy is bounded.
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Proof. By a straightforward induction on the parameter (|s|, |T'|). <

» Definition 40. The linear-context D; is defined as follows, where in the first case, | =
min{i € [£] | z; € dom(©)}; and in the second case, T =01 — ... — ™ — o:

o & | QD) b (0=(0z:0))
T C(H t(z)’el . t@’gm) (@ — @)
{71, Fu}. This is well-defined thanks to Proposition 37(2). Also, specially, let Dy 2 a.

Let Dy = ;e D, for each ot =

> Proposi~tion 41. Suppose that 0 :: (T, k) for some bounded (T', ). Then, (1) Dy is defined,
(2) Dy <0 = {(0,0)}, and (3) Dy is bounded.

Proof. By a straightforward induction on the parameter (|s|, |T'|). <

As a consequence of Proposition 39 and 41, Lemma 24 has been proved.

C.1 On the Boundary Case of Lemma 24(1)

Here, we consider the boundary case of Lemma 24(1), i.e.,, T Fgr t: &, t is (k, ¢, £)-bounded,
#(dom(T")) =&, and ar (k) = ¢. Actually in this case, ¢t should be of a special form.

» Lemma 42. Suppose that

(1) r }_ST t: K,

(2) t is (k,¢,&)-bounded,

(3) #(dom(I')) =&, and

(4) ar (k) =

Then, t is a-equivalent to a term of the form A__.ty.

Proof. By § > 1, t Zxz and t # L. By ¢ > 0, t # a(ty,...,tx@)). By ar(k) =, t # t1ts
and t # Yt;. Therefore ¢ is of the form AZz.t;. By that t is bounded and #(dom(T")) = ¢,
the last rule of T kg AZ.t; : k should be (Abs2), so T Fgr 1 : k", where k = k' — £”. Then
T does not occur in 1 as a free variable. Therefore ¢ is a-equivalent to the term \__.t;. <«
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