
Near-Optimal Algorithm for Constructing Greedy
Consensus Tree
Hongxun Wu
Institute for Interdisciplinary Information Sciences, Tsinghua University, Beijing, China
wuhx18@mails.tsinghua.edu.cn

Abstract
In biology, phylogenetic trees are important tools for describing evolutionary relations, but various
data sources may result in conflicting phylogenetic trees. To summarize these conflicting phylogenetic
trees, consensus tree methods take k conflicting phylogenetic trees (each with n leaves) as input and
output a single phylogenetic tree as consensus.

Among the consensus tree methods, a widely used method is the greedy consensus tree. The
previous fastest algorithms for constructing a greedy consensus tree have time complexity Õ(kn1.5)
[Gawrychowski, Landau, Sung, Weimann 2018] and Õ(k2n) [Sung 2019] respectively. In this paper,
we improve the running time to Õ(kn). Since k input trees have Θ(kn) nodes in total, our algorithm
is optimal up to polylogarithmic factors.
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1 Introduction

The problem of constructing consensus trees arises from bioinformatics. In biology, phylogen-
etic trees describe the biological evolutionary relations between species. But the phylogenetic
trees from different biological data may conflict with each other. As mentioned in [22],
even from the same data set, when certain resampling techniques are used, we could still
get many different phylogenetic trees. This problem has long been studied, to name a few
[1, 14, 28, 17, 13, 12, 18, 5].

Motivated by this, consensus tree methods were proposed [1] to summarize these phylo-
genetic trees into a single phylogenetic tree, which is viewed as the consensus of these
phylogenetic trees and is called the consensus tree. Since then, many different consensus
tree methods were proposed. As mentioned in [22], the majority rule consensus tree [28],
the loose consensus tree [8], and the greedy consensus tree [9] are the most frequently used
consensus trees.

As discussed in [11], while increasing the number of phylogenetic trees in the input, the
greedy consensus tree converges faster than majority rule consensus tree and R∗ consensus
tree. Although the greedy consensus tree is not a consistent estimator, the region of parameter
space in which greedy consensus tree fails is relatively small, hence greedy consensus tree
offers more robustness [11]. The greedy consensus tree method is implemented in many
software packages, such as PHYLIP [15], PAUP* [40], MrBayes [32], RAxML [37], and also
widely used in numerous works in biology [6, 7, 11, 24, 26, 27, 30, 31, 33, 34, 36, 38].

For most consensus tree methods, optimal or near-optimal algorithms for construction have
been found. One exception is the greedy consensus tree (See Table 1). For greedy consensus
tree construction, the naïve algorithm takes Õ(kn3) time [9]. Then it was improved to O(kn2)
time by [22]. Recently there are Õ(kn1.5) [16] and Õ(k2n) [39] algorithms proposed for it.

EA
T

C
S

© Hongxun Wu;
licensed under Creative Commons License CC-BY

47th International Colloquium on Automata, Languages, and Programming (ICALP 2020).
Editors: Artur Czumaj, Anuj Dawar, and Emanuela Merelli; Article No. 105; pp. 105:1–105:14

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:wuhx18@mails.tsinghua.edu.cn
https://doi.org/10.4230/LIPIcs.ICALP.2020.105
https://creativecommons.org/licenses/by/3.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


105:2 Near-Optimal Algorithm for Constructing Greedy Consensus Tree

Table 1 Running time of construction algorithms for different consensus tree methods.

Consensus tree method Running time Reference
Adam’s consensus tree O(kn log n) [19]
Strict consensus tree O(kn) [10]
Loose consensus tree O(kn) [22]

Frequency difference consensus tree O(kn log2 n) [16]
Majority-rule consensus tree O(kn log k), Randomized O(kn) [4, 22]

Majority-rule (+) consensus tree O(kn) [21]
Local consensus tree O(kn3) [25, 20]

R∗ consensus tree O(n2 logk+2 n) [23]
Greedy consensus tree O(kn1.5), O(k2n) [16, 39]

In this paper, we present a near-optimal Õ(kn) time algorithm for greedy consensus tree
construction.

I Theorem 1. Greedy consensus tree of k phylogenetic trees for n species can be constructed
in Õ(kn) time.

High Level Idea

The previous Õ(kn1.5) algorithm [16] builds the consensus tree by dynamically adding nodes
to it. To find out the position to add a new node, they need to support least common ancestor
query on the consensus tree. Since the consensus tree is dynamically changing, answering such
queries is time-consuming and becomes the bottleneck of this previous algorithm. Motivated
by it, we came up with an alternative approach that only requires least common ancestor
query on the phylogenetic trees in the input. Since these are static trees, such queries can be
efficiently answered. This leads to our improved algorithm.

2 Preliminaries

2.1 Phylogenetic Tree
Phylogenetic trees represent the evolution of species. Different leaves of a phylogenetic tree
represent different species. From biological data, we can infer that some of these species
share common ancestors. These common ancestors are represented by the nonleaf nodes,
also called inner nodes. Each inner node represents the common ancestor of all leaves in its
subtree.

Formally, a tree with n leaves is leaf-labeled if and only if its n leaves have distinct labels
from 1 to n. A phylogenetic tree T is a rooted, unordered, leaf-labeled tree in which every
inner node has at least two children. If there is a directed path from node u to node v, u is a
descendant of v, and v is an ancestor of u. Thus node u is a descendant of itself. If u 6= v

and v is a descendant of u, v is a proper descendant of u, and u is a proper ancestor of v.
The subtree tree of an inner node u is the subtree rooted at u and formed by all its

descendants. In the rest of the paper, whenever we say a subtree, we always refer to the
subtree of an inner node.

Cluster and Signature

For inner node v in phylogenetic tree T , we define L(v) to be the set of species within its
subtree. Namely, L(v) = {x ∈ [n] : There is a leaf labeled x in the subtree of v}. The set
L(v) is called a cluster.



H. Wu 105:3

Based on L(v), we define the signature of phylogenetic tree T to be the set of all clusters
in it. Namely, sign(T ) = {L(v) : v is an inner node in T}.

I Observation 2. The signature of a phylogenetic tree completely captures its structure.
Namely, given sign(T ), the phylogenetic tree T is uniquely determined.

More specifically, suppose the cluster c1 ∈ sign(T ) corresponds to node u on T . Namely,
c1 = L(u). Let par(u) denote the parent of u on T . L(par(u)) is the smallest cluster
c2 ∈ sign(T ) such that c1 ⊂ c2. This determines the parent of each node.

Consistency

But not every set S of clusters can be the signature of a phylogenetic tree. S is a valid
signature if and only if it is a laminar family. In this case, we say S is consistent. Namely, S

is consistent if and only if for every pair of distinct clusters c1, c2 ∈ S, one of the following
holds:

c1 ∩ c2 = ∅
c1 ⊂ c2
c1 ⊃ c2

We say a cluster c is consistent with S if and only if S ∪ {c} is consistent.

2.2 Greedy Consensus Tree
Recall that the greedy consensus tree method takes k phylogenetic trees T1, T2, · · · , Tk as
inputs. These k trees are over the same set of n species. Its objective is to output a single
phylogenetic tree to be the consensus tree.

Definition

As its name suggests, a greedy consensus tree is defined as the output of a simple greedy
algorithm. Let F be the set of all clusters that have appeared in T1, T2, · · · , Tk. The frequency
f(c) of a cluster c is the number of times c appears in F .

Let S denote the signature of the current consensus tree. Initially, the consensus tree
only contains a root and n leaves. Thus S = {{1, 2, . . . , n}, {1}, {2}, . . . , {n}}. Each time we
pick the cluster with the highest frequency in F and add it to S if they are consistent. From
the tree point of view, we are adding a new inner node to the consensus tree. For the details,
see Algorithm 1.

Algorithm 1 Greedy consensus tree.

1: Initially signature S ← {{1, 2, . . . , n}, {1}, {2}, . . . , {n}}
2: F ← sign(T1) ∪ sign(T2) ∪ · · · ∪ sign(Tk)
3: For all clusters c ∈ F , count its frequency f(c)← |{i|c ∈ sign(Ti)}|
4: while F 6= ∅ do
5: Pick c0 ← arg maxc∈F f(c) with the highest frequency (ties are broken arbitrarily)
6: if c0 is consistent with S then S ← S ∪ {c0}
7: F ← F\{c0}
8: S is the signature of a greedy consensus tree

Since at Line 5, Algorithm 1, ties are broken arbitrarily, the output of the algorithm may
not be unique. There may be more than one greedy consensus tree for a fixed input.

ICALP 2020
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Running Time

Algorithm 1 is a naïve algorithm for constructing greedy consensus trees. Here we discuss
this algorithm and its complexity in more detail. It essentially contains two phases:
1. Count the frequency f(c) of clusters and sort them. (Line 1 ∼ 3 of Algorithm 1)
2. Repeatedly run the greedy procedure. (Line 4 ∼ 7 of Algorithm 1)

The first phase is easy to be handled in Õ(kn) time. Suppose |F| = m. Namely, there
are m distinct clusters. For each of them, we assign a unique number in [m] to it as its
identifier. For each u ∈ Ti, let id(u) ∈ [m] be the identifier of L(u). Then, for u ∈ Ti and
v ∈ Tj , id(u) = id(v) if and only if L(u) = L(v).

In [16], they showed that these identifiers can be computed in O(kn log2 n) time. To be
self-contained, we state it in Lemma 4 and present a short proof here. We first need a data
structure for dynamic set equality.

I Lemma 3 (Lemma 1, [16]). There is a deterministic dynamic set equality structure that
supports:

Create(s): Create a new empty set s.
Add(s, x): Add an element x to set s. (create a new set s ∪ {x} without destroying s)
ID(s): Return the identifier of set s which is a positive integer smaller than the number
of sets we have created. Two sets have the same identifier if and only if they are equal.

Let n denote the size of all sets created. Each operation takes Õ(1) time.

Proof. We apply the dynamic string equality structure in [29]. It supports the following
operations in Õ(1) time: (1) create a new string with a single character, (2) test if two strings
are equal, (3) split a string into two new strings without destroying it, (4) concatenate two
strings to form a new string without destroying them, (5) given i, return the i-th character
in a string. Modifying a character of a string can be reduced to O(1) split, create, and
concatenate operations. Comparing the lexicographical order of two strings can be reduced
to O(log n) split and equality testing operations using binary search. Thus they all take
Õ(1) time.

We encode each set s into a binary string. The i-th bit of the string is 1 if and only if
i ∈ s. For empty set, we create a new string with n zeros in beginning. To add an element x

to s, we only need to modify the x-th bit in the string which take Õ(1) time.
To maintain the identifier of each set s, we maintain a global balanced binary search tree

of the strings of all sets in their lexicographical order. When a new set is created, we add its
string to this balanced binary search tree, and attach a new identifier to it. Since comparing
lexicographical order takes Õ(1) time, maintaining this binary search tree and finding the
identifier of a set also takes Õ(1) time. J

I Lemma 4 (Theorem 3, [16]). The identifier id(u) can be found for every node u of
phylogenetic trees T1, T2, · · · , Tk in Õ(kn) time.

Proof. We process each tree Ti bottom-up. For each inner node u, we obtain L(u) and its
identifier in the dynamic set equality structure by the following procedure:
1. Let v be the children of u with the largest subtree. If v is a leaf, we let s be the singleton
{label(v)}. Otherwise, let s = L(v) in dynamic set equality structure.

2. We traverse the subtrees of all other children of u and add the leaves we visited into s.
Now s equals L(u)

3. id(u)← ID(s).
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Since each time a node is visited at Step 2, the subtree it belongs to is doubled. Each
node can be visited at most O(log n) times throughout the procedure. Thus this procedure
takes Õ(kn) time in total. J

After we get the identifiers id(u), counting the frequency of identifiers and sorting within
Õ(kn) time are straight-forward.

The bottleneck of the naïve algorithm is the second phase. To test whether the signature
S of the consensus tree is consistent with c0, the naïve algorithm enumerates all clusters in
S. There can be at most O(n) clusters in S since each of them corresponds to a node in the
consensus tree.

For every cluster in S testing whether it is consistent with c0 takes O(n) time. There are
O(n) clusters in S. Thus for each c0, it takes at most O(n2) time. There are O(kn) clusters
in F (since each of them corresponds to at least one node in T1, T2, . . . , Tk).

So in total, the naïve algorithm takes O(kn3) time. We will present our algorithm for the
second phase in Section 3 and show how to make it efficient in Section 4.

2.3 Data Structures

Our algorithm relies on some classical data structure techniques introduced here.

DFS Sequence

Let T be a rooted tree. The Euler tour of T starts from its root, passing by each edge exactly
twice (from opposite directions), and return to the root. We define E(T ) to be the Euler
tour of T in which we only keep the first occurrence of each node. Or equivalently, E(T )
is the sequence produced by the following depth-first search: Initially let the sequence be
empty. When we perform a depth-first search on T , each time we visit a node for the first
time, we add it to the end of our sequence. In the end, this sequence equals E(T ).

I Observation 5. Suppose v is a node on T . All nodes within the subtree of v form a
continuous interval in E(T ).

For the subtree of v on T , we denote its corresponding interval by [lT (v), rT (v)]. Here
lT (v) is the position of v in E(T ), and rT (v) is the position of the last node that belongs to
the subtree of v in E(T ).

Top Tree

A dynamic forest is a set of trees over disjoint sets of nodes that supports dynamic edge
connection and deletion. Top tree [3] is a useful data structure for maintaining information
in a dynamic forest. k-th ancestor of node u is the ancestor which is higher than u by k

edges. When k = 1, it is the parent of u.

I Lemma 6 ([3]). Top tree supports the following operations in Õ(1) time:
1. connect(u, v) : Add an edge connecting nodes u and v that belong to different trees.
2. delete(u, v) : Delete the edge connecting nodes u and v.
3. lca(u, v) : Return the least common ancestor of u and v.
4. ancestor(u, k) : Return the k-th ancestor of u.

ICALP 2020
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Splay tree

Splay tree [35] is a classical binary search tree maintaining a dynamic sequence. Each element
in the sequence has two attributes, its key and value. The elements in a dynamic sequence are
arranged in the increasing order of their keys. While keys specify the order of the elements,
values are the information related to our queries.

I Lemma 7. Let K be an ordered set, and let G = (S, +) be a semigroup. Splay tree
maintains n nodes each with its key and value, supporting the following operations:
1. Insert(k, v) : Insert a new node with key k ∈ K and value v ∈ S.
2. Delete(k) : Delete the elements with key k ∈ K.
3. Split(k) : Return two splay trees T1, T2. T1 contains all nodes whose keys are smaller

than k, and T2 contains all other nodes. The original splay tree is destroyed after the
operation.

4. Size() : Return the number of nodes in the splay tree.
5. Merge(T1, T2) : Merge two splay trees T1, T2 where all nodes in T1 have smaller keys

than those in T2.
6. Sum(k1, k2) : Suppose the values of nodes with keys k ∈ [k1, k2] are v1, v2, . . . , vt in the

order of increasing keys. Then it returns v1 + v2 + · · ·+ vt.

Suppose the + operation of semigroup G takes Õ(1) time. Then each operation here takes
Õ(1) time.

Specifically, it has the following two applications:
Let S be the set of integers, and let + be addition. We can answer the summation of a
continuous subsequence in Õ(1) time.
Let S be the set of nodes in a static tree, and let a + b be the least common ancestor of a

and b. We can answer the least common ancestor of a continuous subsequence in Õ(1)
time.

Proof. The original paper [35] for splay tree showed how to handle insert, delete, split, and
merge operations when nodes only have keys but no values.

Here at each node, in addition to its key, we also maintain its value and the summation
of all values in its subtree. (Here summation refers to the operation of the semigroup)
This summation can be calculated from the summation of its children by a + operation.
Whenever the children of a node in splay tree changes, we update its summation. Since for
each operation, we only change the children of O(log n) nodes. Update the summation for
them takes O(log n) many + operations only.

To evaluate Sum(k1, k2), we first split the splay tree into three trees T1, T2, T3 using two
splits. T1 contains all nodes with keys smaller than k1. T2 contains all elements with keys in
[k1, k2]. T3 contains all other elements. Then we return the summation maintained at the
root of T2, and merge them back.

For Size() query, we can let the value of each node be one and reduce it to the value
summation query.

For the applications, since LCA operation is associative, (S, +) is a semigroup. The LCA
of two nodes can be answered in Õ(1) time [2]. Thus each operation takes only Õ(1) time,
and we can answer the least common ancestor of a continuous subsequence by Sum(k1, k2).

Similarly, we can answer the summation of a continuous subsequence in Õ(1) time by
Sum(k1, k2). J
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3 Algorithm

In the naïve algorithm, checking whether a cluster c0 is consistent with signature S takes
O(n2) time. To speed it up, the first step is to find a characterization of consistency that
utilizes the tree structure. Here we start with the characterization from the previous Õ(kn1.5)
algorithm [16]. Then we develop it into an improved algorithm.

From this section, we will be using the following notations. T denotes the phylogenetic
tree corresponding to signature S, namely our consensus tree. LCAT (c0) is the least common
ancestor of all species in cluster c0 on consensus tree T , while LCAi(c0) is that on the input
phylogenetic tree Ti. subtree(v) denotes the set of all nodes (both inner nodes and leaves)
within the subtree of v.

3.1 Characterization of consistency
In this subsection, the proof of Lemma 8 and 9 are already known from [16], but for clarity,
we formally state and prove them here.

To utilize the tree structure, we will focus on consensus tree T instead of its signature S.
The cluster c0 is consistent with S if and only if for all nodes u ∈ T , L(u) is consistent with
c0. First, we begin with a lemma that says only those nodes within the subtree of LCAT (c0)
matters.

I Lemma 8 ([16]). For node u ∈ T outside the subtree of LCAT (c0), L(u) is always
consistent with c0.

Proof. For simplicity, we use lca to denote LCAT (c0) here. By the definition of lca, we know
c0 ⊆ L(lca). u 6∈ subtree(lca) implies that L(u) 6⊂ L(lca). Since signature S is consistent,
there are two possibilities, either L(lca) ⊂ L(u) or L(lca) ∩ L(u) = ∅.

L(lca) ⊂ L(u) : Then c0 ⊆ L(lca) ⊂ L(u).
L(lca) ∩ L(u) = ∅ : Then c0 ∩ L(u) ⊆ L(lca) ∩ L(u) = ∅.

In both cases, L(u) is consistent with c0. J

Then we focus on nodes within the subtree of LCAT (c0), more specifically, the children
of LCAT (c0). Following is the characterization.

I Lemma 9 ([16]). Cluster c0 is consistent with the signature S of T if and only if every
child w of LCAT (c0) satisfies one of the following:

L(w) ⊂ c0
L(w) ∩ c0 = ∅

Equivalently, S ∪ {c0} is consistent if and only if∑
child w of LCAT (c0)

L(w)⊂c0

|L(w)| = |c0|

Proof. For simplicity, we use lca to denote LCAT (c0) here. By Lemma 8, we only have to
consider every node u within the subtree of lca. If c0 = L(lca), c0 is consistent with S (since
S ∪ {c0} = S), and all children w satisfies L(w) ⊂ c0. Now we assume c0 6= L(lca) which
implies c0 ⊂ L(lca).

We first prove that this condition is sufficient. For inner node u within the subtree of lca,
if u = lca, we know c0 ⊂ L(u) which means they are consistent. Otherwise, u must belong
to the subtree of a child of lca. Let us call this child w0.

ICALP 2020



105:8 Near-Optimal Algorithm for Constructing Greedy Consensus Tree

By the condition of this lemma, either L(w0) ∩ c0 = ∅ or L(w0) ⊂ c0. If L(w0) ∩ c0 = ∅,
since L(u) ⊆ L(w0), we know L(u) ∩ c0 = ∅. Otherwise L(u) ⊆ L(w0) ⊂ c0. In either case,
L(u) is consistent with c0.

Then we prove the necessity. For every child w of lca, since L(w) has to be consistent
with c0, either one of two conditions in this lemma holds, or c0 ⊂ L(w). If c0 ⊂ L(w), then w

is either lca or a proper ancestor of lca, which contradicts the fact that w is a child of lca. J

3.2 Our Algorithm
Algorithm

We begin with a corollary of the characterization to replace LCAT (c0).

I Corollary 10. c0 is consistent with the signature S of T if and only if, there exists a node
u0 ∈ T , such that c0 ⊆ L(u0), and every child w of u0 satisfies one of the following:

L(w) ⊆ c0
L(w) ∩ c0 = ∅

Equivalently, S ∪ {c0} is consistent if and only if ∃u0 ∈ T such that∑
child w of u0

L(w)⊆c0

|L(w)| = |c0|

Proof. For necessity, let u0 = LCAT (c).
For sufficiency, if u0 = LCAT (c0), it follows from Lemma 9. If u0 6= LCAT (c0), since

c0 ⊆ L(u0), there must be a child w0 of u0 such that c0 ⊆ L(w0). Otherwise, LCAT (c0)
should have been u0. On the other hand, because L(w0) ∩ c0 6= ∅, L(w0) ⊆ c0. Thus
c0 = L(w0). Namely, if u0 6= LCAT (c0), it must be the parent of w0 = LCAT (c0), and
c0 = L(w0). c0 is then consistent with S since L(w0) ∈ S. J

We have the following lemma to help us find such u0.

I Lemma 11. Suppose x is an arbitrary leaf of T such that x ∈ c0. Let u0 be the lowest
ancestor of x that L(u0) * c0. c0 is consistent with the signature S of T if and only if u0
satisfies the conditions in Corollary 10.

Besides, let p be the path from the root to u0. If c0 is consistent with signature S, for
each proper ancestors u of u0, L(u) * c0, and for each proper descendant u of u0 on path p,
L(u) ⊆ c0.

Proof. If c0 is consistent with S, by Corollary 10, there is a node u0 ∈ T satisfying the
conditions. Then by c0 ⊆ L(u0), we know x is in the subtree of u0. In other words, u0 is on
path p.

For each proper ancestor u of u0, c0 ⊆ L(u0) ⊂ L(u). Thus L(u) * c0. Suppose the child
of u0 on path p is w0. Since leaf x ∈ c0 ∩ L(w0), we know L(w0) ⊆ c0 from the conditions in
Corollary 10. For all proper descendants u of u0 on path p, L(u) ⊆ L(w0) ⊆ c0. Thus u0 is
the lowest ancestor of x that L(u0) * c0. J

By Lemma 11, we can perform a binary search on path p to find the lowest ancestor u0
of x that L(u0) * c0. We will show how to check whether L(u) * c0 for an arbitrary node
u ∈ T efficiently in Section 4.

Finally, we discuss how T should change when we add c0.
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I Lemma 12. Suppose S is consistent with c0 and c0 6∈ S. When adding c0 to S and adding
the new node (corresponding to c0) to T , the u0 in Lemma 11 should be the parent of the new
node on T . The children of the new node should be all children w of u0 such that L(w) ⊂ c0.

Proof. Since the leaf x ∈ c0 (in Lemma 11), all inner nodes u with c0 ⊂ L(u) are on path p,
the path from the root to x. Thus by Lemma 11, L(u0) is the smallest set in S that contains
c0. Then the first claim follows from Observation 2. For those children w of u0 such that
L(w) ⊂ c0, c0 becomes the smaller set containing them. Thus they must change their parent.
For other nodes u, such that L(u) ⊂ c0, by the conditions of Corollary 10, u must be within
the subtree of a child of u0. Then that child is a smaller set containing it. Thus their parents
stay unchanged. J

Algorithm 2 Our algorithm to check consistency and update T .

1: Pick an arbitrary species in c0, and x← the corresponding leaf of T
2: Binary search the path from root to x.
3: u0 ← the lowest node u on the path that L(u) * c0

4: sum←
∑

child w of u0,L(w)⊆c0

|L(w)|

5: if sum = |c0| then
6: c0 is consistent with S, and we add it to consensus.
7: We add a new node w′ (corresponding to c0) to T
8: for child w of u0 do
9: if L(w) ⊂ c0 then
10: Move w to be a child of w′

11: Let w′ be a child of u0

Details of our algorithm are presented in Algorithm 2.

I Lemma 13. sum = |c0| at Line 5, Algorithm 2 if and only if c0 is consistent with S.

Proof. If c0 is consistent with S, by Lemma 11 we must find such a node u0. On the other
hand, if c0 is not consistent with S, by Corollary 10, there is no such u0. 1 J

To test whether L(u) ⊆ c0 at Line 3, we need the following lemma. Recall LCAi(c) is
the least common ancestor on tree Ti for cluster c.

I Lemma 14. Suppose c0 = L(v) where v is a node in Ti. For a node u in T , L(u) ⊆ c0 if
and only if LCAi(L(u)) is in the subtree of v.

Proof. If L(u) ⊆ c0 = L(v), every leaf in L(u) is a descendant of v. So LCATi
(L(u)) is in

the subtree of v. (note when c0 = L(u), it is still true since LCAi(L(u)) = v)
Conversely, if LCAi(L(u)) is a descendant of v, since leaves in L(u) are in the subtree of

LCAi(L(u)) on Ti, they are also in the subtree of L(v). Thus L(u) ⊆ L(v) = c0. J

Thus the subset queries at Line 11 of Algorithm 2 are turned into LCA queries on
phylogenetic tree Ti. Also for the summation query at Line 4, L(w) ⊆ c0 if and only if
LCAi(L(w)) is in the subtree of v.

Since Ti is a fixed static tree, finding LCAi(L(w)) is tractable in polylogarithmic time.
Details are presented in the next section.

1 Note if c0 is not consistent with S, u0 may not equal to LCAT (c). In this case, we have to refer back
to Corollary 10 instead of Lemma 9.

ICALP 2020
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4 Efficiency

In this section, we will show that our algorithm can be implemented efficiently. There are
two kinds of queries in Algorithm 2:
1. lca(u, i): Given u ∈ T , return LCAi(L(u)) on tree Ti. (At Line 3, to see whether

L(u) ⊆ c0, by Lemma 14, we need to find out LCAi(L(u)))
2. sum(u, v, i): Given u ∈ T and v ∈ Ti, evaluate the summation∑

child w of u
LCAi(L(w)) ∈ subtree(v) on Ti

|L(w)|

(By Lemma 14, it equals the summation sum at Line 4)

After checking consistency, in Line 7 ∼ 11, Algorithm 2, the consensus tree is dynamically
updated. The following update operation is needed:
1. add(u, v, i): Given u ∈ T and v ∈ Ti, add a new node w′ to be a child of u. For all

children w of u such that LCAi(L(w)) is in the subtree of v, move them to be the children
of the new node w′.

4.1 Data Structures

Recall E(T ) is the Euler tour of T where we only keep the first occurrence of each node. For
node v ∈ Ti, the subtree of L(v) corresponds to a continuous interval [lTi(v), rTi(v)] in E(Ti).
Let li(v) and ri(v) be the shorthands for lTi

(v) and rTi
(v).

The data structures we use have three components:
1. For each phylogenetic tree Ti, we maintain a top tree T ′i . Thus by Lemma 6, we can

answer the least common ancestor of two nodes in Õ(1) time.
2. For the consensus tree T , we maintain its structure with a top tree T ′. By Lemma 6,

we can answer k-th ancestor query in Õ(1) time. This is for the binary search at Line 3,
Algorithm 2.

3. For each node u ∈ T , we use k splay trees S1, . . . , Sk to maintain all its children w. The
key of child w in the i-th tree is li(LCAi(L(w))), the position of LCAi(L(w)) in E(Ti).
We maintain the following two values for each child w:
|L(w)| : The corresponding operation is integer additions.
LCAi(L(w)) : The corresponding operation is the least common ancestor of two nodes
on Ti.

Thus the splay trees support the following two kinds of queries:
Sum_Size(k1, k2) : return the summation of the first value of each w whose key is in
range [k1, k2].
Sum_LCA(k1, k2) : return the LCA of the second value of each w whose key is in
range [k1, k2].

Here the splay trees can be replaced with any balanced search trees with merge and split
operations.

For each node u ∈ T , we compute LCAi(L(u)) for all i once we add u to our consensus
tree and store these k numbers at node u. Namely, we compute them during the updates,
not the queries.
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4.2 Handle Update
Recall add(u, v, i) requires us to do the following:

add a new node w′ to be a child of u on the consensus tree T
move some children of u to be children of w′

Let the set of all children of u be C and those children need to move be W . par(u)
denotes the parent of u.

Here we use the following idea from [16]:
If |W | ≤ |C|/2, we add a new node w′ to be a child of u. Then we move nodes in W to
be the children of w′ one by one.
If |W | > |C|/2, instead of moving nodes in W , we move nodes in C\W . We disconnect u

from par(u) and connect w′ with par(u). Namely, replace u with w′. Then we make u a
child of w′. For all children of u in C\W , we move them to be the children of w′.

In this way, we need to move at most min{|W |, |C|−|W |} nodes. The details are presented
in Algorithm 3.

Algorithm 3 Handle update add(u, v, i).

1: C ← the set of all children of u

2: W ← {w ∈ C|LCAi(L(w)) ∈ subtree(v) on Ti}
3: if |W | ≤ |C|/2 then
4: Add a new node w′ to be a child of u on Top tree T ′
5: for w ∈W do
6: Cut the edge between w and u on T ′ and connect w with w′

7: Remove w from the splay trees at u. Insert w into splay trees at w′

8: for i ∈ k do
9: Compute LCAi(L(w′))← Sum_LCA(1, n) by query the splay tree Si at node w′

10: else
11: Add a new node w′ to replace u, and make u a child of w′ on Top tree T ′
12: for w ∈ C −W do
13: Cut the edge between w and u on T ′ and connect w with w′

14: Remove w from the splay trees at u. Insert w into splay trees at w′

15: for i ∈ k do
16: LCAi(L(w)) gets the answer we stored at node u before
17: Compute LCAi(L(u))← Sum_LCA(1, n) by query the splay tree Si at node u

I Lemma 15. Each node is moved at most O(log n) times.

Proof. No matter we move children in W or C\W , the set C is eventually divided into two
sets C\W and W after the procedure. Since we always move the nodes in the smaller set,
each time we move a node, the size of the set containing it is at least halved. Or equivalently,
the number of its siblings is at least halved. Since initially the root has n children, every
node is in a set of size n. Each node can be moved at most O(log n) times. J

I Lemma 16. All updates add(u, v, i) take Õ(kn) time in total.

Proof. See Algorithm 3.
At Line 2, we need to implicitly find out the set W and get its size. By Observation 5,

the subtree of v forms a continuous interval in E(Ti). Then the size of W is just the number
of nodes with keys within [li(v), ri(v)] in splay tree Si. We can split this part out from Si

into a splay tree S′. The size of S′ is just the size of W .

ICALP 2020
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Then at Line 6, 7, 13, 14, each time we move a node, by Lemma 6 and Lemma 7, it takes
Õ(k) time. (The bottleneck is to delete and insert nodes at all k splay trees) By Lemma 15,
each node is moved at most O(log n) times. Since the consensus tree has at most n nodes in
the end, in total this part takes Õ(kn) time.

At Line 9, and 17, we need to query k splay trees for each node inserted to the consensus
tree. By Lemma 7, this takes Õ(k) time for each node inserted. Thus in total, we need Õ(kn)
time. J

4.3 Handle Queries
I Lemma 17. The queries lca(u, i) and sum(u, v, i) can be answered in Õ(1) time.

Proof. For query lca(u, i), we return the LCAi(L(w)) we computed at Line 17, Algorithm 3
when adding u.

For sum(u, v, i), by Observation 5, all children w that LCAi(L(w)) ∈ subtree(v) on Ti

are in a continuous interval of E(Ti), namely [li(v), ri(v)]. To answer sum(u, v, i), we perform
Sum(li(v), ri(v)) on splay tree Si for the second value, namely |L(w)|, and we return the
summation to be the answer. J

4.4 Time complexity
I Theorem 18. Greedy consensus tree of k phylogenetic trees for n species can be constructed
in Õ(kn) time.

Proof. Recall the construction of greedy consensus tree contains two phases:
1. Count the frequency f(c) of clusters and sort them. (Line 1 ∼ 3 of Algorithm 1)
2. Repeatedly run the greedy procedure. (Line 4 ∼ 7 of Algorithm 1)

By Lemma 4, we can get the identifier of each cluster and handle the first phase in Õ(kn)
time.

To handle the second phase, we run our Algorithm 2.
For the binary search at Line 3, by Lemma 6, we can randomly access the path by
k-th ancestor query in Õ(1) time. By Lemma 14 and Lemma 17, we can check whether
L(u) ⊆ c0 in Õ(1) time.
For the summation at Line 4, by Lemma 17, can also be evaluated in Õ(1) time.

Thus for each of the kn clusters, checking consistency takes Õ(1) time. Then it takes
Õ(kn) time in total.

For Line 7 ∼ 11 of Algorithm 2, we run Algorithm 3. By Lemma 3, this part takes Õ(kn)
time in total.

Thus our algorithm takes Õ(kn) time. J
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