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Abstract
We consider the Requirement Cut problem, where given an undirected graph G = (V, E) equipped
with non-negative edge weights c : E → R+, and g groups of vertices X1, . . . , Xg ⊆ V each equipped
with a requirement ri, the goal is to find a collection of edges F ⊆ E, with total minimum weight,
such that once F is removed from G in the resulting graph every Xi is broken into at least ri

connected components. Requirement Cut captures multiple classic cut problems in graphs,
e.g., Multicut, Multiway Cut, Min k-Cut, Steiner k-Cut, Steiner Multicut, and Multi-
Multiway Cut. Nagarajan and Ravi [Algoritmica‘10] presented an approximation of O(log n log R)
for the problem, which was subsequently improved to O(log g log k) by Gupta, Nagarajan and
Ravi [Operations Research Letters‘10] (here R =

∑g

i=1 ri and k = | ∪g
i=1 Xi|). We present an

approximation of O(X log R
√

log k log log k) for Requirement Cut (here X = maxi=1,...,g{|Xi|}).
Our approximation in general is incomparable to the above mentioned previous results, however
when all groups are not too large, i.e., X = o

(
(
√

log k log g)/(log R log log k)
)
, it is better. Our

algorithm is based on a new configuration linear programming relaxation for the problem, which is
accompanied by a remarkably simple randomized rounding procedure.
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1 Introduction

We consider the Requirement Cut problem (RC), where we are given an undirected graph
G = (V,E) equipped with non-negative edge weights c : E → R+ and g groups of vertices
X1, . . . , Xg ⊆ V . Every group Xi is associated with a requirement ri, where 2 ≤ ri ≤ |Xi|.
The goal is to find a collection of edges F ⊆ E, with total minimum weight, such that once
F is removed from G in the resulting graph GF = (V,E\F ) every Xi is broken into at least
ri connected components. To simplify presentation we use the notation Cut(G,Xi) to denote
the number of connected components of G that contain at least one vertex of X. The above
requirement implies that Cut(GF , Xi) ≥ ri, ∀i = 1, . . . , g.

Requirement Cut captures multiple classic cut problems in graphs, e.g., Multicut
[11, 15], Multiway Cut [4, 5, 6, 9, 13, 22], Min k-Cut [19, 20, 21], Steiner k-Cut
[8], Steiner Multicut [14], and Multi-Multiway Cut [3]. To simplify presentation of
known results for (RC), we denote by R the sum of requirements, i.e., R =

∑g
i=1 ri, by X

the largest group, i.e., X = maxi=1,...,g{|Xi|}, and by k the number of vertices in groups,
i.e., k = | ∪gi=1 Xi|. Nagarajan and Ravi [18] were the first to consider (RC), presenting
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53:2 Approximating Requirement Cut via a Configuration LP

approximations of O(logn logR) and O(logR) for general graphs and trees, respectively.1
They also proved that there is a hardness of approximation of Ω(log g) when the graph is a
tree. Subsequently, Gupta et al. [12] presented improved approximations of O(log k log g) and
O(log g) for general graphs and trees, respectively. Thus, providing a tight approximation
when the graph is a tree. In both these works, the main approach to solving (RC) in general
graphs is first to formulate a linear programming relaxation which finds a suitable spreading
metric over the vertices of V , then transform the metric into a tree metric, and finally round
the solution on the tree. In [18], an additional greedy combinatorial approach is presented.
In this approach the algorithm repeatedly finds cuts that (approximately) minimize the ratio
between their cost and the number of groups they separate. This algorithm also yields an
approximation of O(logn logR) for (RC).

1.1 Our Result
The following theorem summarizes our main result for the (RC) problem.

I Theorem 1. There is a randomized polynomial time algorithm for Requirement Cut
that achieves an approximation of O

(
X logR

√
log k log log k

)
.

We note that our approximation is incomparable to the current state of the art [12]. However,
when all groups are not too large, i.e., X = o

(
(
√

log k log g)/(logR log log k)
)
, our approxim-

ation is better. Our algorithm in fact provides an approximation guarantee of O (DX logR),
where D is the distortion of embedding a metric of negative type into `1 (refer to Section 2
for an exact definition). The guarantee of Theorem 1 follows by employing the embedding of
Arora et al. [2].

1.2 Our Techniques
Our approach for obtaining the result is based on three ingredients, on which we currently
elaborate.

The first is a new configuration linear programming relaxation of exponential size, in
which each cut S is associated with a variable λS . In this relaxation the goal is to assign
a fractional value λS to each cut S while satisfying two requirements: (1) for each group
Xi the total fractional value of cuts that separate it is high enough, i.e., Xi is broken into
enough pieces; and (2) for each vertex u the total fractional value of cuts containing u is at
most one, i.e., the connected components in the output are disjoint. This configuration LP
differs from the relaxation used in [12, 18], which imposes a metric over the vertices of the
graph while ensuring that for every Xi the total length of every tree spanning Xi is high
enough.

The second ingredient is a remarkably simple randomized rounding procedure of the
configuration LP. When considering classic randomized rounding applied to our setting, each
cut S, independently of other cuts, chooses all edges that cross it with a probability of λS .
This straightforward use of randomized rounding is problematic, as it might separate a group
into very few pieces, even though the total fraction of cuts that separate the group is quite
high. To intuitively exemplify this, it is enough to note that choosing ` cuts that separate
some group Xi might result in breaking Xi into only O(log `) pieces due to non-trivial

1 In [18], in contrast to what is cited above, the claimed approximation does not depend on R but rather
on the maximum requirement multiplied by g. However, the algorithms of [18] provide the above claimed
approximation guarantee.



R. Schwartz and Y. Sharoni 53:3

overlaps between the cuts. To overcome this difficulty, we note that cuts S with a high
fractional value λS are disjoint. Hence, for these cuts the above difficulty does not occur.
Unfortunately, cuts S with a high fractional value λS might be few and we are not guaranteed
that choosing all of them breaks each Xi into enough pieces. To remedy this, we introduce a
remarkably simple analysis for the classic randomized rounding procedure that assumes all
cuts S have a small fractional value λS . In our analysis we show that for each cut S, if all
other cuts have a small fractional value, then with a high enough probability S is able to
break at least one additional piece from Xi on its own. This enables us to lower bound the
number of pieces each Xi is broken into.

The third and last ingredient relates to solving the configuration LP. Since the configura-
tion LP has an exponential number of variables, we need to present an (approximate) dual
separation oracle for it. It turns out that the dual separation oracle for the configuration
LP is a node weighted variant of Sparsest Cut with general demands where demands are
given over groups, as opposed to pairs. Our approximation algorithm for the dual separation
oracle, similarly to classic algorithms for Sparsest Cut, finds a suitable metric of negative
type, embeds it into `1, and chooses the best cut S among all cuts in the decomposition
of the `1 metric into a non-negative combination of cut metrics. The only caveat in this
approach is that, unlike Sparsest Cut, our problem is not symmetric, i.e., S and S have
different objective value. To overcome this, we break symmetry and introduce an artificial
point to the metric space, while ensuring that all cuts in the decomposition of the `1 metric
do not contain this artificial point.

We note that our dual separation oracle captures the Steiner Ratio problem (SR)
[14], used in the greedy step of the combinatorial approach of [18] for (RC). Thus, it can
be proved that our approximation guarantee of O(X

√
log k log log k) for the dual separation

oracle (Theorem 8) also extends to (SR). Incorporating this into the analysis of [18] yields
an overall approximation of O

(
X logR

√
log k log log k

)
, matching the result of Theorem 1

in yet another way.

1.3 Related Work
The literature on approximating cut problems and metric embedding is vast, we mention
here only some of the most relevant work. Let us start by surveying problems captured
by (RC). Multicut, a special case of (RC) where each group Xi is of size two and its
requirement ri also equals two, admits an approximation of O(logC log2 k) (where C is the
total weight of edges in the graph) [15] and O(log k) [11]. Multiway Cut, another special
case of (RC) where there is a single group X of size k and its requirement also equals k,
exhibits a long sequence of works [4, 5, 6, 9, 13, 22] which culminates in an approximation
of 1.2965 [22]. Min k-Cut, a special case of (RC) where there is a single group X that
spans all of V and its requirement equals k, admits a simple combinatorial approximation of
2(1− 1/k) [19, 20, 21]. Steiner k-Cut is similar to Min k-Cut, with the difference that
X does not necessarily equal all of V , also admits a similar approximation of 2(1− 1/k) [8].
Steiner Multicut is similar to Multicut, with the difference that each group Xi might
be larger than two, though its requirement ri still remains two. This problem admits an
approximation of O(log3 (gX)) [14], which was subsequently improved to O(log g logn) [18]
and to O(log g log k) [12]. Multi-Multiway Cut is similar to Multiway Cut, with the
difference that there are multiple groups (though the requirement of each group equals its
size). This problem admits an approximation of O(log g) [3].

Metric embedding also play a central role in our work, specifically embedding metrics
of negative type into `1. Chawla et al. [7] presented an embedding with a distortion of
O(log3/4 n), which was later improved to O(

√
logn log logn) by Arora et al. [1, 2]. The above

APPROX/RANDOM 2020



53:4 Approximating Requirement Cut via a Configuration LP

works are based on the seminal result of Arora et al. for Sparsest Cut, which obtained
an approximation of O(

√
logn), improving upon the O(logn) guarantee of Leighton and

Rao [16].

Paper Organization

Section 2 contains needed preliminaries regarding metric spaces. Section 3 presents our new
configuration LP for (RC). The rounding algorithm appears in Section 4, and Section 5 is
dedicated to approximately solving the configuration LP. All missing proofs appear in the
appendix.

2 Preliminaries

A metric space (V, d) embeds into `1 with distortion D if there exists an embedding f

satisfying: d(a, b) ≤ ||f(a)− f(b)||1 ≤ D · d(a, b), ∀a, b ∈ V . Moreover, a metric space (V, d)
is of negative-type if (V,

√
d) is isometric to a subset of Euclidean space. Arora et al. [1, 2]

proved that D = O(
√

logn log logn) for metrics of negative type, when |V | = n. We can
exploit a slightly improved guarantee (see Corollary 5.1 in [2]), which we rephrase here for
simplicity of presentation.2

I Theorem 2 (Corollary 5.1 in [2]). Given a metric space (V, d) of negative type and U ⊆ V
of size k, there exists an embedding f into `1 that satisfies: (1) ||f(a)− f(b)||1 ≤ D · d(a, b),
∀a, b ∈ V ; and (2) ||f(a)− f(b)||1 ≥ d(a, b), ∀a, b ∈ U . In the above D = O(

√
log k log log k).

Furthermore, f can be computed in polynomial time.

We note that in the above theorem, expansion is upper bounded for all pairs of points
in the metric space, whereas contraction is lower bounded only for pairs of points in the
given subset. This enables the improvement in the value of D from O(

√
logn log logn) to

O(
√

log k log log k).

3 Configuration LP

We consider the following new linear relaxation for the (RC) problem. In this relaxation each
possible cut S ⊆ V is associated with a variable λS . We denote by δG(S) the total weight of
edges crossing the cut S defines in the graph G, and let C (T ) = {S : 0 < |S ∩ T | < |T |} be
the collection of cuts S that separate T , i.e., S contains at least one vertex of T but does not
contain T as a whole.

(LP) min
∑
S∈V

1
2δG (S) · λS

s.t.
∑

S∈C(Xi)

λS ≥ ri ∀i = 1, ...g (1)

∑
S:u∈S

λS ≤ 1 ∀u ∈ V (2)

λS ≥ 0 ∀S ⊆ V

In the above relaxation, Constraint (1) ensures that Xi is broken into at least ri pieces, and
Constraint (2) ensures that each vertex belongs to at most a single cut.

2 The cited theorem of [2] is originally given for `2 and not `1. However, standard arguments imply it
also applies to `1, see, e.g., [2], for further details.
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For our rounding algorithm to work we actually need to iteratively resolve (LP) for
subgraphs of G. To this end, let us formally define the relaxation when considering GF =
(V,E \F ), for some F ⊆ E, which we denote by (LPF ). Moreover, we denote by Yi,1, . . . , Yi,`i

the `i pieces Xi is broken into in GF . Formally, if GF is broken into ` connected components
C1, . . . , C`, which form a partition of V , then every Yi,j is obtained by Xi∩Cj and discarding
the result if Xi and Cj are disjoint (hence `i ≤ `). Additionally, let us denote by r′i the
residual requirement of Xi in GF , i.e., r′i = max{0, ri − `i} (we can assume that groups Xi

for which the residual requirement reached zero are removed from the instance).

(LPF ) min
∑
S∈V

1
2δGF

(S) · λS

s.t.
`i∑
j=1

∑
S∈C(Yi,j)

λS ≥ r′i ∀i = 1, ...g (3)

∑
S:u∈S

λS ≤ 1 ∀u ∈ V (4)

λS ≥ 0 ∀S ⊆ V

Similarly to (LP), Constraint (3) ensures thatXi is broken to at least r′i pieces, and Constraint
(4) ensures that each vertex belongs to at most a single cut.

The following lemma proves that (LPF ), for every F ⊆ E, is a relaxation when considering
GF . We denote by OPTLPF

the value of an optimal solution to (LPF ) and by OPT the
value of an optimal solution to the original instance.

I Lemma 3. OPTLPF
≤ OPT, for every F ⊆ E.

Proof. Let F ∗ be an optimal solution to the problem with respect to the original instance, and
denote by F̃ = F ∗ \F the edges of F ∗ still remaining in GF . Thus, GF̃∪F = (V,E \ (F̃ ∪F ))
denotes the graph resulting in the removal of F ∗ from GF . Let S∗1 , ..., S∗` be the connected
components in GF̃∪F . Define the following solution to (LPF ): λS∗

i
= 1 for every i = 1, ..., `

(and λS = 0 for all other cuts S). We notice that S∗1 , ..., S∗` are disjoint cuts, hence Constraint
(4) is satisfied for every u ∈ V . Since F ∗ is a feasible solution with respect to the original
instance, i.e., Xi is broken to at least ri pieces in GF∗ (or equivalently Cut(GF∗ , Xi) ≥ ri),
we can conclude that removing F̃ from GF breaks Xi to at least the same number of pieces.
Thus, since Xi is already broken into `i pieces in GF : Yi,1, . . . , Yi,`i

, we can conclude that∑`i

j=1 Cut(GF̃∪F , Yi,j) ≥ r′i. Therefore, Constraint (3) is also satisfied and the defined
solution is feasible for (LPF ). Since δGF

(S) ≤ δG(S), for every S ⊆ V , we can conclude that
the value of the solution is at most OPT. This finishes the proof. J

A main challenge is solving (LPF ) since it has an exponential number of variables. The
following theorem summarizes our guarantee for solving (LPF ), and Section 5 is dedicated
to its proof. The solution found is bicriteria as it violates the constraints and incurs some
loss in the objective.

I Theorem 4. For every F ⊆ E, there exists an efficient algorithm that finds a bicriteria
solution {λS}S⊆V ⊆ R+ to (LPF ) satisfying:
1.
∑
S:u∈S λS ≤ α, ∀u ∈ V .

2.
∑`i

j=1
∑
S∈C(Yi,j) λS ≥ β · r′i, ∀i = 1, . . . , g.

3.
∑
S⊆V

1
2δGF

(S)λS ≤ γ ·OPT.
In the above α = γ = O(XD) (where D is as in Theorem 2 when considering U = ∪gi=1Xi ⊆
V ) and β = 1.

APPROX/RANDOM 2020
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4 Rounding the Configuration LP

In this section we present our rounding algorithm and prove the main result, Theorem 1,
given Theorem 4. Our rounding algorithm progresses in iterations, similar in spirit to the
classic randomized rounding for the Set Cover problem (a similar method was employed
in the context of (RC) by [18]). However, unlike the latter rounding method, we require a
different handling of cuts S with a large λS fraction and cuts S with a small λS fraction.

We start by focusing on the algorithm for a single iteration, which given GF , for some
F ⊆ E, outputs a random collection L ⊆ E \ F of edges such that: (1) if L is removed from
GF then the number of pieces every Xi is broken into increases additively in expectation, up
to some scaling, by Xi’s residual requirement r′i; and (2) the expected cost of edges in L is
not too large. We denote by {λ̃S}S⊆V the solution {λS}S⊆V scaled by a factor of 1/α, where
α is as in guarantee (1) of Theorem 4, i.e., λ̃S = λS/α. The single iteration algorithm removes
all edges crossing a collection of cuts chosen according to two different criterions to ensure
that the number of pieces Xi is broken into increases as required. The first criterion consists
of all cuts whose λ̃S value is sufficiently large. The second criterion consists of executing
randomized rounding on all cuts whose λ̃S is sufficiently small. Algorithm 1 summarizes
the single iteration rounding procedure (in the algorithm’s description we denote by ΓG(S)
the collection of edges in the graph G crossing the cut S), and Lemma 5 summarizes the
guarantee of Algorithm 1.

Algorithm 1 Single Iteration.

Input: GF = (V,E\F ) , {λ̃S}S⊆V
Output: L ⊆ E\F

1 F1 ← {e ∈ E \ F : ∃S, λ̃S ≥ 2/3 ∧ e ∈ ΓGF
(S)}

2 let {IS}S⊆V :λ̃S<2/3 be independent random indicators where Pr[IS = 1] = λ̃S

3 F2 ← {e ∈ E \ F : ∃S s.t. λ̃S < 2/3 ∧ IS = 1 ∧ e ∈ ΓGF
(S)}

4 L← F1 ∪ F2
5 output L

I Lemma 5. For every F ⊆ E and {λS}S⊆V guaranteed in Theorem 4, executing Algorithm
1 on GF with {λ̃S}S⊆V results in L ⊆ E \ F satisfying:
1. E [Cut(GF∪L, Xi)] ≥ Cut(GF , Xi) + Ω (β/α) · r′i, ∀i = 1, ...g.
2. E

[∑
e∈L ce

]
≤ O (γ/α) ·OPT.

Proof. Let us start with requirement (1) above. Note that for every vertex u ∈ V , since
{λS}S⊆V satisfies guarantee (1) of Theorem 4, we can conclude that:

∑
S:u∈S λ̃S ≤ 1. Thus,

we can conclude that all cuts S whose λ̃S is large, i.e., λ̃S ≥ 2/3, are disjoint. Therefore,
removing F1 from GF additively increases the number of pieces every Xi is broken into by:

`i∑
j=1

∣∣{S : S ∈ C(Yi,j) ∧ λ̃s ≥ 2/3
}∣∣ ≥ `i∑

j=1

∑
S:S∈C(Yi,j)∧λ̃S≥2/3

λ̃S ,

where the above inequality follows from the fact that λ̃S ≤ 1,∀S ⊆ V .
Let us now consider cuts S ⊆ V whose λ̃S is small, i.e., λ̃S < 2/3. We analyze the expected

additive increase in the number of pieces Xi is broken into when removing F2 from GF . A
cut S satisfying: λ̃S < 2/3 and S ∈ C(Yi,j), increases the number of pieces Yi,j is broken into
by one if there exists a vertex u ∈ Yi,j ∩ S such that S is the only cut having IS = 1, among
all cuts T with λ̃T < 2/3 containing u. Let us denote this event by AYi,j ,S,u. Thus,

Pr
[
AYi,j ,S,u

]
= λ̃S ·

∏
T :λ̃T<2/3∧u∈T

(
1− λ̃T

)
.
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We note that since
∑
T :u∈T λ̃T ≤ 1 (as previously mentioned in the proof), and the fact that we

consider only cuts T satisfying λ̃T < 2/3, the following holds:
∏
T :λ̃T<2/3∧u∈T (1− λ̃T ) = Ω(1).

Hence, Pr[AYi,j ,S,u] ≥ Ω(λ̃S). Therefore, removing F2 from GF additively increases the
expected number of pieces every Xi is broken into by at least:

`i∑
j=1

∑
S:S∈C(Yi,j)∧λ̃S<2/3

Pr
[
∃u ∈ Yi,j ∩ S s.t. AYi,j ,S,u

]
≥

`i∑
j=1

∑
S:S∈C(Yi,j)∧λ̃S<2/3

Ω(λ̃S).

The above inequality follows since for every Yi,j and every S ∈ C(Yi,j), satisfying λ̃S < 2/3,
one can choose an arbitrary vertex u ∈ Yi,j ∩S and apply the lower bound on the probability
of the event AYi,j ,S,u.

Recall that {λS}S⊆V satisfies guarantee (2) of Theorem 4, therefore we can conclude that
∀i = 1, . . . , g:

`i∑
j=1

∑
S:S∈C(Yi,j)∧λ̃S<2/3

λ̃S ≥
β

2αr
′
i or

`i∑
j=1

∑
S:S∈C(Yi,j)∧λ̃S≥2/3

λ̃S ≥
β

2αr
′
i.

Thus, removing all edges in F1 ∪ F2 from GF additively increases the number of pieces
every Xi is broken into, in expectation, by at least Ω (β/α) r′i. This concludes the proof of
requirement (1).

Let us focus on requirement (2). It is easy to note that the definition of F1 implies
that

∑
e∈F1

ce ≤ 3/2
∑
S:λ̃S≥2/3 δGF

(S)λ̃S . Additionally, it is easy to note from the definition
of F2 that E[

∑
e∈F2

ce] ≤
∑
S:λ̃S<2/3 δGF

(S)λ̃S . Summing the former and the latter and
recalling that λ̃S = λS/α ∀S ⊆ V , along with the fact that {λS}S⊆V satisfies guarantee (3)
of Theorem 4, we can conclude that: E[

∑
e∈L ce] ≤ O(γ/α)OPT. This concludes the proof of

requirement (2). J

We are now ready to describe our rounding algorithm, which is depicted in Algorithm
2. The algorithm is straightforward, as it iteratively applies the single iteration algorithm,
Algorithm 1, as long as there is a group Xi that is not broken to its required ri number of
pieces. We note that unlike previous algorithms for the (RC) problem, e.g., [18], we need
to resolve (LPF ) in each iteration as it is not clear whether the original fractional solution
remains feasible for GF .

Algorithm 2 Rounding.

Input: G (V,E) , {Xi}gi=1 , {ri}
g
i=1 , c : E → R+

Output: F ⊆ E
1 F ← ∅
2 while ∃i = 1, . . . , g s.t. Xi is not broken into at least ri pieces in GF do
3 solve (LPF ) to obtain {λS}S⊆V using Theorem 4
4 λ̃S ← λS/α, ∀S ⊆ V
5 execute Algorithm 1 with GF and {λ̃S}S⊆V to obtain L
6 F ← F ∪ L
7 output F

The following lemma bounds the number of iterations Algorithm 2 performs, and its
proof follows similar lines to the proof of [18]. We present it here for completeness.

APPROX/RANDOM 2020
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I Lemma 6. With a probability of at least 1/2 Algorithm 2 performs at most O(α/β · logR)
iterations.

Proof. Let Rsi be the random variable that equals the residual requirement of Xi at the
beginning of iteration s of Algorithm 2, and let Rs =

∑g
i=1R

s
i be the random variable that

equals the total residual requirement at the beginning of iteration s. Requirement (1) of
Lemma 5 implies that there exists an absolute constant c such that for every iteration s:
E[Rsi |Rs−1

i ] ≤ (1− c · β/α)Rs−1
i , where (1− c · β/α) < 1. From linearity of expectation we get

that for every iteration s: E[Rs] ≤ (1 − c · β/α)sR. Recall that R denotes the total initial
requirement, i.e., R = R0 =

∑g
i=1 ri. Thus, if we choose s∗ = log (4R)/ log ((1− c · β/α)−1)

then E[Rs∗ ] ≤ 1/4. Using Markov’s Inequality we get that Pr[Rs∗ < 1/2] ≥ 1/2. However,
since Rs∗ is integral we can conclude that with a probability of at least 1/2 Algorithm 2
terminates after s∗ iterations because all requirements are satisfied, i.e., Rs∗ reached a value
of 0. Noting that s∗ = O(α/β · logR) concludes the proof. J

Proof of Theorem 1. Lemma 6 proves that with a probability of at least 1/2 Algorithm 2
performs O(α/β · logR) iterations. Requirement (2) of Lemma 5 implies that the expected
cost of every iteration is at most O(γ/α) · OPT. Hence, the expected value of the output
of the algorithm is O(γ/β · logR) · OPT. Plugging the values of γ and β as guaranteed in
Theorem 4 concludes the proof. J

5 Solving the Configuration LP

In this section we address the problem of solving the relaxation (LPF ). This task requires us
to provide an (approximate) separation oracle for the dual of (LPF ), thus proving Theorem 4.
Intuitively, the dual separation oracle is a node weighted variant of sparsest cut where
demands are given over subsets, as opposed to pairs, of vertices. We denote this problem
by Sparsest Requirement Cut (SRC). There are multiple methods of proving that an
approximate dual separation oracle provides a bicriteria solution to the primal formulation,
e.g., via the Ellipsoid algorithm. In this version of the paper we use Young’s iterative
method [23]. To simplify presentation, let us denote by Cross(S, i) = |{Yi,j : S ∈ C(Yi,j)}|
the number of sets among Yi,1, . . . , Yi,`i

that S separates.

5.1 The Sparsest Requirement Cut Problem
Let us start by formally introducing the (SRC) problem, which is essential to proving
Theorem 4.

I Definition 7. An instance of the Sparsest Requirement Cut problem consists of
the following tuple (G,F, {{Yi,j}`i

j=1}
g
i=1, c, y, z), where: G = (V,E) is an undirected graph,

F ⊆ E is a collection of edges removed from G, for every i = 1, . . . , g: {Yi,j}`i
j=1 is the

partition of Xi according to the connected components of GF , non-negative edge weights
c : E → R+, non-negative group weights z : {1, . . . , g} → R+, and non-negative vertex
weights y : V → R+. The goal is to find a cut S ⊆ V minimizing:

δGF
(S) +

∑
u∈S yu∑g

i=1 Cross(S, i)zi
.

The following theorem summarizes our algorithm for (approximately) solving (SRC), and
it has a key role in proving Theorem 4. Its proof follows the lines of the classic algorithm
for Sparsest Cut (SC) with general demands (see, e.g., [17]): first a metric is found that
forms a lower bound on the value of an optimal solution, then it is rounded by embedding it



R. Schwartz and Y. Sharoni 53:9

into `1. Unfortunately, (SRC) is inherently different from (SC) since it is not symmetric,
i.e., S and S have (possibly) different objective values. To overcome this we introduce a new
artificial point o to the metric space which represents S. Furthermore, when embedding the
metric into `1 we make sure to consider only cuts that do not contain o.

I Theorem 8. Given an instance (G,F, {{Yi,j}`i
j=1}

g
i=1, c, y, z) of the Sparsest Require-

ment Cut problem, there exists a polynomial time algorithm that returns a cut S satisfying:
δGF

(S) +
∑
u∈S yu∑g

i=1 Cross(S, i)zi
≤ (X − 1) ·D ·OPTSRC,

where OPTSRC is the value of an optimal solution to the given instance, and D is as in
Theorem 2 when considering U = ∪gi=1Xi ⊆ V .

Proof. Our proof is comprised of two steps: (1) introducing a semi-definite relaxation and
proving it lower bounds OPTSRC; and (2) rounding the fractional solution and proving it
yields the desired approximation factor.

Step 1. We start by presenting a semi-definite relaxation for (SRC) which we denote by
(SDP). In (SDP), a squared Euclidean metric space is imposed over V ∪ {o}, where o
denotes a special artificial point which is the origin. Thus, every vertex a ∈ V ∪ {o} is
associated with a vector va and vo is constrained to be the origin, i.e., the zero vector.
Moreover, we denote by Ti,j the collection of all spanning trees over the complete graph
whose vertices are Yi,j .

min
∑

e=(a,b)∈E\F

ce||va − vb||22 +
∑
a∈V

ya||va||22

s.t. ||va − vb||22 + ||vb − vc||22 ≥ ||va − vc||22 ∀a, b, c ∈ V ∪ {o} (5)

||vo||22 = 0 (6)∑
(a,b)∈T

||va − vb||22 ≥ si,j ∀i = 1, . . . , g, ∀j = 1, . . . , `i,∀T ∈ Ti,j (7)

g∑
i=1

zi

`i∑
j=1

si,j ≥ 1 (8)

Constraint (5) is the triangle inequality, whereas Constraint (6) enforces that vo is
the origin. Constraint (7) states that each si,j is upper bounded by the length of the
minimum spanning tree in Ti,j . Constraint (8) is a scaling constraint, similar to the
standard relaxation for (SC). Clearly, (SDP) is solvable in polynomial time since the
separation oracle is just the computation of a minimum spanning tree.
Let us now prove that the optimal value of (SDP) lower bounds OPTSRC. Let S∗ be an
optimal solution to the problem, let us define the following solution to (SDP):

va =

0 a /∈ S∗
1√∑g

i=1
Cross(S∗,i)zi

e a ∈ S∗ and si,j =


1∑g

i=1
Cross(S∗,i)zi

S∗ ∈ C(Yi,j)

0 S∗ /∈ C(Yi,j)
,

where e is an arbitrary unit vector. Additionally, we set v0 = 0. The crucial observation
is that ||va − vb||22 = (

∑g
i=1 Cross(S∗, i)zi)−1 if a and b are on different sides of S∗ and

0 otherwise. Clearly, the above solution satisfies Constraints (5) and (6). Focusing on
Constraint (7), if si,j 6= 0 then S∗ ∈ C(Yi,j) and the minimum spanning tree of Yi,j crosses
S∗ exactly once and its length equals (

∑g
i=1 Cross(S∗, i)zi)−1e · e = si,j . Considering

Constraint (8), we note that:
g∑
i=1

zi

`i∑
j=1

si,j =
g∑
i=1

zi
Cross(S∗, i)∑g

i=1 Cross(S∗, i)zi
= 1.

APPROX/RANDOM 2020
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Hence, we can conclude that the above solution is feasible. Moreover, we note that the
objective value of the above defined solution equals:

∑
e=(a,b)∈E\F

ce||va − vb||22 +
∑
a∈V

ya||va||22 =
δGF

(S∗) +
∑
u∈S∗ yu∑g

i=1 Cross(S∗, i)zi
.

Therefore, the value of an optimal solution to (SDP) lower bounds OPTSRC.
Step 2. We start by presenting the rounding algorithm, Algorithm 3. As previously men-

tioned, Algorithm 3 follows the lines of classis algorithms for (SC) with non-uniform
demands [17]. The main difference is that we make sure to consider only cuts that do
not contain o when decomposing the `1 metric into a non-negative combination of cut
metrics (such a decomposition can be easily found, see, e.g., [10, 17]). In what follows we
use the notation δS to denote the cut metric S defines, i.e., δS(a, b) = 1 if a and b are on
different sides of S and 0 otherwise.

Algorithm 3 Rounding (SDP).

Input: {va}a∈V ∪{o}
Output: S ⊆ V

1 let f be the embedding into `1 of Theorem 2 when considering U = ∪gi=1Xi ⊆ V ∪{o}
2 find {µr}Lr=1 ⊆ R+ and {Sr}Lr=1 ⊆ 2V s.t. ||f(a)− f(b)||1 =

∑L
r=1 µrδSr (a, b),

∀a, b ∈ V ∪ {o}
3 for r = 1 to L do
4 if o ∈ Sr then
5 swap Sr with V ∪ {o} \ Sr

6 output argminr=1,...,L{(δGF
(Sr) +

∑
a∈Sr

ya)/(
∑g
i=1 Cross(Sr, i)zi)}

Let us now analyze Algorithm 3. Note that:

min
r=1,...,L

{
δGF

(Sr) +
∑
a∈Sr

ya∑g
i=1 Cross(Sr, i)zi

}
≤

∑L
r=1 µr

(∑
e=(a,b)∈Γ(Sr) ceδSr

(a, b) +
∑
a∈Sr

ya

)
∑L
r=1 µr

∑g
i=1 Cross(Sr, i)zi

.

Focusing on the numerator we get that:

L∑
r=1

µr

 ∑
e=(a,b)∈Γ(Sr)

ceδSr (a, b) +
∑
a∈Sr

ya


=

∑
e=(a,b)∈E\F

ce

L∑
r=1

µrδSr
(a, b) +

∑
a∈V

ya

L∑
r=1

µrδSr
(o, a)

=
∑

e=(a,b)∈E\F

ce||f(a)− f(b)||1 +
∑
a∈V

ya||f(a)− f(o)||1

≤ D

 ∑
e=(a,b)∈E\F

ce||va − vb||22 +
∑
a∈V

ya||va||22

 .

The first equality follows from changing the order of summation and the fact that o /∈ Sr,
∀r = 1, . . . , L, i.e., 1{a∈Sr} = δSr (o, a). The inequality follows from Theorem 2 and
Constraint (6).
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Focusing on the denominator and choosing an arbitrary spanning tree Ti,j ∈ Ti,j , we get
that:

L∑
r=1

µr

g∑
i=1

Cross(Sr, i)zi =
L∑
r=1

µr

g∑
i=1

zi

`i∑
j=1

1{Sr∈C(Yi,j)}

≥
L∑
r=1

µr

g∑
i=1

zi

`i∑
j=1

1
|Yi,j | − 1

∑
(a,b)∈Ti,j

δSr
(a, b)

≥ 1
X − 1

g∑
i=1

zi

`i∑
j=1

∑
(a,b)∈Ti,j

L∑
r=1

µrδSr
(a, b)

= 1
X − 1

g∑
i=1

zi

`i∑
j=1

∑
(a,b)∈Ti,j

||f(a)− f(b)||1

≥ 1
X − 1

g∑
i=1

zi

`i∑
j=1

∑
(a,b)∈Ti,j

||va − vb||22

≥ 1
X − 1

g∑
i=1

zi

`i∑
j=1

si,j ≥
1

X − 1 .

The first equality follows from the definition of Cross(Sr, i). The first inequality follows
from the fact that any spanning tree in Ti,j can cross the cut Sr ∈ C(Yi,j) at most |Yi,j |−1
times. The second inequality follows from changing the order of summation and from
|Yi,j | ≤ X. The third inequality follows from Theorem 2 and the fact that if (a, b) ∈ Ti,j
then a, b ∈ Yß,j ⊆ U . The before last inequality follows from Constraint (7), whereas the
last inequality follows from Constraint (8). The second step of the proof is concluded by
combining the upper bound on the nominator with the lower bound on the denominator,
along with the first step of the proof. J

5.2 Proving Theorem 4
As previously mentioned we follow the footsteps of Young’s iterative method [23]. Please
refer to Appendix A for the details.
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A Proving Theorem 4

For simplicity of presentation, for the remainder of this section, we assume that F ⊆ E is
given and fixed. Let M be a guess of the value of OPT, and given M define the following
polytope capturing (LPF ):



R. Schwartz and Y. Sharoni 53:13

Q(M) =
{
λ ∈ R2V

: 1
M

∑
S⊆V

1
2δGF

(S)λS ≤ 1 , (9)

∑
S:u∈S

λS ≤ 1 ∀u ∈ V, (10)

1
r′i

`i∑
j=1

∑
S∈C(Yi,j)

λS ≥ 1 ∀i = 1, . . . , g, (11)

λS ≥ 0 ∀S ⊆ V
}
.

We refer to Constraints (9) and (10) as the packing constraints, and Constraint (11) as the
covering constraint. For a sufficiently large parameter N , to be determined later, we use the
smoothed definitions of the max and min functions for the packing and covering constraints
of Q(M), respectively:

`max(λ) , 1
N

ln
(
R(λ) +

∑
u∈V

y(λ, u)
)

and `min(λ) , − 1
N

ln
(

g∑
i=1

z(λ, i)
)
,

where:

R(λ) , exp

N

M

∑
S⊆V

1
2δGF

(S)λS


y(λ, u) , exp

(
N
∑
S:u∈S

λS

)

z(λ, i) , exp

−N
r′i

`i∑
j=1

∑
S∈C(Yi,j)

λS

 .

To simplify presentation, we denote the following value of a cut S ⊆ V by φλ(S):

φλ(S) ,
∑g
i=1 z(λ, i)

R(λ) +
∑
u∈V y(λ, u) ·

1
M

1
2δGF

(S)R(λ) +
∑
u∈S y(λ, u)∑g

i=1
1
r′

i
Cross(S, i)z(λ, i)

.

There are two important things to note regarding φλ. First, for every S ⊆ V :

φλ(S) =
∂`max(λ)
∂λS

∂`min(λ)
∂λS

. (12)

Observation (12) plays a crucial role when analyzing Young’s iterative method applied to
our setting. Second, φλ(S) equals the value of S when considering the following instance
(G,F, {{Yi,j}`i

j=1}
g
i=1, cλ, yλ, zλ) of (SRC):

cλ(e) =
1

2MR(λ)ce
R(λ) +

∑
u∈V y(λ, u) ∀e ∈ E \ F

yλ(u) = y(λ, u)
R(λ) +

∑
u∈V y(λ, u) ∀u ∈ V

zλ(i) =
1
r′

i
z(λ, i)∑g

i=1 z(λ, i)
∀i = 1, . . . , g.

The following lemma proves that there exists a solution to the above instance of (SRC)
whose value is at most 1, assuming our guess for M is not smaller than OPT.
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I Lemma 9. For every λ ∈ R2V , if M ≥ OPT then there exists a cut S ⊆ V such that
φλ(S) ≤ 1.

Proof. We define two vectors a,b ∈ R2V , indexed by S, as follows:

aS ,
1
M

1
2δGF

(S)R(λ) +
∑
u∈S y(λ, u)

R(λ) +
∑
u∈V y(λ, u) and bS ,

∑g
i=1

1
r′

i
Cross(S, i)z(λ, i)∑g
i=1 z(λ, i)

,

and prove that 〈a, λ∗〉 ≤ 1 and 〈b, λ∗〉 ≥ 1, for some non-negative vector λ∗ ∈ R2V

+ . Since a,
b, and λ∗ are all non-negative, we can conclude that there exists S ⊆ V such that aS ≤ bS .
This will conclude the proof.

We note that since M ≥ OPT, Q(M) is non-empty. The reason for the latter is that
λ∗ ∈ Q(M), where λ∗ is an optimal solution to the (RC) problem applied to GF (as defined
in the proof of Lemma 3). Hence, we know that:∑

S⊆V

1
2δGF

(S)λ∗S ≤ OPT (13)

∑
S:u∈S

λ∗S ≤ 1 ∀u ∈ V (14)

`i∑
j=1

∑
S∈C(Yi,j)

λ∗S ≥ r′i ∀i = 1, . . . , g. (15)

We note that (13) above follows from Lemma 3. First, let us prove that 〈a, λ∗〉 ≤ 1:

〈a, λ∗〉 =
∑
S⊆V

1
M

1
2δGF

(S)R(λ) +
∑
u∈S y(λ, u)

R(λ) +
∑
u∈V y(λ, u) λ∗S

=
R(λ)
M

∑
S⊆V

1
2δGF

(S)λ∗S +
∑
u∈V y(λ, u)

∑
S:u∈S λ

∗
S

R(λ) +
∑
u∈V y(λ, u)

≤
R(λ)
M OPT +

∑
u∈V y(λ, u)

R(λ) +
∑
u∈V y(λ, u) ≤ 1.

The second equality follows from changing the order of summation. The first inequality
follows from (13) and (14), whereas the last inequality follows since M ≥ OPT. Second, let
us prove that 〈b, λ∗〉 ≥ 1:

〈b, λ∗〉 =
∑
S⊆V

∑g
i=1

1
r′

i
Cross(S, i)z(λ, i)∑g
i=1 z(λ, i)

λ∗S

=

∑g
i=1

1
r′

i
z(λ, i)

∑`i

j=1
∑
S∈C(Yi,j) λ

∗
S∑g

i=1 z(λ, i)
≥ 1.

The second equality follows from changing the order of summation, whereas the inequality
follows from (15). J

The following lemma establishes the connection between the above and our algorithm for
(approximately) solving (SRC), i.e., Theorem 8.
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I Lemma 10. Given λ ∈ R2V , if M ≥ OPT then executing the algorithm of Theorem 8
on the instance (G,F, {{Yi,j}`i

j=1}
g
i=1, cλ, yλ, zλ) of (SRC) yields a cut S̃ ⊆ V satisfying:

φλ(S̃) ≤ (X − 1)D.

Proof. Let S∗ be an optimal solution to the instance (G,F, {{Yi,j}`i
j=1}

g
i=1, cλ, yλ, zλ) of

(SRC), or equivalently, a cut that minimizes φλ(S∗). Since M ≥ OPT, we can apply Lemma
9 and obtain that OPTSRC ≤ 1 for the given instance. Theorem 8 concludes the proof. J

We are now ready to present Young’s iterative approach adapted to (LPF ), Algorithm
4. The parameter ζ > 0 in the input determines the step size of the algorithm and will be
determined later.

Algorithm 4 Solving (LPF ).

Input: G = (V,E) , F ⊆ E, {{Yi,j}`i
j=1}

g
i=1, c : E → R+, ζ > 0

Output: λ ∈ R2V

+
1 λ← 0
2 while ∃i = 1, . . . , g s.t. 1

r′
i

∑`i

j=1
∑
S∈C(Yi,j) λS < 1 do

3 apply Theorem 8 on instance (G,F, {{Yi,j}`i
j=1}

g
i=1, cλ, yλ, zλ) of (SRC) to obtain

S̃

4 λS̃ ← λS̃ + ζ

5 output λ

The following lemma is used to upper bound the step size ζ in Algorithm 4 and it follows
directly by adapting Lemma 1 of [23] to our setting.

I Lemma 11. For every 0<ε≤1 and ζ > 0 such that ζ ≤ εmin{1, 1/X, (2M)/(
∑
e∈E\F ce)},

the following two hold for every S ⊆ V :

`max(λ+ ζ1S)− `max(λ)
ζ(1 + ε) ≤ ∂`max(λ)

∂λS
=

1
M ·

1
2δGF

(S) ·R(λ) +
∑
u∈S y(λ, u)

R(λ) +
∑
u∈V y(λ, u) (16)

`min(λ+ ζ1S)− `min(λ)
ζ(1− ε/2) ≥ ∂`min(λ)

∂λS
=

∑g
i=1

1
r′

i
· Cross(S, i)z(λ, i)∑g
i=1 z(λ, i)

. (17)

The following lemma states that when Algorithm 4 terminates, assuming M ≥ OPT, it
produces an approximate solution to Q(M).

I Lemma 12. For every 0 < ε ≤ 1, ζ > 0 satisfying the conditions of Lemma 11, and
N = ε−1 ln (g(n+ 1)), when Algorithm 4 terminates, assuming M ≥ OPT, it outputs
λ ∈ R2V

+ satisfying:∑
S:u∈S

λS ≤ α ∀u ∈ V (18)

1
r′i

`i∑
j=1

∑
S∈C(Yi,j)

λS ≥ β ∀i = 1, . . . , g (19)

1
M

∑
S⊆V

1
2δGF

(S)λS ≤ γ. (20)

In the above α = γ = ε+ (1+ε)(1+2ε)
1−ε/2 (X − 1)D and β = 1.
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Proof. From the stopping condition of Algorithm 4, it is clear that (19) holds with β = 1,
i.e., the covering constraints are satisfied. Let us now focus on the remaining two covering
constraints. Denote the sequence of cuts Algorithm 4 increased by: S1, . . . , SL (note that some
cuts might appear several times in the sequence), and by λ the output, i.e., λ = ζ

∑L
r=1 1Sr .

For simplicity of presentation, we denote by λr the solution Algorithm 4 maintains after the
rth iteration, i.e., λr = ζ

∑r
s=1 1Ss . Note that λ0 = 0 and λL = λ. Let us now upper bound

the worst packing constraint upon termination of the algorithm:

max

 1
M

∑
S⊆V

1
2δGF

(S)λS ,max
u∈V

{ ∑
S:u∈S

λS

} ≤ `max(λ)

= ln (n+ 1)
N

+
L∑
r=1

(
`max (λr)− `max

(
λr−1))

≤ ln (n+ 1)
N

+ 1 + ε

1− ε/2

L∑
r=1

φλr−1(Sr)
(
`min (λr)− `min

(
λr−1))

≤ ln (n+ 1)
N

+ 1 + ε

1− ε/2(X − 1)D
L∑
r=1

(
`min (λr)− `min

(
λr−1))

= ln (n+ 1)
N

+ 1 + ε

1− ε/2(X − 1)D ln g
N

+ 1 + ε

1− ε/2(X − 1)D`min(λ)

≤ ε+ ε(1 + ε)
1− ε/2 (X − 1)D + 1 + ε

1− ε/2(X − 1)D min
i=1,...,g

 1
r′i

`i∑
j=1

∑
S∈C(Yi,j)

λS


≤ ε+ ε(1 + ε)

1− ε/2 (X − 1)D + 1 + ε

1− ε/2(X − 1)D · (1 + ζX)

≤ ε+ ε(1 + ε)
1− ε/2 (X − 1)D + 1 + ε

1− ε/2(X − 1)D · (1 + ε)

= ε+ (1 + ε)(1 + 2ε)
1− ε/2 (X − 1)D.

The first inequality follows from the definition of `max. Since `max(λ0) = `max(0) =
ln (n+ 1)/N , the first equality follows. The second inequality follows from Lemma 11 and
the definition of φ. We note that the third inequality follows from Lemma 10 and how Sr is
chosen by Algorithm 4. Since `min(λ0) = `min(0) = − ln g/N , the second equality follows.
The fourth inequality follows from the choice of N and the definition of `min. Note that the
fifth inequality follows from the stopping condition of Algorithm 4, i.e., the algorithm stops
once all coverings constraints are satisfied. The last inequality follows from the restrictions
on ζ. J

Proof of Theorem 4. All that remains is to choose ζ, such that for every guess of M
Algorithm 4 performs a polynomial number of iterations. We do this by tracking the
following potential: Φ(λ) ,

∑
u∈V

∑
S:u∈S λS . Note that initially Φ(λ) = Φ(0) = 0. From

guarantee (18) of Lemma 12, we know that once Algorithm 4 terminates the value of
Φ(λ) cannot exceed n(ε + (1 + ε)(1 + 2ε)/(1 − ε/2) · (X − 1)D). Setting the step size
ζ = εmin{1, 1/X, (2M)/(

∑
e∈E\F ce)} and choosing ε = 1 implies that Algorithm 4 performs

at most O(nXD/ζ) iterations. Applying standard weight rescaling techniques, we can assume
without loss of generality, that 1 ≤ ce ≤ poly(n), ∀e ∈ E. Thus, given a guess M , Algorithm
4 performs at most a polynomial number of iterations (recall thatM ≥ 1 due to the rescaling).
Since all edge weights are rescaled as above, one can find in polynomial time a value M such
that OPT ≤M ≤ 2OPT. This concludes the proof. J
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