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Abstract
The open science movement is gaining strength and momentum worldwide, signalling a fun-
damental shift in how scientific research is made accessible and reusable. In order to fulfill the
promises of open science, reliable and sustainable research data infrastructures must be developed.
While the FAIR data principles provide a promising conceptual basis for developing such data
infrastructures, they do not provide technological guidance on how to do so.

Computer science is uniquely situated to fill this gap by researching and developing tools and
technical specifications which can help to realize the creation of FAIR data infrastructures. To
this end, this Dagstuhl Perspectives Workshop brought together computer scientists and digital
infrastructure experts from across disciplinary domains to discuss key challenges and technical
solutions to implementing and promoting the establishment of FAIR-compliant infrastructures
for research data. This manifesto reports the findings from the workshop and provides recom-
mendations along two lines: (1) how computer science can contribute to implementing FAIR
data infrastructures and (2) how to make computer science research itself more FAIR.
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Executive Summary

The FAIR Data Principles emphasize the importance of making data Findable, Accessible,
Interoperable and Reusable [56]. They serve as a widely accepted conceptual basis for the
development of research data infrastructures, as in the case of the European Open Science
Cloud (EOSC)1. The FAIR principles do not, however, define technical specifications or
suggest how they could be practically implemented within a research data infrastructure. As
the principles do not provide a blueprint for their implementation, there is both a lack of
specific reference models to guide the process of making data FAIR and a diversity of ways
in which the principles are being implemented.

Computer science can greatly contribute to addressing this problem by developing technical
approaches and through research. The Dagstuhl Perspectives Workshop “Implementing
FAIR Data Infrastructures,” which took place on November 18-21, 2018 with 29 participants,
was convened to further explore these potential contributions. At the workshop, computer
scientists and digital infrastructure experts from across disciplinary domains discussed the
challenges, open issues, and technical approaches for implementing the FAIR Data Principles
in research data infrastructures. The workshop aimed to identify the key elements required
for the transition from scientific e-infrastructures and services to FAIR-compliant data
infrastructures. In so doing, the workshop also provided an opportunity to further define the
role of computer science in implementing FAIR-compliant infrastructures and in advancing
open science practices as a whole.

This manifesto summarizes the key findings of the workshop2 with the aim of stimulating
future discussions and contributing to a deeper understanding of the core issues surrounding
both the FAIR principles and their implementation within infrastructures. Recommendations
are provided in the manifesto along two lines: how computer science can contribute to
implementing FAIR data infrastructures (Section 2) and how to make computer science
research itself more FAIR (Section 3).

Section 2 examines the technical means which can be used to implement the FAIR
principles in research data infrastructures and in data services, as well as addressing how
these challenges are related to areas of computer science research. Section 3 continues to
investigate the role of research, although here the focus turns to questions such as how the
FAIR principles are currently adopted within computer science as well as possible steps to
increase the openness of research activities.

The recommendations proposed throughout the manifesto are briefly summarized below.

Recommendations: Implementing FAIR-compliant data infrastructures
and services
These seven recommendations identify key steps for infrastructure and service providers, as
well as for providers of innovative services resulting from computer science research.

1. Provide a user-friendly infrastructure that allows for the registration of persistent identi-
fiers (PIDs) for all kinds of digital objects. This will help to establish interoperability at
the data organization level.

1 https://ec.europa.eu/research/openscience/index.cfm?pg=open-science-cloud
2 The manifesto represents the editors/authors’ best endeavor to capture the key positions highlighted

during the meeting by several participants, but may vary from individual opinions.

https://ec.europa.eu/research/openscience/index.cfm?pg=open-science-cloud
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2. Develop registries of trustworthy repositories allowing users to quickly find services. To
do this, a common certification scheme is needed.

3. Implement automatic processing for authentication & authorization in distributed scen-
arios. This should result in creating a “digital data passport.”

4. Improve support for creating rich metadata. Possible ways to do this include automatic
extraction of metadata and provenance information from workflows, as well as providing
assistance for metadata validation and transformation.

5. Create schema and vocabulary registries which allow people to easily find and reuse these
resources and to better support the use of semantic mappings, annotations or crosswalks.

6. Develop rich search interfaces for discovering (multidisciplinary) data.
7. Encourage widespread adoption of appropriate formal languages and techniques enabling

interoperability and workflows.

These recommendations have a strong focus on improving automation and machine-
actionability on the infrastructure level, incorporating common standards and vocabularies
to provide easy-to-use and intelligent data services for researchers. In order to foster the
implementation of these recommendations, and of FAIR data infrastructures in general, the
following research areas were identified as being particularly relevant:

Trustable exchange and tracking of digital objects
New approaches for FAIR digital preservation
Novel data management and storage concepts
Intelligent data discovery
Semantic aspects
Distributed Computing

Recommendations: Increasing the FAIRness of computer science
Workshop participants found that the adoption of the FAIR principles, and of open science
practices in general, is surprisingly not widespread within computer science.

Participants built on the work of [16], focusing on the “R dimensions” (i.e. repeatability,
replicability, reproducibility, and reusability) of FAIR, to consider the FAIRness of the
entire scientific process. This perspective requires that both research outputs and research
workflows are reproducible and adhere to the FAIR principles.

The following four recommendations - targeted toward researchers, research communities
and institutions, policy makers and funders - were made to advance the degree of FAIRness
in computer science research.

1. Foster a sharing / publishing culture.
2. Foster (peer) review and scientific reward for published artifacts.
3. Promote the use of discipline-specific digital laboratories and publishing workflows to

support the entire scientific process.
4. Foster cultural change.

18472
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1 Motivation

The digitization of science and the increasing emphasis on sharing and reusing research
data require the development of new infrastructures, tools, and methods for advancing open
scholarship. Against this background, the open science movement is gaining strength and
momentum worldwide, signalling a fundamental shift in how scientific research is made
accessible and reusable - not only for the scientific community but also for industry and
society as a whole. In order to fulfill the promises of open science, work to develop reliable and
sustainable research data infrastructures is being undertaken, as evidenced by the emergence
of the European Open Science Cloud (EOSC)3. While providing and using open access
publications is becoming an increasingly accepted research practice, the same cannot be said
for open data or open methodologies. Openly sharing research data and processes used during
scientific production requires a mentality shift for many scientists. Reflecting this, there is
also a great lack of available models, infrastructures, and services that enable researchers to
cooperate on data, to share results, and to transform previously isolated research elements
into an open, collaborative system.

In this context, the FAIR Data Principles [56] have become a common and widely accepted
conceptual basis for planning and building research data infrastructures. The adoption of
the term ’FAIR’ mirrors the recognition that the not all data can be ’open,’ as in the case
of disciplines such as medicine or the social sciences, where sharing data openly is not
always possible due to concerns about data privacy. The FAIR principles consist of four
core facets: data must be Findable, Accessible, Interoperable, and Re-usable. However,
the FAIR principles themselves are neither a specific standard nor do they suggest specific
technologies or implementation pathways. They describe core characteristics of findable,
accessible, interoperable and reusable data, but they are far away from providing practical
guidelines that can assist data providers in implementing FAIR-compliant data management
platforms. As a consequence, the FAIR principles allow a broad range of implementation
solutions; this runs the risk of creating a highly fragmented data and service landscape.

Various European-wide initiatives address the concept of FAIR research data. The
Expert Group on FAIR Data of the European Commission published their report [13] with
recommendations for applying the FAIR principles to the development of the EOSC. The GO
FAIR4 initiative represents a bottom-up, stakeholder-driven initiative to implement the FAIR
principles. Moreover, a number of projects like FAIRsFAIR5, ENVRIFAIR6, FAIRPlus7 and
EOSC-Life8, have been recently awarded funding from the European Commission. Other
discipline-specific initiatives, such as FAIR-DI9, are in the process of investigating how to
foster and implement the FAIR principles within particular research communities.

Despite the emergence of such efforts, the process of understanding how the FAIR
principles can be fully implemented in research data infrastructures, as well as how such
efforts can be measured (see the FAIR Data Maturity Model Working Group of RDA10,
is just beginning. In view of the “need for a fast track implementation initiative [of the

3 https://ec.europa.eu/research/openscience/index.cfm?pg=open-science-cloud
4 https://www.go-fair.org
5 https://www.fairsfair.eu
6 https://envri.eu/envri-fair/
7 https://fairplus-project.eu/
8 https://www.eosc-portal.eu/eosc-life
9 https://fairdi.eu/
10 https://www.rd-alliance.org/groups/fair-data-maturity-model-wg
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EOSC]” [25], the time is ripe for turning the FAIR principles into practice. Computer science
is uniquely positioned to facilitate the implementation of the FAIR guidelines in research
data infrastructures.

With this aim, this Dagstuhl Perspectives Workshop took the recommendations of the
European Comission Expert Group on FAIR Data (“Turning FAIR into reality” [13]) as
a starting point to consider how computer science can contribute, both through technical
solutions and through research, to enabling data providers to make their data FAIR. The
central goal of the workshop was to bring together computer scientists, digital infrastructure
experts and researchers from across domains to discuss the key elements required for the
transition from scientific e-infrastructures and services to FAIR-compliant data infrastructures.
The workshop also provided an opportunity to develop a vision for computer science in
this space for the coming years and to explore the role of computer science in advancing
open science practices as a whole. In this context, this document highlights the findings of
the workshop and provides recommendations along two lines: how computer science can
contribute to implementing FAIR data infrastructures (Section 2) and how to make computer
science research itself more FAIR (Section 3).

Since the initial submission of this manifesto, a number of papers have been published
which address FAIR from different perspectives. The special issue of the journal Data
Intelligence on emergent FAIR practices11, especially the two comprehensive introductory
articles on the interpretation of the FAIR principles and their implementation in practice [40,
31], are of particular relevance. Also of note is recent work exploring FAIR Digital Objects [18],
“FAIRsemantics” [36] and maturity models for FAIR [45]. While these articles represent a
major step forward in the discussion of implementing the FAIR principles, the points they
raise strengthen rather than weaken the considerations and recommendations discussed in
this manifesto.

2 How computer science can contribute to implementing FAIR data
infrastructures

2.1 Introduction
Data-intensive science presents unique challenges, in particular (1) extracting knowledge from
increasingly vast amounts of distributed, complex data and (2) integrating and exploiting the
knowledge from various sources. Infrastructures providing stable and persistent identifiers
and access points to (meta)data, whose specific implementation may change over time,
are needed to facilitate these two major challenges. Such infrastructures should form and
contribute to an ecosystem of essential components and services at various layers indicated
above [13].

Computer science can help to overcome the many sources of inefficiencies caused by
current gaps in this infrastructural ecosystem by suggesting better methods for working with
data and designing generalised interfaces. This chapter focuses on how computer science can
address problems involved at the infrastructure and service level to make data infrastructures
more FAIR-compliant (Section 2.2). Based on the recommendations of the EC report on
FAIR Data [13], we identified a number of requirements and fields of actions for computer

11 https://www.mitpressjournals.org/toc/dint/2/1-2

https://www.mitpressjournals.org/toc/dint/2/1-2
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science (Section 2.3), in particular from the perspective of data-intensive science. A further
focus of the chapter is to identify areas of computer science research which can be used to
foster the implementation of FAIR data infrastructures (Section 2.4).

Services which provide FAIR data are important in overcoming recent hurdles regarding
data sharing and reuse. The concept of Digital Objects (DO) was discussed as one promising
way of achieving interoperability between repositories and registries to address these challenges.
(The term “DO” was used in the describtion of the core model developed by the RDA Data
Foundation & Terminology Group; this term was then extended to FAIR Digital Objects in
the report of EC’s expert group on FAIR implementation [13] and by experts in the RDA
GEDE Collaboration) [32, 6, 58, 50] .

A related approach to be taken into account is the concept of Research Objects12 [5], which
forms part of the IEEE Standardisation activity for BioCompute Objects13. Trustworthy
repositories and registries providing data and metadata services are essential pillars in a
stable data domain. Improved functionality, more focus on “unpublished data” [41] and
certification according to CoreTrustSeal14 and emerging FAIR Maturity Indication models
[57] (cp. FAIR Metrics15, FAIR data assessment tool16, 5 Star Data Rating tool17,18, FAIR
self-assessment tool19) are important to developing trust.

Distributed Authentication and Authorisation (AAI) methods facilitating access to
repositories need to be enhanced to meet researchers’ needs in distributed scenarios. Improved
approaches to create rich metadata, to represent metadata in ways that facilitate reuse, and
to develop search interfaces are urgently needed. There is no doubt that a higher degree of
automation will need to be achieved to make use of large volumes of data more efficiently.
Better support for the creation, management and exchange of workflows by researchers
who are not IT experts is required. This needs to be accomplished by creating methods to
easily save and exchange the contexts of data processing procedures to allow easy replication.
Finally, better and easier-to-use frameworks for semantic operations such as supporting
cross-walks were discussed.

2.2 Status Quo: Implementation of FAIR
Digital Objects and Persistent Identifiers

There are many different ways for implementing FAIR data infrastructures. To achieve a
higher degree of convergence it is urgent to develop interoperability solutions at various
layers. The concept of Digital Objects (DOs) addresses the interoperability challenge at the
data organisation level. According to recent surveys [42], 80% of the time of data scientists
is wasted with “data wrangling.” To a large extent this is due to bad data organisations, the
fact that the necessary information to access and interpret data is inexplicit, and overall
low data quality. Currently, repositories organize data differently; for example, they store

12 http://www.researchobject.org
13 https://osf.io/h59uh/
14 https://www.coretrustseal.org
15 http://fairmetrics.org
16 http://blog.ukdataservice.ac.uk/fair-data-assessment-tool
17 https://research.csiro.au/oznome/tools/oznome-5-star-data
18 http://oznome.csiro.au/5star/
19 https://www.ands-nectar-rds.org.au/fair-tool
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data and types of metadata in different ways by applying different models (i.e. files, clouds,
databases, spreadsheets, XML schemas, etc.).Basic essential information is often not provided
by the creators.

The DO specifies that it has a bit sequence that can be stored in various repositories;
this bit sequence is associated with a Persistent Identifier (PID) and different types of
metadata. These metadata descriptions may be DOs themselves, as it is typical, for example,
for repositories. A separate type of metadata is the PID Kernel Information [55], which
is stored together with the PID in the identifier resolution system. This metadata affords
autonomous decisions taken by software agents at the e-infrastructure level. According to
the recommendation of the RDA Data Foundation & Terminology group, the concept of DO
specifies that these different entities need to form an inseparable bundle if FAIRness is to be
achieved.

The DO concept allows the DO Interface Protocol (DOIP)20 to be defined. This protocol
can be seen as a “gold standard” to normalize organisational differences, just as TCP/IP was
used to interconnect the many different network types decades ago. If a client has a PID, it
should be possible for the client to request either the bit sequence or the checksum or to get
the pointers to the descriptive metadata, the access rights record, the transaction records
stored in a blockchain etc. Interoperability in this respect is defined by the ITU X.125521
standard. DOIP, in conjunction with the protocol to resolve PIDs associated with DOs, does
exactly that, independent of how repositories and scientific communities organise and model
their data and metadata. Currently, there is a broad discussion about the second version of
DOIP; this is particularly important given the impact of the DO concept.

Thus, for the benefit of users, the concept of DO abstracts away from all implementation
details. The RDA Data Type Registry group (DTR)22 defined a standard (now an ISO
process) to link “data types” with “operations” which is already being tested in some
communities. Therefore, a DO’s PID can also be used to access a DTR and find suitable
operations to carry out processes on the DO’s bit sequence. In doing so the DO also enables
encapsulation, which is known to be a powerful concept in managing complex systems.

From the above, it is obvious that the DO concept heavily relies on a stable system for
PIDs which can be resolved to useful PID Kernel Information. With the Handle system23,
such a globally available infrastructure is ready to be used. Many ESFRI (European Strategy
Forum on Research Infrastructures) communities agreed already on the use of persistent,
unique and globally resolvable identifiers (PIDs) for all data entities. This is particularly
important for all data which is being created in the labs, being dealt with in collaborations,
referred to from, i.e. workflows, metadata, etc. and which will either not be published at
all or only published at a later stage. This data covers far more than 80% of the total
amount of data that is being created and stored, and is increasingly often associated with
Handles issued by different service providers such as ePIC (European PID Consortium)24.
Published collections of data are often associated with DOIs25 which are also Handles with
prefix 10. In doing so, many repositories implement the FAIR principles in this respect.
These communities are also making use of the possibility to add “passport”-type information
(i.e. checksum, creation date, version, etc.) and important references (types of metadata) as

20 https://www.dona.net/sites/default/files/2018-11/DOIPv2Spec_1.pdf
21 https://www.itu.int/rec/T-REC-X.1255-201309-I
22 https://rd-alliance.org/group/data-type-registries-wg/outcomes/data-type-registries
23 https://en.wikipedia.org/wiki/Handle_System
24 https://www.pidconsortium.eu
25 https://en.wikipedia.org/wiki/Digital_object_identifier

https://www.dona.net/sites/default/files/2018-11/DOIPv2Spec_1.pdf
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attributes to the PID record. The RDA PID Kernel Information working group [21] started
to standardize such attributes in open type registries to improve interoperability at this layer.
Yet only few communities make use of these agreed upon kernel types and, for example, also
follow policy recommendations such as adding a “tombstone” mark in the PID record when
the bit DO’s sequence is being deleted.

It is time to establish an easy-to-use infrastructure that allows the registration of PIDs for
all kinds of DO types by every researcher and which acts as a support for all kinds of tools
to effectively implement the FAIR guidelines. Such a system would allow us to also realize
the FAIR-compliant domain of DOs, to establish interoperability at the data organisation
level systematically, to motivate repositories to develop suitable adapters to DOIP and to
pave the way towards automation of data processing. Here, a particular challenge is seen
in dynamic data citation [43, 44] which has been addressed by the RDA Working Group
on Dynamic Data Citation26. The working group issued recommendations for identifying
arbitrary subsets of (potentially highly dynamic) data by (1) timestamping and versioning
changes to evolving data and by (2) assigning PIDs to the queries selecting the according
subsets.

Trustworthy Repositories and Registries

A research infrastructure landscape is populated by repositories - which store, manage, curate
and offer access to data, metadata and other types of digital objects - and by registries
aggregating various types of metadata (i.e. descriptive, scientific, access rights, transactions,
etc.). All these repositories and registries are core pillars of such infrastructures and we rely
on their services and their trustworthiness. With respect to their services, a list of wishes
was formulated: 1) format recognition and validation tools should be provided to extract and
enrich metadata, 2) content negotiation which makes use of the PID infrastructure should
be supported, 3) there should be clear references about which schemas and semantic spaces
are being used for all digital objects, 4) there should be options to let users add annotations
and tags and to offer them to new users in addition, and 5) there should be registries of
trustworthy repositories and registries allowing users to quickly find services.

It is well-known that about 80% of the data that is being created and stored in repositories
has never been used for published studies or will only be officially published after long periods.
Nevertheless, many of this “dark data” [41] is being reused in collaborations and referenced by
workflows etc. It is an urgent recommendation therefore to assign PIDs to almost all digital
objects being created in order to have stable references and thus increase reproducibility.
This “dark data” needs to be made part of the visible data domain.

Tracking reuse of data and software is an interesting topic for various purposes and has
not yet been solved satisfyingly. The systematic use of PIDs would help greatly, but also
tools that extract references to digital objects in full text papers and relating them (for first
approaches see InFoLIS27 and OpenMinTeD28) would be very valuable in case that PIDs
are not used. These methods could also be used to relate statements made in a paper with
statements in earlier papers or with original data.

It is commonly agreed that certification of repositories and registries is urgently required
to indicate levels of trustworthiness, i.e., implying that there cannot be a black/white
statement about the compliance with the CoreTrustSeal requirements and the compliance

26https://www.rd-alliance.org/groups/data-citation-wg/wiki/scalable-dynamic-data-citation-rda-wg-
dc-position-paper.html

27 https://www.gesis.org/?id=8948
28 http://openminted.eu
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to the FAIR Principles. Currently, a globally used certification scheme is used to audit
repositories on the quality of their procedures. The CoreTrustSeal (CTS)29, for example,
which was developed within RDA and which is already widely used, is based on years of
experience. This certification promotes a self-assessment approach, i.e. the assessment only
checks whether the claims a repository is making are indeed true. This allows users to
identify whether they find a repository sufficiently trustworthy for their goals.

CTS, however, does not assess whether the digital objects stored are FAIR. Many
initiatives are now working on developing FAIR Maturity Indication models that can make
statements about the degree of FAIRness of a data set in a repository or registry. It is agreed
that a self-mandated organisation assessing FAIRness will not be accepted. Gradational
maturity models are therefore needed to assess the degree to which data are FAIR; these
models should take into account both domain-specific research data as well as, and in
particular, cross-discipline research data. The aim of the maturity model should not be only
to indicate the degree of the maturity of the FAIRness of data under study, according to the
15 criteria for FAIR (which may evolve over time), but also to point to specific needs for
actions depending on the level of FAIRness of the data in question.

In practice, however, not all criteria will be fulfilled in the same way by real-world data
infrastructures. Therefore, gradational maturity levels would better allow indicating to which
extent the data under study are FAIR or not. A gradational maturity model would allow
providing clear indications about which criteria for which single FAIR principle are to which
degree fulfilled and which are not. By this, data providers are enabled to clearly identify
concrete action points to increase the FAIRness of their data and the FAIR compliance of their
data management systems respectively. A gradational maturity model should be provided as
an adaptable tool for assessing FAIR. The model should be validated in a research-centered
way to ensure that the theoretically developed maturity model takes researchers’ needs into
account in a proper way. A still open question is who defines the criteria. To achieve high
acceptance community, involvement is highly needed. It was also agreed that the certification
schemes will need to evolve over time, and that CoreTrustSeal and FAIR Maturity Indication
Models may merge over time given this overlap.

Authentication and Authorisation

Current authentication and authorisation infrastructures are not appropriate for a number of
distributed scenarios and for the automation of data processing which will be a requirement
for the future. The bit sequences of digital objects are often stored in several repositories, for
example, for preservation reasons or access efficiency, but the access permissions and licences
should in most cases be independent of the specific repository delivering the content. Yet
there is no suitable authorisation infrastructure to support such a distributed scenario, with
the consequence that copies are often simple backup copies that cannot be accessed. With
respect to licenses, attempts have been made in Finland30 to have a central license registry
where users can sign agreements once that then are being used for all content that share
the same license type. Such an infrastructure is urgently needed and needs to support high
security requirements.

With respect to authentication, the current set of credentials is not sufficient for scientific
use. The introduction of detailed roles and groups is needed. The codification of ethical rules
and their integration into access procedures would be a great step ahead as well.

29 https://www.coretrustseal.org/about/
30https://www.csc.fi/en/consultation-and-tailored-solutions/-/asset_publisher/KP8P2hmf5Vk2/

content/fiona-tilastokeskuksen-etakayttojarjestelma
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The trend towards automatic processing requires rethinking authentication & authorisa-
tion allowing software agents to act on behalf of users and to interpret license conditions;
“smart contracts”31 as they have been introduced in the blockchain world32 need to be
applied. These “smart contracts” lack the generality and standardization which is required
to facilitate data science. Thus, we need frameworks and infrastructures that perform verific-
ation of access and processing conditions at all levels of interaction with digital objects to
improve the transparency of data access and use. For this, mechanisms to transform licenses
into formal, computational models (i.e. a machine-parsable contract-language) are needed.
These mechanisms should automatically match user requests to preconditions of use and
provide machine-actionable information about access rights, as well as a sort of post-approval
compliance monitoring. Those frameworks should return a digital “data passport” of sorts
(computer actionable licences) for each dataset that includes certificates for openness.

Metadata Representation and Searching

From linking to searching and enhanced data use. Creating and using links between
(meta)data is key to overcoming issues of findability and interoperability, particularly given
the ever increasing amounts of both research data and metadata. In order to increase both
findability and interoperability, all data items should ideally be represented according to the
Digital Object concept and be marked by a PID. All metadata should be represented according
to common representation schemas and vocabularies. This will make metadata exposures
findable by crawlers, as well as enable the creation of Linked Open Data (LOD), resulting
in an ecosystem where datasets can be treated as a single web of knowledge. Although a
number of Web standards exist, data are often represented by proprietary metadata and
vocabularies; this makes finding datasets a challenging task.

This situation suggests the creation of assistance services (i.e. a knowledge-based sys-
tem) that either provide guidance or transform metadata into common representation
schemas using broadly accepted vocabularies (DCAT33, DCMI34, RDA Schema Catalogue35
or schema.org36), as well as conventions for using schema.org in scientific domains, for example
Bioschema.org37. Transformation of metadata into common standards is important, as data-
sets should be allowed to have multiple descriptions, using different domain-specific metadata
standards. This would allow for dynamic and fit-for-purpose enrichment of metadata and
inks to other objects, both during and after the data publishing stage, by people creating and
using the dataset. LOD could be used to express relations between heterogeneous descriptions
and entities.

There is a need for improved support for activities such as creating and exposing rich
metadata, searching and mapping, including provenance information, that is facilitated by
registered schemas and semantics. A limited set of formats should be accepted for metadata
transformation (such as XML, JSON, RDF, etc.).A possible area of investigation is to see
how (or if) these standards should be extended for advanced data retrieval needs and to
better meet the needs of particular communities.

31 https://en.wikipedia.org/wiki/Smart_contract
32 https://www.nist.gov/publications/blockchain-technology-overview
33 https://www.w3.org/TR/vocab-dcat/
34 http://dublincore.org
35 https://www.rd-alliance.org/metadata-standards-directory
36 https://schema.org
37https://www.rd-alliance.org/bof-using-schemaorg-and-enriched-metadata-enableboost-fairness-

research-resources-rda-13th-plenary
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Data transformations should rely on semantic technologies, in particular LOD, and
common markup languages (e.g. YAML38). It is important to embed steps of metadata
creation into existing workflows to better capture provenance (see Section 2.2). Metadata
descriptions from different scientific communities do exist, although they use a broad variety of
schemas and serialisations. Within most communities, there is an awareness of the need to be
FAIR-compliant. How to achieve FAIRness when aggregating metadata from several sources
remains a challenging question. Many metadata aggregators (e.g. EUDAT’s B2FIND39,
Europeana40, HumaNum’s isidore41, CLARIN’s VLO42, OpenAIRE’s EXPLORE43) have
been confronted with this question and have addressed it in several ways. As there is no
“golden bullet” solution, we mention a few possible strategies below:

Linked Open Data (based on augmented RDF) provides a popular framework to express
relations between heterogeneous descriptions and entities. For this, services provid-
ing semantic mappings and crosswalks (see also Section sec:CS4FAIR.SA) are strongly
required.
Common metadata schemas (e.g. DCMI, EDM, EDMI, DCAT, DataCite, Schema.org,
OpenAIRE guidelines44) are another strategy. This could either be translated into the
requirement to provide metadata descriptions in these formats directly, or by a conversion
towards the common format. Such conversions pose the risk of being lossy.
Metadata based on registered schemas and concepts is a third way towards acheiving
semantic interoperability between various sources of metadata. This approach can be
combined with the two strategies listed above, and will be discussed in detail in the next
section.

Systematic registration of schemas and semantic definitions. We need a systematic and
systemic approach to schema, concept and vocabulary registration that allows people to
easily register, find and reuse these resources, thus making them also FAIR. RDA offers
such a schema registry45. There are also community-specific registries available, such as the
CLARIN component registry. In general, the availability of such registries can be seen as a
basis for improved support of semantic crosswalks (see Section 2.2).

Validation & metadata extraction services. Both interoperability and reusability can
benefit significantly from machine-supported digestion and inspection of data sets. First, by
applying automatic validation, a guarantee can be given that the data is not corrupted and
is in line with the format specifications. If these requirements are not met, the person or
program responsible for the ingestion can be informed in a timely manner, so that the data
can be curated and metadata can contain correct type specifications etc.

Second, in many cases, the often costly process of metadata generation can be made
more efficient by extracting information from the data that is described. In many cases
there is embedded metadata available, e.g., in form of headers embedded in the data. This
presupposes that the format specification is respected and that the embedded metadata
is correctly generated. This might require additional attention at the moment of the data
generation (e.g. calibration of sensors).

38 https://en.wikipedia.org/wiki/YAML
39 https://eudat.eu/services/b2find
40 https://www.europeana.eu/portal/de
41 https://isidore.science
42 https://www.clarin.eu/content/virtual-language-observatory-vlo
43 https://explore.openaire.eu
44 https://guidelines.openaire.eu
45 http://rd-alliance.github.io/metadata-directory/
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Search interfaces. Eventually, better and FAIRer metadata, using the various strategies
mentioned above, can lead to more effective search facilities. In any case, searching in a
collection of diverse metadata sources can be a fairly complex operation that requires insight
into the heterogeneity of the metadata available. To overcome this, assistance services are
needed that help users to represent a query in a format that meet common data representation
formats - e.g. translating a GUI-supported query into SPARQL to search in a LOD set.

Accordingly, standardized FAIR-compliant search APIs for data are needed to support
querying distributed metadata and data collections. Some examples in use are SRU-CQL46(for
metadata in the library and museum sector) and Federated Content Search (for language
resource data).

Finally, it should be noted that data discovery in a multidisciplinary scenario through
such rich search interfaces remains challenging. While the recall naturally increases, striking
the right balance with a good precision – finding the proverbial needle in the haystack of
millions of records in a search portal – is not at all trivial. Realizing this, and therefore being
transparent about the indexing and ranking mechanisms used, is an important step to turn
the FAIR principles into reality. At the end we assume a landscape of smart and specialised
services tuned to specific multidisciplinary scenarios.

Workflow Frameworks

There is growing agreement that only an increased automation of data processing, with its
implicit possibility of systematically including code that implements the FAIR principles and
documenting actions, will help to overcome current inefficiencies and be able to facilitate
reproducibility/reusability. However, the unpredictability in scientific work makes automation
difficult to achieve.

In general, analytic steps in research need to be redone frequently, using different methods
and adjusted parameter sets, until evidence for an interpretable scientific output can be
achieved. Suitable workflows need to concatenate modular parts addressing specific ana-
lytic steps that can be automated. They need to be easily modifiable by scientists and
offer the possibility of reusing existing code, thus addressing issues of both FAIRness and
documentation. These workflows also need to be parameter-driven.

Electronic notebooks, such as Jupyter notebooks47, and workflow frameworks such as
Galaxy [1], KNIME [7], and Nextflow48 offer a way forward toward automation . Over 230
workflow management systems are in use in research today49. The field of computer science
has a long history of workflow research [3, 12], including the discoverability of workflows [24],
workflow registries such as myExperiment.org [17], and workflow provenance [8].

The Common Workflow Language (CWL)50 [2] is becoming a standard for describing
analysis workflows and tools in a common way that makes them discoverable, portable and
scalable across a variety of software and hardware environments, from workstations to cluster,
cloud, and high performance computing (HPC) environments. CWL is designed to meet
the needs of data-intensive science, such as in bioinformatics, medical imaging, astronomy,
physics, and chemistry, and forms part of the technology stack of BioCompute Objects51,
the GA4GH Workflow Execution Service52 and the EOSC Life workflow collaboratory53.

46 https://www.loc.gov/standards/sru/cql/
47 https://jupyter.org
48 https://www.nextflow.io
49 https://s.apache.org/existing-workflow-systems
50 http://commonwl.org
51 https://biocomputeobject.org
52 https://ga4gh.github.io/workflow-execution-service-schemas/
53 https://www.eosc-life.eu
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To facilitate automation, libraries of code snippets should be made available that are
specified in CWL and implement generic approaches for data management, access and use.
An example is the Digital Object approach proposed by RDA, i.e. using code snippets to
create a checksum, to register a handle, to create new metadata based on the existing one
and add provenance information. Workflows amended with such reusable code snippets
would be self-documenting in terms of provenance and versioning and would automatically
create new, full-fledged and FAIR-compliant Digital Objects.

Aspects such as defining suitable packaging and container formats (Research Objects54,
Docker55) are also of great relevance to facilitate reproducibility and exchange of workflows.
Increasingly often, code will have to be moved to the place where the data is being hosted
and being executed at the corresponding machines. In this “bring your code to the data”
scenario, a researcher needs to be able to execute (arbitrary) code close to the data. This
is not possible in most data centres today. This is a particular problem in data-intensive
science, where a solution is urgently needed.. An even more challenging scenario exists when
workflows run in a distributed setting, i.e. when parts of a workflow are being executed
at different locations exchanging messages. Such a scenario is of great interest in cases
where sensitive data located in different repositories need to be virtually integrated to solve
a specific analytic problem, but cannot be moved for ethical or juridical reasons. Making
such scenarios common practice requires much better organizational and administrational
solutions; for example, governments will need to overcome current restrictions that are
hampering cross-border data intensive science.

Semantic Aspects

Discussions at the workshop clearly indicated a gap in services to facilitate semantic in-
teroperability. Three major aspects were mentioned: 1) lack of a systematic and systemic
approach to the definition and registration of schemas, semantic categories and vocabularies,
2) better help for semantic crosswalks and 3) the possibility to add user tags to existing
metadata of data and services.

Currently it is almost impossible to find schemas or the definitions of semantic categories
and vocabularies for people who are not experts in the field; once found, the formats are
so different that machines can hardly make use of them. In collaboration with the Digital
Curation Center, RDA has worked out a registry for schemas for metadata56 as they are being
used in various research communities; FAIRsharing57 is a widely used metadata standards
registry [52]. The schema.org initiative from Google is often referred to as focusing on schemas
associated with web pages. The Bioschemas.org initiative has developed conventions for
using schema.org markup for Life Science resources. Many research communities have done
extensive work in the area of registries of semantic categories and vocabularies, extending
to creating comprehensive ontologies. Ontologies are often underused in current research
practice. A more systematic and systemic approach to the registration of schemas and
semantic categories/vocabularies is strongly recommended as a basis for facilitating the work
at semantic level such as crosswalks.

54 http://www.researchobject.org
55 https://en.wikipedia.org/wiki/Docker_(software)
56 https://www.rd-alliance.org/metadata-standards-directory
57 http://www.fairsharing.org
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Researchers increasingly need to combine metadata and data from different sources that
include different semantic spaces [27] An example of this is the project SoRa58, funded by
the German Research Foundation, which aims at linking data from the social sciences with
data from spatial sciences to enable research addressing the relationship between health,
well-being, or attitudes and local spatial condition. Thus, there is an urgent requirement to
facilitate semantic crosswalks. One aspect of facilitating crosswalks would be to offer quick
access to FAIR vocabularies and ontologies at all steps when creating or reusing metadata
or data, as this would facilitate the understanding and the identification of fine semantic
differences. Another aspect is to have improved tools to exploit aggregated assertions (c.f.
RDF triples, nano-publications), as is indicated by mapping knowlets [39] in a domain of
Linked Open Data and identifying core concepts, their scope and their relationships and by
using Linked Open Vocabulary approaches59. A third point is to create easy-to-use tools that
allow the creation of semantic mappings between concepts, as well as the ability to store and
share them. Semantic mappings are often dependent on the specific type of task a researcher
wants to carry out; complex ontologies are often too unwieldy to adapt to the concrete needs.

Another point that was flagged as being urgent is the need to have better support for users
to add annotations or tags to data or metadata as is possible, for example, in repositories.
These commentaries, which need to be stored separately from the original data and metadata,
would help new users in understanding the overall topic of the (meta)data. This is often
problematic, as data creators tend to use specific terminologies not known to everyone.

2.3 Key Recommendations
The FAIR principles do not form a blueprint for building infrastructures. There are many
different ways to implement them. The following recommendations were identified as being
particularly crucial for implementing FAIR-compliant data infrastructures and services.
These recommendations target infrastructure and service providers as well as providers of
innovative services resulting from computer science research:
1. Provide a user-friendly infrastructure that allows for the registration of persistent

identifiers (PIDs) for all kinds of digital objects. This will help to establish
interoperability at the data organization level.

2. Develop registries of trustworthy repositories allowing users to quickly find services.
To do this, a common certification scheme is needed.

3. Implement automatic processing of authentication & authorization in distributed
scenarios. This should result in creating a digital “data passport”

4. Improve support for creating rich metadata. Possible ways to do this include
automatic extraction of metadata and provenance information from workflows, assistance
services for metadata validation and transformation.

5. Create schema and vocabulary registries which allow people to easily find and reuse
these resources and to better support the use of semantic mappings, annotations or
crosswalks

6. Develop rich search interfaces for discovering (multidisciplinary) data
7. Encourage widespread adoption of appropriate formal languages and techniques

enabling interoperability and workflows.

58 http://www.sora-projekt.de
59 https://lov.linkeddata.es/dataset/lov/
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2.4 Related Computer Science Research Topics
The recommendations mentioned in Section 2.3 have a strong focus on improving automation,
machine-readability, and computer-actionability on the infrastructure level to provide easy-
to-use and intelligent services for researchers. This generally requires that data and metadata
can be read and interpreted by machines based on corresponding standards and vocabularies.
The following research aspects should be further addressed to foster the implementation of
the recommendations and of FAIR data infrastructures in general.

Trustable exchange and tracking of digital objects (contributes to Rec 2 & 3): In
the context of the trustworthiness of repositories, it is vital that access to and use of digital
objects is applied according to defined permissions which are trackable and tamper-proof.
Important research aspects here are security and privacy frameworks to provide FAIRness
for sensitive data. Furthermore, research should examine novel provenance concepts such
as the use of blockchain technology, e.g., to store transaction records or to encapsulate
authorisation decisions in smart contracts, taking scalability aspects into account. In the
context of automation, further research aspects include software agents for automated
informed consent negotiation and inference as well as computer actionable licences.
New approaches for FAIR digital preservation (contributes to Rec 1 & 2): Research
in this area is needed to ensure that FAIR data (and metadata) remain FAIR over a long
period of time and that the used PIDs are stable. This aspect should also be part of
repository certification, which is related to digital preservation problems in general.
Novel data management and storage concepts (contributes to Rec 1 & 4): Data
intensive science often relies on large-scale research data across evolving versions that
are aggregated over long time scales. It is important that different data versions are
accessible and that aggregated data is either persistent itself or that the computation
including PIDs to all used data is preserved. In this context, the persistent provision of
such data and the automatic generation of PIDs should be further examined.
Intelligent data discovery (contributes to Rec 6): Data discovery is a significant
challenge which becomes even more complex in multidisciplinary scenarios. Here, we see
different possible research aspects. Rich search interfaces are an important prerequisite
for data discovery; here, semantic aspects of intelligent FAIR services (based on ontologies
and vocabulary crosswalking) should be further examined. Given cross disciplinary
search scenarios, where heterogeneous data sources with different underlying structures
come into play, an imporant challenge is finding evidence of significant correlations and
improving interoperability between various data sources. Hence, the role of AI technologies,
especially the deployment of machine and deep learning agents and their interaction
with discoverability services, becomes critical. These role of these technologies need to
be further examined to assist discovery workflows and to improve the quality of search
results and recommendation systems. As these technologies are complex, performance
aspects should also be considered. Finally, text-based search has limitations for data
discovery; novel visual analytics technologies should also be examined to allow visual
data discovery.
Semantic aspects (contributes to Rec 4 & 5): Lack of practices by researchers in
their daily work with semantic technologies along with inadequate understanding for
structural and semantic specification for research data within the scientific community is
an explicit obstacle in achieving the interoperability aspect of the FAIR data principles.
An active area of research to deal with this problem is to work to establish a fully
operational semantic layer, built upon the principles of semantic web and linked data
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technologies, to ensure the consistent application and usage of machine-readable common
standards (W3C / RDA) in harmonizing multidisciplinary content representation. How
this semantic layer can support services, applications, metadata and data interoperability
for distributed, federated resources still needs to be investigated. Another area of research
is the establishment of universal registry infrastructures and underlying mechanisms for
semantically rich knowledge graphs which, regardless of specific disciplines, can provide
lookup services for the reuse of available schema, concept, vocabulary / ontologies,
schema crosswalks and annotation services. In this context, rich metadata are the core for
intelligent FAIR services. Whenever possible, this data should be automatically generated.
One important research aspect is capturing provenance in workflow frameworks. Another
aspect is reasoning on such provenance data to enable automated data identification and
integration across heterogeneous domains.
Distributed Computing (contributes to Rec 1, 3, 4 & 7): Concepts such as (FAIR)
Digital Objects provide an abstraction layer for the basic management of any form of
research data. The concept of Research Objects fills the gap to computational aspects for
a better connection of code and data related to intensive operations like processing and
analysis. Research Objects, ranging from simple scripts to large workflows, should be ready
to be executed in a highly distributed computing and storage environment. This is still
an important field for computer research. One possible research direction is to investigate
further advancing the portability of executable code by encapsulating containers while also
archiving the FAIRness of Research Objects with respect to reproducibility. Ultimately,
this is the basis for building research environments such as Virtual Research Environments
(VRE).

3 How to make computer science research more FAIR

3.1 Introduction
Computer science plays an important role in the implementation of the FAIR principles,
both through performing research and delivering tools to support FAIRness within other
disciplines. Computer science research, which relies on reusing digital objects such as research
data and software to perform experiments, should also be FAIR itself. In particular, computer
science should seek solutions to address what has come to be known as “FAIR*-ness,” where
efforts focus on what [16] terms the “R dimensions.”

The scientific process behind digital computer science thinking should be inspired by these
dimensions, namely60 repeatability (“same research activity, same laboratory”), replicability
(“same research activity, different laboratory”), reproducibility (“same research activity,
different input parameters”), and reusability (“using a product of a research activity into
another research activity”) [16]. The FAIR*-ness of science applies to the entire scientific
process, requiring that both results (i.e. FAIR data, FAIR software) and the processes used
to create those results are reproducible. The following research ecosystem components play
a key role in achieving FAIR*-ness in computer science:

Research Literature: digital documents describing a research activity, e.g., articles, theses,
slides, blogs, posters, etc. Literature is the essential and minimal scientific product
required to share the output of a digital experiment. The online publication of research

60The twelve Rs were first presented in a blog post in 2010 which is no longer accessible: http://www.
scilogs.com/eresearch/replacing-the-paper-the-twelve-rs-of-the-e-research-record/
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literature announces and represents the research activity itself; describes its motivations
and methodology; illustrates and justifies the experimental steps (possibly including
errors committed or wrong assumptions); and presents alternative solutions. The research
literature can be enhanced when it is properly linked to the digital products used to
perform the experiment or those generated by the experiment, i.e. other literature,
research data and software, or experiments. This is not relevant for some sub-disciplines
of computer science that are not data-driven or software-driven, such as the theory of
computing.
Research data: digital objects used as evidence of phenomena for the purpose of research.
In computer science, research data may include a diverse range of objects, i.e. corpora of
texts used for text mining; corpora of images or videos used for feature extraction and
matching; sample data; training sets for machine-learning or bag of words, etc. Some
communities also use source code as data. Mining Software Repositories (MSR)61, for
example, analyzes the rich data available in software repositories to uncover interesting
and actionable information about software systems and projects. The variety of computer
science disciplines is so broad that it is difficult to define a cross-discipline classification
of research data.
Research software: code to be compiled or interpreted. Any digital product intended
for execution to become a process that is the concrete result of a research activity, i.e.
implementations of algorithms in programming languages such as R scripts and Java, can
be seen as research software.
Research experiments: representations of digital experiments, that encapsulate repeatable
sequence of actions (e.g. workflows in KNIME, Galaxy, CWL) or aggregation of digital
objects to be combined into an experiment (e.g. Research Object62 docker containers).
Research experiments are typically related to the digital laboratory assets required to
execute them; these include scientific services such as Taverna and lab notebooks, as well
as possibly their input and output data, and the research software used in the experiment.
Digital Laboratories (or virtual research environment (VRE)). Digital laboratories are
compounds of assets required to technically operate a digital scientific life-cycle. These
include ICT tools (services, software, frameworks, workflow engines, etc.), paradigms,
methodologies, and standards, to enable the reuse of digital products and to generate
new ones. Research literature, data, and software are all part of a digital laboratory.
Research software can be deployed in such an environment so that it is accessible online
via APIs or web interfaces.

In the following, we analyse the state of the art of FAIR*-ness for the research activities
in computer science in Section 3.2. We do this to assess current trends in publishing digital
scientific products in a way that guarantees FAIR*-ness of the individual products (i.e.
FAIRness of data and software) and FAIR*-ness of the overall research activity. Based on
this analysis, we propose recommendations for making computer science research more FAIR*
in Section 3.3.

61 http://www.msrconf.org
62 http://www.researchobject.org
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3.2 Status Quo: FAIR* Computer Science
Here, the FAIR*-ness of computer science refers to the FAIRness of the complete research
cycle, including all digital objects that are used or created. For the scientific experiment to
be FAIR*, best practices typically require these objects to be neatly described by metadata,
to be uniquely identified and semantically interlinked, and to be (possibly openly) access-
ible on the web. In advanced scenarios, the digital objects resulting from an experiment
encompass the digital and executable representation of the experiment itself (e.g. a work-
flow, a process), not solely the digital outcome of the experiment. The same object may
be described by different kinds of metadata to support a variety of consumption options,
from findability to re-use to cite and to credit. In the following, we analyse the status quo
of FAIR*-ness for research literature, research data, research software, and digital laboratories.

Research literature

Research activities, by which we mean the entire scientific process, are typically published via
research literature, e.g., scientific articles or research papers, which describe the underlying
motivation, thesis, process, and conclusions. The scientific article is typically the main
channel of scientific communication, while research data, research software, and in some cases
the digital representation of the experiments, are additionally provided to achieve better
FAIR*-ness. Vice versa, in some cases the “data paper” or “software paper” approach is
adopted. Researchers publish an article with the explicit purpose of describing research data
or software and make such products re-usable by other scientists [9, 35].63

Executable paper. The general idea of an executable paper is to enrich classical print-
publications with executable elements, so that underlying computational elements can be
directly explored and repeated. A while ago, Elsevier conducted the “Executable Paper
Grand Challenge”64 [23] during the ICCS 2011 (International Conference on Computational
Science). In addition to addressing computational science at a general level, this effort also
specifically addressed computer science research. Several projects presented their concepts
of executable papers, which are published in the corresponding conference proceedings [46].
The winner of the challenge was invited to implement the “Collage” platform which was at
one time used by the “Computers & Graphics” journal in the “Special Issue on executable
papers for 3D object retrieval” [49]. Afterwards, this project was not continued, and the
concept was rarely applied in individual cases. An example of where this conecpt was applied
is the paper [37], which contains a literate Curry programme that is directly executable.

Artifact evaluation and badging. Many journals have begun to allow the addition of
supplementary material for articles such as data and software. Artifacts, for example, can
be software systems, scripts used to run experiments, input datasets, raw data collected in
the experiment, or scripts used to analyze results. Several conferences and journals have
established so-called artifact evaluation, in which the review process is extended to the
supplementary materials that must be provided by the author.

Computer science disciplines have been experimenting with artifact evaluation since 2011.
Known examples are the ESEC/FSE conference in Software Engineering and the ECOOP
conference in Programming Languages (www.artifact-eval.org), as well as the Empirical

63 https://www.nature.com/search?subject=mathematics-and-computing&journal=sdata
64 https://www.iccs-meeting.org/iccs2011/
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Software Engineering journal [38]. ACM started with “Artifact Review and Badging”65 a
quite popular approach applied in some sub-disciplines of computer science. Examples include
Software Engineering (ACM SIGSOFT and ACM ESEC/FSE), Programming Languages
(ACM SIGPLAN), and Databases (ACM SIGMOD) see [34], as well as the IEEE International
Requirements Engineering Conference66. Some sub-disciplines of computer science such as
Information Retrieval (ACM SIGIR)[22] are still discussing whether they should adopt the
artifact evaluation process. Complementary to this, the “CENTRE reproducibility evalu-
ation of CLEF/NTCIR/TREC tasks”67 and “The Open-Source IR Replicability Challenge”
(OSIRRC 2019)68 propose a discipline-specific approach for Information Retrieval.

Artifact evaluation has also been a topic of interest at Schloss Dagstuhl with the Dagstuhl
Perspectives Workshop on “Artifact Evaluation for Publications” [11], conducted in 2015.
Since 2015 Schloss Dagstuhl provides the Dagstuhl Artifacts Series (DARTS)69 to complement
its own conference proceedings series.

Research data

Computer science follows trends and standards of formats to manage and exchange data,
developed by the community in order to provide innovative, optimal, and efficient technologies.
Database management systems vary today from SQL technologies (MySQL, Postgres, HIVE),
NOSQL technologies (MongoDB) to column stores (Cassandra, HBASE, Spark) and graph
databases (Neo4j, Virtuoso, GraphX), which can support different kinds of processing, whether
local, parallel or distributed. On the side of exchange formats and protocols, examples include
the Resource Description Framework (RDF), the eXtensible Markup Language (XML), JSON,
AVRO, Protocol Buffers, CSV, etc., flanked by SPARQL, OpenSearch, etc. At a higher level
of abstraction, tables are also extremely common across computer science disciplines and are
shared via any standard format or file type.

Although data practices are solid and aligned across different computer science fields,
supported by consolidated open source practices, the same cannot be said about publishing
data according to the FAIR principles. To our knowledge, different sub-disciplines of computer
science adopt different metadata data models, make use of different technologies, and follow
different data acquisition, pre-processing, processing, and preservation practices. Their ability
to converge on common methodologies and tools depends again on their maturity, where
it exists, in their networks and governance, and sometimes by industry (e.g. MPEG-7 is
widely used in industry and research [47]), which governs standards via ISO, W3C, and other
similar entities.

In general, computer science disciplines do not reconcile their data publishing practices
under research infrastructures or similar initiatives. Accordingly, computer scientists do not
follow best practices or conventions of research data publishing and, despite the “de facto”
digital science features, they fall under the umbrella and pitfalls of the “long tail of science”
[54]. Table 1 classifies a number of known practices for sharing /publishing research data,
highlighting if these practices can guarantee basic properties of data FAIRness: presence
of persistent identifiers (PIDs), web discoverability means, preservation, and attribution
metadata for citation.

65 https://www.acm.org/publications/policies/artifact-review-badging
66 https://re20.org/index.php/artifacts/
67 http://www.centre-eval.org
68 https://osirrc.github.io/osirrc2019/
69 https://www.dagstuhl.de/en/publications/darts/artifacts/

https://www.acm.org/publications/policies/artifact-review-badging
https://re20.org/index.php/artifacts/
http://www.centre-eval.org
https://www.dagstuhl.de/en/publications/darts/artifacts/


N. Manola, P. Mutschke, G. Scherp, K. Tochtermann, and P. Wittenburg (eds) 21

Some computer scientists, perhaps pushed by funder mandates or because they work
in fields sensitive to sharing practices (e.g. information science), have started to follow
FAIR practices by publishing data in research data repositories and publishing “data papers”
describing their research data. These practices help to ensure visibility, reusability, and
scientific reward for the necessary, skills-enabled, often tedious job of generating research
data [9]. Overall, however, the lack of practices and dedicated repositories makes it very
difficult for computer scientists to correctly share, discover, and reuse research data.

Data publishing and preservation. Computer scientists (or scientists in general) often
publish research data via websites. These websites are not intended for this purpose, as they
do not give support for PIDs, preservation and structured citation metadata.

Data citation and identification. Research data is typically referred to via URLs from the
article, not vice versa, and is not discoverable via search engines dedicated to research or
computer science. The same holds true for computer scientists relying on GitHub, which
offers known value-added functions for collaborative work, but is not intended to serve only
scientists nor address research data publishing.

Data peer review and scientific reward . Data in computer science is still not regarded
as a core scientific product, but rather as supplementary material, in support of the article.
This is reflected by the author guidelines in conferences and journals in the field, which only
recently have started to mention research data and data papers (e.g. IRCDL2019 conference
(Italian Research Conference on Digital Libraries)70, and in general do not bias reviewers to
mandate their acquisition for review.

Research software

Sharing software as open source [53] is an established practice in computer science. Developers
rely on software repositories and management tools (e.g. GitHub, Bitbucket) which support
collaborative programming as well as maintenance and versioning of open source projects
[30]. However, sharing and publishing research software are different practices and such
tools do not support publishing. Publishing has implications of scientific reward, such as
metadata for attribution and PIDs for citation (of different software versions), of findability,
accessibility, and preservation, which such tools are not intended to target. To fill the gap,
and to meet Open Science publishing expectations, we are currently witnessing a large
number of initiatives attempting to bridge the two worlds of software development and
research software publishing [51]. Table 2 classifies a number of known practices for sharing
/publishing research software, highlighting whether basic properties of FAIRness can be
guaranteed: presence of persistent identifiers (PIDs), web discoverability means, preservation,
and attribution metadata for citation.

Software publishing and preservation. Research software in computer science is usually
not published and archived in a FAIR* way, for example by using a common vocabulary
to describe these artifacts with metadata and in a citable way with a persistent identifier.
GitHub is not a platform for scholarly publishing; the common practice to link to GitHub
repositories from the literature (PDF) as footnotes is far from acheiving FAIR* software
publishing to facilitate the R* of science. Repositories like Zenodo and FigShare support
publishing software as effective research products, which are assigned a DOI, attribution
metadata, and descriptions, and which can be properly cited from literature [29]. (Zenodo,
for example, supports direct linking with GitHub).

70 https://ircdl2019.isti.cnr.it
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Table 1 Practices for sharing /publishing research data in computer science.

PID Discoverability Preservation Metadata for
citation

Data published on web sites,
e.g., ClueWeb12 for inform-
ation retrieval benchmarks71

and 3Dscanrep 3D graphics
repository72.

URL Web search
engines (e.g.
Google)

Not addressed Not addressed

Data sharing platforms for
programming challenges,
e.g., Kaggle datasets for
computer science73.

URL Web search
engines (e.g.
Google)
Data search
engines
when
schema.org
compatible
(e.g. Google
Data
Search,
OpenAIRE,
GeRDI)

Not addressed Not addressed

Programming practices, e.g.,
GitHub74.

URL Web search
engines (e.g.
Google)

Not addressed Not addressed

Research data repositories,
e.g., general-purpose data re-
positories (e.g. Zenodo75, fig-
share76).

DOI Data search
engines
(e.g. Google
Data
Search,
DataCite,
OpenAIRE)

Guaranteed
by repository
SLAs

Enabled

Data papers, e.g., Inter-
national Journal of Robot-
ics Research77, Scientific
Data78, SpringerPlus79, Ap-
plied Informatics80.

DOI Data search
engines
(e.g. Google
Data
Search,
DataCite,
OpenAIRE)
Publication
search
engines
(e.g. Google
Scholar,
OpenAIRE,
Scopus,
etc.)

Guaranteed
by repository
SLAs

Enabled
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Research software can also be published in the sense of “software papers”81. The “Journal
of Open Source Software”(JOSS)82, for instance, is a general journal for open source software
publishing. Research software can also be published in the “Research Ideas and Outcomes”
(RIO)83 journal, which generally allows the publication of all artifacts around the research
cycle. However, the majority of journals in this context are “software metapapers”, in which
research software is described in a paper. In these cases, the associated software is not
“published” (with DOI etc.) but rather is attached as supplemental material or stored and
linked via an internal or external repository. In computer science, the “Journal of Machine
Learning Research” (JMLR)84, for example, provides its own internal software repository85
which is linked with the journal86. However, software publishing is seldom adopted in
computer science.

Preservation is the key to enable software re-use and replicability from a long-term
perspective. It remains a great challenge, however, to collect, preserve, and share all the
software source code. Software Heritage [19] is an initiative of INRIA which aims at building
the largest software archive world-wide, thus enabling preservation of software repositories
beyond their lifetime. Software Heritage keeps an in-sync copy of all versions of all repositories
forever and for those generates a unique (hash-based) identifier which ensure unambiguity
and retrieval.

Software citation and identification. Several works related with software citation and
identification87,88,89,90 [33, 48, 14, 15] exist today. The FORCE11 Software Citation Working
Group Software Initiative provides metadata standards for software citation91. The Software
Heritage archive92 addresses software preservation.

Software peer review and scientific reward. Peer review is currently the core mechanism
for quality assurance in the scientific publishing system and an import quality indicator for
journals. Thus, software journals such as JOSS have a peer review process, which usually
includes code review, re-execution tests and so forth. ACM established a review process to
check different degrees of R* for artifacts, including software. Passed checks are associated
with a corresponding badge, see the previous discussion on “Research literature” on page 19.

Research experiments

As mentioned above, digital science is not just about producing digital scientific products, but
also about adopting digital services in a digital laboratory, and possibly combining them to
build complex experiments. Depending on the technical homogeneity of the digital laboratory,
the combination of such services, as well as their configuration, to obtain a final result, can
be itself expressed as a digital object. As such, this object can be published, attributed

81 https://www.software.ac.uk/which-journals-should-i-publish-my-software
82 https://joss.theoj.org
83 https://riojournal.com
84 http://www.jmlr.org
85 https://mloss.org/software/
86 http://jmlr.csail.mit.edu/mloss/
87 https://www.software.ac.uk/how-cite-software
88 https://www.force11.org/software-citation-principles
89 https://guidelines.openaire.eu/en/latest/software
90 http://www.citethisforme.com/guides/ieee-with-url/how-to-cite-a-software
91 https://www.force11.org/group/software-citation-working-group
92 https://www.softwareheritage.org/archive/
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Table 2 Practices for sharing/publishing research software in computer science.

PID Discoverability Preservation Metadata for
citation

Software published on web
sites and FTP sites

URL Web search
engines (e.g.
Google)

Not addressed Not addressed

Programming practices, e.g.,
GitHub, Bitbucket.

URL Web search
engines (e.g.
Google)

Addressed
indirectly
by Software
Heritage93.

Not addressed

Research software reposit-
ories, e.g., general-purpose
data repositories (e.g. Zen-
odo94, figshare95).

DOI Software
search en-
gines (e.g.
OpenAIRE’s
EXPLORE
for all soft-
ware and,
swMATH for
sotware in
mathemat-
ics)

Guaranteed
by repository
SLAs

Enabled

Software papers, e.g., Joss
Journal96.

DOI Data search
engines
(e.g. Google
Data Search,
DataCite,
OpenAIRE)
Publication
search en-
gines (e.g.
Google
Scholar,
OpenAIRE,
Scopus, etc.)

Guaranteed
by repository
SLAs

Enabled
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to its authors, be provided with a DOI and metadata, and be accessed and retrieved by
other scientists for re-use. The optimal scenario is one where the digital experiment can be
consumed by a service to automatically reproduce or repeat the experiment; examples are
workflow management systems such as Galaxy, Taverna, and KNIME. Other scenarios are
possible, where the digital object represents a manual sequence of steps - Standard Operating
Procedures or Lab Protocols (e.g. protocols.io97), or describe hybrid contexts where only
part of the workflow can be executed [10].

Scientific workflows. Scientific workflows encode sequences of actions, typically resulting
from the execution of services that obey the standards and practices imposed by a particular
language and can therefore be combined into a pipeline. As highlighted in Section 2.2,
workflow languages, management systems, and related functionalities constitute a specific,
mature, and still innovative field in computer science [4, 26]. Although much research has
produced widely adopted products which are used to model processing workflows in several
disciplines (e.g. BPEL98, Common Worklow Language (CWL)[2], Taverna [59], Galaxy [1],
myexperiment.org [17]) , only a few sub-disciplines of computer science heavily rely on such
tools to actually perform and share experiments. KNIME [7], used in the context of data
mining and analytics, is one such exception. In general, computer science does not follow or
promote best practices that rely on workflow-oriented approaches to model processing flows
or eventually publish them as research products.

Research objects. Unlike scientific workflows, the aggregation of objects does not necessarily
target sequences of steps. Here are two common examples:

Aggregation of objects: Some approaches define representations of object aggregations, in
the form of labelled graphs whose node entities can describe the elements of an experiment
and possible their composition. Such representations enable a degree of interoperability,
come with out-of-the-box tools, and unburden scientists from the definition of ad-hoc
encodings. Examples include work on workflow research objects for reproducibility and
preservation, e.g., Research Object99 [5] and RMap Disco [28].
Virtual Machines: Some approaches explore the notion of generating virtual machines,
which are by definition born to facilitate the sharing of code, data, and processes (e.g.
EGI Application Database). This approach makes the research described in an article
fully executable, as the authors share and publish the digital representation of the
experiment, thereby minimizing the efforts required by readers to re-assemble individual
components and re-build the necessary execution environment. These approaches are
based on development practices or on more advanced scholarly communication practices.

Digital laboratories

Digital laboratories are the digital twin of traditional scientific laboratories. Computer
scientists make use of digital resources to perform their experiments. Such resources range
from personal laptops, to the internet itself, encompassing cloud resources, shared on-line
services, or software as a service solutions. In order to maximize FAIR*ness, the digital
laboratory assets used in an experiment should also be shared, together with the experimental

97 https://www.protocols.io
98 http://docs.oasis-open.org/wsbpel/2.0/OS/wsbpel-v2.0-OS.html
99 http://www.researchobject.org
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conditions (e.g. configurations, software versions). In the last decade in Europe, efforts have
been made to construct research infrastructures and e-infrastructures; these initiatives allow
research communities to identify a governance body to plan policies, best practices, and
services for researchers to better leverage scientific workflows.

Specific sub-disciplines of computer science have exploited such opportunities to agree
on common digital laboratories and are today putting efforts into building services and gov-
ernance. Examples of this can be seen in SoBigData100 for social mining and OpenMinTed101
for text mining. In general, however, computer scientists seem convinced that their current
efforts are more than enough to perform FAIR* science [20, 21] and do not see the benefit of
investing time and effort into building common digital laboratories.

3.3 Key recommendations
It is ironic that although ICT and applied computer science form the pillars of e-infrastructures,
the adoption of open science practices in (data-driven) computer science research is lacking.
The FAIR principles, particularly the interpretation of FAIR*-ness as we discuss it above are
not widely adopted within research in the field. While some branches of computer science
have recently started to create research infrastructures and to push for common practices,
standards and services, there is a general lack of adoption of these practices across computer
science and related disciplines.

In order to advance FAIR*ness within computer science, we propose the following four
recommendations targeted toward researchers, research communities and institutions, policy
makers and funders.

1. Foster sharing / publishing culture: Publishing on GitHub is not sufficient to acheive
FAIR*ness. Identification, metadata, versioning, and preservation support provide a solid
basis, but this is not enough to reach minimal FAIR requirements. Researchers and their
communities in computer science should advocate for extending publishing workflows
in support of research data, research software, and research experiments. They should
aim to preserve these objects with generic metadata (e.g. DataCite, Software Citation
metadata) and use DOIs/PIDs to link them to theliterature. Existing solutions such as
Zenodo or Software Heritage (for software) may be used; alternatively community-specific
repositories with FAIR* in mind could be realized.

2. Foster (peer) review and scientific reward for published artifacts: Research
communities in computer science should foster and establish the concept of artifact
publishing (i.e. data, software, experiments) and review to ensure the FAIR*-ness of the
published research which these artifacts support. Additionally, publishing data, software,
and experiments should be seen as having a stand-alone value; these objects can later
be described for proper re-use in a dedicated article. The consolidation of scientific
reward criteria at the community level is key for open science practices to take hold.
Communities, disciplinary sub-communities and institutions should introduce evaluation
practices reflecting this vision, where evaluation is based on the entirety of researcher’s
scientific output, rather than just on published literature. Discipline-specific quality
measures reflect this vision need to be identified.

100http://sobigdata.eu
101http://openminted.eu
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3. Promote the use of discipline-specific digital laboratories and publishing work-
flows to support the entire scientific process.: Computer science and its sub-
disciplines should devise agreed-upon, community-driven processes for the definition,
governance, and maintenance of digital laboratories (e.g. research infrastructures, schol-
arly communication services). As proven by research infrastructure experiences, such
a collaborative approach helps to create the community endorsement required to drive
the development of common understandings of the scientific process and its subsequent
publishing. In such contexts, sub-disciplinary communities and engaged institutions
can organize/endorse the way they produce and publish research data, software, and
experiments (i.e. using common APIs, common descriptors, discipline ontologies, and
software portability, etc.). They can agree upon common policies, digital laboratories,
methodologies, and workflows and publish research objects to ensure R* within the field.
As a consequence, researchers would be able to find common ground for scientific devel-
opment and debate. In the ideal scenario, scientific assessment would be as automated
as possible, scientific fraud would be minimized, and redundancy (and hence the cost of
science) would be mitigated by re-use. Finally, the usage of tools to digitally describe
non-digital scientific processes (in non data-driven or software-driven sub-disciplines)
could also be adopted to formalize the methodologies.

4. Foster cultural change: To accelerate this cultural shift, policy makers and institutions
with strong publishing mandates should also be involved. This will enable linking funding
and policies to support FAIR*ness and open science. In this respect, it is crucial that
these principles and goals are also implemented at the educational level. During their
training, students and PhD researchers should encounter and acquire knowledge and skills
about the elements required to perform FAIR* computer science research. Such skills
include learning about open source software development practices, software engineering,
data curation and sharing practices, adoption of standard tools, and the establishment
of digital laboratories. Institutions, departments, and universities play a key role in
planning and providing courses102,103,104 for training and support, and in identifying
and supporting new roles such as “data stewards”105,106. “Train the trainer” approaches
offer a promising way for teachers and professors to become fluent with issues related
to making computer science FAIR*, as well as the related issues of ethics, trust, reward,
and cost within science.

102https://www.datasciencedegreeprograms.net
103https://www.ipp.mpg.de/4532371/10_18
104https://www.mu-ds.de/
105https://www.mastersindatascience.org/careers/
106https://www.openaire.eu/item/the-role-and-value-of-data-stewards-in-universities-a-tu-delft-case-

study-on-data-stewardship
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