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Preface

The International Research Training Group 2057 “Physical Modeling for Virtual Manu-
facturing Systems and Processes” funded by the German Research Foundation (DFG) is
aimed at enabling the planning of production processes on a new level by incorporating
computational and physical models. Computer models are already in use to plan production
processes ranging from a single machine to a complete factory; however, these models are
lacking a description of the physical properties and processes involved and thus are of limited
accuracy and predictive power. In the envisioned new generation of models that include
physical aspects, it will be possible to calculate key properties of a production line, such
as the quality of the products or the energy consumption of a factory, in advance, and to
perform targeted improvements. Within IRTG 2057, the physical interactions of the three
levels factory, machine and process are considered. Toward this goal, the research agenda is
driven by fundamental problems in both engineering and computers science, as well as by the
integration of both. As an international program, IRTG 2057 brings together investigators
and students from the three partner universities Technische Universität Kaiserslautern,
University of California Davis, and University of California Berkeley.

This volume contains the proceedings of the 2nd International Conference of the IRTG
2057, conducted November 16-18, 2020 in a virtual setting. The topics considered at the
conference mirror IRTG 2057’s research focus. The 19 contributions contained within
this book underwent a two-stage, rigorous review by an international program committee.
Submitted papers were accepted for presentation at the conference, and subsequently reviewed
again before final acceptance.

We would like to express our immense gratitude to all authors that submitted a paper
and the members of the program committee for their diligent work. Finally, we are indebted
to the German Research Foundation (DFG, Deutsche Forschungsgemeinschaft) for continued
funding and support under contract number 252408385.

February 2021 Christoph Garth, Jan C. Aurich,
Barbara Linke, Ralf Müller, Bahram Ravani
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Abstract
Additive manufacturing (AM) is a promising manufacturing technology towards cleaner production
systems. Nevertheless, recent studies state that environmental benefits of AM are case-specific
and need to be evaluated and confirmed in the design phase. To enable the energy performance
evaluation in the design phase, developing convenient tools for energy prediction of AM has been
an important research task. Aiming at this problem, this paper presents the research for energy
modeling, simulation implementation, and experimental validation of an energy simulation tool
of two AM processes: Selective laser melting (SLM) and Fused deposition modeling (FDM). The
developed simulation tool can be conveniently used for energy consumption quantification and
evaluation during the product and process design for AM.
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1 Introduction

Additive manufacturing (AM) is a promising technology to improve sustainable performance
of production systems [16]. AM enables the design and manufacturing of novel geometrical
features like lattices and hollow bodies which are not possible or only with high expenses to
produce with conventional manufacturing technologies [27]. The enhanced design freedom
implies better functionalities and more environment-friendly performance of products [15].
Besides, AM requires no tools, dies, or lubricants, and therefore, the absence of peripheral
accessories and materials lead to savings of resources that would be used to manufacture,
maintain, transport and operate them [32]. In AM, components can be produced close to
their final desired shapes, leading to less material waste and energy consumption.

Nevertheless, recent studies state that the environmental benefits of AM should be
regarded more critically, especially in terms of energy performance [30]. For example, Kellens
et al. state that specific energy consumptions (SEC) of AM processes can be one or two
orders of magnitude higher than conventional cutting or casting processes [24], and Gutowski
et al. observe that adiabatic efficiency of laser-based AM machines for melting steel powder
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mainly ranges from 9 % to 23 %, and for aluminum powder ranges from 3.6 % to 7 % [14].
The SEC for producing different metal powders ranges from 7.02 MJ/kg to 23.8 MJ/kg
depending on materials and processes [24]. Moreover, Baumers et al. and Peng et al. state
that the environmental benefits of AM should be evaluated and confirmed in the design
phase before AM is implemented [2, 30]. Therefore, energy consumption prediction and
evaluation of AM in the design phase have been emerging research topics. Current methods
for energy measurements of AM mainly rely on experiments (e.g., [25, 10, 9]), which are not
appropriate for the design phase because it is time- and cost-spending, since process time
of an AM process can be up to days or weeks depending on the AM systems and process
parameters. Aiming at this problem, this paper presents the development and validation of
an energy simulation tool of AM, which enables a fast energy prediction for a given product
design and AM system in the design phase [39, 40].

2 Background

2.1 Additive manufacturing (AM)

2.1.1 Definition and terms of AM
The standard ISO/ASTM 52900 defines the term “Additive Manufacturing” as “ (...) process
of joining materials to make parts from 3D model data, usually layer upon layer, as opposed
to subtractive manufacturing and formative manufacturing methodologies (. . . )” [19]. The
German standard VDI 3405 proposes a similar definition that an AM process is regarded
as “(..) manufacturing process in which the workpiece is built up in successive layers or
units (. . . )” [36]. In addition, different synonyms like 3D printing, layered manufacturing,
generative manufacturing, free-form fabrication can be found in literature. The most nominal
one is “3D printing”, which indicates that AM processes are “(..) 3D analog to ubiquitous 2D
printers (. . . )” [5]. In 2009, the ASTM F42 Technical Committee on AM hold a meeting in
West Conshohocken, Pennsylvania, in which the term “Additive Manufacturing” was formally
selected as the name of processes for joining materials to create parts [5]. Afterwards, the
term “Additive Manufacturing” was embraced by ISO Technical Committee TC 261, which is
responsible for developing a series of standards for AM processes. Today, the term “Additive
Manufacturing” has been adopted internationally by research communities.

2.1.2 Difference between AM and conventional manufacturing (CM)
Generally, a manufacturing process is described as a combination of operations for the
production of geometrically defined solid bodies (German: “ (..) Verfahren zur Herstellung
von geometrisch bestimmten festen Körppern (. . . )”) [8]. Considering the shaping mechanisms
of materials, manufacturing processes can be distinguished between the following three types,
as depicted in Figure 1 [19]:

Formative shaping, in which the desired geometry is created by applying pressure to a
body of raw material, e.g., casting and bending;
Subtractive shaping, in which the desired geometry is created by selective removal of
materials, e.g., drilling, turing, and milling;
Additive shaping, in which the desired geometry is made by successive addition of
material

The main difference between them is the volume change of a workpiece [11]. In formative
shaping, by assuming a constant material density, the volume of a workpiece before and after
the shaping is constant, see V1 and V0 depicted in Figure 1. In subtractive manufacturing,
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V1 is smaller than V0 because of the material removal, while only in additive shaping, V1
is larger than V0 because the material is applied layer by layer. Therefore, the changing
mechanism of volume during the material shaping is a fundamental criterion to distinguish
AM processes from other manufacturing processes.

Subt rac t i ve  sha ping

Be fore A f te r

Shaping

V 0
V 0 > V1

V1

Addi t i ve  sha ping

V 0 < V1V 0 =0 V1

Be fore

Shaping

A f te r

For mat i ve  sha ping

Be fore A f te r

Shaping

V 1V 0

V 0 = V1

Figure 1 Distinguish between AM and conventional manufacturing (according to [11]).

2.1.3 AM process categories

The standard ISO 17296 has proposed seven major AM process categories [18]. Each category
is characterized by its own processable feedstocks, system characteristics, and suitable
application areas, as described in the following and depicted in Figure 2 [38, 18, 31]:

Vat photopolymerization uses a light source (e.g., UV radiation) to harden photo-
curable liquid or ceramic paste with mixed photo-curable materials, and it is the first
commercialized AM process. Vat photopolymerization can be used to produce prototypes,
patterns, or presentation models due to its high accuracy and fine surface finishing.
Material jetting uses a spray nozzle to deposit droplets of build materials on a platform.
The most common feedstock is liquid or semi-liquid made by single material or composites.
By defining the composition of different materials, material jetting process is capable of
processing components with unique electrical, optical or other physical properties [38, 13].
Binder jetting dispenses bonding agent to a selective area of a powder bed and can be
used to produce plastics, metals, or ceramics, as long as the material is in powder form.
By using multiple nozzles, material jetting can achieve a higher build rate and can be
used to produce prototypes or functional parts. For printed metal or ceramic parts, a
post-sintering process is required to fully densify the part.
Material extrusion squeezes filamentary materials or paste (e.g. plastics or structural
ceramics) on a platform to create a part. Due to its convenient usability and low-priced
machines and materials, material extrusion has been widely adopted for rapid prototyping.
Today, material extrusion can be used to produce metal parts if metal particles are filled
with a binder matrix into filaments.
Powder bed fusion uses thermal energy like laser beam or electron beam to fuse
powders in selective region of a powder bed. Today, powder bed fusion is one of the most
important process categories for producing metal parts delivering complex functionalities,
i.e., tools or end use parts.
Directed energy deposition uses focused thermal energy to create a local molten pool,
in which the material powder or wire is continuously feed and melted. Directed energy
deposition is another promising process category for producing metal parts and can be
integrated into conventional milling machine tools to enable a hybride additive-subtractive
manufacturing.

iPMVM 2020
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Sheet lamination bonds sheets of material to form an object. The range of the
processable materials is very wide, as sheets can be metal, plastic, ceramic, paper, wood
or composite. Sheet lamination is suitable for producing models, patterns, or prototypes
that have less requirement on geometrical complexity and accuracy.
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Figure 2 Classification of AM processes (own illustration according to [18]).

2.2 Energy performance of AM
2.2.1 Debates on the energy performance of AM
Energy is a physical property that can be transferred between objects and expressed by
different forms, while energy performance describes the energy consumption, energy efficiency,
and energy usage of a system or process [17]. In the current research, there are two different
views on the energy performance of AM. One group of researchers believes that AM has the
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potential to reduce energy consumption in manufacturing industries, while the other group
believes that AM’s potential may be very limited and difficult to realize. On the positive
side, the following perspectives are observed:

Lightweighting of products: AM enables the lightweighting using topology optim-
ization, lattice structures, hole body, lightweighting materials etc. On the one hand,
lightweighting leads to less material usage for manufacturing a product, and on the other
hand, lightweighted products can be beneficial for the use phase. For example, aircraft
with less weight requires less fuel consumption [16].
Less material waste: For powder-based AM processes like selective laser melting (SLM),
the powders that are not used in a build task can be recycled, screened, and reused [32].
The scraps with AM are less than conventional manufacturing, and they can only be
found in limited places, e.g., support structure.
Absence of product-specific tools or peripheral substances: AM requires no dies,
cutting tools, fluids, or other auxiliary substances or devices. Therefore, their production,
transportation, storage, operation, maintenance, and disposal are not required, which
indicates that energy usages related to these steps are saved [27].
Shortening of supply chains: AM enables assembly integration in which multiple
parts are integrated to single complex parts. Therefore, the relevant manufacturing steps
and secondary processes (e.g., storage and transport) are reduced, leading to a shorter
and more flexible supply chain. By 2025, primary energy and CO2-emission intensities of
industrial manufacturing supply chains can be reduced by up to 5% through AM [12].
Rapid repair and remanufacturing: At the use phase, products can be repaired by
AM, and hence, the lifecycles of products are extended. At the end-of-life phase, products
can be remanufactured and reused. Finally, Extension of the lifecycle of an existing
product enables the saving of energy and materials that would be used for producing a
new one [26]

In addition to these positive views, the following concerns about potentials of AM to improve
the energy performance still exist:

Production of feedstock: Different AM processes require different shapes of feedstock,
while conventional manufacturing is not very sensitive to the shape of feedstock [24].
For metal powder-based AM processes like binder jetting and powder bed fusion, metal
powers should be produced by water or gas atomization that requires a significant amount
of energy [6].
Need of post-processing: While cutting tools or fluid are not needed during the
in-process of AM, they are still used during the post subtractive processing, in order to
improve the surface quality and geometrical accuracy of AM parts [35]. Thus, the tools
and auxiliary substances that are claimed to be absent with AM are still not avoidable.
Consequently, the energy usage that should be saved due to their absence is still there.
Lower efficiency and high SEC In metal AM processes, the heat exchange between
heat source and metals cause high energy waste due to radiation, reflection, conduction,
and convection. The adiabatic efficiency of laser AM process (ratio between actual build
rate with heat loss and theoretical maximal build rate without heat loss) ranges from
3.6% to 7% for aluminum powders, and from 9% to 23% for steel powders [14]. Moreover,
SEC values of AM processes can be 1 to 2 orders of magnitude higher than conventional
machining and molding processes [24].
Long process time Build time of different AM processes ranges from hours to days
depending on machines and process parameter sets[1]. Longer process time implies
more electricity consumption and a higher risk of failure. Once an error occurs during
the process, the build task needs to be repeated, leading to more material and energy
expenses.

iPMVM 2020
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2.2.2 Current research questions related to energy issues of AM

In accordance with the debates on the energy performance of AM, the following research
questions are essential at the current research background:

Quantitative energy performance assessment of AM processes: The energy per-
formance of AM can be influenced by different factors such as part size, build orientation,
batch size, process parameters, machine configuration, etc [24, 2]. Thus, the quantification
and evaluation of different AM processes and systems with varying influence factors are
important research tasks.

Comparison of AM with conventional manufacturing in multiple life stages:
In different life phases, AM may have advantages or even disadvantages compared to
conventional manufacturing, e.g., production, usage, service, disposal [2]. Therefore,
energy performance of AM versus conventional manufacturing should be compared
throughout the lifecycle to avoid creating a simplistic picture [2].

Raw materials and feedstock: Current literature has only limited studies addressing
technical and environmental issues of production of feedstock for AM, e.g., [9, 29]. The
energy consumption and primary resource usage for material extraction and feedstock
production of AM should be quantified and evaluated.

Eco-design: Since energy performance of AM may be a critical problem, how to improve
the energy performance of AM has been another important research task [2]. A promising
approach is eco-design in which environmental aspects are considered in design phase,
and future works should pay more attention on this issue [2, 30].

2.2.3 Research questions for this research

In accordance with the current research background, this research specifically aims at the
development and validation of an energy simulation for AM. Choosing this research question
encompasses the following three motivations:

Systematical exploration and understanding of the energy consuming behavior
of AM: AM systems consume electricity and transfer it into movement of platforms
and heat to melt materials. Thus, AM processes involve different forms of energy, and a
holistic description and understanding of them is the prerequisite to optimize the energy
performance of AM.

Convenient and accurate energy prediction in the design phase: As mentioned
before, eco-design for AM requires the quantification and evaluation of energy performance
of AM in the design phase. However, current methods to quantify energy consumption of
AM systems are experiments that are time- and cost-spending. Therefore, proposing a
reliable simulation tool will significantly contribute to supporting eco-design for AM.

Lack of predictive models of energy consumption for AM: In the current literature,
only very few studies mentioned the development of energy predictive models for AM, e.g.,
Baumers et al. proposed empirical methods (black box approach) for energy prediction of
SLM process [3]. Our research adopts a physical method (white box approach) in which
the energy flow of AM is modeled by physical variables, leading to a methodological
contribution to current literature.
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3 Methodology

3.1 Reference AM processes and machines

In this research, two AM systems are selected as the referential research objects. The first
one is Concept Laser Mlab, which is categorized in SLM process [7]. Concept Laser Mlab is
equipped with a laser device for producing metal parts, and the feedstock includes different
metal powders such as aluminium, steel, and titanium alloy. The maximal size of a build
platform is 90×90 mm2, and scan speed of the laser beam can be up to 7 m/s. During a
build process, inert gas is required to avoid oxydation. For different materials, different inert
gas is needed, e.g., argon for aluminium, and nitrogen for steel. The second AM system is
Ultimaker 3 that belongs to FDM process and is capable of processing thermal plastics such
as PLA, ABS, PVA, and TPU [33]. Ultimaker 3 is equipped with two extruders that melt
and extrude build material and support material, respectively. After the part is printed,
the support structure needs to be revomed. Figure 3 shows photos of the two AM systems
including their auxiliary devices and examples of manufactured parts.

Concept Laser Mlab and peripherals

Ultimaker 3 and printed parts F D M system: Ul t imake r  3
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B:  F ilaments (P LA , P V A )
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L ayer  thickness :

Pr in t  speed:
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Ma ter i als:

197 � 215 � 200  mm⇡
0.25 mm nozz le:  150 µm
0.40 mm nozz le:  200 µm
0.80 mm nozz le:  600 µm
30 to 300 mm /s
max.  221 W
342 � 380 � 389 mm 
( W � H � D)
Nylon,  PLA ,  P V A , A BS,  
C P E , C P E + , etc. D:  Printed gear and rod

E:  Printed impel lerH

W D
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Ultimaker³

Ultimaker³
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W D

Ultimaker³

Ultimaker³
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( B )

( C )
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( E)

SL M s ystem: Concept  L ase r  M la b
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W D

( A ) ( B )

( C ) ( D)

( E)
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L ase r  power:
Scan speed:
Power:
I ner t  gas:
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Ma ter i als:

50 � 50 mm⇢ (x, y )
70 � 70  mm⇢ (x, y )
90 � 90 mm⇢ (x, y )
z =  80 mm
15 to 50 µm
100W
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max.  1.5 kW
Nit rogen or A rgon
705 � 1848 � 1220 mm 
( W � H � D)
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B:  Screen device
C : Powders in 
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D:  Laser  scaning
E:  Produced parts

L egend:
A : Concept  Laser  Mlab

Figure 3 Reference AM systems for this research.
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3.2 System boundary and approach

3.2.1 Definition of system boundary
Manufacturing can be discussed between different levels, as depicted in Figure 4 [37]. In this
research, the research focus is limited to the workstation/machine level, neglecting other
issues like production feedstock or post-processing. According to standard ISO 14955-1, the
system boundary for energy evaluation of a machine tool should include the machine tool
itself and its auxiliary devices [20]. Thus, this research adopts this standard and considers
an AM system as a system containing at least one AM machine and its peripherals such like
screen device and vacuum cleaner.
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3.  Manufac turing segment
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Expe rimental  
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system data
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Figure 4 Research approach and system boundary.

3.2.2 Research approach
Compared to conventional experiment-based approach for measuring and analyzing the
energy consumption of AM, our research approach for the energy simulation development
and validation encompasses the following four phases, as illustrated in Figure 4:

System exploration: In this phase, the structure of the AM-machine and the functions of
system components related to power consumption or exchange are analyzed. Furthermore,
the system components that should be considered in the energy modeling are defined, and
their information are collected from internal or external data sources, e.g., data sheets
and circuit diagrams.
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Energy modeling In the second phase, the energy flows between system components
are modeled using bond graph because bond graph enables the modeling of power flows
between multiple physical domains based on a unified terminology. [23]. First, the related
energy domains of the energy flow are analyzed and the power variables and multiports are
defined. Afterwards, the bond graph of the AM system is created. For more information
about bond graph methodology refer to [23, 4].
Simulation implementation: In the third phase, based on the bond graph, a simulation
tool is developed based on the MATLAB® platform. First, based on the bond graph, the
equivalent simulation models of system components are created using Simulink. After-
wards, by running the Simulink models, a power database is generated. By programming
a GUI using the function module AppDesigner of MATLAB®, an energy simulation
tool is developed. The simulation approach developed in this paper is called Numerical
Control (NC) code (also called G-code) and database-driven approach, which is explained
in the appendix.
Experimental validation: In the last step, experiments are carried out to verify the
simulation accuracy of the simulation tool. The power meter is YOKOGAWA WT 1806
[41], and wiring of the measurement adopts standard ISO 14955-2 [21]. For capturing the
power data, the sampling time is set as 1 s.

4 Result and discussion

4.1 Energy simulation tool

4.1.1 Data structure and simulation logic
The data structure of the simulation is illustrated in a functional flow block diagram, as
depicted in Figure 5.

The first function is the import of .stl-file and .lsr-file (or .gcode-file), from which the facet
data of a part and the layer data of a process are extracted, respectively. Afterwards, while
the facet data are used to visualize the geometry, the layer data are used to facilitate the
energy simulation. After the simulation, the power curves of the AM machine and peripherals
are visualized , and the simulation result including power curves and data tables can be
exported.

The core function of the simulation tool is energy simulation containing eight subfunctions,
as shown in Figure 5. Followed by the third function extract layer data, time parameters are
converted to the time array with a sampling time of 1 s. To mention is that the sampling time
cannot be too short. For conventional manufacturing like milling or drilling, the sampling
time for obtaining power values can be set to 0.1 s because the process lasts only minutes
or tens of minutes [22]. However, for AM processes, the build time can be up to hours or
days, and shorter sampling time implies more frequent sampling, leading to a massive volume
of data. To avoid this, the sampling time to obtain power values is defined as 1 s. After
generating the time array, power values for each system component and point in time are
generated from on the database. Finally, after the trapezoidal integration of power and time
arrays, the energy values are calculated.

In addition to the NC code-driven approach, this research adopts the use of a power
database. In a previous idea, Simulink models are directly integrated to GUI in which the
power data of system components are simulated after the time parameters are read. However,
the simulation of all these Simulink models is extremely time-spending. Adding a power
database, in which the power data of Simulink models are already stored, can significantly
reduce the simulation time. The sacrifice for this decision is a reduced flexibility for AM
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Main functions of the simulation approach
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Figure 5 Functional logic of the simulation tool.

system modification (e.g., add a second laser device or change the platform motor). If
Simulink models are directly connected with GUI, users need to carry out two steps for
system modification: first, change Simulink models, and second, run the energy simulation in
GUI. However, if the GUI is connected with a power database, users have to carry out three
steps: first, modify the Simulink models, and second, run the Simulink models and update
the power database, and third, run the energy simulation in GUI. Nevertheless, if user do not
change the AM system configuration, but only change process parameters or product design,
the power database-driven simulation can reduce the simulation time from hours to seconds.
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4.1.2 Graphical user interface (GUI)
The GUI of the developed simulation software is depicted in Figure 6. The simulation
approach is called NC code-driven approach, in which NC code of a process design should
be generated at first and then imported to the GUI to start a simulation. Figure 6 shows
examples of the NC codes, in which movement command, location information, and time
parameters are contained. In this research, .lsr and .gcode file formats are used for the
simulation of Concept Laser Mlab and Ultimaker 3, respectively, and they can be exported
by the software Netfabb and Ultimaker Cura, respectively [28, 34].

Input  of  
S TL-f ile

Input  of  
I>�code

Power  curve of  
A M machine

Cont rol 
but tons

Select ion of 
A M system

Power  curves 
of  pe ripherals

Produc t 
model

Simulat ion 
status

Simulat ion 
resul ts

Location , speed informat ion 
for l ase r beam movement

T ime  
para me ters

L ase r  scan f ile  for SL M

I>�code for F D M

G-command , location,  
speed informat ion for 
print  head movement

T ime  
para me ters

Figure 6 GUI of the simulation software.

4.2 Analysis of the simulation accuracy
4.2.1 Accuracies for SLM
The power curves of the simulation and experiments for Concept Laser Mlab are depicted
in Figure 7 in which the power curve can be characterized by three stages. While the first
stage indicates the calibration and vacuuming of the build chamber ( 1 ), the second and
third stages describe the build of part ( 2 ) and the cooldown ( 3 ), respectively. The second
stage can be further divided into two build modes, as indicated by ( 4 ) and ( 5 ) in Figure 7.
The cyclic operation of the compressor in cooling device leads to a cyclical power increase by
approximately 300 W. By zooming the power curve, another periodical power increase is
observed, as indicated by ( 6 ) and ( 7 ), implying the laser scanning and powder spreading,
respectively. The laser scanning leads to a power increase by approximately 210 W.

Although the simulated power curve and the actual power curve generally fit, there are
still deviations. One of them is the time offset, as marked by ( 8 ). The reason is that time
parameters in NC code files used for simulations vary from the actual time parameters. Thus,
the timelines of simulations and experiments are not perfectly matching up.

The table in Figure 7 summarizes the result of simulations and experiments, including
the calculated evaluation indicators. The simulation accuracy ACCE is defined by the
following equation, in which Esim and Eext represent the energy consumption of simulation
and experiment respectively:

ACCE = ∆E

Eexp
= |Esim − Eexp|

Eexp
(1)
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In four experiments, mean ACCE is 96.43%. Since it is higher than 95%, it can be concluded
that the simulation accuracy is verified and the simulation tool can be used for energy
performance quantification and evaluation of Concept Laser Malb.

Power  curves of  ex pe r im ent  and simulat ion for  Concept  L ase r  M la b

① ② ③ 

④ 

⑤ 

⑥ 

⑦ 

⑧ L egend:
①: C alibrat ion and vacuuming
②: B uild phase
③: Cooldown
④: B uild (high power)
⑤: B uild (low power)
⑥: L aser  scan
⑦: P owder  spread
⑧: T ime  offset

Simulation

Experiment

Simulation

Experiment

No . nla yer t bui ld (min) E exp  (k Wh) E s im  (k Wh) E  (kW h) A C C E  (%)

1 2546 874.48 8.03 7.91 0.12 98.51

2 433 181.15 1.41 1.48 0.07 95.04

3 605 153.00 1.10 1.14 0.04 96.36

4 1113 403.40 2.39 2.29 0.10 95.82

No . nla yer t bui ld (min) E exp  (k Wh) E s im  (k Wh) E  (kW h) A C C E  (%)

1 2546 874.48 8.03 7.91 0.12 98.51

2 433 181.15 1.41 1.48 0.07 95.04

3 605 153.00 1.10 1.14 0.04 96.36

4 1113 403.40 2.39 2.29 0.10 95.82

Figure 7 Power curves and experimental and simulated result for Concept Laser Mlab.

4.2.2 Accuracy for FDM
In Figure 8, the simulated and experimental power curves of Ultimaker 3 are depicted, in
which five stages are characterized. In the first stage standby, as indicated by 1 , the power
consumption is approximately 5 W, while during the second stage ( 2 ), the platform is heated
to 60 °C, and the power consumption is increased to approximately 210 W. Afterwards,
in the third and fourth stages, indicated by 3 and 4 respectively, the calibration of the
print head and the print process are executed. The power consumption of print process is
approximately 130 W. Finally, in the last stage cooldown ( 5 ), the power consumption falls
back to 5 W.
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The print process depicts a cyclical behavior, which is caused by the leveling of platform
and extrusion of filaments, indicated by 6 and 7 respectively. Moreover, the time offset is
also observed, in which the timeline from the NC code file varies from the real timeline, as
seen as 8 in Figure 8.

In the experimental verification, eight experiments are performed, with the mean ACCE
of 94.7 %. Main reason for this deviation is the time offset that can be easily impacted by
environmental factors. For example, if Ultimaker 3 is turned on in a morning with lower
room temperature, it requires more time to heat up and causes higher deviation in time
parameters. The solution to eliminate or to reduce these unpredictable influence can be the
standardization of the application scenario and workflow for operating Ultimaker 3.

Power  curves of  expe rim ent  and simulat ion for U lt ima ke r  3

L egend:
①: Standby
②: Heating of  plat form
③: C alibrat ion
④: P rint  process
⑤: Cooldown
⑥: P lat form level ing

⑤ 

① ② 

③ 
④ 

⑥ 

⑦ 

⑧ 

Simulation

Experiment

Simulation

Experiment

⑦: E xt rusion of f il aments
⑧: T ime  offset

1 203.18 0.41 0.42 0.01 97.6

2 207.53 0.41 0.43 0.02 95.1

3 264.57 0.52 0.54 0.02 96.2

4 268.60 0.55 0.56 0.01 98.4

5 81.35 0.16 0.15 0.01 94.9

6 83.10 0.16 0.15 0.01 93.3

7 105.12 0.21 0.19 0.02 90.5

8 105.47 0.21 0.19 0.02 91.4

No . t bui ld (min) E exp  (k Wh) E s im  (k Wh) E  (kW h) A C C E  (%)

1 203.18 0.41 0.42 0.01 97.6

2 207.53 0.41 0.43 0.02 95.1

3 264.57 0.52 0.54 0.02 96.2

4 268.60 0.55 0.56 0.01 98.4

5 81.35 0.16 0.15 0.01 94.9

6 83.10 0.16 0.15 0.01 93.3

7 105.12 0.21 0.19 0.02 90.5

8 105.47 0.21 0.19 0.02 91.4

No . t bui ld (min) E exp  (k Wh) E s im  (k Wh) E  (kW h) A C C E  (%)

Figure 8 Power curves and experimental and simulated result for Ultimaker 3.

5 Conclusion and outlook

This paper introduces the development and validation of a simulation tool for energy
consumption prediction of two representative AM systems. Based on the result of research,
the following conclusions can be made:

Bond graph is a suitable tool for describing the power exchange between system compon-
ents of AM systems.
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NC code-driven simulation approach enables a high simulation accuracy. In experimental
validation, the mean accuracy for both AM systems are approximately 95 %, and the
highest accuracy can be up to approximately 98 %.
Use of power database can significantly reduce the simulation time.
Time offset is the main reason for causing simulation deviation.

Based on this research, future works should focus on the adaption of this method to other
AM processes and systems, as well as implementation of the simulation tool into eco-design
for AM methods.
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A Appendix: NC code and database-driven simulation approach

By considering the AM machine as an entire system, its total energy consumption (EAM)
is the sum of the energy consumptions of the system components (EComponent) within the
system; therefore, EAM can be defined by the following equation:

EAM =
n∑

i=1
EComponent i (2)

For every system component, its energy consumption is the time integration of power
(PComponent). Based on the trapezoidal rule, EComponent in a given time (TN) can be
expressed as follows:

EComponent =
∫ T N

0
P Componentdt ≈

N∑
k=1

P k-1 + P k

2 (tk − tk-1) (3)

Thus, based on the equations described above, the most important variables for enabling the
energy simulation of AM are power data and time data. In the NC code and database-driven
approach, the time data of a build task are collected from its NC code, and the power data
are acquired from a power database, where the power data of system components are already
stored. The functional logic of the NC code and database-driven approach is illustrated in
Figure 9 and described below.

In the first step, the time parameters are read from the NC code, based on which a new
time array is created in the second step. According to the information of the NC code, the
times for different operations can be identified. For example, in Figure 9, it is assumed that
the time array is made with a sampling time of 1 s and that during the 10 s for layer 1, 5 s
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Figure 9 NC code and database-driven approach.

are used for the laser scanning, while the remaining 5 s are used for the platform movement.
In the third step, it is to check the operation status of each system component. For example,
Figure 9 shows the operation status of the laser device that it is in operation (denoted as “1”)
in the laser scanning and standby in the platform movement (denoted as “0”). In the fourth
step, when the work status of a system system is “1” during an operation, the power data
of this system component should be allocated to the times for this operation, while, when
the work status is “0”, the power data of this system component during the corresponding
operation are set to zeros. For example, in Figure 9, it is known that the laser device is in
operation for the laser scanning and standby for the platform movement; hence, for the laser
scanning, the power values of the laser device are generated from the database (note that
the values of 9.8, 8, 8.5 etc. are pseudo and do not represent the real power data), while
during the platform movement the power values are zeros. By summarizing the power values,
a power array for a system component with a same length as the time array can be created.
Finally, by adopting Equation 3, the energy consumption of this system component can be
calculated, in which the power and time array generated respectively by the database and
NC code serve as PComponent and TN. Moreover, by adopting Equation 2, the total energy
consumption of an AM system can be determined.
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Abstract
Increasing demands for smaller and smarter devices in a variety of applications requires the in-
vestigation of process-machine-interactions in micro manufacturing to ensure process results that
guarantee part functionality. One approach is the use of simulation-based physical models. In this
contribution, methods for the physical modeling of high-precision air bearing and magnetic bearing
spindles are presented in addition to a kinematic model of the micro milling process. Both models
are superimposed in order to carry out investigations of the slot bottom surface roughness in micro
end milling. The results show that process-machine-interactions in micro manufacturing can be
modeled by the superposition of a physical model of the machine tool spindle taking cutting forces
into consideration and a purely kinematic model of the machining process, providing the necessary
tools for a variety of further investigations into process-machine-interactions in micro manufacturing.
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1 Introduction

The increasing demand for smaller and smarter products in a wide range of applications
poses new challenges for manufacturing technology [31]. Even the slightest influence on the
machining process, whether machine or process induced, can harm the functionality of the
component [7]. For this reason, the investigation of process-machine-interactions is moving
into focus within the field of micro cutting [1]. The term process-machine-interaction (PMI)
refers to the interaction between a manufacturing process and the machine tool used. These
interactions can negatively influence the machining process and thus need to be investigated
in order to minimize potentially harmful process-machine-interactions and also identify
possible positive effects of certain process-machine-interactions on process results [8]. In
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macro machining, numerous methods to analyze the effects of process-machine-interactions
have been developed. A comprehensive overview of these methods can be found in [7] and
[8]. Process-machine-interactions can affect both the machine tool, especially the machine
tool spindle and the tool, and the process result. This can result in increased tool wear or
premature tool breakage [8]. Also, process-machine-interactions can influence the process
result and thus eventually affect the functionality of the part [13]. In micro machining, the
dimensions of the tool and the chip to be removed are significantly smaller than in macro
machining, which causes changes in the physical behavior during machining known as size
effects [27], which is why existing methods for investigating process-machine-interactions in
macro manufacturing cannot be adopted to micro manufacturing [1]. As such, the machine
tool and machine tool spindle, including the tool, must be regarded as separate aspects [21].
While macro machining aims to reduce chatter vibrations by increasing the stiffness of the
machine tool and using shorter or stiffer tools, an excessive influence of spindle run-out on
the process result is observed in micro machining [21]. Thus, in order to use simulation-based
physical models to investigate process-machine-interactions in micro manufacturing, detailed
physical models of both the machine tool spindle including the tool, and the process, are
required to capture process-machine-interactions.

Simulation-based investigations of micro cutting are either based on purely kinematic
simulations [3, 23], chip formation simulations [2], or on kinematic simulations with added
cutting force models [1, 22, 26]. Purely kinematic simulations model the ideal process
kinematics and thus allow a determination of the shape of the chip to be removed, the slot
geometry, and the ideal surface roughness in the slot bottom and slot flank [21]. However,
these purely kinematic simulations do not consider the influence of machine vibrations and
cutting forces and thus do not allow an investigation of process-machine-interactions [3, 23].
Chip formation simulations can be used to analyze the cutting energies, cutting forces and
chip geometry under consideration of the cutting tool geometry and elasticity and plasticity
effects of the workpiece material [2]. The difficulty lies in the need for a precise knowledge of
the workpiece‘s elastic and plastic behavior [20]. Additionally, chip formation simulations
require a high amount of computing time and resources [2]. Because of this requirement,
usually only a fraction of the tool movement is modeled [25, 20], preventing the investigation
process-machine-interactions. Kinematic simulations with added cutting force models are able
to combine the advantages of purely kinematic simulations without omitting the influence of
the cutting forces. As such, coupling these models and the kinematics of the machine tool is
a promising approach to model process-machine-interactions in micro manufacturing and
has already been implemented by several researchers [1, 26, 15]. As of now, the implemented
machine tool kinematics are based on beam models of the tool, allowing the consideration of
tool deflection but do not include the vibrational behavior of the spindle.

Due to the excessive influence of the machine tool spindle’s behavior on the process
result in micro machining [21], high-precision spindles for micro manufacturing are required.
Because of the high requirements in terms of low friction, precision, stiffness, damping, and
rotational speeds, air bearings and magnetic bearings are used almost exclusively. Various
physical models for the investigation of air bearings have been presented [29, 19]. Most
of these models are based on the Reynolds equation for thin-film fluid flows [24]. This
Reynolds equation assumes an inertialess, laminar fluid flow. However, the accuracy of
air bearing simulations modeled with the Reynolds equation suffers from neglecting inertia
effects, sophisticated turbulence models and the analytical approximation of the orifice inlet
mass flow rate [11]. Magnetic bearings require a multiphysical simulation model to allow data
exchange between the coupled structural-electromagnetic-closed-loop-behavior [17]. Usually,
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the electromagnetic behavior is modeled using the magnetic circuit method, which represents
the magnetic bearing through a network of resistors [17]. The magnetic circuit method
is based on the electromagnetic force calculation of a simple U-shaped magnet and thus
not able to fully capture the electromagnetic behavior of complex geometries and nonlinear
material behavior [17]. Detailed finite element models can capture the spindle‘s rotordynamic
behavior considering gyroscopic effects and mass unbalance [19, 12]. But these rotordynamic
models of high-precision spindles usually do not include the influence of tool clamping, tool
geometry, and cutting forces, meaning that process-machine-interactions cannot be analyzed
with these models [12].

The benefit of investigating process-machine-interactions using physical simulation models
is the ability to identify the influences and effects of single parameters on components and the
overall process result [8]. Furthermore, simulations can be used to quantify parameters relev-
ant for the understanding of process-machine-interactions, which are difficult or impossible to
determine experimentally [25]. Thus, physical models can be a valuable resource to deepen
the understanding of tool behavior, machine vibrations and process behavior considering
the process-machine-interaction. However, for a proper simulation-based investigation into
process-machine-interactions in micro cutting, the aforementioned shortcomings must be
overcome to achieve the modeling accuracy required to capture process-machine-interaction
influences and effects. The objective of this paper is to present a suitable method for modeling
process-machine-interactions in micro manufacturing. For this purpose, methods for the
accurate physical modeling of machine tool spindles supported by air bearings and magnetic
bearings, as well as methods for the kinematic modeling of the process kinematics are given.
Further, a method for the superposition of machine and process kinematics is given to enable
the investigation of process-machine-interactions under consideration of cutting forces.

2 Methods

As explained in section 1, modeling process-machine-interactions in micro manufacturing
requires high-quality simulation models, which are able to capture the small-scale phenomena
of micro machining. This section describes the methods used to model the machine kinematics
with emphasis on the machine tool spindle dynamics as well as the process kinematics of
micro end milling.

2.1 Machine kinematics
The overall kinematic behavior of machine tool spindles is mainly influenced by the spindle’s
bearings, the rotor’s dynamics due to structural loads, the rotor’s dynamics due to thermal
loads, the tool clamping, and the tool (see also [21]). This necessitates a physical model of
the machine tool spindle which is able to capture all of the aforementioned aspects.

2.1.1 Air bearing spindles
The physical model of an air bearing spindle can be set up by first setting up, simulating,
and evaluating the fluid dynamics model of the air bearings and then using the results of
this fluid dynamics model for the structural dynamics model of the rotor, tool clamping,
and tool. For this purpose, the relevant bearing characteristics to be determined are the
dynamic stiffness and damping coefficients. These bearing characteristics can be evaluated
using the small perturbation method [6]. Herein, five cases of the fluid dynamics model
must be set up. The first case is used to determine the equilibrium pressure distribution
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(and thus fluid forces acting on the rotor) under the bearing’s given static load, such as
gravitational force. Subsequently, the rotor, which is in its equilibrium position, is perturbed
to obtain induced restoring forces and hence dynamic characteristics of the bearing. Since
the induced forces are directly proportional to the displacements and associated velocities,
only four additional cases are necessary to determine the perturbed pressure distributions: a
perturbation along the x-direction (case 2), a perturbation along the y-direction (case 3),
a perturbation along the x-direction with an applied perturbation velocity in x-direction
(case 4), and a perturbation along the y-direction with an applied perturbation velocity in
y-direction (case 5). Once all five pressure distributions are known, the dynamic stiffness
and damping coefficients can be calculated.

ANSYS Fluent 2019R3 and ANSYS Mechanical APDL 2019R3 were used to set up the
models and conduct the simulations 2.

Bearing characteristics

Since the majority of air bearing spindles are equipped with inlet restricted air bearings,
where pressurized air is fed into the bearing gap through a discrete number of orifices, this
paper will only focus on this air bearing configuration. Further, isotherm fluid flow may be
assumed [29] and air is modeled by the ideal gas law.

A schematic view of an aerostatic journal bearing with a feed orifice is given in figure 1.
The geometric properties are given by the rotor radius R, the orifice radius r0, the bearing
length L, and the bearing gap c. Pressurized air with a predefined pressure p is forced into
the bearing gap through a restricting orifice. The air flows through the bearing gap and
exists the bearing at the rear and front face of the bearing (x = L), where ambient pressure
pa prevails. Due to unavoidable external excitations and manufacturing errors, the centers
of the rotor and the bearing sleeve are never coincident, but are offset by small deviations
in x- and y-direction (∆x, ∆y). Hence, the bearing gap height h is a sum of the coaxial
bearing clearance c (bearing gap height for a rotor and bearing sleeve perfectly coincident
with respect to each other) and the eccentricity e. Consequently, the bearing gap height
varies with respect to the circumference of the rotor.

The fluid flow within the bearing can be divided into three regions:
the orifice region (I),
the entrance region (IIa)) and
the gap region (IIb)).

Within the orifice and entrance region, the abrupt redirection of the air flow leads to
complex flow phenomena such as turbulence and eddies [9]. In the gap region, these complex
flow phenomena have already subsided, which leads to a viscous/laminar flow [29]. The
corresponding qualitative pressure profile within an aerostatic journal bearing is depicted by
the blue line in figure 1. A detailed representation of the pressure distribution, including
the pressure drop in the entrance region (IIa) is required for the accurate computation of
the rotors’ equilibrium position, the equilibrium pressure distribution and hence for the
computation of the static and dynamic characteristics.

For the solution of the equilibrium pressure distribution and with respect to the different
behavior within the bearing regions I and II, the fluid dynamics model of an aerostatic
journal bearing can be split up into two submodels, which are then coupled through an

2 Naming of specific manufacturers is done solely for the sake of completeness and does not necessarily
imply an endorsement of the named companies nor that the products are necessarily the best for the
purpose.
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iterative solution approach at the interface depicted in red in figure 1. The split up submodels
are shown in figure 1. Even though both submodels must be solved during every iteration,
dividing the aerostatic bearing into two submodels is computationally more efficient compared
to the use of a single computational domain. This is due to the two submodels not requiring
the meshing and computation of multiple three-dimensional orifice regions.

r0

L/2 R

longitudal axis of rotor

II a) II b)

L

I: orifice region
II a): entrance region
II b): gap region

x

c+e
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interface

pt,1

m
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Δxpert
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symmetry
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rotor
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xA

Ω

interface
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Figure 1 Schematic view of an aerostatic journal bearing with qualitative pressure profile in the
individual regions.

Submodel I consists of the orifice region (I). Taking advantage of the symmetric geometry
of the orifice, a two-dimensional simulation model can be set up by applying a rotational
symmetry boundary condition to the orifice centerline. The boundary conditions of this
submodel are specified by applying a predefined supply pressure pt,1 at the orifice inlet and a
mass flow rate ṁ at the interface (the orifice region’s outlet). The exact value of the mass flow
rate is yet unknown. The governing equations for this submodel are the Reynolds-averaged
Navier-Stokes equations for axisymmetric geometries [5]. Turbulence is modeled using the
Menter-k-ω-SST model [30].

Submodel II consists of the entrance region (IIa)) and the gap region (IIb)). Because
of the varying gap height, a three-dimensional simulation model is required and only one
symmetry boundary condition can be applied at the y-z-plane. The boundary conditions of
this submodel are specified by applying an interface pressure pt,2 at the interface (entrance
region’s inlet). This interface pressure is dependent on the prior solution of submodel I
and as such yet unknown. At the bearing outlet, an ambient pressure pa is applied. The
rotational speed boundary condition is applied to the rotor. The fluid flow in submodel II
can be modeled using the Reynolds-averaged Navier-Stokes equations [5].
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Using an iterative solution approach, both submodels can be coupled to determine the
correct mass flow rate and interface pressure. In order to determine suitable initial conditions
for the mass flow rate minit and interface pressure, an analytical formula for the calculation
of the mass flow rate through the orifice may be used. This formula is given by [28]:

ṁinit = CD · 2πr0c · Ψ
(

2 · pi · pi

RSTabs

)
(1)

where CD is the discharge coefficient [28], RS is the specific gas constant, Tabsis the absolute
temperature, and Ψ is the discharge function [28] of the fluid.

With the analytical formula, both submodels, and the defined interface boundary con-
ditions, the following algorithm can be employed to determine the stationary pressure
distribution in the bearing:
1. Analytical calculation of initial mass flow rate ṁinit value according to equation 1
2. Simulation of orifice region using determined mass flow rate
3. Determination of total pressure pt,2 at orifice outlet
4. Simulation of entrance and gap regions using pt,2 as the inlet boundary condition
5. Determination of mass flow rate ṁ evaluated at entrance and gap regions
6. Repeat steps 2 to 5 until convergence criteria are met
For aerostatic bearings, suitable convergence criteria can be established by monitoring the
scaled residuals of the Reynolds-averaged Navier-Stokes equations and the fluid forces acting
on the rotor in x- and y-direction. Convergence can be assumed as soon as the fluid forces
remain constant and the scaled residuals either drop by four orders of magnitude or remain
constant. Convergence should not be judged by just monitoring the scaled residuals of
Reynolds-averaged Navier-Stokes without monitoring the fluid forces.
Once the convergence criteria are met, the first of the aforementioned five cases is solved and
the equilibrium pressure distribution is obtained. For the remaining four cases, the mass
flow rate and pressure pt,2 can be reused. Hence, only region II must be recomputed.

The remaining four cases are set up similar to the first case, the only difference being an
additional boundary condition applied to the bearing sleeve to account for the perturbation
defined by the perturbation increment. This boundary condition is applied as follows:

case 2: an additional translational offset ∆xpert is applied to the bearing sleeve,
case 3: an additional translational offset ∆ypert is applied to the bearing sleeve,
case 4: an additional translational offset ∆xpert and a translational velocity ∆ẋ is applied
to the bearing sleeve,
case 5: an additional translational offset ∆ypert and a translational velocity ∆ẏ is applied
to the bearing sleeve.

Once all five cases are solved, the pressure distributions can be integrated to obtain the fluid
forces acting on the rotor. Using the small perturbation method, a first order Taylor series
expansion yields:

Fx,i = Fx,1 + kxx∆x + kxy∆y + cxx∆ẋ + cxy∆ẏ, i = 2, 3, 4, 5 (2)
Fy,i = Fy,1 + kyx∆x + kyy∆y + cyx∆ẋ + cyy∆ẏ, i = 2, 3, 4, 5 (3)

It can be seen from equations 2 and that no additional case with superpositioned perturbations
along both the x- and y-direction is necessary. For example, in case 2, a single perturbation
along the x-direction gives a perturbation of zero in y-direction and zero perturbation
velocity, which cancels out the cross-coupled stiffness term kxy · ∆y and the damping terms
and hence enables the computation of the direct stiffness kxx. The same principle holds for
case 3. For case 4, a perturbation along the x-direction and the application of a perturbation
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velocity ∆ẋ again cancels out the cross-coupled stiffness term kxy · ∆y and the damping term
cxy · ∆ypert. Using the result of case 2, the direct stiffness kxx is already known, and thus
the direct damping cxx can be computed. where k and c are called linearized stiffness and
damping coefficients respectively. Once again, the same principle holds for case 5. Finally,
the individual stiffness and damping coefficients can be computed as:(

kxx kxy

kyx kyy

)
=
(

F2,x−F1,x

∆x
F3,x−F1,x

∆y
F2,y−F1,y

∆x
F3,y−F1,y

∆y

)
,

(
cxx cxy

cyx cyy

)
=
(

F4,x−F1,x

∆ẋ
F5,x−F1,x

∆ẏ
F4,y−F1,y

∆ẋ
F5,y−F1,y

∆ẏ

)
(4)

where the first index of Force F depicts the case number which the force is evaluated in and
the second index depicts whether the force acts in x- or y-direction.

Rotordynamics

The general dynamic equation to describe a system in motion is given by [10]:

[M]
{

Ü
}

+ [C]
{

U̇
}

+ [K] {U} = f (5)

where M, C and K are the mass, damping and stiffness matrices, and f is the external force
vector. In rotordynamics, this equation gets additional contributions from the gyroscopic
effect [G], and the rotating damping effect [B] which leads to the modified equation [10]:

[M]
{

Ü
}

+ ([G] + [C])
{

U̇
}

+ ([B] + [K]) {U} = f (6)

Equation 6 is formulated using a stationary reference frame. The bearing coefficients,
calculated with the methods in section 2.1.1 are incorporated in the matrices K and C.
The external force vector f contains the mass unbalance forces, cutting forces and may also
include additional external forces, such as magnetic bearing forces (section 2.1.2).

2.1.2 Magnetic bearing spindles
The physical model of magnetic bearing spindles consists of the calculation of the electromag-
netic forces and the setup of the rotordynamics model. For the required data exchange during
the whole simulation, both aspects must be included in the closed loop model used for the
control system analysis. In this section, a method is introduced, where the electromagnetic
forces are first obtained using a three-dimensional electromagnetic finite element method
(FEM) simulation model. These forces are then stored within lookup-tables to represent the
behavior of a simulation model within the control loop.

Evaluation of electromagnetic forces

A schematic view and the applied boundary conditions of a radial heteropolar 4-pole-pair
active magnetic bearing are shown in figure 2.

A pole configuration of alternating north (N) and south (S) poles (depicted by the N

and S symbols in two of the eight poles in figure 2a)) and a differential winding scheme is
employed. Herein, one electromagnet is operated with the sum of the bias current i0 and
the control current i while the opposite electromagnet uses the difference (figure 2b)). This
ensures that the current and thus the force increase in one electromagnet to the same extent
as they decrease in the other electromagnet. Depending on the material used, both the
rotor and the iron core can exhibit magnetic saturation, where an increase of the applied
external magnetic field H does not significantly increase the magnetic flux density B within
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the material [17]. Regarding the magnetic bearing shown in figure 2, this means that once
the material is saturated, an increase of the currents through the coils does only lead to
a neglectable change in the electromagnetic forces. This nonlinear behavior is included in
the model through so-called B-H-curves [17]. The required boundary conditions for the
three-dimensional electromagnetic simulation are the number of turns, the conducting area,
the current flow direction and the current value for every coil. An edge-based magnetic vector
potential method based on the Maxwell equations [14], is used for the solution and evaluation
of the magnetic flux distribution and magnetic forces. The electromagnetic simulation model
computes electromagnetic forces based on predefined current inputs. However, the magnetic
forces also depend on the rotor position. Hence, the model must be parametric regarding the
rotor’s position in x- and y-direction to fully capture the dependencies fmag,x = f(x, y, ix, iy)
and fmag,y = f(x, y, ix, iy) to generate accurate lookup-tables.
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Figure 2 a) schematic view and b) boundary conditions of a radial heteropolar 4-pole-pair active
magnetic bearing.

Rotordynamics

The magnetic bearing spindle’s rotordynamics can be described using either equation 5
or equation 6. Compared to the rotordynamics of the air bearing spindle, where the
bearing characteristics are inserted into the left-hand-side of the dynamics equation, in
the rotordynamics model of the magnetic bearing spindle the bearing forces are applied as
additional external forces within the force vector f , acting on the rotor.

Control system

Simulink R2019b 3 is used for the setup of the control system model. Distributed proportional-
integral-derivative (PID) control is used for the current control of the magnetic bearing.

3 Naming of specific manufacturers is done solely for the sake of completeness and does not necessarily
imply an endorsement of the named companies nor that the products are necessarily the best for the
purpose.
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Herein, each controlled variable (currents ix, iy) is assigned an input (positions x, y). A
single-variable PID controller is designed and implemented for each pair of inputs and outputs.
Implementing independent PID controllers for the current control in both x- and y-direction,
the dynamics equations (equation 5 or 6), and the magnetic bearing characteristics through
the described lookup-tables, one obtains a model of the closed loop, which can be used for
the system simulation and the controller design. The closed loop can be seen in figure 3a),
with a detailed schematic of the plant given in figure 3b).
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Figure 3 Control system for a spindle rotor supported by two radial heteropolar 4-pole-pair
active magnetic bearings.

The model dynamics can be described as follows: During a time step ∆t and for a given
target position rx and ry of the spindle rotor, the PID controllers determine the deviations
ex and ey from the instantaneous positions x and y and accordingly alter the control currents
ix and iy. The updated control currents get passed to the plant subsystem (figure 3b))
along with the instantaneous positions x and y of the spindle and the torque of the spindle’s
driving motor. Within the plant subsystem, the electromagnetic force fx, fy = f(x, y, ix, iy)
is calculated by looking up its x- and y-value corresponding to the instantaneous position
and currents within the four-dimensional lookup table. The updated electromagnetic force is
then transferred to the rotordynamics model. In order to solve the rotordynamics model,
additional data is required. This additional data consists of the instantaneous values of
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angular acceleration φ̈, angular velocity φ̇, rotational angle φ, positions x and y and velocities
ẋ and ẏ. When all data is evaluated, the rotordynamics model is solved numerically to obtain
the accelerations ẍ and ÿ. Accelerations are then integrated twice to obtain both updated
instantaneous velocities and positions. With the updated positions x and y, the next time
step can be computed.

2.2 Process kinematics
The setup of the simulation model for the determination of the process kinematics will be
explained with respect to a single-cutting-edge micro end mill with an infinitely sharp cutting
edge, as shown in figure 4.

The ideal process kinematics of micro end milling can be modeled by superimposing
the translational tool feed movement with a rotational movement of the tool. Without the
influence of machine kinematics and a cutting edge radius of zero, the kinematics of a micro
milling process with a single-cutting-edge micro end mill can be described by the following
equation: xP

yP

zP

 =

 r · sin(φ)
r · cos(φ)

(R − r) · tan(χ′
r)

+

 fz

2π · φ

0
0

 r ϵ [0, R] (7)

Herein, the tool feed rate of the tool with a radius R is defined by the feed per tooth fz along
the positive xP -direction. The slope of the cutting edge is reflected by the height function
f(zP ) = (R − r) · tan(χ′

r) along the zP -direction.

r
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Figure 4 Schematic view of a micro end milling process (a) with a single-cutting-edge tool (b).

2.3 Process-machine-interaction
In the final physical model, the superposition of the machine kinematics and the ideal process
kinematics yields the kinematics under consideration of process-machine-interactions. The
superposition of the machine and process kinematics is achieved by using the following
equation: xP MI

yP MI

zP MI

 =

 xP

yP

zP

+

cos(φ) sin(φ) 0
sin(φ) − cos(φ) 0

0 0 1

 ·

 xM

yM

zM

 (8)



A. Lange, B. Kirsch, M. Heintz, and J. C. Aurich 2:11

This instantaneous position of the tool due to the process kinematics is described by three
coordinates xP , yP , and zP , where the P -index stands for process. The position of the tool
center point with respect to the machine tool spindle was described by three coordinates
x, y, and z in prior sections. For a better understanding, an M -index is added to these
coordinates in the following sections, where M stands for machine.

Even though both the process and machine kinematics are modeled using a stationary
reference frame, a rotation matrix is required for the correct superposition of both kinematics.
The reason for the need of this additional multiplication lies within the nature of the
rotordynamics model. Herein, the rotor is not actually spinning but only the physical effects,
namely the gyroscopic effect and the rotating damping effect, are taken into account during
the formulation of the rotordynamics equation (equation 6). Thus, the actual spin of the tool
is accounted for by multiplying the machine kinematics xm, ym, and zm with the rotation
matrix about the rotational angle φ.

3 Results

Results will be presented in the following order: First, simulation results of the machine
simulation model will be presented. Second, simulation results of the process simulation
model and process-machine-interaction will be presented.

3.1 Air bearings

Results in this section will be reported for a single air bearing with the geometry properties
and boundary conditions listed in table 1.

Table 1 Geometry properties and boundary conditions used for the analysis.

parameter value
geometry bearing length 70 mm

rotor diameter 21 mm

number of orifices 6
orifice radius 0.09 mm

bearing gap 20 µm

eccentricity 3.5 µm

perturbation increment 1 µm

fluid properties dynamic viscosity 18 µP a · s

orifice inlet temperature 288.15 K

orifice inlet pressure 6 bar

ambient pressure 1 bar

Using the solution approach presented in section 2.1.1, one obtains the results for the
mass flow rate as ṁiterative = 4.211 · 10−5 kg/s. For comparison, the analytically calculated
mass flow rate (equation 1) is given as ṁanalytic = 3.433 · 10−5 kg/s. Compared to the
analytical value, the numerically calculated final value shows an increase of approximately
18.5%. Using the final mass flow rate and derived interface pressure, one can obtain the
corresponding stiffness and damping coefficients as described in section 2.1.1.
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3.2 Magnetic bearings
Results in this section will be reported for a rotor supported by two heteropolar 4-pole-pair
active magnetic bearings. Geometry properties and boundary conditions are listed in table 2.

Table 2 Geometry properties and boundary conditions used for the analysis.

parameter value
geometry rotor mass 3.6 kg

rotor moment of inertia about z-axis 7.01 · 10−5 kg · m2

rotor diameter 43 mm

iron core diameter 100 mm

number of poles 8
number of coil turns per coil 460
conducting area per coil 42 mm2

bearing gap 0.5 mm

bearing properties bias current 2.5 A

control current ±2.5 A

proportional gain 10, 000 A/m

integral gain 15, 000 A/ms

differential gain 6 As/m

additional properties simulation time 4 s

step size 1 · 10−4 s

solver ode3
target position in xM - and xM -direction 0 mm

The control system model (figure 3) is used to simulate the time-dependent vibrations
of the rotor. Figure 5 shows the corresponding vibration amplitudes, angular velocity and
driving torque. During the simulation time of 4 s, the rotor’s motion can be divided into
three stages.

The first stage is labeled the lift-off phase in figure 5, ranging from 0 s to 1 s. During this
phase, the rotor is brought into levitation. During this stage, no driving torque is applied to
the rotor and thus the rotor does not rotate. As can be seen in figure 5, the rotor is brought
up from its initial resting position at approximately 3.5 · 10−4 m to its target position of
xM,target = yM,target = 0 m. With the PID controller values of table 2, a maximum overshoot
of approximately 23% is observed, followed by additional smaller oscillations until the rotor
approaches its target position with an almost constant negative incline.

The second phase is labeled the acceleration phase. During this phase, a constant driving
torque of 2 Nm is applied to the rotor, generating a constant slope of the angular velocity
up until 4000 rad/s (38, 200 min−1).

The third stage is labeled the stationary phase. Once the rotor has reached its nominal
speed of 4, 000 rad/s no more driving torque is applied, leading to a constant rotor speed. In
this phase, in addition to the mass unbalance, cutting forces are applied on the tool tip and
applied once the simulation time reached 3 s.

The magnitude of the cutting force fcut was set equal to 1 N , based on experimental
investigations with comparable process parameters [16]. For a single-cutting-edge micro end
mill, the cutting force can be assumed as a harmonic force with an excitation frequency
ν equal to the angular velocity φ̇. Since no influence of changing cutting conditions is
considered (such as depth of cut being lower than the minimum chip thickness), the cutting
force was superimposed with an additional random white noise fnoise to introduce random
changes in the cutting force.
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The shift of 1 s between the rotor reaching its nominal speed and the application of
cutting forces was implemented in order for remaining oscillations of the acceleration phase
to subside. Figure 5 shows that the magnetic bearings are able to stabilize the rotor despite
the excitation by mass unbalance and cutting forces.
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Figure 5 Vibration amplitudes, angular velocity and driving torque for a rotor supported by two
radial heteropolar 4-pole-pair active magnetic bearings.

3.3 Process-machine-interaction
Ideal process kinematics results in this section will be shown for the process parameters
listed in table 3. Process-machine-interaction results will be shown for the same process
parameters under consideration of the machine kinematics determined by the physical model
of the magnetic bearing spindle (see section 3.2).

Table 3 Process parameters used for the analysis.

parameter value
effective tool radius 25 µm

feed per tooth 4 µm

cutting depth 2.1 µm

minor cutting edge angle 12◦

rotational speed 38, 200 min−1

Using the process parameters listed in table 3, one can obtain the tool tip path trajectory
in xP -direction, yP -direction, and xP -yP -direction for ideal process kinematics (no process-
machine-interactions) and under consideration of process-machine-interactions as a function
of time or absolute angular tool position as shown in figure 6. Figure 6a) and c) show the
xP (t)- and yP (t)-trajectories of the tool tip (radius of R = 25 µm) without the consideration
of process-machine-interactions. As can be seen, the rotational movement of the tool tip
leads to a sinusoidal tool path trajectory. Since the tool feed movement is modeled along the
xP -direction, the absolute amplitude of the sinusoidal tool path trajectory in xP -direction is
steadily rising due to the applied tool feed rate. In figure 6b), d), and f), the ideal process
kinematics are superpositioned with the machine kinematics as described in section 2.3.
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Figure 6 Tool tip path trajectory in xP -direction, yP -direction and xP -yP -direction for ideal
process kinematics (a), c), e)) and under consideration of process-machine-interactions (b), d), f)).

Comparing the trajectories with and without process-machine-interactions against each
other, it can be noted that the tool path trajectory under consideration of process-machine-
interactions exhibits the same overall behavior as the ideal tool path trajectory but shows
additional continuous high-frequency-oscillations with a small amplitude overlapping the
ideal tool path trajectory.
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Plotting the tool path trajectories in xP - and yP -direction (figure 6a) and c)) and figure
6b) and d) respectively) against each other gives the graphs depicted in figure 6e) and f). It
must be noted that in these figures, only the front cutting motion is shown.

The aforementioned high-frequency-oscillations can be seen in figure 6f) in terms of
loops which superimpose the ideal movement of the tool. In figure 6e), the ideal tool radius
equals R = 25 µm, whereas figure 6f) shows the nominal tool radius at a rotational speed of
38, 200 min−1. This nominal tool radius equals approximately Rnominal = 27 µm, showing
that the process conditions, in this case cutting width, do change under consideration of
machine kinematics.

A three-dimensional surface representation and the surface profile of the ideal and process-
machine-interaction-considering tool path trajectory is presented in figure 7. Unlike figure
6, the surface plots in 7a) and b) depict the trajectory of the whole tool, not just the tool
tip. Further, visualizing the tool path trajectory along the zP -axis picks up on equation 7,
showing the effects of the height function f(zP ) used to model the cutting edge.
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Figure 7 Three-dimensional view of tool path trajectory and filtered workpiece surface profile
visualization for ideal process kinematics (a), c)) and under consideration of process-machine-
interactions (b), d)).

Figure 7a) and b) also shows a graphical representation of the slicing plane used for the
evaluation of the surface profile and roughness. The evaluation section of the surface profile
visualizations in figure 7c) and d) is based on this slicing plane.

The unfiltered surface profile is filtered by evaluating the incline between all consecutive
data points and comparing these inclines to the height function f(zP ) of the minor cutting
edge (see section 2.2 and equation 7). Excluded from this filtering are those data points that
immediately follow the maximum values, since these data points form a vertical line that
represents the vertical tool flank (see figure 4).
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The filtered surface profile without and with consideration of process-machine-interactions
is shown in figure 7c) and d). Regarding the surface profile without consideration of process-
machine-interactions (figure 7c)), the graph shows a surface profile with equidistant and
equal local minimum and maximum values as well as constant inclines between all local
minima and maxima. The maximum surface roughness value equals 0.850 µm, and thus only
about 40% of the cutting depth. The Ra-value is calculated by integrating the area between
the surface roughness and the xP -axis and equals 0.425 µm.

Regarding the surface profile with consideration of process-machine-interactions (figure
7d)), the surface profile exhibits big differences compared to the surface profile in 7c). As such,
the local minima and maxima are neither equidistant nor equal anymore. The maximum
surface roughness value equals 0.906 µm and thus is 6% higher than the maximum surface
roughness value without consideration of process-machine-interactions. Further, the Ra-value
slightly increases to a value of 0.460 µm.

4 Discussion

This section discusses the presented methods and results in terms of application possibilities
and compares them against other published work.

4.1 Air bearings

The presented model for the physical modeling of the pressure distribution of aerostatic
journal bearings differs from existing models in multiple ways.

The implementation of the orifice region (I) into the physical model allows to develop a
deeper understanding of the interactions between orifice region and entrance region, as was
stated as an objective for future air bearing designs in [11].

The use of the coupled model omits the need to guess or approximate a discharge
coefficient as was done in [29, 18]. Herein, the discharge coefficient was computed for an
aerostatic thrust pad with a single orifice in the middle of the pad. The presented model
uses the actual geometry of the radial bearing, including the orifice positions and surface
curvature of both the rotor and the stator. Comparing the mass flow rate used in various
approaches [29, 18] against the numerically calculated value using the presented method, it
becomes clear that the consideration of the actual radial bearing geometry and configuration
influences the mass flow rate (18.5% in the presented results), which will eventually influence
the simulation of the process-machine-interactions.

The use of the Reynolds-averaged Navier-Stokes equations instead of the Reynolds
equation offers the possibility to include inertia effects, turbulence and flow velocity and
direction effects. Specifically, this enables the determination of the pressure distribution of
aerostatic bearings featuring angled injection orifices similar to the physical model presented
in [32]. However, with the model presented in this paper, the dynamic damping coefficients
can be calculated, which eventually allows for a more accurate rotordynamics model of air
bearing spindles, providing a way for the investigation into new and improved air bearing
designs for air bearing spindles, such as bearings with angled injection orifices.

Drawbacks of the use of the Reynolds-averaged Navier-Stokes equations instead of the
Reynolds equation are the increase in required computer resources, an increase in modeling
time as well as an increased time consumption to compute the pressure distribution and the
dynamic characteristics. Further, the presented method exhibits a lower robustness, which
can lead to convergence difficulties.
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4.2 Magnetic bearing spindles

Using a finite element model for the evaluation of the electromagnetic forces instead of the
magnetic circuit method has the following advantages:

Nonlinear behavior such as magnetic saturation can be incorporated into the analysis,
which is not possible using the magnetic circuit method.

No approximation of the electromagnetic forces using analytical formulas is required,
leading to an overall more accurate close loop model and eventually to a more accurate
model of the process-machine-interactions.

Implementing the numerically evaluated electromagnetic forces through lookup tables
in the close loop model offers the possibility to include accurate properties of the magnetic
bearings while keeping simulation time (and thus controller design and optimization time) as
small as possible since no finite element analysis must be employed during each time step.

It is important to also mention the limits of the presented model.
Suitable lookup table data points have to be chosen in order to generate a reliable lookup

table.
Every single lookup table data point has to be generated using the finite element model,

which is more time consuming than using analytical formulas.
With respect to the time consumption of the finite element model to solve all necessary

data points used for the presented results in section 3.2, the authors’ assumption is that for
greater number of inputs (> 4) as well as greater ranges of inputs (> 15 values to represent
the behavior of every single input) the presented approach is not feasible anymore.

4.3 Process-machine-interaction

The presented approach for the physical modeling of process-machine-interactions offers a
feasible approach to analyze process-machine-interactions in micro manufacturing. Combining
a purely kinematic mathematical model of the ideal process kinematics with a rotordynamics
model of the machine tool spindle under consideration of the cutting forces offers the
possibility to capture the influence of the cutting forces on the machine‘s motion as well as
the influence of the machine´s motion on the tool path trajectory.

Compared against several existing approaches, the presented approach offers several
advantages.

The rotordynamics model is set up in a modular way. This allows for a straight-forward
implementation of additional relevant aspects that influence the machine tool spindle‘s
behavior (see section 2.1) and were not yet included in the analyses presented in section 3.

Even though the ideal process kinematics are modeled using a purely kinematic approach
similar to approaches in [3, 23], cutting forces can be included within the rotordynamics
model of the machine simulation model, providing a suitable approach to model process-
machine-interactions.

The modular setup of both the machine and process models offers great flexibility. As
such, instead of the micro end milling process analyzed in this paper (section 2.2), the process
simulation model can be adapted to represent other processes, such as micro grinding [23].
Similarly, the machine simulation model can be adapted by changing the rotor and/or tool
geometry to represent other machines and/or tools, such as micro grinding pencil tools [4].

However, the presented approach is limited. Cutting forces must be acquired through
experimental investigations or by conducting micro cutting simulations. However, care must
be taken regarding the implementation of these cutting forces in the presented model:
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Measured cutting forces already include the process-machine-interactions of the employed
machine tool and cutting process. Hence, using these forces as an input for the cutting
forces to investigate process-machine-interactions is not appropriate.
Using micro cutting simulations requires precise knowledge of the material parameters of
the workpiece and suitable constitutive laws [2]. Further, micro cutting simulations are
rather time consuming [25].

Since the process kinematics are modeled using a purely kinematic approach and the
machine kinematics only include a simple representation of cutting forces, no elasticity and/or
plasticity of the workpiece is considered. Effects, such as ploughing and burr formation,
hence cannot be examined.

5 Conclusion and outlook

This paper presented methods for the physical modeling of process-machine-interactions in
micro manufacturing. For this purpose, both the process and the machine kinematics were
modeled separately and then superimposed. In particular, methods to model air bearing and
magnetic bearing spindles were investigated as part of the machine simulation model and
micro end milling was investigated as part of the process simulation model.

Machine kinematics were determined by using a fluid dynamics model for the air bearings,
an electromagnetic model for the magnetic bearings, and a rotordynamics model for the
machine tool spindle rotor. Process kinematics were modeled using a purely kinematic
approach. Incorporation of cutting forces was implemented by applying them as an excit-
ation in the rotordynamics model. Finally, process-machine-interactions were modeled by
superimposing the machine kinematics and process kinematics under consideration of the
kinematic relationship between both components.

The following conclusions can be drawn from this analysis:
The presented physical model for air bearings is well suited for a broad range of air
bearing applications, allowing for new and improved bearing designs while yielding results
with higher accuracy compared to existing modeling approaches. Possible applications
include the analysis of air bearings with angled injection orifices, the investigation into
effects of manufacturing errors on bearing performance, and spherical air bearings;
Modeling the force-current-displacement relationship fx, fy = f(x, y, ix, iy) of magnetic
bearings with a finite element electromagnetic model and implementing this relationship
by means of lookup tables in a control system model provides greater modeling accuracy
than using the magnetic circuit method, while keeping computing time acceptable for
a moderate number of inputs. This also allows the development of more sophisticated
controllers for magnetic bearings. Application possibilities include conducting new
analyses of homopolar bearings [17], more aggressive bearing designs in terms of geometry
and operating configurations, and spherical magnetic bearings;
Splitting up the process-machine-interactions simulation model during setup into a
physical model of the machine (under consideration of the cutting forces) and a kinematic
model of the process provides a feasible method for the simulation-based investigation of
process-machine-interactions in micro manufacturing.

Currently, the presented simulations models are being validated to confirm their suitability
for the prediction of process-machine-interactions including the surface profile and surface
roughness values. In future works, the rotordynamics model will be extended to include a
detailed three-dimensional representation of the tool flexibility. Advanced process models
will be set up and replace the simple representation of the cutting forces. These process
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models may be based on chip formation simulations and can extend the suitability of the
physical model to investigate process-machine-interactions in micro end milling by including
elasticity and plasticity effects of the workpiece as well as a more accurate representation
of the cutting forces. Further, sensitivity studies will be conducted to investigate effects of
upstream simulation results on the final tool path and surface roughness results.

References
1 Shukri M. Afazov, Svetan M. Ratchev, Joel Segal, and Atanas A. Popov. Chatter modelling

in micro-milling by considering process nonlinearities. International Journal of Machine Tools
and Manufacture, 56:28–38, 2012. doi:10.1016/j.ijmachtools.2011.12.010.

2 Ravi S. Anand and Karali Patra. Modeling and simulation of mechanical micro-machining—a
review. Machining Science and Technology, 18(3):323–347, 2014. doi:10.1080/10910344.
2014.925377.

3 Jan C. Aurich, Martin Bohley, Ingo G. Reichenbach, and Benjamin Kirsch. Surface quality
in micro milling: Influences of spindle and cutting parameters. CIRP Annals, 66(1):101–104,
2017. doi:10.1016/j.cirp.2017.04.029.

4 Jan C. Aurich, Marina Carrella, and Michael Walk. Micro grinding with ultra small micro
pencil grinding tools using an integrated machine tool. CIRP Annals, 64(1):325–328, 2015.
doi:10.1016/j.cirp.2015.04.011.

5 George K. Batchelor. An Introduction to Fluid Dynamics. Cambridge Mathematical Library.
Cambridge University Press, 2000. doi:10.1017/CBO9780511800955.

6 Richard Bellman. Perturbation techniques in mathematics, physics and engineering (holt,
rinehart and winston, london, 1964), 118 pp., 30s. Proceedings of the Edinburgh Mathematical
Society, 14(4), 1965. doi:10.1017/S0013091500009068.

7 Christian Brecher, Martin Esser, and Stephan Witt. Interaction of manufacturing process and
machine tool. CIRP Annals, 58(2):588–607, 2009. doi:10.1016/j.cirp.2009.09.005.

8 Berend Denkena and Ferdinand Hollmann. Process Machine Interactions. Springer Berlin
Heidelberg, Berlin, Heidelberg, 2012. doi:10.1007/978-3-642-32448-2.

9 Mohamed E. Eleshaky. Cfd investigation of pressure depressions in aerostatic circular thrust
bearings. Tribology International, 42(7):1108–1117, 2009. doi:10.1016/j.triboint.2009.03.
011.

10 Michael I. Friswell, John E. T. Penny, Seamus D. Garvey, and Arthur W. Lees. Dynamics
of Rotating Machines. Cambridge Aerospace Series. Cambridge University Press, 2010. doi:
10.1017/CBO9780511780509.

11 Qiang Gao, Wanqun Chen, Lihua Lu, Dehong Huo, and Kai Cheng. Aerostatic bearings
design and analysis with the application to precision engineering: State-of-the-art and future
perspectives. Tribology International, 135:1–17, 2019. doi:10.1016/j.triboint.2019.02.020.

12 Siyu Gao, Kai Cheng, Hui Ding, and Hongya Fu. Multiphysics-based design and analysis
of the high-speed aerostatic spindle with application to micro-milling. Proceedings of the
Institution of Mechanical Engineers, Part J: Journal of Engineering Tribology, 230(7):852–871,
2016. doi:10.1177/1350650115619609.

13 Ichiro Inasaki, Bernhard Karpuschewski, and Hwasoo Lee. Grinding chatter–origin and
suppression. CIRP Annals, 50(2):515–534, 2001. doi:10.1016/S0007-8506(07)62992-8.

14 John D. Jackson. Classical electrodynamics. John Wiley & Sons, 3rd edition, 1999.
15 Martin B. G. Jun, Xinyu Liu, Richard E. DeVor, and Shiv G. Kapoor. Investigation of the

dynamics of microend milling—part i: model development. Journal of Manufacturing Science
and Engineering, 128(4):893–900, 2006. doi:10.1115/1.2193546.

16 Sonja Kieren-Ehses, Martin Bohley, Tobias Mayer, Benjamin Kirsch, and Jan C. Aurich. Effect
of high spindle speeds on micro end milling of commercially pure titanium. Proceedings of the
20th euspen International Conference, pages 61–62, 2020.

iPMVM 2020

https://doi.org/10.1016/j.ijmachtools.2011.12.010
https://doi.org/10.1080/10910344.2014.925377
https://doi.org/10.1080/10910344.2014.925377
https://doi.org/10.1016/j.cirp.2017.04.029
https://doi.org/10.1016/j.cirp.2015.04.011
https://doi.org/10.1017/CBO9780511800955
https://doi.org/10.1017/S0013091500009068
https://doi.org/10.1016/j.cirp.2009.09.005
https://doi.org/10.1007/978-3-642-32448-2
https://doi.org/10.1016/j.triboint.2009.03.011
https://doi.org/10.1016/j.triboint.2009.03.011
https://doi.org/10.1017/CBO9780511780509
https://doi.org/10.1017/CBO9780511780509
https://doi.org/10.1016/j.triboint.2019.02.020
https://doi.org/10.1177/1350650115619609
https://doi.org/10.1016/S0007-8506(07)62992-8
https://doi.org/10.1115/1.2193546


2:20 Physical Modeling of Process-Machine-Interactions in Micro Machining

17 Eric H. Maslen and Gerhard Schweitzer. Magnetic Bearings: Theory, Design, and Ap-
plication to Rotating Machinery. Springer-Verlag Berlin Heidelberg, 2009. doi:10.1007/
978-3-642-00497-1.

18 Christopher Müller, Sebastian Greco, Benjamin Kirsch, and Jan C. Aurich. A finite element
analysis of air bearings applied in compact air bearing spindles. Procedia CIRP - 16th CIRP
Conference on Modelling of Machining Operations, 58:607–612, 2017. doi:10.1016/j.procir.
2017.03.337.

19 Christopher Müller, Benjamin Kirsch, and Jan C. Aurich. Compact air bearing spindles for
desktop sized machine tools. Small Machine Tools for Small Workpieces, 55:21–34, 2017.
doi:10.1007/978-3-319-49269-8_2.

20 Tej Pratap, Karali Patra, and Alexander A. Dyakonov. Modeling cutting force in micro-milling
of ti-6al-4 v titanium alloy. Procedia Engineering, 129:134–139, 2015. doi:10.1016/j.proeng.
2015.12.021.

21 Ingo G. Reichenbach. Beitrag zur Beherrschung der Mikrofräsbearbeitung von Polymethyl-
methacrylat. Dissertation, Technische Universität Kaiserslautern, 2017.

22 Pablo Rodríguez and Julio E. Labarga. A new model for the prediction of cutting forces in
micro-end-milling operations. Journal of Materials Processing Technology, 213(2):261–268,
2013. doi:10.1016/j.jmatprotec.2012.09.009.

23 Dinesh Setti, Peter A Arrabiyeh, Benjamin Kirsch, Marius Heintz, and Jan C Aurich. Analytical
and experimental investigations on the mechanisms of surface generation in micro grinding.
International Journal of Machine Tools and Manufacture, 149:103489, 2020. doi:10.1016/j.
ijmachtools.2019.103489.

24 Andras Z. Szeri. Fluid film lubrication. Cambridge university press, 2010. doi:10.1017/
CBO9780511782022.

25 Thanongsak Thepsonthi and Tuğrul Özel. 3-d finite element process simulation of micro-end
milling ti-6al-4v titanium alloy: experimental validations on chip flow and tool wear. Journal
of Materials Processing Technology, 221:128–145, 2015. doi:10.1016/j.jmatprotec.2015.02.
019.

26 Eckart Uhlmann, F Mahr, Y Shi, and U von Wagner. Process machine interactions in micro
milling. In Process Machine Interactions, pages 265–284. Springer, 2013. doi:10.1007/
978-3-642-32448-2_12.

27 Frank Vollertsen, Dirk Biermann, Hans N. Hansen, I. S. Jawahir, and Karl Kuzman. Size
effects in manufacturing of metallic components. CIRP Annals, 58(2):566–587, 2009. doi:
10.1016/j.cirp.2009.09.002.

28 Frank Wardle. Ultra precision bearings. Woodhead Publishing, Cambridge, 2015.
29 Tobias Waumans. On the design of high-speed miniature air bearings: Dynamic stability,

optimisation and experimental validation. Dissertation, Katholike Universiteit Leuven, 2009.
30 David C. Wilcox. Turbulence modeling for CFD, volume 2. DCW industries La Canada, CA,

1998.
31 Jens P. Wulfsberg and Adam Sanders. Small Machine Tools for Small Workpieces: Final

Report of the DFG Priority Program 1476. Lecture Notes in Production Engineering. Springer
International Publishing, 2017. doi:10.1007/978-3-319-49269-8.

32 He Chun Yu, Wen Qi Ma, Zu Wen Wang, and Li Fang Xu. Cfd research on aerostatic
bearing with tangential supply holes. Advanced Materials Research, 97:2021–2026, 2010.
doi:10.4028/www.scientific.net/AMR.97-101.2021.

https://doi.org/10.1007/978-3-642-00497-1
https://doi.org/10.1007/978-3-642-00497-1
https://doi.org/10.1016/j.procir.2017.03.337
https://doi.org/10.1016/j.procir.2017.03.337
https://doi.org/10.1007/978-3-319-49269-8_2
https://doi.org/10.1016/j.proeng.2015.12.021
https://doi.org/10.1016/j.proeng.2015.12.021
https://doi.org/10.1016/j.jmatprotec.2012.09.009
https://doi.org/10.1016/j.ijmachtools.2019.103489
https://doi.org/10.1016/j.ijmachtools.2019.103489
https://doi.org/10.1017/CBO9780511782022
https://doi.org/10.1017/CBO9780511782022
https://doi.org/10.1016/j.jmatprotec.2015.02.019
https://doi.org/10.1016/j.jmatprotec.2015.02.019
https://doi.org/10.1007/978-3-642-32448-2_12
https://doi.org/10.1007/978-3-642-32448-2_12
https://doi.org/10.1016/j.cirp.2009.09.002
https://doi.org/10.1016/j.cirp.2009.09.002
https://doi.org/10.1007/978-3-319-49269-8
https://doi.org/10.4028/www.scientific.net/AMR.97-101.2021


Simulation and Application of a Piezo-Driven
System Enabling Vibration-Assisted Micro Milling
Sebastian Greco1 !

Institute for Manufacturing Technology and Production Systems,
Technische Universität Kaiserslautern, Germany

Katja Klauer !

Institute for Manufacturing Technology and Production Systems,
Technische Universität Kaiserslautern, Germany

Benjamin Kirsch !

Institute for Manufacturing Technology and Production Systems,
Technische Universität Kaiserslautern, Germany

Jan C. Aurich !

Institute for Manufacturing Technology and Production Systems,
Technische Universität Kaiserslautern, Germany

Abstract

The ongoing miniaturization of components and the functionalization of surfaces necessitates the
improvement of micro machining processes and to increase their efficiency. One method to increase
the machining efficiency is reducing the process forces and tool wear, which is achieved by the
implementation of vibration-assisted cutting in conventional machining processes. In vibration-
assisted cutting, the conventional cutting movement is superimposed by a vibration with defined
frequency. By using vibration-assisted cutting technologies, besides increased efficiency, a wider
range of materials can be machined. In this paper, vibration-assisted cutting is transferred to
micro machining. For this purpose, the design, simulation and application of an easy to integrate
system that enables vibration-assisted cutting for micro machining processes is described. The setup
was tested using a micro milling process. Two orientations between feed direction and vibration
direction were investigated. Frequencies up to 15 kHz were examined, the machined material was
brass (CuZn39Pb2). The effect of the superimposed vibration was analysed on the basis of process
force, surface roughness, burr formation and slot bottom and was compared with the process results
of micro milling without vibration-assistance. A decrease in process forces of up to 63 % was observed
during vibration-assisted micro milling.
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1 Introduction

The ongoing miniaturization of components and assemblies as well as the functionalization of
surfaces used for example in electro mechanical instruments or medical devices [4] lead to a
demand for increasing the efficiency and accuracy of micro machining processes. Microstruc-
tures, which are essential for such applications, are typically dimensioned significantly smaller
than one millimeter. One possibility to produce such filigree structures is the application of
micro milling processes with tool diameters smaller 100 µm [1]. Analogous to the machining
of larger structures, the accuracy of the micro milling processes is dependent on the machine
tool’s stiffness [7], arising tool wear and resulting surface quality. In addition, lower tool
wear also results in lower process forces [14]. For these reasons and since vibration-assisted
machining reduces process forces and tool wear, vibration-assisted machining can be used to
significantly increase the accuracy and efficiency of the machining result.
During vibration-assisted machining, the cutting motion of the tool is superimposed by
a vibration with a given frequency [10]. The additional relative movement between tool
and workpiece leads to changed cutting conditions and reduces process forces as well as
tool wear [2]. In addition, the range of machinable materials can be expanded by using
vibration-assisted machining [16], which enables applications requesting materials that could
not be machined without vibration-assistance. Moreover, vibration-assisted machining is
used to produce special surfaces [15], e.g. to improve wettability chracteristics [17]. With
regard to micro milling processes with tool diameters of 100 µm and smaller, the use of
vibration-assisted machining has not yet been investigated. However, the advantages of
the reduced process forces during vibration-assisted machining and the resulting reduced
deformation of the machine are promising to further increase the accuracy of the machining
result. In order to give an insight into the effects of vibration-assisted machining on the
production of structure sizes smaller than 1 mm, a selection of research on vibration-assisted
machining with tool diameters of 400 µm and 500 µm is presented below.
In the investigations of Lian et al. [11] the effects of the vibrational amplitude during
vibration-assisted micro milling of Al6061 were investigated. A change in the resulting
surface roughness in dependence of the vibration’s amplitude was observed. The surface
roughness reached an optimum at 11 µm vibrational amplitude, which corresponds to a
reduction in surface roughness by approx. 52 %. In the investigations, a double edged milling
tool with d = 500 µm was used.
In the work of Noma et al. [13] the influence of vibration-assisted machining on the helical
milling of glass was investigated. A diamond tool with d = 400 µm, vibrating in axial
direction with a frequency of 70 kHz and an amplitude of 4 µm, was used. The investigations
showed a significant decrease in process forces by 84 - 86 %. In addition, considerably less
tool wear and thus increased tool life as well as a reduced chip size was observed when using
vibration-assisted machining.
Supplementing these findings, in this paper the effects of vibration-assistance on micro milling
using significantly smaller (d = 100 µm) and single-edged tools is investigated. The design is
supported by simulations. The simulative characterization is validated and the final system is
applied for the machining of brass (CuZn39Pb2). Different orientations of the feed direction
and the direction of the vibration are investigated for frequencies up to 15 kHz. The influence
of vibration-assistance is evaluated on the basis of process forces, surface roughness, burr
formation and the slot bottom.
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2 Design

In this section the requirements and specifications of the system are explained. In addition,
the performance characteristics of the system are discussed.

2.1 System Requirements
The system should allow vibration in at least one coordinate direction perpendicular to the
tool’s axis of rotation (z-axis, see Figure 1). Excitation perpendicular to the z-axis has the
advantage that it is not necessary to overcome the weight of the sample for excitation. Even
with the small sample sizes in micro machining, large piezo-electric actuators are required
when working against the sample’s weight. Therefore, in this investigation an excitation
perpendicular to the z-axis was used. By adjusting the feed direction during milling, thus the
influence of the direction of the vibration on the process result can be examined. Further, the
frequency of the vibration needs to be freely adjustable in order to investigate the influence
of varying frequencies during vibration-assisted machining on the process results. As the
system to enable vibration-assisted machining will be integrated into an already existing
ultra-precision machine, the compatibility of the interfaces of both systems is of special
importance. As the ultra precision machine contains a dynamometer for the recording of
process forces occurring during machining, the dynamometer is defined as the interface
between the machine tool and the vibration-assisting system. The interface and a summary
of the system requirements are shown in Figure 1.

Figure 1 List of requirements and interface for which compatibility must be ensured.

2.2 System Specification
In Figure 2 the designed system to enable vibration-assisted micro milling is shown. The
design is similar to the vibration systems used in [17, 9, 3].

Basis of the designed system is a frame, which is mounted directly on the dynamometer
and allows an easy integration into already existing systems. On this frame the workpiece
holder and the piezo-electric actuator, which generates the vibration, are attached. For
the preload of the piezo and the system in general, it has been considered to use as many
standard parts as possible. Therefore, the actuator is mechanically preloaded between the
frame and the workpiece holder by a standard thread. The actuator’s vibration frequency can
be controlled via its electric connection. When the piezo-electric actuator changes its length
due to an applied voltage, it deflects the workpiece holder. The stiffness of the workpiece
holder was reduced in the vibration’s direction (x-direction) by using solid-state joints. The
modular design of the system enables a quick exchange of the workpiece holder and is not
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Figure 2 CAD rendered image of piezo-driven system.

bound to a specific geometry of workpiece holders. Furthermore, the system’s frame is
prepared for the use of a second actuator. The workpiece is attached to the workpiece holder
by means of an adhesive joint.

The system is equipped with a piezo-electric ring actuator (Physik Instrumente (PI),
P 010.20H PICA11). The actuator is not preloaded at delivery but was mechanically preloaded
in the system with 1 MPa due to the increased compressive strength of piezo-electric actuators
compared to their tensile strength. The maximum travel ∆l0 of the actuator is 30 µm at an
operating voltage of 1000 V. The sinusoidal electric signal to control the actuator is generated
by a frequency generator (Hameg, HM 8030 311) and is amplified by a controller (Physik
Instrumente (PI), E 618.10G11, max. frequency: 15 kHz). With the system’s stiffness in
x-direction of 2.23 N/µm (calculated in section 3.1), this setup allows a theoretical vibrational
amplitude of 1.8 µm at frequencies up to 15 kHz. Due to the low feed per tooth in micro
milling of fz = 1 µm and the spindle’s speed of n = 24,420 min-1 (see section 4), the system
ensures that the tool exits the material during machining and is therefore suitable for the
application in vibration-assisted micro machining.

3 Finite Element Analysis

In the following the simulative characterization of the system is described by means of a
convergence study for the stiffness analysis and a modal analysis. The software ANSYS
Workbench 19.211 was used to run the simulations.
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3.1 Stiffness Analysis
In order to calculate the maximum displacement of the piezo-electric actuator, the system’s
stiffness has to be known. In general, simulation results become more accurate as the mesh
becomes finer. However, due to the increasing complexity of the mesh, the fineness of the
mesh is directly linked to the calculation time required for the simulation. In order to
determine the element size at which the simulation result is no longer subject to major
changes, several simulations with varying mesh sizes need to be compared. Therefore, a study
to determine the mesh’s convergence was carried out. For this purpose, the stiffness of the
designed system in the vibration’s direction (x-direction) was calculated using Finite Element
Analysis at different mesh sizes (0.4 - 4 mm). The convergence criterion was defined as a
change in the simulation result of less than 3 % within three successive mesh refinements. The
boundary conditions for the calculation of the static stiffness and an exemplary meshing of
the workpiece holder and the workpiece with an element size of 4 mm are shown in Figure 3.

Figure 3 Boundary conditions for Finite Element Analysis and exemplary representation of the
mesh with an element size of 4 mm.

The mounting holes for fixing the workpiece holder onto the frame have been defined as
fixed bearings, which suppresses their movement for all degrees of freedom. As the correlation
between force and deflection is linear, a static load of 10 N has been chosen as force acting on
the contact surface between the piezo-electric actuator and the workpiece holder. This force
leads to small deflections of the system in the single-digit micrometer range, which is similar
to the system’s application and thus leads to comparable conditions between simulation and
reality. The stiffness of the workpiece holder was calculated by the ratio of the given force
and the simulated displacement in direction of the applied force. In Figure 4 the results
of the Finite Element Analsysis are given, showing the deflected workpiece holder for an
element size of 4 mm. The color scale indicates the deflection in x-direction, that is, in the
direction of the vibration generated by the piezo-electric actuator. The uniform coloring of
the inner part of the workpiece holder shows that the kinematics of the workpiece holder
allows an equal movement of the workpiece in x-direction.

In Table 1 the results of the convergence study are shown. For each simulation the
element size, the number of nodes and elements of the mesh, as well as the deflection and
stiffnes are shown. In addition, the percentage change in stiffness to the next larger mesh is
given.
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Figure 4 Deflected system shown for an element size of 4 mm.

Table 1 Simulation results of the convergence study calculating the workpiece holder’s stiffness.

element size
in mm

number
of nodes

number of
elements

deflection
in µm

stiffness
in N/µm

percentage
change

4.0 5,800 2,630 3.83 2.61 -
3.0 8,290 3,969 3.85 2.60 -0.46 %
2.0 18,123 9,523 3.87 2.58 -0.68 %
1.0 99,538 61,806 4.18 2.39 -7.30 %
0.8 185,298 118,150 4.28 2.34 -2.36 %
0.6 411,591 271,224 4.38 2.28 -2.28 %
0.4 1,325,754 903,466 4.49 2.23 -2.45 %

The results of the mesh study show stiffness values from 2.61 - 2.23 N/µm with varying
element sizes from 4 - 0.4 mm. Considering the percentage change of the stiffness, the biggest
change (-7.30 %) is observed when refining the mesh’s element size from 2 to 1 mm. Starting
at an element size of 0.8 mm and below, however, only slight changes within the lower single
digit percentage range were found in the simulation results, which complies the stop criterion
and indicates that the mesh is sufficiently accurate to use the stiffness for the calculation of
the actuator’s displacement.

According to [12], the actuator’s travel for alternating external loads ∆l is given by:

△l = △l0 · cSystem − F

cSystem + cPiezo
(1)

with the actuator’s maximum travel ∆l0 and the constant force of mechanical preload F.
The system’s stiffness cSystem of 2.23 N/µm and the mechanical preload F are relatively
low compared to the stiffness of the piezo-electric actuator (manufacturer’s information:
cpiezo = 68 N/µm), which leads to a minor influence of the actuator’s travel. Due to the
controller’s output voltage of 130 V and the piezo’s linear operating range [8] a travel of
3.6 µm is reached, leading to a vibrational amplitude of 1.8 µm. Due to the stiffness of the
solid-state joints in the direction of the vibration (x-direction), the actuator’s travel and
therefore the vibration’s amplitude is suitable to enable vibration-assisted machining.
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3.2 Modal Analysis
The travel of the piezo-electric actuator is represented by a vibration in x-direction which is
transferred to the workpiece. When the actuator’s vibrational frequency matches the natural
frequencies, unwanted movements of the workpiece can occur. However, it is also possible
to further amplify the intended movement. To anlyze this, a simulative modal analysis was
carried out.

In Figure 5 the simulation results of the modal analysis are listed, which show the
system’s natural frequencies up to 15 kHz. Two different examples of modes that occur due
to vibration in natural frequencies are illustrated. The shown deformation of the workpiece
holder when vibrating in the natural frequency of 1959 Hz is identical with the movement
induced by the piezo-electric actuator. Due to the positive interference between excitation
vibration and natural frequency, the desired motion of the workpiece holder is enhanced
which leads to an increase of the vibration’s amplitude when excited with 1959 Hz and
harmonics of this natural frequency. The natural frequency at 1959 Hz is the only vibration
up to 15 kHz at which the modal analysis revealed an amplification of the vibration. All
other natural frequencies have to be avoided.

Figure 5 Simulated natural frequencies up to 15 kHz and representation of different vibration
modes.

The negative influence of natural frequencies other than 1959 Hz on the system’s motion
is also demonstrated in Figure 5, where the mode of the natural frequency vibration at
2442 Hz is shown. It can be seen that the equal displacement in x-direction of the inner
part of the workpiece holder and the workpiece itself is superimposed by numerous undesired
displacements. The most significant motion in this example is a rotation around the x-axis,
which causes the workpiece surface to move along the z-axis. Since the amplitudes of natural
frequency vibrations are generally more intense than those of forced vibrations, it can be
assumed that at this frequency only the disruptive displacement can be observed. These
disruptive movements significantly disturb the accuracy of micro machining and can lead to
tool breakage. The results of the modal analysis were used for the design of the experiment
in order to avoid natural frequencies and to only meet the natural frequency of 1959 Hz and
its harmonics at which the intended motion of the workpiece is favourably enhanced.
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4 Experimental Setup

The experimental tests were performed on a LT Ultra MMC 600H1 machine tool. This
5-axes ultra-precision milling machine features hydrostatic mounted axes. The x-, y- and
z-axis are driven by linear motors, the rotary axes are driven by torque motors. The
maximum rotational speed of the air bearing spindle (Levicron ASD-80-H251) is 80,000 rpm.
Brass CuZn39Pb3 was used as workpiece material. The workpiece (20 x 10 x 3 mm) was
glued to the workpiece holder, which was mounted on the system’s frame (see section 2.2).
The vibration system was mounted on the Kistler 9119AA21 dynamometer, which was fixed
to the machine tool. The workpiece was face milled in the identical clamping used for the
tests prior to the vibration-assisted experiments. All experiments were carried out using one
workpiece and clamping in order to avoid changes of the system’s natural frequencies due to
smallest variations of the piezo’s mechanical preload or the workpiece’s mass and position
during re-clamping. The experimental setup is shown in Figure 6a.

Figure 6 a) Experimental setup, b) micro milling tool, c) cutting parameters.

A single-edged cBN-tool (NS tools; SMEZ120 D0,1001) with an effective radius of 50 µm
was used for machining (see Figure 6b). This tool was clamped in a Levicron HSW-E1 shrink
chuck: the static concentricity error is below 0.8 µm (manufacturer’s specification). All
experiments were carried out without metalworking fluid. The process was monitored with a
microscope camera. When choosing the spindle speed, it must be ensured that it does not
coincide with the frequencies to be tested. If the two frequencies were equal, they could not
be distinguished from each other in the force signal within the frequency analysis (Fourier
transformation of the force signal, see section 5.1). Thefore, the spindle speed was set to
24,420 rpm, which corresponds to 407 Hz and does not coincide with any of the excitation
frequencies (see Table 2). Due to the superposition of the tool’s cutting movement and the
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workpiece’s vibration, the number of oscillations between tool and workpiece per rotation m

is given by the ratio of the vibration’s frequency to the spindle’s rotational frequency:

m = fv · 60
n

(2)

The frequencies of the vibrations examined were defined as follows: The process forces
were monitored in real time. Only the offset (tool not engaged) of the force was recorded.
The sample was vibrated with the described setup and operated at frequencies of 0 - 15 kHz.
The frequency at which the force offset became maximum was detected. At this frequency, a
natural frequency or a harmonic of a natural frequency is to be assumed, which causes the
workpiece holder to vibrate. The frequency detected with this method, generating the largest
vibration, was about 3.8 - 3.9 kHz. This experimentally determined frequency corresponds to
twice the natural frequency (1st harmonic) at which the simulation showed an amplification
of the desired motion by the vibration. At the natural frequency an amplification of the
oscillation was also noticed, but the intensity was lower than at the first harmonic. The
frequency area around the resonance frequency (3.8 - 3.9 kHz) was investigated more closely
in the subsequent test, the tests without excitation and with excitation at the resonance
frequency were repeated three times for statistical verification (see Table 2).

Table 2 Tested frequencies of vibration-assisted micro milling.

Tested frequency of
vibration in kHz

Number of oscillations
per spindle rotation m

Repetitions for
statistical verification

0 0 3
1 2.5 1
2 4.9 1
3 7.4 1

3.6 8.8 1
3.7 9.1 1
3.8 9.3 3
3.9 9.6 3
4.0 9.8 1
5.0 12.3 1
6.0 14.7 1
10.0 24.6 1
15.0 36.9 1

The maximum sampling rate of the force measurement using the dynamometer was
12 kHz. Due to the fact that the sampling rate according to the Nyquist theorem must be
more than twice the vibration’s frequency, a frequency analysis of the measured process
forces is only possible up to 6 kHz. Accordingly, only two frequencies above 6 kHz were
tested.

During the test, slots were milled either parallel or perpendicular to the direction of
vibration (see Figure 7). The vibration was carried out in the same direction in all experiments,
according to the design of the workpiece holder described in section 2.2. Therefore, the feed
direction was adjusted accordingly to realize both cases (parallel and perpendicular to the
vibration’s direction). The feed travels for the slots are listed in Figure 6c. The different
lengths of feed travels were chosen to avoid the crossing of slots milled with different feed
direction.
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Figure 7 Variation of the feed direction in relation to the direction of vibration.

After machining, all slots were characterized with a confocal microscope (Nanofocus µSurf
explorer1). The objective used features a 50x magnification and a numerical aperture of 0.5.
In order to determine the areal surface texture parameters, three images were taken per slot:
one image at the beginning of the slot, one in the middle of the slot and one image at the
end of the slot. The measuring field of the three images corresponded to a single field size of
the objective used (320 µm x 320 µm). In addition to the areal analysis, a profile analysis
was also carried out. For this purpose, a larger measuring field, which was stitched from two
single fields, was measured in the middle of each slot. One profile section in the middle of
the slots was taken from this larger measuring field for the profile evaluation. The processing
of the data was carried out in MountainsMap1 as follows for the areal and profile evaluation:

Areal surface texture parameters

Untilting of the measured data (fitting of a plane)
Extraction of the evaluation area: size: 75 µm (width) x 100 µm (length). Not the entire
width of the slot was extracted since burr partially protruded into the slot. In order to
eliminate this area for evaluation, only a width of 75 µm was used. This central area was
extracted in the same way for all slots.
Filtering: ls = 0.25 µm
Calculation of the surface texture parameter Sa according to ISO 25178-2 [6]

Profile roughness parameters

480 µm long profile is extracted in the middle of the slot
Filtering: ls = 0.25 µm and lc = 8 µm
Calculation of the roughness parameter Ra according to ISO 4287 [5]

In order to qualitatively examine the resulting topographies at the slot bottoms and the
burr formation, scanning electron microscope (SEM) images were taken in addition to the
described measurements with the confocal microscope.

During machining, the process forces were detected with a dynamometer (Kistler
9119AA21). The recorded process forces were then evaluated in Matlab1. First, long-
wavelength components, which can be caused by drifts, were filtered out. A high-pass
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filter with a cut-off frequency of 1 Hz was used. Then the offset of the recorded forces was
determined. This offset contained the inertial forces resulting from the vibration of the inner
part of the workpiece holder and the workpiece itself when the tool is not in engagement.
The offset was subtracted from the total force to determine the force acting on the tool. The
evaluated resultant force value is derived from the mean length value of the vector addition of
the measured forces in x-, y- and z-direction. The specific resultant forces were calculated by
determining the individual slot depths and the ratio between force to individual slot depth.

5 Experimental Results

The simulative characterization of the system via the modal analysis (section 3.2) was
validated experimentally. Subsequently, vibration-assisted micro milling was done for several
vibrational frequencies with feed direction parallel and perpendicular to the direction of
vibration. The experimental results were evaluated on basis of the process forces, the surface
roughness, the burr formation and the slot bottom quality.

5.1 Vibration Analysis
In Figure 8 a linear interpolation of the results of the Fourier transformation (FFT) of the
force signal in the direction of the vibration (x-direction) is shown for vibration frequencies
between 0 - 6 kHz.

Figure 8 Measured system response to forced vibration and amplitude spectrum for fv = 3.9 kHz.

The average deviation between the frequency set at the frequency generator and the
measured frequency (x-coordinate of the forced vibration in the FFT, see Figure 8) was
0.2 %. The intensity of the vibrations determined during tool engagement show a clear peak
at fv = 3.9 kHz. As described in section 4, a significant increase of the inertial forces in the
direction of the vibration was observed at this frequency. This resonant frequency can be
assumed to be the 1st harmonic of the systems natural frequency at 1959 Hz (see section 3.2).
Since the real time monitoring of forces showed that the resonance at fv = 3.9 kHz was more
intense than the resonance at the natural frequency, vibration-assistance at this resonance
frequency causes the strongest amplification of the system’s vibrational amplitude. In addition
to the intensities of the vibrations generated by the piezo-electric actuator, the detailled
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amplitude spectrum at the vibrational frequency of fv = 3.9 kHz is also given in Figure 8. The
analysis of the spectrum shows two vibrations that are particularly distinctive. One of these
two vibrations is due to the spindle’s rotation at fS = n/60 = 407 Hz. The peaks that repeat
at regular intervals are harmonics of fS and can also be attributed to the vibration caused
by the spindle’s rotation. The most distinctive vibration in the shown amplitude spectrum
is the vibration at fv which is generated by the piezo-electric actuator. The comparison of
the intensities shows that the vibration at fv clearly exceeds that of the spindle’s vibration.
The high intensity is due to fv meeting the 1st harmonic of the workpiece holder’s natural
frequency at 1959 Hz, which leads to a resonance of the system and an amplification of the
mode of motion of this natural frequency. The actual resonance frequency deviates by less
than 1 % from results of the modal analysis. The results of the modal analysis are therefore
considered validated. As this mode of motion equals the workpiece holder’s motion generated
by the piezo-electric actuator, it can be assumed that the amplitude during vibration-assisted
micro milling is significantly increased at fv = 3.9 kHz.

5.2 Process Forces
In Figure 9a the specific resultant forces are shown for the feed direction parallel and
perpendicular to the direction of vibration and for varying vibrational frequencies fv. In
general, the profiles of the forces are very similar. However, slightly increased forces are
observed when the feed direction is perpendicular to the direction of vibration. During micro
milling specific resultant forces between 0.0016 - 0.0044 N/µm for feed direction parallel to
the direction of vibration and 0.0026 - 0.0056 N/µm for feed direction perpendicular to the
direction of vibration were detected.

During micro milling without vibration (fv = 0 Hz) no dependence of the specific resultant
forces on the feed direction was observed which is due to the non-existent vibration and
the therefore identical process independent from the feed direction. The slightly increased
forces when micro milling with fv > 0 Hz and feed direction perpendicular to the vibration’s
direction is due to the orientation of these directions. When micro milling with feed direction

Figure 9 a) Specific resultant forces as function of vibrational frequency, b) comparison resultant
force without vibration-assistance and at natural frequency for both feed directions.
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perpendicular to the direction of vibration, the vibration leads to an increase of the micro
milled slot’s width, which results in an increased material removal and therefore increased
forces. During micro milling with feed direction perpendicular to the direction of vibration
and fv = 3.9 kHz, an increase of the slot’s width by approx. 2 µm compared to fv = 0 Hz was
observed. However, the measurement is interfered by burrs protruding into the slot, which
can lead to deviations of the determined absolute value and the calculated amplitude of the
vibration (see section 3.1). In Figure 9b the specific resultant forces and standard deviations
for micro milling without vibration-assistance and with vibration in the range of the 1st
harmonic of the workpiece holder’s natural frequency are shown for both feed directions.

A reduction of the resultant forces during vibration-assisted micro milling is confirmed
for both feed directions. Micro milling with fv = 0 Hz and feed direction perpendicular
to the direction of vibration shows large variations of the forces compared to the identical
process with feed direction parallel to the direction intended for vibration-assistance. These
differences in resultant forces are attributed to the workpiece holder’s comparatively low
stiffness in x-direction due to the solid-state joints. This reduced stiffness causes that
the solid-state joints of the workpiece holder allow minimal movements of the workpiece
perpendicular to the feed direction due to the process forces during micro milling without
vibration. During vibration-assisted micro milling with vibrational frequencies fv > 0 Hz
the solid-state joint’s displacement is defined by the vibration which avoids such undesired
movements. As the feed of the tool preloads the solid-state joints of the workpiece holder
when micro milling with fv = 0 Hz and feed direction parallel to the intended direction of
vibration, the effect of reduced stiffness during micro milling without vibration cannot be
observed, which is also expressed in the significantly lower standard deviations.
Both feed directions show a strong decrease in resultant forces in the range of 3.8 - 3.9 kHz,
in which the 1st harmonic of the workpiece holder’s natural frequency of 1959 Hz is located.
Comparing vibration-assisted micro milling at this resonant frequency to micro milling
without vibration (fv = 0 Hz), resultant forces were reduced by 63 % for the feed direction
parallel to the direction of vibration and 41 % for the feed direction perpendicular to the
direction of vibration. The lower level of resultant forces during micro milling with vibration-
assistance is also given in Figure 10, showing the moving average of 1200 values of the
resultant force over the corresponding process time. The maximum resultant forces for
micro milling with vibration-assistance are significantly lower (0.046 N) compared to micro
milling without vibration-assistance (0.070 N), which reduces the risk of tool breakage due
to short-term high loads during machining.

This reduction of the forces is assumed to be due to the resonance of the workpiece holder
in this frequency range, which leads to a significantly increased vibrational amplitude and
thus higher velocity of the workpiece during vibration. If the speed due to the vibration
exceeds the feed speed, the machining is governed by an interrupted cut [2]. We believe that
this strong increase in vibrational amplitude leads to a reduced time of tool engagement
which reduces the process forces. The relatively lower decrease in process force during micro
milling with feed direction perpendicular to the direction of vibration compared to micro
milling with feed direction parallel to the direction of vibration is due to the superposition of
the increased slot width at fv = 3.9 kHz compared to fv = 0 Hz. As the resonant frequency of
the system is no longer excited with increasing vibrational frequency and hence the amplitude
of the workpiece’s vibration decreases again, the cutting forces increase for fv > 3.9 kHz.
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Figure 10 resultant forces with vibration-assistance (fv = 3.9 kHz) and without vibration-
assistance.

5.3 Surface Roughness

Figure 11a shows the trend of the areal surface texture parameter Sa for the different
vibrational frequencies. The measured data points in the diagram represent the mean values
based on the three individual measurements (beginning, middle and end of the slots). The
given average standard deviation σ̄ are the mean values of the standard deviation of all
measurements for the respective feed direction. In Figure 11b the values of the profile
roughness parameter Ra for selected vibrational frequencies are given. Here, only slots which
were manufactured without vibration and slots which were manufactured with vibration
at the resonance frequency are depicted. For each of these two special cases three slots
were manufactured (see section 4). Each of the three slots was measured and evaluated as
described, so that for each bar shown in Figure 11b nine measured values were considered
(three manufactured slots, each measured at three positions). The scattering between the
individual slots was displayed as error bars.

On basis of the integral parameter Sa, no trend with regard to the surface roughness as a
function of the vibrational frequency can be identified when the feed direction is perpendicular
to the vibration direction. The behavior is different when the feed direction is oriented
parallel to the direction of the vibration. It can be figured out that the value of Sa decreases
with increasing vibrational frequency and then remains at a constant level from a frequency
of 6 kHz. In the range of the resonant frequency, a local maximum can be detected. However,
at this point the roughness is still below the roughness for the slots that were milled without
vibration-assistance. The varying roughness depending on the feed direction could be due
to cutting mechanisms that occur at the slot’s bottoms during machining. When the feed
direction is perpendicular to the direction of vibration, the slot is wider, however, the vibration
seems to have no significant influence on the kinematic roughness at the slot’s bottom. Based
on these observations, we believe that vibration-assisted machining with the direction of the
vibration being parallel to the feed direction improves the surface quality by increasing the
distance between two adjacent milling tracks and thus reducing the kinematic roughness. In
addition, the feed rate is varied by the vibration which could lead to a reduction of the area at
the edge of the micro milled slots where the minimum chip thickness is not reached anymore.
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Figure 11 a) Arithmetical mean height Sa as function of vibrational frequency, b) comparison of
profile roughness Ra without vibration-assistance and at resonance frequency for both feed directions.

However, the reduction of roughness does not apply to the frequency range of resonance,
which is why we assume that there are overlaying effects caused by the significant increase of
the vibration’s amplitude. For the slots which were manufactured with feed direction parallel
to the vibration’s direction, a reduction of roughness when micro milling with fv in the range
of the workpiece holder’s resonance can also be seen for the profile roughness parameter Ra.
The values for Ra are slightly smaller in the case of vibration-assistance. The less significant
reduction of Ra compared to the area based Sa may be due to the sole consideration of the
profile in the middle of the slot and the neglection of areas near the slot’s edge, highlighting
the influence of the minimum chip thickness at the sides of the slot. It is also noticeable that
most of the error bars for the slots, which were manufactured with vibration, are significantly
smaller than those which were manufactuered without vibration. This means that the three
successively manufactured slots exhibit only small deviations from each other in terms of
their profile roughness. Vibration-assistance parallel to the feed direction thus apparently
also has a positive effect on the repeatability with regard to integral roughness parameters.

5.4 Burr Formation and Slot Bottom
Figure 12 shows the burr formation and the surface of the slot bottoms for manufacturing
without vibration-assistance, manufacturing with vibration at the resonant frequency and
for manufacturing at the highest frequency investigated in this research. Two SEM images
are shown for each slot: the image with the smaller magnification is suitable for assessing
the burr formation, the image with the higher magnification shows the slot bottoms.

Solely the images in the first row (no vibration-assistance, fv = 0 Hz) show slight differences
in burr formation. These differences could be due to the reduced stiffness of the workpiece
holder perpendicular to the feed direction (y-direction), similar to the scattering of the
process forces during micro milling with feed direction perpendicular to the direction of the
intended vibration. For fv > 0 Hz, neither with regard to burr formation nor to the surface
quality at the slot bottoms, the SEM images show any trend in dependence on the feed
direction or vibrational frequency. For vibration-assisted micro milling with feed direction
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parallel to the direction of vibration, no differences in burr formation and slot bottoms were
found compared to fv = 0 Hz. For fv > 0 Hz, the workpiece holder’s movement is defined by
the vibration and no differences due to the feed direction could be detected. Based on these
results it can be assumed that vibration-assistance has no influence on the burr formation
during micro milling. Since the quantitative differences in surface roughness are in the low
two-digit nanometer range (see section 5.3), there are no significant differences with regard
to the surface quality in the slot bottoms when comparing the SEM images qualitatively.

Figure 12 SEM-images of the micro milled slots showing burr and slot bottom for varying feed
directions and excitation frequencies.
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6 Conclusion

The research presented in this paper focused on the simulation and application of a piezo-
driven system to enable vibration-assisted micro milling. In order to calculate the maximum
amplitude of the vibration, the stiffness of the system in direction of the vibration was
determined using Finite Element Analysis. Furthermore, the natural frequencies of the
system were determined by a simulative modal analysis and vibration amplifying frequencies
were identified. The system was applied for vibration-assisted machining of brass (CuZn39Pb2)
with vibrational frequencies from 0 - 15 kHz. The simulative determination of the system’s
natural frequencies was validated by a Fourier transformation (FFT) of the force signal. The
influence of vibration-assistance on micro milling was evaluated on the basis of process forces,
surface roughness, burr formation and the slot bottom quality. Based on the experimental
results, the following conclusions were drawn:

Vibration in the resonant range of the system leads to a strong increase in the vibrational
amplitude and a significant reduction in the process forces due to a reduced time of tool
engagement.
The orientation of the feed direction to the direction of the vibration influences the surface
roughness. When these run parallel, the roughness at the slot’s bottom is reduced; when
these are oriented perpendicular to each other, no significant influence on the roughness
was observed.
With regard to the slot bottom appearance and burr formation evaluated via SEM-images,
no difference was found between vibration-assisted micro milling and micro milling without
superimposed vibration.

In future investigations the system will be extended by a second piezo-electric actuator in order
to enable the superposition of two individual vibrations and to investigate the influence of
bidirectional vibration-assistance on micro milling. In addition, since the reduction of process
forces is the most pronounced effect of vibration-assistance observed in this investigation
and leads to lower tool wear, tool wear during micro milling with increased material removal
rates using vibration-assistance will be studied.

1Naming of specific manufacturers is done solely for the sake of completeness and does
not necessarily imply an endorsement of the named companies nor that the products are
necessarily the best for the purpose.
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Abstract
Modern applications in computational science are increasingly focusing on understanding uncertainty
in models and parameters in simulations. In this paper, we describe visitation graphs, a novel
approximation technique for the well-established visualization of steady 2D vector field ensembles
using visitation maps. Our method allows the efficient and robust computation of arbitrary visitation
maps for vector field ensembles. A pre-processing step that can be parallelized to a high degree
eschews the needs to store every ensemble member and to re-calculate every time the start position
of the visitation map is changed. Tradeoffs between accuracy of generated visitation maps on one
side and pre-processing time and storage requirements on the other side can be made. Instead of
downsampling ensemble members to a storable size, coarse visitation graphs can be stored, giving
more accurate visitation maps while still reducing the amount of data. Thus accurate visitation
map creation is possible for ensembles where the traditional visitation map creation is prohibitive.
We describe our approach in detail and demonstrate its effectiveness and utility on examples from
Computational Fluid Dynamics.
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1 Introduction

The incorporation of uncertainties into computational models is a core challenge in computa-
tional science on which quick advances have been made in the recent past. Due to growing
computational ability, it has become straightforward to investigate the effects of model and
parameter uncertainty through ensemble simulation. Models are realized multiple times and
the ensemble of realizations is used as a basis for analysis. However, the amount of data
resulting from ensemble simulations with a high number of ensemble members can be very
large and of prohibitive size to be able to interactively (in terms of reaction times) visualize
and analyze it. An often-used enabling methodology in this context are in situ techniques
that derive visualization and analysis at data production time and store reduced-size artifacts
such as images, videos, or other reduced representations for further inspection.

In this setting we consider the use of visitation maps (Figure 1). These are used to elucidate
the transport behavior that is described by an ensemble of 2D vector fields. Such visitation
maps are easy to use from an analyst’s point of view They can be viewed as a generalization
of integral curve techniques that form the basis of flow visualization. Consequently, their
computation is in practice simple and, given an initial distribution, utilizes Monte Carlo
sampling of trajectories across a vector field ensemble. For large (or even medium sized)
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Figure 1 Left: Streamlines of two ensemble members are shown in the background to give an
overall impression of the flow. Right: Glyphs calculated from the visitation graph surround the
visitation maps.

vector field ensembles, however, this straightforward approach becomes prohibitively costly
since running times are not adequate for interactive exploration of uncertain vector fields
and all ensemble members are required for sampling.

In this work, we propose visitation graphs as a novel intermediate representation of the flow
behavior in an ensemble of two-dimensional vector fields and show their usefulness in enabling
the interactive exploration of vector field ensembles. We illustrate that visitation maps for
arbitrary initial distributions can be derived quickly from the visitation graphs. Furthermore,
visitation graphs give a less lossy reduction method than downsampling. Thus, visitation
graphs offer the possibility to explore large ensembles interactively, with the flexibility to
trade off approximation quality for representation size. In particular, our contributions are:

After reviewing related work in Section 2, we define visitation graphs (Section 3.1) and
discuss how they can be constructed from vector field ensembles (Section 3.2).
We provide in Section 3.3 an algorithm to quickly approximate a visitation map for an
arbitrary initial distribution from a visitation graph and discuss the approximation of
visitation maps using shorter visitation maps.
Details on space requirements and data reduction are given in Section 3.4 and we invest-
igate interactive visualization modes on ensembles enabled by our approach (Section 3.5).
The behavior of our method under variation of different parameters is examined in
Section 4.
Using a representative set of application datasets, we empirically demonstrate the useful-
ness of our approach and evaluate its approximation, reduction and runtime properties in
Section 5.

Overall, we aim to demonstrate that visitation graphs can function ideally as artefacts of an
in situ approach for vector field ensembles that still permit nearly full flexibility during post
hoc exploration.

2 Background and Related Work

The present work is focused on the visualization of uncertain vector fields and vector field
ensembles, as well as in situ visualization techniques. In the following, we briefly review
relevant prior work and background material and discuss differences to our approach.

Visitation Maps. Visitation maps are an established and intuitive visualization to analyze
distributions of particle trajectories arising from vector field ensembles or vector valued
random fields.
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Previous authors have defined visitation maps in an ad hoc manner as the empirical
distribution within each cell in the domain obtained as the percentage of generated trajectories
of a given length and with a given start point passing through the cell [4, 22, 21]. However,
the resulting ad hoc calculation renders the use of visitation maps challenging due to
computational effort inherent in their numerical approximation. Given an initial condition
(i.e. starting location or initial distribution), the visitation map is typically estimated through
direct sampling. For a faithful approximation, a high number of samples is required. For
small datasets, parallel computation using for example GPUs can be leveraged to achieve
interactive re-computation upon modification of the initial condition. For example, Bürger et
al. demonstrated an interactive visualization of ensemble vector fields with visitation maps
using GPU-based Monte-Carlo particle tracing [4]. However, for larger datasets, trajectory
computation is a difficult problem and has to be handled through non-interactive out-of-core
techniques [29] or parallel algorithms [34]. In contrast, our approach performs the sampling
calculations in a pre-processing step that can be executed in situ, and stores the result as
a compact visitation graph from which visitation maps can be derived quickly in a later
state. Thus, we eschew the problem of ensembles being too large to handle interactively. In
addition, a tradeoff between pre-processing time, storage requirements, and visitation map
accuracy can be made.

A recent variation of visitation maps was proposed by Ferstl et al. as streamline variability
plots [12]. In contrast to visitation maps, variability plots are generated by projecting
confidence ellipses for obtained streamline clusters in PCA space to domain space. This
yields an envelope for most obtained streamlines, together with a calculated mean streamline.
For large datasets, the challenge to integrate large numbers of streamlines remains the same.

Representing Vector Fields as Graphs and Webs. Representing information on a given
vector field in a graph structure, as it is done in this work, was earlier considered in the
forms of Flow Graphs by Nouanesengsy et al.[29] and as Flow Webs by Xu et al. [42]. The
Flow Graph contains a node for each block in an underlying grid, and each two neighboring
blocks are connected via a weighted edge. The weight of the edge connecting two blocks is
determined as the probability that a seeded particle in one of the blocks is transported to
the other one by the flow. Afterwards, this flow graph can be used to estimate the workload
for each block in parallel streamline calculation.

While Flow Graphs are an efficient approach to estimate workload, they are not suitable
for visitation map approximation, as visitation maps calculated from such graphs suffer from
the lack of variety in possible directions in the graph. In a Flow Graph each cell is connected
only to its four direct neighbors, which results in an extremely coarse approximation of the
visitation map.

In Flow Webs, regular axis-aligned sub-regions of the given domain represent nodes in the
graph. By sampling streamlines backwards through the regions, links and weights between
different sub-regions are determined. While Xu et al. do not consider uncertainty, our
approach can be viewed as an adaptation of the Flow Web concept to ensembles to create
visitation maps, based on a generalization of the Flow Connection Matrix (adjacency matrix
of the Flow Web).

As opposed to the Flow Graphs by Nouanesengsy et al., Flow Graphs by Ma et al. [27]
are a tool for streamline and pathline exploration of 3D flow fields. Here, nodes in the graph
do not only represent spatial regions but also streamlines in the field. Edges between nodes
are assigned various interpretations depending on the kind of nodes they interconnect.
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Adaptive transition graphs for vector fields have been employed by Szymczak to calculate
Morse connection graphs for piece wise constant vector fields on surfaces [38]. His method of
refining transition graphs in an adaptive manner according to strongly connected components
can be interpreted as perturbing the vector field near trivial Morse sets to remove recurrent
features in the resulting Morse connection graph.

Multiple approaches employing graphs to track and visualize states and state transitions
in time-varying vector fields have been proposed, for example by Gu and Wang [14] and by
Jänicke and Scheuermann [19]. A recent survey on the utilization of graphs in visualization
was given by Wang et al. in [39].

None of the aforementioned graph techniques are aimed at creating visitation maps and
providing sufficient information on an underlying ensemble or vector valued random field to
obtain adequate visitation map approximations.

Visualization of Uncertain Vector Fields. Uncertainty in vector fields has been recognized
as a pressing research problem in scientific visualization for several years and still is a
substantial challenge. Recent surveys can be found in [7] and [15]. Heine et al. discuss
topology based visualization methods that address uncertainty in [16].

Often, uncertainties arise from multiple results of experiments with varying input para-
meters collected in ensembles. Examples for uncertainty visualization based on ensembles
are: showing ensemble members vanishing over time [6], enabling the user to compare single
members to the whole ensemble using glyphs [35] and summarizing ensemble members while
highlighting outliers and median in Contour/Curve Box Plots [40, 28]. The topology of
ensembles in two and three dimensions was determined by Otto et al. in [31] and [30].
Hummel et al. gave a comparative visual analysis for ensembles of time-varying vector fields
using a Lagrangian framework [18]. A two dimensional comparative visual analysis was
presented by Jarema et al. in [20].

Uncertainty arising from interpolation and prediction of missing measurements was
treated using tubes of varying size [3], glyphs and parallel coordinates for MR spectroscopy
data [11, 10], flow radar glyphs for time dependent vector fields with uncertainty given
as an interval [17] and using colormapping and line glyphs for uncertain isosurfaces in
geosciences [43]. Uncertain predicted multivariate data was visualized by Berger et al. using
parallel coordinates and scatter plots [2]. Random fields were treated using fuzzy set theory,
volume rendering on trapezoidal possibility distribution [13] and by visualizing isosurfaces in
uncertain scalar fields [32, 33]. A FTLE like method was presented by Schneider et al. [36].

Random fields are a stochastic uncertainty model. Following the approach of in situ data
reduction by summarizing statistics of certain properties, random fields frequently arise in
in situ pre-processing. While in mathematics, the generalization of stochastic processes to
higher dimensions is called random field, different names have been used in the visualization
community up to now. Otto et al speak of uncertain vector fields [31], Ferstl et al. use the
term ensemble of vector fields [12], Sevilla-Lara et. al speak of distribution fields in computer
vision [37] and Love et al. use the more general term spatial multivalue data [26]. In [8],
Dutta et al speak of statistical information.

Our method is suited to the uncertainty visualization of both, vector field ensembles and
random fields.

Approximation of integral curves. Different approaches for the approximation of a longer
particle trajectory by a sequence of (certain) flow maps have been examined. Agranovsky et
al. give a two phase approach extracting a basis of known pathlines in situ and calculating
arbitrary integral curves post hoc from the extracted results [1]. Two similar phases are
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presented in this paper, carrying the idea to approximate longer curves using smaller ones
over to visitation maps. To our knowledge, the generalization to uncertainty and thus to
visitation maps in this paper is a new contribution.

In Situ Analysis and Visualization. In situ analysis, i.e. data analysis taking place at
creation time while the data is still in memory, is an attractive possibility to handle huge
datasets that are too large to store. In addition, slow data output is avoided and data can
be pre-processed at creation time. As computational power increases and thus simulations of
massive ensembles become common, the need for effective in situ processing is ever more
pressing.

In this context, in situ capabilities for leading visualization libraries and tools such as
Paraview [9] and VisIt [25, 41] were developed, allowing in-situ analysis and visualization of
simulations.

While in situ visualization provides crucial insights in the simulation behavior at runtime,
interactivity and thus exploration of the data is rarely possible. Pre-processing simulation
data in situ and benefiting from reduced data in flexible and scalable post hoc analysis is a
possibility to combine the advantages of in situ and post-processing. This new paradigm
is illustrated for example by Childs in [5]. Several approaches were already presented that
follow this paradigm. For example Lakshminarasimhan et al. proposed ISABELA for in situ
sorting and error bounded compression in [23].

A further approach to reduce data in situ is to summarize statistics of properties of
interest during the simulation. Afterwards suitable visualization approaches are used for
data exploration. This was done recently by Dutta et al. in [8]. A recent survey was given by
Li et al. in [24] grouping current research on in situ data reduction in a spectrum between
lossless and very lossy techniques.

Following the in situ, post-processing combination in [5], our approach processes steady
2D vector field ensembles in situ to construct a visitation graph. With an upper bound
for storage requirements that does not depend on the number of ensemble members, this
visitation graph is an ideal structure to summarize ensembles. Furthermore, the visitation
graph resolution can be chosen freely and does not have to mirror the resolution of ensemble
members. This provides a means for data reduction, tailored to the task of creating visitation
maps for interactive exploration of ensembles potentially too large to store (cf. Section 3.4
for additional discussion). Based on the visitation graph an interactive post hoc exploration
of the ensemble using visitation maps is possible once the simulation and pre-processing are
complete.

3 Method

In the following, we introduce the visitation graph as the core concept of our work and then
proceed to illustrate its use for visitation map computation and visualization.

3.1 Visitation Graphs
We consider two-dimensional vector field ensembles or random vector fields. These are
partitioned into cells of their domain of definition C = {c1, . . . , cM }. A visitation map V
represents for each cj the distribution of streamline samples of integration length T > 0 that
“hit” the cell cj , i.e.

V(cj) := P (S(X, T ) ∩ cj ̸= ∅), (1)
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Figure 2 Visitation graph creation: Stream-
lines starting in cell ci that pass by cj are con-
sidered and all events are tracked with time point.
Table entries are colored according to the trig-
gering streamline.
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Figure 3 Values of the Flow Connection Mat-
rix and snapshot in the example in Figure 2
(omitting normalization). F C(t): number of
streamlines that passed by, S(t): number of
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where S(X, T ) is the set of all points of the streamline sample, and its seed point X is a
random variable with a fixed initial distribution (in traditional visitation maps X is a uniform
distribution in a single cell). In practice, this probability is computed through Monte Carlo
sampling as an average over a set of streamline samples.

To speed up visitation map generation, we propose an approximation based on in situ
calculated visitation graphs.

We define the visitation graph as a directed graph G(V, E) whose nodes V are the cells
of the partition, i.e. V = C, and E contains an edge between ci and cj if and only if a
streamline sample of length T ′ starting in ci hits cj during integration. For each edge (ci, cj),
streamlines starting in cell ci are considered. Their (re-)entry and exit in cell cj are recorded.

Streamline samples are approximated as a polyline with k points, originating in every
cell ci. In practice, we (re-)use the computational grid of the ensemble as the partition C,
and approximate streamlines using a second-order Runge-Kutta scheme with fixed step size
(hence k steps of step size ∆t). Both of these aspects of the technique are easily modified.

Information is collected similar to the Flow Connection Matrix [42]. However, the
visitation graph keeps track of more information than just the number of passing streamlines,
namely the events and timepoints.

From the visitation graph, visitation maps can be assembled. We explicitly point out
that, to approximate a visitation map of length T , it is not required that k∆t := T ′ = T

holds; in practice, streamline samples can be much shorter than the desired visitation map
length, at the cost of accuracy. This allows to trade off accuracy and speed in visitation map
creation for speed in visitation graph creation and storage size of the visitation graph, since
shorter streamlines yield less events that need to be stored in the graph. Furthermore, the
visitation graph resolution is not necessarily the same as the resolution of ensemble members.
This provides a method for data reduction tailored to the task of creating visitation maps
for interactive exploration of ensembles potentially too big to store. See Section 3.4 for more
details on data reduction using visitation graphs.

3.2 Efficient Computation of Visitation Graphs
For each cell in the visitation graph connected to the considered start cell via an edge, a list
of steps and 3-tuples is created recording the occurrence of the events of interest. This is
done for each edge (ci, cj) by tracking how many streamlines starting in cell ci enter cell cj

at each step (+), leave cell cj at each step (-) and re-visited cell cj at each step (⟲). The last
entry is obtained by keeping track for each cell whether the considered streamline has already
entered cj or not. An illustration of visitation graph generation can be found in Figure 2.
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During visitation graph creation, the number of randomly seeded streamlines started in
each cell can be determined either based on the size of the cell (as done in [42]) or on the
estimated contribution to the final visitation graph. While the first option is straight forward,
the latter is achieved as follows: the number of cells nh that have been hit by any streamline
that was integrated from the considered start cell is determined and a size for streamline
bunches is set as parameter sb. Every time the integration of a bunch of streamlines is
completed, it is decided whether one more will be started or not using

nh

s
<

1.0
sb

. (2)

Where s is the total number of integrated streamlines from the considered start cell. If
expression 2 evaluates to false, the next bunch of streamlines is integrated, else the visitation
graph creation for the considered cell stops. This stop criterion can be interpreted as follows:
it is unlikely that a streamline from the upcoming bunch of streamlines passes by a cell that
was not passed before since the number of passed cells per integrated streamline is smaller
than one out of a bunch of streamlines.

Handling two ensemble members is independent. Hence, this calculation can be done in
situ. For every ensemble member, entries in the visitation graph are updated or added. While
the visitation graph can be built completely in situ, it does not have to. In case of ensemble
members occupying most of the available memory storage, it might be impossible to create
the whole visitation graph simultaneously. In this case, single members or even single cells
can be processed in situ and then be stored. In a post processing step all partial results are
combined to the final visitation graph. Depending on the available memory every possible
storing frequency in between “storing for each cell or member” and “storing once at the end”
can be used providing a tradeoff between postprocessing time and memory requirements.

3.3 Efficient Approximation of visitation maps from visitation graphs
Given an initial distribution of cells or a single start cell, visitation maps can be effectively
calculated from the visitation graph as follows.

Using the visitation graph consisting of M nodes, two different matrices can be generated
for every timepoint t ≤ T ′: The Flow Connection Matrix FC(t) as described in [42] and the
snapshot S(t). The Flow Connection Matrix is an M × M matrix given by the adjacency
matrix of the visitation graph where the weight of edge (ci, cj) is given by the probability
that a streamline starting in cell ci passes by cell cj before timepoint t. The entries are
calculated as the sum of the differences of first and third entry of the stored 3-tuples until t,
divided by the total number of integrated streamlines starting in ci. While the first entry
provides the information how many streamlines from ci have entered cj , the third entry
ensures that re-entering streamlines are not counted twice. Note that Xu et al. generated
the Flow Connection Matrix only for infinitely many streamline steps, thus our approach
constitutes a generalization of their graph structure.

Entry (ci, cj) of the M × M dimensional snapshot matrix S(t) specifies the probability
that particles starting in ci are in cj after integration time t. It is calculated as the sum of
the difference of first and second entry of the stored 3-tuples until t, divided by the total
number of streamlines starting in cj . Thus every time a streamline enters cj , the snapshot
entry increases by one and as the streamline leaves cj , the snapshot entry decreases by one.
This is done regardless of re-visiting. Examples for the calculation can be found in Figure 3.

Note that when generating Flow Connection or snapshot matrices from the visitation
graph, the total number of streamlines started in the considered initial cell is required.
Estimating the number of required streamlines, this number varies between cells. However, it
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is not necessary to store this number separately since every streamline is recorded as entering
at timepoint 0 in the start cell itself. Thus the total number of streamlines per start cell is
easily available in the visitation graph.

Having an integration length T ′ that is independent of the final visitation map length T ,
the desired visitation map might have more or less steps than have been integrated while
pre-processing. Being able to generate a visitation map based on streamlines shorter than
the final map provides a tradeoff between accuracy on one side and shorter pre-processing
time and storage savings on the other side. Hence two scenarios for visitation map creation
exist: Either T ≤ T ′ or T > T ′. If T ≤ T ′, the visitation map starting in cell ci is given by
the row representing ci in the Flow Connection Matrix. That is the exact visitation map
value V(cj) is given in entry (ci, cj) of FC(T ). Considering possibly multiple start cells with
a start distribution, a M -dimensional start vector v0 is created holding the start probability
for each start cell. This vector is then multiplied with FC(T ). Each entry of the resulting
vector represents one cell in the grid and holds the visitation map values. The resulting
visitation map gives the identical result as a traditional visitation map based on ad hoc
created streamlines advancing for time T . If, on the other hand the desired visitation map
length exceeds the number of pre-processing steps (T > T ′), the visitation map is not given
in the Flow Connection Matrix but needs to be “assembled” as follows from multiple FC(ti)
where

∑
i ti = T .

The law of total probability states that if ∪Bi = Ω is a countable partition of the entire
sample space, then for any event A it holds:

P (A) =
∑

i

(P (A | Bi)P (Bi) (3)

For clarity of notation let in the following S, A, and B be arbitrary cells in C. Considering
the partition consisting of events

AS
t := After time t, the considered streamline starting in cell S ends in cell A

for the fixed integration time in pre-processing T ′ the law of total probability gives

P (BS
T ) =

∑
A∈C

P (BS
T | AS

T ′)P (AS
T ′) (4)

Where the event BS
T is an event considering streamlines after time T > T ′, thus no

calculations for this event have been performed during pre-processing. To estimate P (BS
T ),

the conditional probability P (BS
T | AS

T ′) is approximated using P (BA
T −T ′) in equation 4.

So the probability that the considered streamline that starts in S ends in B after time T

while ending in A after time T ′ < T is approximated by the probability that a considered
streamline starting in A ends in B after T − T ′ steps (See Figure 4 for further explanation).
This gives

P (BS
T ) ≈

∑
A∈C

P (BA
T −T ′)P (AS

T ′). (5)

Since P (BA
T −T ′) considers an integration time strictly smaller than T , the considered number

of steps is potentially smaller than the number of pre-processing steps until time T ′ such
that pre-processed results are available. If however T − T ′ > T ′, the same approximation is
repeated until the integration time is smaller or equal to T ′.

This approximation in general overestimates P (BS
T | AS

T ′). Equality is only given if
P (AS

T ′) = 1 since then P (BA
T −T ′) is independent of the point in cell A reached by the

streamline from S in time T ′. Thus every approximation step will induce an error in the
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Figure 4 The probability of a streamline path cs � ci � cj in time T while in ci after T ′ is
approximated by the probability of the streamline path ci � cj in T − T ′. This leads in general to
overestimation since every streamline path cs � ci � cj is also a path ci � cj , but not all streamlines
from ci to cj pass by (or start in) cs before entering ci (f. ex the dashed streamline).

-0.05 0.05higher values in a)higher values in b)

a) b)b)

seed

Figure 5 Traditional visitation map a), approximated based on visitation graphs b) and difference
between both. T ′ = 50, T = 160. Nonzero entries of the start vectors vi are marked from black
to light grey for increasing i. After the first 50 (identical) steps, the approximated visitation
map is re-started from all cells containing particles at step 50 (marked in grey). Resulting in an
overestimation at the edges and an underestimation in the center. The colormap was chosen to
present positive and negative differences and is not intended for visitation map presentation.

resulting visitation map (cf. Figure 5). This theoretical result is implemented as follows: The
exact visitation map after time T ′ is calculated as described above using the start vector v0.
Having reached the maximal calculated step, a new start vector v1 = v0 · S(T ′) is calculated.
Using this new start vector holding the positions and probabilities for particles starting in the
considered start cell(s) under the considered start distribution after T ′ steps, the proceeding
visitation map is calculated using FC(T − T ′). The results are combined ensuring to not
have doubled results in nonzero entries of v1. This is repeated m times until T − mT ′ ≤ T ′.

Illustratively, the visitation map is followed as far as it was pre-computed, then new
visitation maps are started at the end incrementally until the desired number of steps is
reached.

While a smaller number of pre-processing steps induces errors in calculated visitation
maps, pre-processing time becomes shorter and storage requirements of the resulting visitation
graph become smaller. This tradeoff is illustrated by experiments in Section 4. Visitation
map creation on the other hand becomes more expensive the more snapshots and Flow
Connection Matrices are calculated, thus the calculation time for visitation maps from the
visitation graph decreases with increasing pre-processing integration time T ′. In general,
calculation times can be reduced using parallelization: Integrating streamlines from every
cell in the visitation graph to determine edges can be heavily parallelized since considering
different cells is completely independent. Provided ensemble members reside on different
nodes of a cluster, these members can be processed independently on their nodes. The final
visitation graph can then be assembled using the parallel reduction approach resulting in
logarithmic time savings. In an informal experiment, we observed nearly ideal speedup (7.96x
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for 8 CPUs) for streamline integration. The assembly of 10 partial results was executed
on 2 CPUs with a speedup of 1.2. In addition, the calculation of Flow Connection and
snapshot matrices for visitation map creation can be naturally parallelized for every entry in
the resulting matrix. While these matrices are potentially of very high rank, the fact that
entries of FC(t) and S(t) can be calculated independently can be used to generate only rows
that are required for the computation (that is the rows whose entries in the start vector
are nonzero) and save them in a sparse format. Especially for the first steps in visitation
map creation where the start vector contains only the chosen start cells, the number of
needed rows is very small compared to the total number of rows. If however the resulting
matrices become too large, a shorter visitation map or a coarser visitation graph need to be
considered.

3.4 Space Requirements and Data Reduction
Visitation graphs are an optimal way to store, and potentially reduce, data in order to
explore the data with visitation maps later on. The maximal storage requirements of the
visitation graph representation are determined by the ensemble resolution m × n and T ′. As
such, they are independent of the number of ensemble members. An upper bound for the
number of outgoing edges is m · n, which is far from being tight. In reality, the number of
outgoing edges is much smaller since it is impossible that every cell in the grid is passed by
streamlines from every other cell. Also edges are only possible between cells that can be
reached from another by a streamline of set length, thus only cells in a given, field dependent
radius around each cell can be connected. At most T ′ × 4 numbers need to be stored per
edge. This upper bound will not be reached in realistic examples and most of the information
stored for edges will contain far less than T ′ tuples (see Section 5). Thus, facing ensembles
with a high number of members compared to the number of cells per ensemble, the visitation
graph will save space without any additional data reduction. For other ensembles, multiple
options leading to data reduction are available:

Visitation graph resolution. The visitation graph resolution is independent of the original
resolution of the ensemble. Thus, a coarser resolution can be chosen. While a coarse visitation
graph contains only nodes corresponding to a coarser grid, it is based on streamlines that
are created based on the high resoluted ensemble. Carrying over the information from the
fine grid to the coarse one, coarse visitation graphs are superior to simple downsampling of
the grid. See experimental results in Section 4 for a comparison.

Timestep selection. Depending on the application, it is often not necessary to have access
to visitation maps for every possible timestep. To exploit this, the temporal resolution of
available visitation maps can be restricted. Defining a frequency F at which visitation maps
should be available, events don’t need to be stored for every timestep but for every frequency
cycle. All events occurring between two cycles are summed up in one entry, reducing storage
requirements since only every F − th entry is stored. This reduction approach does not affect
accuracy of visitation maps at available time steps.

Streamline length. Shorter streamline length at creation time of the visitation graph results
in a lower number of events and thus reduces the storage requirements of the visitation graph.
While it is still possible to generate longer visitation maps from the resulting visitation graph,
the accuracy is reduced after every integration time of T ′.
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Figure 6 Appearance of the same area considering different grid resolutions. Left: coarse
resolution, middle: no color compensation, right: color compensation. In every case the sum of the
probabilities over all cells is one and the distribution is equal.

Experiments on data reduction using visitation graphs as well as experiments on storage
requirements and their dependency on the number of ensemble members can be found in
Section 4. An application of data reduction can be found in Section 5.

3.5 Application to Visualization
As outcome of the previous results, visitation maps from arbitrary start points with arbitrary
initial distributions can be generated effectively from visitation graphs. This heavily contrasts
with traditional visitation maps generated in ad hoc manner from integrated streamlines.
They trigger a complete re-computation every time the start point is changed and considering
multiple start cells with a given distribution results in vast computational effort. In addition,
traditional streamline computation is always based on the whole ensemble, making this
visualization approach unfeasible for ensembles with too many members to store. In our
approach, to interactively create visitation maps from arbitrary start points, only the
visitation graph needs to be stored. There is no need to store single ensemble members.
Providing a tradeoff between storage requirement and accuracy, the visitation graph renders
the exploration of ensembles possible that are prohibitive to store due to their size. Provided
a visitation graph, two different modes for visitation map creation are available:
Standard mode: A single start point is selected. The visitation map of the desired length is

calculated or approximated depending on T ′.
Brush mode: Multiple start points following an initial distribution are given. The visitation

map is calculated for all start points at once. Different kernel functions are available as
possible start distributions, they are scaled such that the integral over all initial cells is
one.

While for regular grids the visualization of visitation maps (ad hoc or visitation graph
based) is a straight forward mapping of scalars to colors, additional challenges arise when
considering grids containing differing cell sizes or the same grid is evaluated in different
resolutions.

The probability that a streamline passes by a grid cell depends on the cell’s size. Since
the sum of the probabilities over all cells in an area remains constant independent of the
resolution, small cells obtain smaller probability values in the visitation map than bigger cells.
While from the mathematical point of view, this result is correct and intuitive, the resulting
visualization might be misleading. Areas with smaller cells might appear less likely to be
visited than coarser areas with the same probability. To handle this effect when plotting the
visitation map, a compensation for the cell size can be used. The probability value assigned
to each cell is multiplied by the size of the largest cell in the grid divided by the size of
considered cell. This yields an intuitive visualization, see Figure 6. However the plotted
values no longer represent the actual probabilities, so both visualization options are accessible
in our implementation.

To give an orientation in the explored vector field ensemble, visitation maps can be
combined with any other suitable static visualization as background. In the case of not
having stored single ensemble members, this is hardly possible with common techniques.
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Figure 7 Glyphs indicating the average direction of connected cells in the visitation graph.

To be still able to give an impression of the underlying field, we developed visualization
techniques based on the visitation graph, intended to support the visitation map visualization:
Glyph visualization: glyphs pointing towards the average direction of connected cells in the

Flow Connection Matrix weighted with their probability can be drawn. That is, for every
nonzero entry (ci, cj) in the Flow Connection Matrix, the midpoint of cell cj contributes
with weight FG(t)(ci, cj) to the direction the glyph in cell ci will point to. See Figure 7
for an example.

Degree visualization: In- and out- degree of each cell in the visitation graph is plotted using
different colors. Like this, areas with large variance and areas that are passed by many
different streamlines are visible, giving an orientation which areas might be interesting in
to explore. See Figure 14 for an example.

While exploration of vector field ensembles is the main purpose of our approach, it can
be employed to visualize random fields as well.

Given a probability space (Ω, F , P ), a random field of dimension d ∈ N is a family of
random variables {Y (x, ·)}x∈Rd . A trajectory in a random field can be defined analogously
to the certain case by an ordinary differential equation with a random field on the right hand
side, which makes the equation a random ordinary differential equation (RODE).

dXi(t, ω)
dt

= Yi(X(t, ω), t, ω) with t ≥ t0, ω ∈ Ω, i = 1 . . . d. (6)

RODEs can be solved using standard numerical approaches such as Runge-Kutta methods
or multi-step methods. Thus, instead of integrating streamlines in every ensemble member,
multiple streamlines are integrated using samples of the underlying random field.

4 Experiments

To evaluate the behavior of the system, different tests have been conducted on a standard
workstation PC. The implementation was done in Python. Unless otherwise noted, a 50 × 50
testing ensemble containing 50 members created from normal distributions with constant
µ = (1, 1) and varying correlation between -0.5 and 0.5 was considered for all tests in this
section. The cell size was uniform and T ′ was chosen as 60 while T = 100.

Figure 8 illustrates the tradeoffs resulting in the generation of the visitation graph: a
smaller number of streamline steps in pre-processing results in lower accuracy of the resulting
visitation maps while time for visitation graph creation and storage requirements drop.
Conversely, the longer the pre-processing integration time, the more accurate is the result
while pre-processing runtime and storage requirements increase. The runtime for visitation
map generation depends on T ′: With fewer timesteps stored in the graph, more calculations
have to be executed to obtain the visitation map approximation (cf. Section 3.3). Thus,
time needed for visitation map creation decreases with increasing accuracy. All runtimes
are measured on a purely serial execution of the code. As ground truth, the visitation
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Figure 8 Visitation graph tradeoffs: With increasing T ′, accuracy, storage requirements and
pre-processing time increase while the required time to create visitation maps decreases. The median
of nonzero errors is shown since low errors are far more common than high errors.
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Figure 9 The more members are considered, the more beneficial is our method. The difference in
runtime increases and already for very few ensemble members it outperforms the traditional ad-hoc
creation. Storage requirements for visitation graphs converge towards a fix maximal size. Visitation
graph creation grows linearly with the number of processed ensembles.

graph with infinite T ′ and corresponding visitation maps are considered. That is every
generated streamline is pursued until it either ends in a critical point or leaves the grid.
For less streamline steps, the ground truth visitation graph is pruned at the desired step to
avoid differences resulting from randomized streamline seeding. The mean squared error is
calculated per cell as the difference between traditional visitation map starting in this cell
and the visitation map generated from the visitation graph. As the number of pre-processing
steps reaches the number of steps taken in the visitation map, the error drops to zero. No
assembly is required and the exact visitation map is calculated.

In addition to the advantage of in situ pre-processing obviating the need to store every
ensemble member to be able to calculate visitation maps, Figure 9 illustrates that already
for a small number of ensemble members, the visitation map creation from the visitation
graph is faster than the ad hoc creation. The larger the ensemble, the more beneficial is
our method. This observation is strengthened when considering multiple start cells (cf.
Figure 10). To obtain accurate results for traditional visitation maps with multiple start
cells under a delocalized start distribution, even more realizations are necessary to achieve
adequate sampling.

To examine visitation graphs as an alternative to downsampling, we executed a further
experiment: Our approach using coarse visitation graphs to obtain visitation maps was
compared with the traditional approach to first sample down the data, then store it and
create visitation maps in the traditional way. All approaches result in visitation maps of the
same output resolution. A real-world and an analytical example were tested. The resolution
was reduced from 168 × 168 to 80 × 80 and 336 × 168 to 160 × 80 respectively. We compared:
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Our Method: A visitation graph of output resolution is calculated on high resoluted input
data. Using the visitation graph visitation maps are created.

Traditional: High resoluted input data is downsampled to output resolution. Visitation
maps are calculated in the traditional way.

Ground Truth (Test on analytical data): Exact streamlines in the analytical field are used
to create exact visitation maps of the given output resolution.

Ground Truth (Test on real-world data): Visitation maps are calculated in the traditional
way on high resoluted input data, the final visitation map is sampled in the given output
resolution.

Figure 11 holds the results for the real-world example. Because of the exact ground truth,
errors of our method in the analytical example were higher. While they reside in the same
range as the errors of the traditional approach, the maximal deviation only exceeds the one of
the traditional approach after T = 160. For T = 100 again the error is much smaller than the
one generated by traditional approximation. For T ∈ [110, 160] our method gives a similar
mean deviation and a smaller maximal deviation. So again our method outperforms the
traditional approach not even for T = T ′ but also for additionally approximated visitation
maps for T > T ′ up to a limit.

5 Results and Applications

In this section, results for real-world applications are given. While our contribution is
a new calculation method for visitation maps, using visitation maps for visualization is
well-established. Hence, this section aims more for giving details on applications of our
method than on illustrating usefulness of visitation maps in general. The following datasets
were used:
Industrial Stirring: Mixing in a stirring apparatus was simulated for 20 slightly differing

viscosities resulting in a 2D flow field ensemble of size 168 × 168. The device consists of
two counter-rotating pairs of mixing rods that stir a medium in a cylindrical tank.

Convection: Flow around a hot pole was simulated for 30 slightly perturbed initial velocity
conditions at the bottom of the domain. The resulting 2D flow field ensemble is of size
128 × 256. Material at rest is heated around the pole, begins to rise, and forms a plume.

Cavity Flow: Laminar, in-compressible flow in a two-dimensional square domain where one
border is moving with 1 m

s was simulated. The Reynolds number of the simulated liquid
is increased by one between each member generation, resulting in 1990 ensemble members
with Reynolds numbers between 10 and 2000. The resolution is 1000 × 1000.
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Figure 10 The creation time of visitation maps starting in multiple start cells. Visitation maps
are faster generated from visitation graphs. The difference becomes larger with increasing number
of start cells. In pre-processing, streamlines of 60 steps were calculated. Thus to calculate visitation
maps with 100 and 140 steps, two resp. three calculation steps are needed. Intervals requiring the
same number of steps result in similar generation times.
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Figure 11 Visitation graphs are an optimal way to reduce data resolution and generate visitation
maps afterwards: T ′ = 100, thus for a visitation map length of 100, our method equals the ground
truth. Also for higher T > T ′, our method outperforms the traditional approach. The increase in
the error of our method at a visitation map length of 220 is to be expected every time T is increase
d by T ′. The error of the traditional method is higher and varies more.

Figure 12 Results for T ′ = 25 (center) and T ′ = 50 (right) are compared with the ground truth
(left). The approximation start after 25 and 50 steps respectively is clearly visible.

In all ensembles a fixed timepoint was investigated using visitation maps based on a visitation
graph.

Industrial Stirring simulation. This example illustrates the approximation of visitation
maps using visitation graphs based on shorter streamlines and different choices for T ′.
Two pre-processing integration times were used. Serial runtime for T ′ = 50 with about 40
minutes per member is significantly higher than runtime for T ′ = 25 (about 20 minutes).
The number of realizations was estimated for the latter execution. Based on a bunch size of
10, cells with very small vectors, especially the ones where no data exists, were start point for
much less streamlines than in the non-automated calculation with 100 realizations for every
cell. An exploratory visualization of the stirring simulation is given in Figure 1. Combining
multiple start points with glyph visualization or streamline visualization of multiple members
gives an overall impression. Additional initial points can be selected interactively. Like this,
interesting regions, for example the flow behavior around the mixing rods can be examined
easily by starting visitation maps close to them. With a pre-processing streamline length of
50, visitation maps of length 100 were generated. In Figure 12, visitation maps for T ′ = 25
and T ′ = 50 are compared. The error induced after the first approximation step is clear to
see. Still, the tradeoff between pre-processing time and accuracy is profitable for exploration.
The early approximated visitation maps are as useful as the ones based on T ′ = 50. In
addition, the storage requirement of the visitation graph drops from 380MB to 118MB.
Compared to the original ensemble size is 4.5MB, this is an increase. Yet, this example does
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Figure 13 Convection simulation: Seeding multiple start cells around the pole (green circle)
gives a first impression (a). Areas of interest are then explored using multiple single start cells
(b-d). Visitation map length from b) to d) is 300,200,100. On the right, traditional visitation maps
generated from 10.000 streamlines are given. For T = T ′ differences result from the different number
of streamlines. For T > T , the required approximation steps blur the result.

not aim on reduction of the data size. With 20 members of size 168 × 168, the number of
ensemble members is not large compared to the number of cells. The average numbers of
edges are 163.4 and 72.0 for T ′ = 25, 50 respectively, confirming that in real world examples
the upper bound of m × n = 28, 224 is vastly overestimating the number of outgoing edges.
The average number of stored 4-tuples per edge is 10.3 and 7.3 respectively which is again
much smaller than the upper bound of T ′ in both cases.

Convection simulation. In this example we illustrate interactive exploration possibilities
using visitation maps that are based on visitation graphs. A visitation graph with T ′ = 100
was generated for a single timestep of the convection simulation (Figure 13). Having detected
the area of turbulent behavior using seeds around the pole, it can be explored by interactively
adding multiple start points. Figures 13 a) and b) to d) show this process using different
visitation map lengths; for orientation the average velocity over all ensemble members is
given in the background. Processing one member took 145 minutes. Again, the upper bound
of m × n = 32, 768 outgoing edges per cell is much higher than the real number which is 18.8
on average. 14.8 timesteps are stored per edge on average which is again much less than the
upper bound T ′ = 100. This results in raw data of 72.8MB compared to original data size of
5.9MB. While our approach is not able to reduce the data in this case with a relatively low
number of ensemble members, the speedup in visitation map creation is still given.

Cavity Flow. This example illustrates the data reduction abilities of visitation graphs. On
the cavity flow dataset with a high number of members, a data-reducing visitation graph of
resolution 100 × 100 was created with a timestep-storing frequency of 10 and T ′=20. While
creating visitation maps based on the original resolution might be impossible, the resulting
visitation graph is able to retain information from the original resolution and still reduce the
data. With 8 cores and a speedup factor close to 8, the calculation time of the visitation
graph is about 140sec per member for T ′ = 20 and 100 streamlines per cell. Instead of the
30.2GB large ensemble, the visitation graph with 43.7MB can be stored and used to create
visitation maps. On average, 131.67 outgoing edges were stored per cell and on each edge
on average 1.15 timesteps (this number is reduced due to the chosen storing frequency).
In Figure 14, an example for incremental exploration of the field with degree visualization
background is given. Visitation maps generated from visitation graphs and in the traditional
way are compared and a visitation map for the fine resolution is given.
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6 Discussion and Conclusion

Vector field ensembles can be explored in an intuitive way using visitation maps. Traditional
ad hoc calculation of visitation maps requires every ensemble member to be stored and
sampled. Thus it can not be applied to ensembles that have a large number of members. In
addition, every change of the seed point (or initial distribution) requires a full re-computation
of the visitation map. And an initial distribution that is not strongly localized, results in even
more time expensive computation. Visitation graphs provide solutions to these problems by
isolating the sampling in in situ pre-processing while allowing the computation of visitation
maps in an interactive fashion also for large ensembles and delocalized initial distributions.
Costly calculation time is shifted to in situ pre-processing.

While the speed up of visitation map generation is present already for small ensembles,
our method provides substantial advantages for ensembles with many members. For these
ensembles, storage savings can be accomplished and visitation map generation speed up is
quite significant. Multiple additional storage saving techniques are available for visitation
graphs, allowing in-situ data reduction that is superior to other approaches with respect to
visitation map creation.

The visitation graph stores information about all events of all generated streamline
samples. Depending on spatial resolution, storage requirements can still be significant. A
possible aggregation of the data in addition to a set storing frequency is part of our future
work. Furthermore, parallelization (potentially on GPUs) can provide dramatically better
runtimes for visitation graph generation and will be further examined in future work. Further
potential for runtime reduction lies in re-using of generated streamlines during visitation
graph generation.

Representing vector field ensembles as their corresponding visitation graphs offers a
plethora of opportunities. Graph algorithms and clustering could be applied (e.g. in
similarity to [38]), to exploit all strengths of this representation. Considering multiple time-
steps of time dependent fields, results could be compared by comparing the visitation graphs,
and missing time-steps could be interpolated on the graph level. Further investigations in
these very promising areas are planned. Concerning visualization, different techniques could
be applied to present the calculated visitation map such as isocontours or using transparency.

Figure 14 The cavity flow simulation. Left: Interactive exploration of the huge ensemble is
possible. In the background, in- and out-degree of the cells is plotted in red and green respectively,
indicating interesting areas. Seeding multiple start cells, the swirl in the data can be easily discovered
and isolated. Right: Visitation maps from the same point, created with different approaches: a) our
approach (0.06 sec) b) traditional based on the original ensemble (ground truth) (129,21 sec), c)
traditional with original resolution (19,322.96 sec).

iPMVM 2020
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Finally, generalization of visitation graphs to 3D random fields will be part of our future
work. While the basic technique of visitation graphs can be transferred quite naturally to 3D,
the increasing number of grid cells will be the main challenge. The data reduction techniques
presented in this paper seem to be promising to deal with this challenge. In addition, a link
between visitation graphs and graphs used for 3D space partitioning is an exciting research
topic we are going to examine. Furthermore the generalization of visitation maps to 3D
requires an evaluation of existing 3D scalar field visualization techniques for this special
purpose.
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Abstract
Machining distortion presents a significant problem in products with high residual stresses from
materials processing and re-equilibration after machining removes a large part of the material
volume and is common in the aerospace industries. While many papers research on mechanisms of
machining distortion, few papers report on the measurement, processing and characterization of
distortion data. Oftentimes only line plot data is used to give a maximum distortion value. This
paper proposes a method of measurement tool selection, measurement parameter selection, data
processing through filtering and leveling, and use of Bézier Surfaces and Gaussian Curvature for
distortion characterization. The method is demonstrated with three sample pieces of different pocket
geometry from quenched aluminum. It is apparent that samples with machining distortion can have
complex surface shapes, where Bézier Surfaces and Gaussian Curvature provide more information
than the commonly used 2D line plot data.
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xmin, xmax minimum & maximum x coordinate
ymin, ymax minimum & maximum y coordinate
E least–squares–fit error function
ckl coefficients of least–squares function
µ, ν matrix element indices
Mµ,ν least–squares matrix elements
rµ least–squares vector elements
r(u, v) vector parametric surface
n surface unit normal vector
E, F, G surface first fundamental form coefficients
L, M, N surface second fundamental form coefficients
K surface Gaussian curvature
f(x, y) functional surface
zrms root–mean–square surface height

1 Introduction

In the aerospace and manufacturing industries, billions of dollars are attributed to costs
from reworking, remanufacturing, and/or rejecting components that are defective due to
machining distortions [3] [28]. Machining distortion is the deviation of part shape from the
original intent after machining and being released from a fixture [6]. Residual stresses locked
into the workpiece are a primary factor contributing to machining distortions, coming from
prior material processing steps such as rolling, forging, heat treating, etc. Residual stress
develops from three main mechanisms: non-uniform plastic deformation, surface modification,
and material phase and/or density changes [4] [29]. After processing, the residual stresses
can cause deformation due to the re-equilibration of the tensile and compressive stresses to
arrive at mechanical equilibrium within the whole volume of material [4] [16]. Every year, the
aerospace industry experiences significant loss in profits from part distortion [26]. Example
components and processes are wing panels and other aerospace components from quenched
aluminum, where deep pockets are removed by milling.

To tackle machining distortion, empirical trials and computational approaches are em-
ployed. For example, analytical models have been developed to predict the distortion of
monolithic aerospace components [21]. A bending moment model for predicting shape
deviation has shown useful in simple geometries [5]. A physics-based materials processing
simulation revealed similar results compared to experimental data [2]. Similarly, a physics-
based machining model incorporating dynamic cutting forces and tool compliance properties
has been developed to predict in-process deflections along computer numeric control (CNC)
machining tool paths [18]. An enhanced analytic elasto-plastic model which uses super-
position of thermal and mechanical stresses, followed by relaxation procedures has been
developed to predict residual stresses in machining [20]. However, in the distortion literature,
basic information is missing about how distortion is practically characterized and therefore
the results of experiments or modeling approaches are not easy to transfer between works
of different researchers. More information is needed on the measurements themselves as
well as data processing to enable easy transfer of results between distortion papers. In
manufacturing research, experimentation and measurements are closely related, but they
also are clearly distinct – to which measurements deserve to be viewed independently from
the study of experimentation [24]. Measurements are not exact, but rather depend on
multiple factors including the measurement procedure, the operator skill, the environment,
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and more [1]. Measurements have an associated measurement uncertainty that is used in a
central role to assess quality and quality standards [10]. There are many types of measuring
principles related to production metrology including but not limited to stylus instrument,
white-light interferometer, confocal microscope, focus variation microscopy, angular resolved
scattering light sensor, pneumatic distance measurement, etc. [19]. There are advantages
and disadvantages for each measuring principle and ultimately the measurement principle is
selected based on requirements of the production.

The goal of this study is to find a transparent way to collect, quantify, and analyze
distortion data to enhance the transferability of experimental and analytical results. The
focus is on areal measurement data. An approach to characterizing machining distortion
by the Gaussian curvature of a parametric Bézier surface, created by a least–squares fit, is
demonstrated as a novel means to metrologically characterize distortion.

2 Metrology of distortion

Metrology in general is focused on design, maintenance, and improvements to technology to
create accurate measurements [24]. Metrology has the potential to improve the capability
of manufacturing processes in a production environment [25]. A measurement is obtained
from a measurement process, which requires measurement variables, hardware, software,
and human input to carry out the measurement [17].The introduction of measuring systems
in a company or industry is often driven by the need to ensure a specific level of quality
in manufacturing, using metrology for inspection purposes [25]. A measurement systems
analysis or MSA, is used to characterize the measurement process [17].

2.1 Coordinate measuring machines
For many researchers the measurement instrument of interest for machining distortion research
is the coordinate measuring machine (CMM). A CMM is a measuring system with a probing
system and the capability to determine spatial coordinates on the surface of the measured
part [8] [11] [22]. It combines measured points to form a feature using coordinate metrology.
Coordinate metrology provides a scientific basis to carry out measurements and 3D geometric
object imaging with the use of coordinate measuring systems [27]. Coordinate measuring
machines are designed to measure size, form, and position deviations of a workpiece [22]. A
CMM is equipped with a specific type of probing system – contact areal, optical profile, or
multi-sensor profile/areal [27]. The probing systems can collect data as single points or a
series of points by scanning the workpiece inside the measurement field [22]. Measurement of
3D objects marks the section of the space with the geometry of the measured object given
as a point coordinate in a reference coordinate system [27]. Tactile probing systems have
roughness limitations due to the stylus tip size diameter. There are many different techniques
available for surface measurement analysis and it is important to understand the sample
properties, limitations of each, and analysis required [7].

For machining distortion, a coordinate measuring machine may be considered the most
universal tool for collecting distortion data, such that it is capable of measuring: a point,
line, plane, circle, cylinder, cone, sphere, ellipse, step cylinder, slot, circular slot, parabola,
paraboloid, torus, parallel planes, curve, surface, etc. To fully understand the capability of
the measurement system, it needs to be analyzed with regard to repeatability, reproducibility,
linearity, bias, stability, consistency, and resolution [17]. In the presented study, three
industry-relevant coordinate measuring machines at our disposal were chosen with tactile
and optical principles.

iPMVM 2020
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Table 1 Distortion research examples from the literature often show a vague description of the
data collection and analysis methods used.

[23] [30] [18] [15] [13] [2]
Taylor Hobson Hexagon

Measurement Form Talysurf Micro HITE CMM Mistral 775 CMM N/A
Tool Scanner 3D CMM 3D CMM

Measurement
Technology Tactile probe Tactile probe N/A N/A N/A N/A

Central line, Central line, 3 lines Grid oppo-
Distortion length length & N/A in length site machin- N/A

Visualization direction width equidistant ed surface
Distortion

Space Profile Profile Area Profile Area Profile
Distortion
Analysis N/A N/A N/A N/A N/A N/A

2.2 Distortion characterization

To characterize distortion, workpiece data needs to be measured, processed and visualized.
Currently in the literature, distortion measurement includes a variety of methods with regard
to measurement tools, tool technology, and distortion space (profile vs. areal measurement)
(see Table 1). The analysis methods for the data are often not reported on. Many of
the methods used for displaying machining distortion in the literature include a linear or
two-dimensional visual representation using a central line for critical distortion maximum
areas. In general, distortion measurements and measurands can be described in many ways
including:

a single value (i.e. maximum distortion, average distortion),

a single curve along a reference surface (usually along the longitudinal direction with
maximum deviation noted),

a collection of curves along a surface (e.g. in both longitudinal and transverse directions
with distinct distortion values noted),

uniformly spaced measurement schemes in both x and y coordinate directions with
maximum and minimum values described, etc.

Distortion is often measured as a maximum value or peak–to–valley height on one or
several lines across the part. Some researchers take the peak–to–valley height for the whole
areal surface. A method for displaying and characterizing machining distortion as areal data
with several filtering and fitting steps is described in our previous work [12]. The distortion
is calculated from the difference of a reference area measured before and after machining
(or pre– and post–). The reference area needs to be largely unaltered by the machining
process. Instead of a pre– and post–machining measurement, the post–measurement can be
sufficient as long as the reference initial distortion is negligible, i.e., the workpiece surface is
flat. Measuring only the post-machining surface for the distortion makes it easier for the
operator to collect data and calculate distortion. Also, part quality is defined as difference
from the intended shape, which in this case would be the part dimensions as defined by the
designer in the CAD drawing, which usually takes an ideal initial condition.
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Figure 1 Distortion samples with machined pockets with 0, 90, 60-degrees stiffener walls [14].

Table 2 Specifications for the different CMM machines.

Tactile CMM Laser line and Laser triangulation
tactile probe CMM CMM

Model and Mitutoyo Bright FaroArm Edge Taylor Hobson
Manufacturer BRT504 CMM & Scan Arm HD Talyscan 250

Accuracy 0.0005 mm 0.029 mm 0.001 mm
Repeatability 0.003 mm 0.025 mm **
Measurement Tactile Probe Laser Line/Tactile Probe Laser Triangulation
Technology

Measuring Capacity 0.5 × 0.4 × 0.4 m 1.8 × 1.8 × 1.8 m 0.2 × 0.2 × 0.2 m

3 Methods

3.1 Workpiece samples
Distortion data was collected on the reference surface (bottom surface) of three aluminum
samples with machined pockets from a PAG quenched aluminum 7050 bar. The dimensions
of each sample are 76.2 mm x 50.8 mm x 6.35 mm with two equally sized pockets around a
stiffener wall at different angles from the sample edge as seen in Figure 1. The stiffener walls
are at 0, 90 and 60 degrees. The samples were machined on a 3 axis Haas milling machine
after near net shape blanks were cut out by wire-EDM. The pockets were machined with
roughing parameters first (4 flute 30 degree helix 1/4” square end mill, trochoidal milling,
at 3000 rpm, feed rate of 0.23 m/min, depth of cut of 1.27 mm) and finished with two wall
finishing passes to achieve the corner radius (3 flute 30 degree helix 1/8” square end mill,
contour milling, at 4500 rpm, feed rate of 0.51 m/min, first depth of cut of 0.38 mm, second
depth of cut of 0.127 mm). Flood cooling with a water based coolant was used for all milling
operations.

3.2 Coordinate Measuring Machines
Three CMMs were available at our disposal at the University of California Davis for this
study: a Mitutoyo Bright BRT 504 CMM (tactile CMM), a Faro Arm Edge and Scan Arm
HD CMM (laser line and tactile probe CMM), and a Taylor Hobson Talyscan 250 (laser
triangulation CMM) as seen in Figure 2. Initial data collection was carried out on each CMM
for investigation of measurement system capabilities and is described in the next section.
The specifications and manufacturer technical capabilities of the metrology equipment are
presented in Table 2. Note that the repeatability data for the Laser triagulation CMM is
unavailable from the manufacturer’s specification sheet.

iPMVM 2020



5:6 Optimized Routine of Machining Distortion Characterization

Figure 2 Mitutoyo Bright BRT 504 - tactile CMM (left), Faro Arm Edge and Scan Arm HD -
Laser line and tactile probe CMM (middle), and Taylor Hobson Talyscan 250 - Laser triangulation
CMM (right).

3.3 Data collection and processing
Data was collected on the bottom surface of each sample, called the reference plane. We
chose a single measurement scan instead of pre– and post–machining CMM measurements.
The data was collected on each sample using each of the three CMMs for comparison. The
comparability of the results was guaranteed because always the whole sample bottom surface
was measured. Coordinate data from the CMMs was imported into Matlab software to be
fit, leveled and plotted. A planar fit as seen in Equations (1) – (3) was used to level the
raw data to the (x, y) plane (Equation (1)). The fit residual (distortion data minus the
fitted data) provides leveled data for the following steps. Outliers in the leveled data were
filtered further from the leveled data, where outliers are defined as z values near the extremes
(maximum and minimum z values). The outliers were removed because they were not part of
the measured surface. Instead, they were probing points falling off the edges of the physical
part during the measurement. These points are very small percentage of total data points.
Defining the z range R as maximum minus minimum (Equation (2)), outliers were identified
and removed if outside the range of z from the data by Equation (3). Repeating the planar
fit, leveling, and filtering steps three times provided a useful set of data, defined as having
no significant outliers and with a difference between fit n and n+1 to be essentially zero. If
pre– and post–data sets had been used, the data sets would have to be rotated, translated
relative to each other and interpolated linearly to a common grid, before the difference of
both data sets can be taken.

z(x, y) = a + bx + cy , (1)
R = zmax − zmin , (2)
zmin + 0.015 R < z < zmax − 0.015 R . (3)

4 Optimizing the measurement parameters

In a first step, measurements were taken on the three above mentioned CMMs. The baseline
spacing scheme for the x and y axes on the tactile CMM, and the laser triangulation CMM
is 1 × 1 mm. The spacing scheme for the laser line and tactile probe CMM was found to
be about 0.05 x 0.05 mm. Distortion data for each metrology equipment are shown for the
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Tactile CMM Laser line and tactile probe CMM Laser triangulation CMM

Figure 3 Distortion coordinate data of the sample with 60-degrees stiffener wall from three
different CMMs.

60-degree sample in Figure 3. The distortion values (defined as the maximum z–deviations
from the intended shape) varied for the different measurement machines and principles. If
the scalar distortion values are defined as the maximum distortion value minus the minimum
distortion value, the distortion results for the different tools are 0.2438 mm, 0.1504 mm, and
0.1535 mm for the laser line and tactile probe CMM, laser triangulation CMM, and tactile
CMM respectively. The laser line and tactile probe CMM has a single point accuracy of
0.029 mm and a volumetric accuracy of ±0.041 mm which contributes to the data noise and
to differences from the other coordinate measuring machines. The laser line and tactile probe
CMM was therefore determined unfit for the following distortion measurement. The laser
triangulation CMM exhibited optical difficulty with the reflective metal surface.

Further investigation of the distortion data from the machined pocket samples was
conducted on the tactile CMM. The tactile CMM is often still considered the ‘golden
standard’ in metrology as it represents a physical contact on the workpiece and has the
longest history of standardization. The final distortion represents the overall shape features,
not the minute texture (i.e. surface roughness).

In a second step, the coordinate spacing for the tactile CMM was investigated to assure
quality data with consideration of measurement time. The spacing in the x and y axes
were kept uniform. Pitch and increment spacing for the x and y axes respectively were
investigated at 5 × 5 mm, 2 × 2 mm, 1 × 1 mm, and 0.5 × 0.5 mm as seen in Figure 4.
Between the 5 x 5 mm and 0.5 x 0.5 mm spacing the general distortion shape does not
change. We see that the distortion follows the 60 degrees stiffener wall. But the finer spacing
leads to a higher resolution and more information about the surface. However, this must
be weighed against the measurement time, which decreases roughly with the square of the
spacing distance. Considerable measurement time reduction is possible with the coarser
spacing. For the following measurements in this study, a 1 x 1 mm spacing was used. Table
3 shows the available scanning parameters on the chosen measurement device as well as the
recommended parameters for the study at hand.

5 Distortion data analysis

The processed distortion data is shown in Figure 5 as 3D plot on the left and line plots for
the horizontal midline (y = 25.4 mm) and vertical midline (x = 38.1 mm). The vertical
midline shows a convex shape, the horizontal midline a concave shape.

As a new data analysis step, the leveled data is also imported into a least–squares surface
fitting program that creates a Bézier surface, whose shape may be characterized by analysis
of its Gaussian curvature. An illustration of the coordinate data analysis steps are shown in
Figure 6.
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Figure 4 Distortion coordinate data of the sample with 60-degrees stiffener wall from the tactile
CMM using different coordinate spacing schemes.

Table 3 Tactile CMM distortion measurement parameters.

CMM Scanning
Parameter

Definition or
available options

Recommended
Parameters

x-spacing Increment spacing
between points in the x
direction

1 mm

y-spacing Pitch spacing between
points in the y
direction

1 mm

Lace feature Repeat scan direction
uniform or
positive/negative
direction

off

Scan method Peck or Drag Peck
Scan Transversal x, y or z-axis y-axis
Pecking axis x, y, or z-axis z-axis
Pecking direction Positive or negative

axis (x,y,z) direction
Negative z-axis

No. of T-patches Length of the part /
pitch

25

Retreat axis x, y or z-axis z-axis
Probe diameter Size of the scanning

probe ball diameter
4 mm

Probe Compensation Coordinate datum is
compensated using the
radius of the scanning
probe

On
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Figure 5 The leveled distortion data for the 60-degree sample with midline plots for both
horizontal and vertical directions.

Raw CMM data Data fit to plane

Residuals from fit

Data after least-
squares fit

3D plot of data

Surface represented by 
Bernstein basis function 

and control points

Gaussian curvature 
representation

Figure 6 Steps for coordinate distortion data processing and visual representation.

After the data has been leveled, it is reduced to a uniform 500 × 500 2D grid using
meshgrid and griddata in Matlab. The distortion is displayed as a contour plot. After leveling
the data in Matlab, a least-squares method is used to remove any noise in the original
coordinate data. The idea is to construct a Bézier surface with a grid of control points.
The least-squares problem reduces to a linear system that is relatively easy to solve. The
height distributions will give an idea about the local distortion shape (convex, saddle, etc.).
The algorithmic steps for this optimized routine for characterizing machining distortion are
presented below.

5.1 Least-Squares Fitting with Bézier Surfaces

Since the original leveled CMM coordinate data is noisy, it can be difficult to discern overall
shape properties characterizing the distortion directly from it. To address this, we consider
least–squares fitting of the data to polynomial Bézier surfaces to suppress the noise. The
least–squares fit involves only the solution of a linear system of equations, and allows two–
dimensional shape features of the data to be identified, rather than just properties along
linear subsets (as with conventional methods).
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The Bernstein polynomial basis of degree n over the interval t ∈ [ 0, 1 ] is defined by

bn
k (t) =

(
n

k

)
(1 − t)n−ktk , k = 0, . . . , n ,

and a polynomial p(t) may be specified in terms of its Bernstein coefficients c0, . . . , cn through
the expression

p(t) =
n∑

k=0
ckbn

k (t) .

The Bernstein basis has many advantageous properties [9] in the context of least–squares
fitting of polynomials to noisy data over finite domains:
1. unimodality: bn

k (t) has a single maximum on t ∈ [ 0, 1 ];
2. non–negativity: bn

k (t) ≥ 0 on t ∈ [ 0, 1 ] for k = 0, . . . , n;
3. partition of unity property:

∑n
k=0 bn

k (t) = 1 for all values of t;
4. lower and upper bounds: min0≤k≤n ck ≤ p(t) ≤ max0≤k≤n ck for t ∈ [ 0, 1 ];
4. variation–diminishing property: the number R of real roots of p(t) on t ∈ (0, 1) is less

than the number V (c0, . . . , cn) of sign variations in its Bernstein coefficients by an even
amount, i.e., R = V (c0, . . . , cn) − 2 K for a non–negative integer K;

5. differentiation and integration: the derivative and the integral of p(t) can be expressed as
polynomials in Bernstein form of degree n − 1 and n + 1, respectively, with coefficients
that are simple linear combinations of the coefficients c0, . . . , cn;

6. numerical stability: the Bernstein basis is “optimally stable” among all non–negative
polynomial bases on [ 0, 1 ] – i.e., it is impossible to construct a basis for which the values
of p(t) are systematically less sensitive to uniform relative perturbations of its coefficients.

A tensor–product Bézier surface r(u, v) of degree (d, d) on the domain (u, v) ∈ [ 0, 1 ]×[ 0, 1 ]
is defined in terms of the Bernstein bases in the parameters u and v through its control
points pkl for 0 ≤ k, l ≤ d by the expression

r(u, v) =
d∑

k=0

d∑
l=0

pkl bd
k(u)bd

l (v) . (4)

The least–squares surface fit of the leveled CMM coordinate data proceeds as follows. We
are given the measured heights zi at sample points (xi, yi) for 1 ≤ i ≤ N on the domain
(x, y) ∈ [ xmin, xmax ] × [ ymin, ymax ]. The Bernstein basis functions of degree d in x and y on
[ xmin, xmax ] and [ ymin, ymax ] are defined by

bd
k(x) =

(
d

k

)
(xmax − x)d−k(x − xmin)k

(∆x)d
, k = 0, . . . , d ,

bd
l (y) =

(
d

l

)
(ymax − y)d−l(y − ymin)l

(∆y)d
, l = 0, . . . , d ,

where ∆x = xmax − xmin, ∆y = ymax − ymin. We wish to fit a (functional) tensor–product
surface of degree (d, d) in (x, y) of the form

z = f(x, y) =
d∑

k=0

d∑
l=0

ckl bd
k(x)bd

l (y) (5)
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to the given data. The total squared error between the fitted surface and the given data is
defined as

E =
N∑

i=1
[ f(xi, yi) − zi ]2 ,

and substituting from (equation 5) gives

E =
N∑

i=1

[
d∑

k=0

d∑
l=0

ckl bd
k(xi)bd

l (yi) − zi

]2

.

The least–squares fit is obtained by minimizing the error E with respect to the coefficients
ckl of f(x, y). Setting the derivative of E with respect to the coefficient crs equal to zero
yields the equation

∂E

∂crs
=

N∑
i=1

2
[

d∑
k=0

d∑
l=0

ckl bd
k(xi)bd

l (yi) − zi

]
bd

r(xi)bd
s(yi) = 0 ,

or equivalently,

d∑
k=0

d∑
l=0

[
N∑

i=1
bd

k(xi)bd
l (yi)bd

r(xi)bd
s(yi)

]
ckl =

N∑
i=1

bd
r(xi)bd

s(yi) zi .

For each pair (r, s) with 0 ≤ r, s ≤ d this defines a system of (d + 1)2 linear equations for the
unknown coefficients ckl of the surface (Equation 5).

The linear equations can be solved by standard methods (e.g., Gaussian elimination). To
do this, it is preferable to express the equations in standard matrix form. This is accomplished
by setting

µ = r(d + 1) + s + 1 and ν = k(d + 1) + l + 1

for 0 ≤ r, s ≤ d and 0 ≤ k, l ≤ d, so the linear equations can be written as

(d+1)2∑
ν=1

Mµν c̃ν = rµ , µ = 1, . . . , (d + 1)2

where the matrix elements, unknowns, and right–hand side values are

Mµν =
N∑

i=1
bd

r(xi)bd
s(yi)bd

k(xi)bd
l (yi) , 1 ≤ µ, ν ≤ (d + 1)2 ,

c̃ν = ckl , 1 ≤ ν ≤ (d + 1)2 ,

rµ =
N∑

i=1
bd

r(xi)bd
s(yi) zi , 1 ≤ µ ≤ (d + 1)2 .

Once the solution vector c̃ν for ν = 1, . . . , (d + 1)2 has been computed, it can be re–arranged
as the two–dimensional array ckl with 0 ≤ k, l ≤ d that defines the surface (Equation 5) by
writing

ckl = c̃ν , where k = ⌊(ν − 1)/(d + 1)⌋ , l = ν − k(d + 1) − 1 .
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5.2 Surface curvature analysis
To analyze the shape of the surface with Equation (4) we must rely on intrinsic properties –
i.e., shape measures that are independent of the surface parameterization. The Gaussian
curvature is the most basic intrinsic measure of local surface shape. At every surface point,
there exists a family of planes that contain the surface normal vector, each of which intersects
the surface in a planar normal section curve. The curvature of each normal section curve
specifies a normal curvature of the surface at a given point, and there are (in general) two
mutually orthogonal orientations of the section planes for which the normal curvature is
extremal. These section planes identify the principal directions and principal curvatures of
the surface at each point, and the Gaussian curvature at each point is the product of the
principal curvatures.

At a given point, a surface is “bowl–shaped” or “saddle–shaped” according to whether
the Gaussian curvature at that point is positive or negative. For example, an ellipsoid
has positive Gausssian curvature at every point, but a hyperboloid has negative Gaussian
curvature at every point. A general “free–form” surface may exhibit regions of both positive
and negative Gaussian curvature, separated by loci of zero Gaussian curvature called parabolic
lines. Analysis of the Gaussian curvature of the distorted surfaces produced by machining
can reveal whether they admit simple characterizations, or are inherently rather complex.

The coefficients of the first fundamental form of a parametric surface r(u, v) are defined
in terms of its first partial derivatives as

E = ru · ru , F = ru · rv , G = rv · rv .

The second fundamental form has coefficients given in terms of the surface normal vector

n = ru × rv

| ru × rv |

and the surface second partial derivatives by

L = n · ruu , M = n · ruv , N = n · rvv .

The Gaussian curvature is determined in terms of the coefficients of the first and second
fundamental forms as

K = LN − M2

EG − F 2 .

Hence, a neighborhhod of a point is “bowl–shaped” or “saddle–shaped” according to whether
K > 0 or K < 0, while K = 0 identifies points on a parabolic lines (a surface with K ≡ 0 is
a developable surface – imagined as a thin material sheet, it can be “flattened” onto a plane
without stretching or compressing the material).

For the case of a “functional surface” specified as z = f(x, y) we may take u = x, v = y

and the parameterization has the form r(x, y) = (x, y, f(x, y)) with the properties

rx = (1, 0, fx) , ry = (0, 1, fy) , n = (−fx, −fy, 1)√
f2

x + f2
y + 1

,

rxx = (0, 0, fxx) , rxy = (0, 0, fxy) , ryy = (0, 0, fyy) ,

(E, F, G) = (f2
x + 1, fxfy, f2

y + 1) , (L, M, N) = (fxx, fxy, fyy)√
f2

x + f2
y + 1

,
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K =
fxxfyy − f2

xy

(f2
x + f2

y + 1)2 . (6)

After successfully implementing the optimized routine for characterizing machining
distortion via Gaussian surface curvature, the results are displayed below.

6 Results and Discussion

The leveled data shown in Figure 5 depicts more information in the left contour plot, than in
the two midline plots on the right. The distortion seen in the 60-degree sample is symmetric
and complex; both of these properties are not evident from the line plots. Areal data yields
more information for the user than profile data. But still the surface shape cannot easily be
described from the depicted 3D plot.

d = 4

d = 6

d = 8

Figure 7 Least–squares surface fits with degrees d = 4 (top), d = 6 (center), and d = 8 (bottom).
Left: height deviation of least–squares surface about the mean height (magnified 120×). Center:
surface regions with negative (red) and positive (blue) Gaussian curvature K. Right: surface regions
that satisfy K > 0.1 z2

rms (blue), −0.1 z2
rms ≤ K ≤ 0.1 z2

rms (green), and K < −0.1 z2
rms (red).

The leveled data was also used to compute a least–squares surface fit. From the leveled
data of N = 3825 data points, the Gaussian curvature Equation (6) of the fitted surface was
computed. Figure 7 shows the regions of positive and negative Gaussian curvature of the
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fitted surface Equation (5) with degrees d = 4, 6, 8. Because the data points represent only
a very mild deviation from planarity, the identification of these regions is sensitive to the
number (d + 1)2 of fitting parameters – as d is increased, the fitted surface begins to more
accurately replicate the noise inherent in the measured data.

Figure 7 also gives an alternative view, in which regions of low Gaussian curvature
magnitude |K| < 0.1 z2

ms (where zrms is the root–mean–square deviation of the z heights)
are color–coded green, while regions with K > 0.1 z2

ms and K < −0.1 z2
ms are colored red and

blue. The green regions are nearly developable, indicating that the surface shape results
from “bending” (rather than stretching or compressing) of an initially flat surface.

Figure 8 shows the magnified surface deviations and Gaussian curvature variations for
the three test parts illustrated in Figure 1. A strong correlation of the curvature with the
orientation of the stiffening wall is apparent. Overall, Figures 7 and 8 suggest that the
surface distortions produced by machining are rather complex in nature, and do not admit
characterization by simple, intuitive shape parameters.

Using the Gaussian curvature in addition to the areal distortion representation provides
greater insight into the the overall surface deviation in the context of distortion analysis.
Lower degrees d of the surface in the x and y directions impart a simpler impression of the
overall distorted surface shape. As d increases, more features related to surface topography
(i.e. surface roughness) are emphasized. Reducing the degree d incurs a smoothing effect
that emphasizes the broad surface shape: as (d + 1)2 approaches N (the number of data
points), the least–squares fit attempts to exactly interpolate every data point, yielding a
Gaussian curvature distribution that is noisy, reflecting the surface roughness. Distortion
data presented as either as a line or curve only exhibits a fraction of the overall experienced
distortion on that sample. Two–dimensional data gives a sparse indication of the shape and
does not adequately represent the complexity of the distorted shape.

7 Conclusion

This study explains an updated routine for characterizing machining distortion to improve
comparison and transfer of distortion research between different studies. The optimized
routine for characterizing machining distortion can be seen as a process to investigate the
complexities of the unique distorted surface. The overall characterization process as seen in
Figure 6 shows the steps to analyze distortion with Bézier surfaces and Gaussian curvature.
Different representations of distortion will present more information about the distortion
than just a single line plot or a single 3D image and help to understand machining distortion
better.

Through this research, it is understood that distortion often includes complex shapes with
regions of the surface between positive and negative Gaussian curvature. A new transparent
way to characterize distortion via Gaussian curvature proves to be a simple method to
transfer distortion results. Using the Bernstein basis function as a means for the least-squares
surface fit for Gaussian curvature extraction of distorted machined samples, expresses a
novel method to characterize machining distortion for the overall complex shape deviation.
Extracting information from the curvature including symmetries, quantified positive and
negative distributions, curvature location with respect to machined geometry, etc., can be
useful for further distortion characterization and minimization.

More work is needed using Gaussian curvature characterization to expand the distortion
results to show surface curvature symmetries, curvature percentages of both positive and
negative curvatures, and distinct characterization Gaussian shapes for different distorted
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0◦ sample

60◦ sample

90◦ sample

Figure 8 Left: height deviation of least–squares surface fit from the mean height (magnified
120×) for degree d = 4 surfaces. Right: plots showing regions of negative (red) and positive (blue)
Gaussian curvature. The upper case shows the 0◦ sample; the middle case is the 60◦ diagonal sample;
and the lower case is the 90◦ sample.

parts. Further work is also necessary in distortion compensation and distortion control.
For example, Finite Element Analysis of distortion from residual stresses can use Gaussian
Curvature to describe the distorted surfaces and can then be compared to Gaussian Curvature
data from measured surfaces. Using the final distorted curvatures can allow for the prediction
and manipulation of future machining distortion minimization. Future work is also needed
to investigate more geometries and dimensions (i.e. complex geometries and pockets).
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Abstract
We present an exploratory data analysis approach for finite element (FE) simulations to interactively
inspect measured deviations in sheet metals arising in automotive applications. Exterior car body
parts consist of large visible surfaces, and strict tolerances must be met by them to satisfy both
aesthetic requirements and quality performance requirements. To fulfill quality requirements like gap
and flushness, exterior vehicle components have adjustable mechanical boundaries. These boundaries
are used to influence the shape and position of a sheet metal part relative to its chassis. We introduce
a method that supports an inspection engineer with an interactive framework that makes possible a
detailed analysis of measured sheet metal deviation fields generated from 3D scans. An engineer
can interactively change boundary conditions and obtains the resulting deviation field in real-time.
Thus, it is possible to determine viable and desirable adjustments efficiently, leading to time and
cost savings in the assembly process.
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1 Introduction

Measuring the dimensions of produced car body parts is one of the most important aspects of
quality assurance. Regarding sheet metal assembly processes in today’s automotive industry,
dimension assessment is usually condensed by measuring single points on an assembled part.
These arbitrary points, referred to as KPIs (key performance indicators) must be chosen
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carefully to obtain a satisfactory assessment of the quality of a measured part. We focus on
the assembly of exterior automotive chassis components. KPIs are chosen such that gap and
flushness between parts can be controlled. These properties have small tolerance ranges, and
it is difficult to fine-tune them. The chosen tolerances are usually below the dimensional
variability of the assembled parts. Adjustable boundaries are used to fine-tune gap and
flushness for every assembly. When using the term “boundary” in the following, we refer to an
actual physical boundary of a mechanical part. To support adaptive assembly, expensive tools
with mounted measurement devices are employed to control gaps and flushness. However,
additional inspection steps are needed to evaluate an assembly produced in an automated
process. During detailed analysis, more inspection points are evaluated than can be actively
controlled during the assembly process. To increase the amount of information captured by

Input displacement field 
from measurement

Input
Simulation model

Simulation parameter
[a1,a2,...,an]

Run systematic 
variation simulation

Ensemble of
displacement fields

[D1,D2,...,Dn]

One time preparation

Output

Updated input displacement field 

Corrections
[Δa1,Δa2,...,Δan]

Estimate Parameter states

Interactive exploration Method
Inspection Engineer

Figure 1 High-level description of workflow outline, grouped by the following tasks/data: “One-
time preparation,” “Input” and “Output”.

a single measurement, optical measurement methods have become increasingly important
for assessing sheet metal assemblies. Optical measurement technology captures the entire
geometry of the visible surface of a produced assembly at high resolution. The “point clouds”
generated by scanning can provide more detailed information about a measured geometry
but, at the same time, it can be difficult to interpret the scanned data. Scans can be difficult
to understand since a comparison between desired geometry and measured data results in 3D
deviation (or difference) vector fields. To support simpler visual interpretation, we plot signed
distance to the geometry instead of rendering the 3D offset vector field. When inspecting
these color-coded distance fields, effects like dents, buckling, or elevations of large areas can
be identified. However, the reason for identified effects can be a superposition of misplaced
boundaries. Presumed geometrical compliance of the individual assembly components is
already taken into account. The determination of appropriate countermeasures for greatly
reducing identified deviations requires an experienced quality engineer with a substantial
understanding of part behavior. Especially when parts are used for the first time it is often
necessary to invest significant time to obtain the needed knowledge.

To speed up the mentioned trial and error experiments, this paper proposes an explorative
approach to interact with the measured deviations. Figure 1 shows a high-level description
of the workflow and the integration of the method. The figure is separated into “one-time
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preparation”, “Input” and “Output”. As one-time preparation steps, an FE-simulation
model must be set up from CAD geometry and an ensemble of displacement fields must
be simulated sampling the solution space spanned by the simulation parameters that are
considered adjustable. As input for the exploration method, a deviation field is calculated by
comparing a measurement of an assembled part with its desired geometry. The obtained
deviation field is then analyzed by a parameter estimation method to find a similar parameter
state in the ensemble of pre-calculated displacement fields. Based on the obtained parameter
state the input displacement field can then be updated by interpolating in between the
pre-calculated displacement fields. So the user can change the parameters and gets a real-time
update of the measurement. When the user found a satisfactory result, the output of the
method is an updated displacement field and a set of necessary corrections. To meet the
requirements of a system that is capable of updating measurements in real-time, our goal is
to compute the update of the measurement below 0.5s.

2 Background

This section summarizes the state of the art affecting the method this paper proposes.

Causal analysis of sheet metal assembly errors

The identification of potential causes for measured deviations is essential for quality assurance.
Once the reason(s) is(are) identified, countermeasures can be executed. The concept of causal
analysis is related to the topic of this paper, as the aim is to interactively identify proper
countermeasures for measured deviations. [7] uses this concept for reducing the dimensional
variation in multi-stage assemblies. When performing a causal analysis usually all possible
influences on the process are considered and explanations for variation are identified. Typical
causal factors in sheet metal assembly are, for example, assembly tool variation, part variation,
the order of fastening screws or spot welds. Published approaches deal with optimizing these
identified weak spots, see [17], [6], [16], [5], [15].

Parameter Estimation

Parameter estimation is widely used in different applications for identifying unknown quantit-
ies or states in simulation models, see [26], [3], [22]. In FE simulation, parameter estimation
can be used for fine-tuning material parameters of a simulation model, feeding the estimator
with experimental data, see [11] and [25]. [20] use parameter estimation as a kernel of a
closed-loop control system for automotive purposes to predict critical motion states. The
most relevant branch of parameter estimation methods used for our work is based on para-
meter estimation by least-squares methods. An overview of these methods is given in [13].
We already set up and validated a parameter estimation approach utilizing a least-squares
method in connection with 3D-scanned deviations in sheet metal assemblies, presented in [8].

Proper Orthogonal Decomposition (POD)

POD is a branch of dimension reduction methods for finding a lower-dimensional basis for
high-dimensional data. A review of POD methods is given in [18]. PODs are used in a wide
variety of applications. For example, [4] use decomposition for reconstructing pressure fields
on aerofoils from measured point data. [2] use POD for reducing the amount of necessary
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single optical measures for recognizing a sheet metal part by reconstructing non-measured
areas. The principle of POD is used in this paper to solve the parameter estimation problem
for 3D-vector field applications.

Interactive/Explorative Design

Interactive design methods are commonly used for finding an optimal shape or design of
a product to fulfill defined specifications by exploring the design space. These methods
are used for a wide variety of applications and domains, see [21], [19], [24] . Especially in
engineering applications, interactive design methods in combination with physical simulations
become more popular, see [14], [9]. The method proposed in this paper is a hybrid approach
containing aspects from interactive design methods as well as aspects from data exploration.
To briefly cover literature from the field of data exploration we refer to an overview given in
[12].

The presented literature covers many diverse topics of research spread over different disciplines.
This work utilizes the knowledge from these different disciplines combining it to create a
novel approach for interacting with measured sheet metal deviations. In particular, the
contributions are:

Method for supporting decision-making processes in the quality inspection of sheet metal
assemblies
Applicable for real-time interaction
Validations performed with simulation- and experimental data

This paper unfolds as follows. First, the method is described in Section 3 covering different
aspects like preparation steps and data acquisition, as well as a mathematical and algorithmic
description of the method. Next, Section 4 presents a use case scenario showing validations
with simulation- and experimental data. Last, the results are discussed in Section 5 and the
paper is concluded by Section 6.

3 Method

In this section, the method that enables the interaction with the measurement data is
explained in detail. Figure 2 depicts a detailed workflow that focuses on the “Interactive
Exploration Method” mentioned in Figure 1 (red ellipse). In Figure 2 the interactive
exploration method is also outlined with a red box. As input, we need an ensemble of pre-
simulated displacement fields and the used simulation parameters. Also, the parameter states
that led to the scanned deviation must be identified by a parameter estimation method. The
estimated parameter states are compared to the pre-simulated parameters to determine the
position of the scanned deviation field relative to the sampled points in the parameter space.
Next, the deviation field can be represented by an interpolation between the pre-simulated
displacement fields. This is achieved by weighting the pre-simulated fields corresponding to
the distance calculated in the parameter space. At this point in the workflow, the user can
make an input by changing the initially estimated parameter states of the scanned deviation.
This kicks off an update of the calculated distances and thus the weights for the pre-simulated
displacement fields become recalculated as well. By that, the scanned deviation field can be
updated by the change of the new interpolation result. This update can be performed within
a fraction of a second. So the user can interactively try out changes of parameters until he
achieves a satisfying result. The loop depicted in Figure 2 is representing the update loop
due to user input.
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Scanned deviation

Parameter estimation

Ensemble of 
displacement fields

Updated input field

a1,a2...an Find cell in ensemble

User input 
(change of parameter state)

Interpolate new 
displacement field

Result ok?

No
Yes

......

LOOP

Interactive exploration

Figure 2 Detailed description of the workflow with attention to the interactive exploration
loop marked in red. Inside this loop the user can change input parameters and gets an updated
displacement field as response of the method.

3.1 Preparation steps
To be able to interact in real-time with measurement data, one-time preparation steps are
necessary which are presented in this section. These preparations are already mentioned in
Figure 1. First, an FE-simulation model must be created from a CAD-geometry for the part
of interest. Also, the adjustable parameters and corresponding ranges must be defined and
assigned to boundaries in the simulation model. Next, an ensemble of simulation runs needs
to be created that samples the parameter space equally distributed. This ensemble can then
be used to set up an estimator for solving the parameter estimation problem for a given
deviation field. Different approaches can be used as kernel for the estimator. These already
are highlighted in section 2. For this paper, the parameter estimation is considered as a
problem that can be solved satisfactorily with methods already provided by the literature.
With the estimator set up, the preparation steps are complete.

3.2 Mathematical Aspects
In this section the mathematical details of the interactive exploration method are explained,
especially the data acquisition and the interpolation/approximation scheme are detailed in
the following.

3.2.1 Data Acquisition
The generation of the pre-calculated simulation runs, especially the choice of how to sample
the parameter space to achieve good interpolation results, is a crucial point. This data
generation will be discussed for a three-dimensional case for demonstration purposes and is
then extended to a six-dimensional parameter space to match up with the validations shown
later in this paper.

Before we can perform interpolations on pre-simulated displacement fields, we need to
perform multiple simulation runs to generate the necessary information. The amount of
simulation runs s ∈ N that need to be performed, highly depends on the number of simulation
parameters that are varied and on the sampling resolution r ∈ N of the parameter space

iPMVM 2020



6:6 Interactive Quality Inspection

X ⊆ Rn. For example: Let a⃗ ∈ X be a vector of one simulation parameter, where every
parameter ai can be varied in a range [mini, maxi] on its parameter space Xi.

a⃗ = (a1, a2, ..., an), ai ∈ [mini, maxi]. (1)

Then, the number of possible combinations of parameter states s for all axis of X can be
calculated with:

s = rn (2)

Sampling Distribution

The sampling distribution of simulation runs presumed in equation 2 is equally spaced on
every parameter axis {X0, . . . , Xn} with the same amount of sampling points r per axis. The
reason for choosing such a structured data set will be clarified in section 3.2.2. To get a better
understanding of the structure of the resulting data set, Figure 3 shows an example with
three simulation parameters and three sampling points per axis. The number of simulation

X1

X2

Sampling point
X3

Figure 3 Simplified illustration in 3D of sampling one hypercube in a multidimensional parameter
space.

parameters defines the order of dimension of the parameter space and the number of sampling
points defines the number of (hyper)-cubes needed for filling the parameter space. In this
particular example, we see three dimensions and three sampling points per axis resulting in
eight cubes with a total of 33 = 27 sampling points. One of these cubes and its sampling
points (parameter 1,2,3 >= 0) is highlighted in the figure. Every sampling point in the
parameter space is a combination of simulation parameters where an actual simulation run
is performed, resulting in 27 simulation results which are the supports for the interpolation
performed later on. As the simulation model of the use case presented in this paper has more
than three adjustable simulation parameters, we next discuss how to apply this systematic
sampling scheme on the general higher-dimensional case.

In the general case a geometric structure that subdivides a parameter space with the
dimension n in an equally spaced manner, is called n-cube also named hypercube. In Table 1
the elements of the hypercubes up to n = 6 are listed. This table can be calculated by the
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Table 1 Elements of an n-dimensional hypercube.

n Name 0-face
(vertex) 1-face 2-face 3-face 4-face 5-face 6-face . . .

0 Point 1
1 Line 2 1
2 Square 4 4 1
3 Cube 8 12 6 1
4 Tesseract 16 32 24 8 1
5 Penteract 32 80 80 40 10 1
6 Hexeract 64 192 240 160 60 12 1
...

sequence A038207 that can be found in “The On-Line Encyclopedia of Integer Sequences®”
(OEIS®) [1]. When we now consider six simulation parameters that are sampled with three
points per axis we already need 36 = 729 simulation runs that span 64 6D-hypercubes. Note
that this exponential behavior for this systematic kind of sampling can result in a large
number of simulation runs and thus in very expensive and time-consuming computations. To
avoid an impossible amount of simulation runs, adaptive sampling strategies like provided by
[23], can be applied. For the presented use-case no adaptive sampling was necessary.

3.2.2 Interpolation / Approximation Scheme

For generating information between sampled data points, we use interpolation. The interpol-
ation scheme chosen in this paper for interpolating in a higher-dimensional space is called
“inverse distance weighting”. This scheme will now be explained in detail:

Let a⃗ = (a1, a2, ..., an) be a vector of parameters of one simulation and u⃗(⃗a) the cor-
responding simulation result represented by a displacement field, then we can express the
pre-simulated displacement fields S as a set of simulation runs based on the parameter sets A:

A = {a⃗1, a⃗2, . . . , a⃗m} (3)
S(A) = {u⃗(⃗a1), u⃗(⃗a2), . . . , u⃗(⃗am)} = {u⃗1, u⃗2, . . . , u⃗m} (4)

Every parameter set contained in the quantity from equation 3 is considered as a known
or sampled point in the parameter space. The corresponding displacement field can be
interpreted as the “value” of this point.

Let b⃗ ∈ X be also a set of simulation parameters but u⃗(⃗b) = u⃗b ̸∈ S(A), thus we consider
u⃗b as an unknown value in the solution space S(A) that needs to be interpolated. To do so,
every known value is weighted by the inverse of the distance using the function λ : X ×X → R,
calculated in the parameter space:

u⃗b ≈ 1∑m
l=1 λ(⃗b, a⃗l)

m∑
i=1

λ(⃗b, a⃗i)u⃗(⃗ai) (5)

λ(⃗b, a⃗i) = 1
D(⃗b, a⃗i)

(6)

D(⃗b, a⃗i) = ∥⃗b − a⃗i∥2 (7)
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X1

X2

Sampling Points
Interpolation Point

P0 P1

P2 P3

I

l0

l2

l1

l3

Figure 4 Calculation of the distances in the parameter space for an interpolation point (red)
inside a sampled cell.

Equation 6 is a weighting factor by inverting the distance calculated between the point b⃗

and the sampled point a⃗i, while

1∑m
l=1 λ(⃗b, a⃗l)

(8)

is a factor to scale the sum of weights to 1 so that we can introduce the scaled weight
λ∗(⃗b, a⃗i):

λ∗(⃗b, a⃗i) = λ(⃗b, a⃗i)∑m
l=1 λ(⃗b, a⃗l)

(9)

To locally increase the weight of a sampled point, the inverse lengths are raised to the power
of k:

λ∗k (⃗b, a⃗i) = (λ(⃗b, a⃗i))k∑m
l=1(λ(⃗b, a⃗l))k

, where
m∑

i=1
λ∗k (⃗b, a⃗i) = 1 (10)

With the introduced scaled weights and the notation λ∗k
i = λ∗k (⃗b, a⃗i) we can express the

interpolation as:

u⃗b ≈
m∑

i=1
λ∗k

i (⃗b, a⃗i)u⃗(⃗ai) = λ∗k
1 u⃗(⃗a1) + λ∗k

2 u⃗(⃗a2) + ... + λ∗k
m u⃗(⃗am) (11)

Figrue 4 demonstrates a simple 2D example the interpolation scheme. The red point I can
be approximated by calculating the distances l0−3 and applying equation 11.

Weak Spots of Inverse Distance Weighting

When using inverse distance weighting, some aspects that are affecting the interpolation
results are discussed in the following.

First, the distribution of the sampled points in the parameter space plays a significant
role in this interpolation scheme. In Figure 5 an example is given for an uneven distribution
of sampling points. The red point again is the point that needs to be interpolated. When
performing inverse distance weighting on this kind of data set the interpolation result will be
shifted towards the dense cluster of sampling points. Thus, the result of the interpolation
would not be plausible anymore. Another factor that influences the interpolation result is
the threshold radius when filtering the distances so that the interpolation does not have
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to calculate weights and the linear combination of Equation 11 for the whole data set.
Depending on the location of the interpolation point a slight change of the filter radius can
result again in an even or uneven set of sampling points that are used for the interpolation.
To prevent these shortcomings, the data set of pre-simulated displacement fields is distributed
in an even manner like presented in Section 3.2.1. To prevent uneven distribution due to
distance filtering, our method uses just the nodes of the hypercube where the interpolation
node is located in. These sampling points are found by sorting the whole data set by distance
and use the n closest points, where n is equal to the number of 0-faces of the corresponding
hypercube, see Table 1.

Although there are more general approaches available in the branch of multivariate
interpolation commonly used like kriging, spline interpolation, or radial basis function
interpolation, inverse distance weighting is preferred in this paper. Different methods for
scattered data interpolation are discussed and tested in [10]. The reason for choosing inverse
distance weighting for solving the interpolation problem in the higher dimensional parameter
space is the simplicity, robustness, and easy to implement nature of the algorithm. Also, the
mentioned shortcomings of this algorithm can be prevented as discussed.

X1

X2

Figure 5 Influence of the distribution of sampling points. Local clusters lead to a higher weighting
towards the cluster position.

3.3 Algorithm
In Algorithm 1, a pseudocode description of the interactive update is given. The input
for this algorithm is an initial parameter set that is obtained from solving the parameter
estimation problem for a measured deviation field. This initial parameter set is necessary to
locate the measured deviations in the parameter space. Next, the measured displacement
field is needed that will be updated by the algorithm. The third input is a list of parameters
that were used to generate the pre-simulated displacement fields. To this list, the actual
displacement fields are linked by a run-ID. The output of the algorithm is the updated
measured displacement field.

At the beginning of the algorithm, a baseline is calculated by interpolating a displacement
field for the initial parameter set. As we are interested in changes relative to this interpolation
result, we need to subtract it from further interpolation results. For the interpolation, the
steps that are described by the function “interpolate” have to be performed. First, the
distances between the target point (in this case the initial parameter set) and every sampling
point is calculated in the parameter space. Then the sampling points are sorted by distance
and the 65 (64 points for the nodes of the 6D-hypercube and one point for the center of mass)
closest points are used to perform the interpolation. For these 65 points, weights are calculated
as described in Equation 11. Last, the weights are multiplied with the corresponding pre-
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Algorithm 1 Pseudocode of Algorithm, structured by introducing two functions “calcu-
late_weight” and “interpolate” that are used in the main body.

Data:
a⃗_init: Initial parameter set obtained from parameter estimator
measurement: Measured displacement field
parameter_list: Ensemble of pre-calculated displacement fields and corresponding
list of simulation parameter

Result: Updated measured displacement field
Function calculate_weight(distances):

# calculates the weight using Equation 11.
Function interpolate(point):

distance_list=parameter_list - point
distance_list.sort_by_distance()
parameter_list.sort_by_distance()
cut_off_list=distance_list[:65] # get the first 65 entries
for i in length(cut_off_list) do

weight=calculate_weight(cut_off_list[i])
Output+=weight * simulation_result(parameter_list[i])

end
return Output

Main
baseline=interpolate(a⃗init)
#interactive Loop
while TRUE do

get user_input
interpolation_result=interpolate(user_input)
updated_measurement=measurement - baseline + interpolation_result
render(updated_measurement)

end

simulated displacement fields. The weighted displacement fields are summed up and returned
by the function. After the baseline is calculated, the interactive loop starts, where the
user can make changes in the form of a parameter set. This input parameter set is then
also interpolated by the same function “interpolate”. The measured displacements are then
updated by subtracting the baseline and adding the interpolation result of the user input
resulting in an approximated displacement field for the new parameter state. Finally, the
updated field is rendered. The interactive loop runs until it is stopped by the user.

4 Use Case

We present a real-world use case scenario with validations performed on simulation and
experimental data sets.

4.1 Simulation Setup
The chosen part is the engine hood of a car body. This example represents an assembly
consisting of seven individual parts. The assembly structure is shown in Figure 6. Besides
the visible outer skin, two inner parts are visible when lifting the hood. Four thicker sheet
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Y
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Z

Buffers

Hinges

Locks

Gas springs

fixed adjustable forceBoundaries:

Reinforce structure

Outer skin

Inner parts

Figure 6 Left side: assembly structure of used hood. Right side: boundaries used for simulation
with the coordinate system. The boundaries are “fixed” (cannot move at all), “adjustable” (to
manipulate hood shape), or “force” (by using defined forces to model gas springs attached to the
hood).

Table 2 Simulation parameters and corresponding value ranges.

Simulation parameter Label Description Value range [mm]

a1 HINGE_X Hinge left, X-direction [-1;1]
a2 HINGE_Y Hinge left, Y-direction [-1;1]
a3 BUFFER_L Buffer left, Z-direction [-1;1]
a4 BUFFER_R Buffer right, Z-direction [-1;1]
a5 LOCK_L Lock left, Z-direction [-1;1]
a6 LOCK_R Lock right, Z-direction [-1;1]

metal parts are inside the hood to reinforce its structure. An FE simulation model based on
the CAD geometry is created. Every component of the hood has meshed with first-order 3D
thin-shell elements. The total number of mesh nodes is 365,683 and the number of mesh
elements is 365,154. All components are joined together by modeling all spot welds as well
as structural and acoustic adhesives. Finally, mechanical boundaries are added, as shown in
Figure 6. This figure introduces the chosen coordinate system (X-, Y-, and Z-directions). The
hood is attached with two hinges to the chassis. The right hinge (direction-of-travel) is held
in position while the left hinge is adjustable in X- and Y-directions. In the closed state one
gas spring per side is pushing with 580N in X-Z-direction against the hood near the hinges.
In the front, two locks and two buffers are modeled as boundaries in Z-direction. While the
buffers can only push against the hood, the locks can push and pull in both Z-directions.
All boundaries are applied to the inner parts or the reinforced structure. Figure 6 shows an
overview of the locations of all boundaries and Table 2 lists the adjustable boundaries with
the corresponding value ranges. Based on the adjustable boundaries and the range of values,
the data set of pre-simulated displacement fields is generated. We sample three points per
axis. The number of simulation parameters is six, and by applying Equation 2 a total of
729 simulation runs are performed, used to define 64 6D-hypercubes. Further, 64 additional
simulation runs are performed by sampling the center point of every 6D-hypercube. This
approach produces a denser sampling without affecting the underlying data structure and
not affecting interpolation result negatively.
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4.2 Validation with Simulation Data
To assess the performance of the interpolation using inverse distance weighting, a validation
with simulation data is performed. The goal of this validation is to understand the scale
of the interpolation error. A “worst-case scenario” is set up by measuring the interpolation
quality of a point in parameter space that is as far away from all sample points as possible.
Therefore, we exclude the 64 simulation runs from the data set that were generated at the
center point of the 6D-hypercubes. Instead, we interpolate the data values for these center
points to compare the result with the excluded simulation-based value. The result is shown
in Figure 7 (parameter colored in red) for one hypercube. We argue that for every other
interpolation point inside a 6D-hypercube, the result generated via inverse distance weight
interpolation would be better, as the interpolation location will be closer to one of the
6D-hypercube’s sampled corner points. Additionally, the samples of the center points are part
of the data set for further interpolations. To show that the quality of interpolation improves
for different parameters, random parameter sets are generated in the allowable range specified
in Table 2 and full simulation runs are performed. An interpolation result is calculated for
the same parameter sets. The simulation results are compared with the interpolation results.
This comparison is shown in Figure 7 for three randomly generated parameter sets. The
first row in the figure shows the simulation parameters used for simulating/interpolating the
results for each column. Rows two and three show these results (displacement magnitude) as
color-coded images. As differences are difficult to see when visually comparing these two
rows, the last row shows the error distribution of the comparison of the simulated-based
and interpolated displacement fields. For all three examples, the RMS error is below the
worst-case scenario.
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Figure 7 Comparison of simulation and interpolation. Top row: used parameter (red = worst-case
scenario) to generate the simulation-based and interpolation results; second/third row: calculated
displacement fields; bottom row: histogram for distribution of interpolation error evaluated at all
vertices, RMS2 error value.
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4.3 Validation with Experimental Data

The quality of the interpolation result is crucial for practical use. The results presented in
Section 4.2 show promising performance concerning the precision, but further investigation
with experimental data should be made. We describe our experimental setup and present
results.

4.3.1 Hardware Set-up

Marker

Compund slide

Aluminum-profile frame

Dial gauge

Camera 1

Camera 2

Projector

Room layout

~4 mH
oo

d

~
1
m

~
1
m

Figure 8 Left-hand side: experimental setup used for validation against measurement data;
right-hand side: set-up used for scanning the engine hood.

The hood is prepared for measurement experiments by applying a light gray paint to
it. This is necessary to generate a 3D scan with a structured light scanner. Besides the
part itself, a fixture is designed and built from aluminum profiles. On top of this aluminum
frame the locks, buffers, hinges, and gas springs are mounted. The set-up is depicted in
Figure 8. To make the relative positions of the hinges adjustable, the left hinge is mounted
onto a compound slide. The locks and buffers have proprietary adjustment options. The
frame is equipped with markers to align different measurements. A dial gauge is used to
change boundaries precisely. The hood is not mounted in the orientation as it would be in
the assembled in a car, but this fact only affects the direction of gravity considered in the
simulation. For the purpose of our validation, the orientation of the hood does not matter.
Nevertheless, we point out that orientation matters when considering the scanning set-up, as
depicted in Figure 8 on the right-hand side. The cameras and the projector of the structured
light scan system must have a certain distance to the scanned object to capture it in its
entirety. Usually, complex parts are captured with many pictures that are later stitched
together. However, to reduce uncertainty caused by data registration, we capture every
measured state of the hood in a single picture. This approach results in a relatively coarser
resolution and noisier measurement data, but the quality of the result data is still sufficiently
precise for performing our validation. A significant advantage of this set-up is the fact that
the hood and the hardware components of the 3D scanner are not moved between scans. All
measurements are made in the same coordinate system. This method almost removes the
need for alignment. The markers mounted to the fixture are primarily used to determine
whether something has moved between scans. (The measurement system used is a modified
HP pro S3 structured light scanner, calibrated with custom calibration panels for the large
size of the scan window.)
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4.4 Experimental Validation Results
To assess the performance of the entire workflow, presented in Figure 2, a prototype imple-
mentation of Algorithm 1 is discussed next. We consider optical measurement data obtained
for different boundary situations. Figure 9 shows the sequence of steps of the validation.
First, a reference measurement is taken, and geometrical changes are computed relative to
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Figure 9 Experimental results. Top row: measured displacements caused by adjusting bound-
aries, compared to reference measurement (dark blue, leftmost); second row: interpolation results
reconstructed “backward” from the measured displacement field (rightmost); third row: histogram
for distribution of error caused by measurement update, evaluated at all vertices, and RMS error
value.

this reference model (dark blue - top left). Single boundaries are changed, one after the
other (top row). After every change of boundaries, the new geometry is captured by a scan.
The resulting geometries are compared relative to the reference measurement, producing the
displacement fields shown in the first row of the figure. The displacement field in the right-
most column is used as an input field for interactive interpolation. To validate the proposed
method, Algorithm 1 is used to calculate the measured states, based on the displacement
field. To reduce the influence of an interpolation error, only boundary states that match
a sampled point in the pre-calculated simulation ensemble are used. When traversing the
second row from right to left, we see the results produced by the proposed algorithm. The
initial displacement field is updated by the change of the interpolation towards the geometry
of the reference measurement, where the displacement should ideally be zero for every vertex.
It can be observed that the resulting displacement fields do not match the measured data
exactly.

4.5 Run Times
To assess the interactive aspect of our method, we measured run times, listed in Table 3. The
results show that creating the simulation data ensemble – which is a one-time pre-computation
step – requires about 103.5 hours. Nevertheless, as this is a pre-computation step that can
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also be performed in parallel, it scales with the available computational resources. The last
column, “Interpolation”, is the relevant column, it documents interactive response capability
of our presented method; the average computational time is only 0.2s.

Table 3 Computational times.

Simulation Ensemble Comparison of measurements Interpolation
Computational time 793 x 470s = 103.5 h 2s 0.2s

5 Discussion

This paper addresses different aspects of realizing its goal. Thus, the following topics from
the presented use case scenario are discussed in this section: The data generation of the
pre-calculated simulation ensemble, the results from the validation with simulation data as
well as the results from the validation with experimental data, and finally, the achieved run
times.

To generate sampling data for a higher dimensional parameter space can result in a large
number of necessary simulation runs. Already for the shown use case of six parameters, a
coarse sampling resulted in 793 runs. As the range of values is small relative to the size of
the part, a linear behavior can be presumed, making a coarse sampling sufficient. For the use
case of tuning in gap and flushness in sheet metal assemblies, this assumption is appropriate.
For parts that behave nonlinearly like ones that are made of composite materials, different
sampling and interpolation strategies might be necessary.

The interpolation/approximation scheme used in this paper, to achieve the results
presented in Section 4.2, is very simple and easy to implement. Although the achieved results
are sufficient for the presented use case it is hard to generalize this specific approach to other
use cases. The results in Figure 7 show an interpolation error (RMS) up to 0.1 (worst case
excluded). Considering the used sampling grid resolution of 1mm on each parameter axis,
extended by the additional sampling at the center of mass for each hypercube, this error
is indeed not negligible. Nevertheless, for exploitative purposes we consider the achieved
precision as sufficient, as the goal of the interpolation is not to replace simulation runs, but
to provide an impression of what’s happening in between the sampled points. When the user
visually compares the simulation and interpolation result, it is hard to spot out differences,
so we can argue that the achieved precision is sufficient for the presented use-case.

When using experimental data, things become more complicated. The results presented
in Figure 9 show on the same scale visible differences. To justify these higher errors, different
sources of errors were identified. First, every measurement system has uncertainties. The
measurement system includes the 3D-scanner itself, the fixture, and environmental influences.
The 3D-scanner is capable of providing scans with a precision of up to 0.05mm. But as
the measurement conditions were not ideal (compare Section 4.3.1) we assume a higher
uncertainty, estimated at 0.1mm. The second source of error is the fixture which is assumed
as entirely rigid. During the experiments, it turned out that some boundaries show a slight
runaway when changing the boundary state. This was recognized and re-adjusted, but
anyway causes errors when comparing set parameters. Besides uncertainties caused by the
physical setup, there are also sources of errors in the workflow of processing the measurement
data. For example, smoothing and outlier removal as well as solving the registration problem
to match measurement and simulation vertices is a crucial step. For this experiment, the
assumption was made, that only displacements perpendicular to the surface of the part occur
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as in-plane movements cannot be captured by a 3D-scan. The registration was simply made
by finding the closest point when comparing two meshes. This assumption might lead locally
to large errors. Nevertheless, when visually comparing the real measurements and due to
interpolation updated measurement, we see highly similar behavior. So we can argue that
the goal of providing information about the behavior of the measured part due to boundary
changes is achieved.

Last, the interactive aspect needs to be addressed. Therefore, the run times of different
tasks were recorded and listed in Table 3. The crucial step is the calculation of the
interpolation result, which takes on average 0.2s. This value meets the pre-defined design
goal of below 0.5s.

To summarize the discussion, we can say that the proposed method works satisfyingly,
although individual components could be improved. Especially for the interpolation scheme,
as well as for the point cloud registration problem, other methods might improve the overall
result.

6 Conclusions

We have introduced an interactive approach for exploring deviation measurements of sheet
metals, to help with the determination of viable boundary adjustments necessary to eliminate
or significantly reduce deviations. Our improvement of existing methods is the design and
implementation of an interactive system framework that can be utilized intuitively by an
inspection engineer to identify quality shortcomings and quickly enforce countermeasures
to positively affect sheet metal behavior in an assembly. Our system was driven by the
design and quality objectives employed in today’s automotive industry. Our system is
especially helpful to an inspection engineer during the early stages of production when it
is desirable to evaluate multiple combinations of boundary adjustments in a small amount
of time. As our interactive system supports the real-time exploration of such combinations,
it represents a substantial acceleration of the decision-making process thereby reducing
time and cost. We have validated our methods and prototype system by applying them to
simulated and experimental data. Our validation results support the effectiveness of our
system for real-world scenarios.

Regarding potential directions for future research, it is possible to consider the use of
other data interpolation or approximation schemes, instead of inverse distance weighting.
Further, other point cloud registration methods could be utilized.
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Abstract
When drilling difficult-to-cut materials such as Inconel 718, the drills are exposed to high thermo-
mechanical loads. Due to the low thermal conductivity of the workpiece material, a large amount of
the generated heat has to be dissipated by the metal working fluid (MWF). However, the cutting
zone is located inside the workpiece, which makes it challenging to provide sufficient MWF to the
cutting zone. To solve this, drills with internal cooling channels are commonly used. In this work,
the influence of differently structured flank faces on cooling efficiency, tool life, process forces and
borehole quality is investigated. The influence of the structures on the cooling was investigated by
Computational-Fluid-Dynamics (CFD) simulations. These simulations allow a detailed analysis of
the flow conditions inside the borehole and showed that the structuring improved flow conditions,
especially near the thermally highly loaded main cutting edge. The improved flow conditions resulted
in an extension of the tool life by up to 22 % compared to unstructured drills in experimental
investigations.
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1 Introduction

The nickel-based alloy Inconel 718 is one of the most widely used superalloys. It was
developed for applications in aerospace turbines, but is also used in the automotive and
chemical industries, due to its excellent material properties [4]. Inconel 718 provides superior
mechanical properties such as high tensile, fatigue and fracture strength even at temperatures
above 700°C. During machining, these material properties as well as the tendency to work
hardening lead to high thermal and mechanical loads on the tools and consequently to a low
productivity and a limited tool life [4, 21].
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Drilling is one of the oldest and most important machining processes. With regard to
the process conditions, the process has some specific characteristics: an unfavorable heat
distribution in the cutting zone, a cutting speed that drops to zero towards the axis of
rotation, the rubbing of the chips as well as the rubbing of the margin against the surface
of the borehole as well as a difficult evacuation of the chips. Due to the unfavorable heat
distribution in the cutting zone and the nearly complete conversion of the mechanical energy
applied for cutting into heat, the tools are exposed to high thermal loads [10]. As the strength
of carbides decreases with increasing temperature, the wear resistance also decreases with
increasing temperature [10]. To counteract this, metalworking fluids (MWF) are used to
reduce the thermal load and consequently the wear of the drill. Besides the increase of the
tool life, an efficient supply of the cooling lubricant to the cutting zone also leads to an
improved machining quality [10, 20].

The removal of chips through the chip flutes of the drills and the position of the cutting
zone inside the workpiece make an external coolant supply difficult. For this reason, in
industry internal coolant supply is used, especially for deep bores (length/diameter > 3). The
MWF is supplied via channels inside the tool. The outlet positions of the helical channels
are on the flank faces of the drill and lead to an indirect cooling of the cutting zone. This
results in improved cooling of the tool and the workpiece. Furthermore, the chip removal
is supported and the friction between tool and chips is reduced [10]. The productivity of
drills can be increased by a more efficient cooling lubrication by means of optimized internal
cooling [5]. To improve internal cooling conditions, different design elements can be used.
Previous investigations on internal MWF supply have focused on the flow behaviour within
the cooling channel and the flute [9, 17]. Oezkaya et al. [15] analyzed the influence of the
cooling channel diameter and the supply pressure on the cooling efficiency. Their findings
showed that especially a higher supply pressure improves the cooling. Also, the integration
of structures into the flank face near the main cutting edge can lead to improved cooling
lubrication [3, 7, 16]. By adding grooves in the flank face, Guo et al. were able to minimize
the feed forces and wear [7]. Beer et al. were able to achieve tool life increases up to 50 % by
adding a groove-shaped structure in the first flank face. Furthermore, the structuring led to
an improved borehole and surface quality [3].

In our previous works, the influence of the cooling channel outlet position at the flank face
was investigated by numerical flow simulations and experiments. It was shown that cooling
channel outlets near the main cutting edge lead to an improved cooling [5, 6]. The work in
[14] and [13] focused on the influence of the second clearance angle, the number of cooling
channels as well as the cooling channel diameter with respect to the thermal load of the tools.
An enlargement of the cooling channel diameter and a decrease of the second clearance angle
led to better cooling [13], whereas an increase in the number of cooling channels resulted in a
deterioration of the cooling. Simulative investigations in [12] showed that the integration of
structures in the first flank face can improve the flow conditions and thus also the efficiency
of the cooling. Furthermore, it was shown that the influence of the structural shape on the
cooling is more significant than the influence of the increased surface and the increased flow
volume [12].

In this paper, an approach for the simulative investigation of internally cooled drills is
presented and the influence of structured flank faces on the cooling of the drill, tool life,
process forces and borehole quality have been investigated.
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2 Experimental design

2.1 Machining Setup
Drilling was performed on a 5-axis machining centre (DMU 70 eVolution1) with the experi-
mental setup shown in Figure 1a. Blind holes with a depth dh of 24 mm were drilled at a
cutting speed vc of 20 m/min and a feed rate f of 0.09 mm/rev. A constant MWF volume
flow rate V̇ of 1 l/min (emulsion, 6 %) was chosen. The experiments were carried out on
Inconel 718. The tools used were uncoated cemented carbide (K40UF: 10 % CO and 90 %
WC) twist drills with a drill diameter d of 8 mm. All drills had a point angle σ of 140°, a
twist angle ϵ of 30°, a first clearance angle α1 of 10° and a second clearance angle α2 of 25°.
The distance from the center of the cooling channels to the center of the drill rc was 3.8 mm,
and the cooling channel diameter dc was 1 mm. The variations of the structuring can be
seen in Figure 1b. All structures had a spacing of 150 µm to the main cutting edge, a depth
of 55 µm and were created by laser.

Figure 1 a) Experimental setup b) Structured drills.

The structures S1 to S3 are groove-shaped cavities along the cutting edge. The shape of
the grooves was adapted to the shape of the main cutting edge to improve the flow conditions
in this area. Based on S1, a connection between the cooling channel and the structure
was implemented for S2 - S3. For S3 an additional slot was added near the cutting edge
corner. The intention of the additional slots is to improve the fluid flow into the grooves.
For structure S4, almost the entire area of the first flank face and parts of the second flank
face were lowered.

2.2 Characterization methods
The forces in x-, y- and z-direction and the torque during drilling were measured using a
rotating dynamometer (Kistler 9123 C1) with a sampling rate of 2 kHz. From each drill
variant, two drills were used. To determine the forces, the torque and the borehole quality,
measurements were taken at each data point over 3 consecutive boreholes per tool. Averaging
was therefore carried out over 6 measurements.

The maximum width of flank wear land depending on the drilling path was determined
through macroscopic images. The maximum width of flank wear land was evaluated at all
four cutting edges per variation (2 tools for each variant) and the values were averaged. The
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uncertainty of the measurement results is given by the average standard deviation σ. To
obtain the average standard deviation, the standard deviations were first calculated at every
data point from the four measurements of each drill variant. Then, the arithmetic mean of
all standard deviations for the respective variable was calculated.

The borehole quality was determined by evaluating the diameter, the concentricity and
the roundness of the boreholes with a 3D coordinate measuring device (TESA Micro-Hite
3D dcc1). Nine measurement planes were placed in the boreholes every 2 mm. For each
measurement plane, nine equally distributed measurement points were used. The first
measurement plane of the respective borehole served as reference plane for the calculation of
the concentricity. In order to consider the influence of the drill diameter on the diameter of
the borehole, the borehole diameters were normalized according to:

dborehole = dborehole

ddrill
dideal

drill (1)

where dborehole is the measured borehole diameter, ddrill is the measured drill diameter
and dideal

drill is the ideal drill diameter (8.0 mm). The surface roughness of the boreholes was
determined by a stylus instrument (MarSurf XR20 GD1201) according to DIN EN ISO 4288
both at the entrance and the end of the borehole by means of three measurements over the
circumference of the borehole. The surface roughness was specified via the average surface
roughness Rz and the maximum surface roughness Rmax.

The static pressure of the MWF within the collet before entering the drill was measured
with a pressure sensor (Entran EPX-N01-70B1).

3 Numerical Simulation

Computational Fluid Dynamics (CFD) simulations have been proved to be a useful tool to
analyze and visualize the flow conditions of internally cooled drills [12, 15]. The approach
for such simulations is divided into the following five steps: Creation of the geometry (CAD
model), discretization of the CAD model (meshing), definition of the boundary conditions,
iterative computation and evaluation of the simulation results. The simulations presented
here were carried out with Ansys CFX1.

3.1 CFD fundamentals
The basic equations in numerical flow computations are the conservation laws of mass,
momentum and energy. These equations describe all flows of Newtonian fluids. However,
the computation workload, especially for turbulent flows, can become very high, due to
the non-linearity. Therefore, most CFD programs are based on the Reynolds-averaged
Navier-Stokes equations. These equations represent the physics with sufficient accuracy and
acceptable computing time. Small turbulences are not resolved, but modelled by turbulence
models. In addition to a suitable turbulence model, the boundary conditions at the inlet and
outlet must also be selected carefully [8].

3.2 Drill geometry and fluid volume
The basis for the simulations were the CAD models of the examined drills. A scan of the
reference tool was used to create a parameterizable CAD model of the drill geometry by
reverse engineering. By scanning the tool, the exact geometry of the drill can be used within
the simulations, which allows a comparison of the simulated findings with the experimental
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results. To reduce the computational time, only the drill tip with a length of 10 mm
(model reduction) was considered within the simulations. The structures were implemented
in accordance with the real tools. Besides the drills, the respective complementary fluid
volumes, which represent the flow area within the simulation, were also created by means of
a Boolean operation.

3.3 Mesh
The quality of the mesh is fundamental for the accuracy, the reliability and computing time
of the simulation [8]. A high-quality mesh implies refinements in areas of interest, a good
aspect ratio, and only as few cells as necessary. Due to the complex geometry of the tool
and the fluid volume, unstructured meshes of tetrahedron elements with a size of 2.0 µm
up to 400 µm were used. The mesh of the fluid volume was refined (2-7 µm) in particular
near the main cutting edge, at the cooling channels, at the structures and in the area of the
heat input. Special attention was given to the area of the fluid volume near the main cutting
edge between the flank face and the bottom of the bore hole. Due to the narrow space in
this area, an inflation layer was applied in addition to the refinement (Figure 2).

Figure 2 Mesh of the fluid volume.

3.4 Transferred boundary condition
Due to the model reduction described in Section 3.2, the results could differ from those
of a complete model. However, the calculation of a complete model would be very time-
consuming. To exclude possible discrepancies a second simulation model was used to generate
a transferred boundary condition [2]. For this purpose, a model was built which calculates
the flow conditions of the complete model, whereby e.g. the drill geometry and thermal
effects are neglected for reasons of computing time. The flow conditions at different positions
of the model can then be exported and used as a boundary conditions (transferred boundary
condition) for all the simulations with the reduced models. As a result, all simulations can be
carried out with a better accuracy and an overall reduced computing time. The model used
maps the geometry of the cooling channels of the drill and the interior of the chuck up to
the location where the fluid pressure is measured (Figure 3a). At the inlet of the model, the
determined pressure (3.3 bar) was used as the boundary condition (total pressure) and at the
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outlet the corresponding volume flow rate (1 l/min). An unstructured mesh of tetrahedron
elements with a size of 5.0 µm up to 600 µm was used. The cooling channels were refined and
an inflation layer was applied (Figure 3b). To model the turbulences, the κ-ω-SST (Shear
Stress Model) was used [5, 15]. This turbulence model combines the advantages of the most
frequently used turbulence models κ-ω and κ-ε. As a result, the turbulences near the wall as
well as far from the wall are represented most realistically [19]. The convergence criterion of
the simulation was defined to be 10-5.

Figure 3 a) Model to simulate the flow conditions inside the cooling channels b) Mesh of the
model c) Influence of the inlet boundary condition on the flow inside the cooling channel.

Figure 3c shows the flow profiles of the reduced model at the inlet of the cooling channel
and near to the outlet of the cooling channel. The upper line contains the resulting flow
profiles when using a transferred boundary condition, the lower line shows the profiles when
using a volume flow inlet. Applying the transferred boundary condition, a completely defined
flow profile is obtained at the inlet, whereas using a volume flow inlet results in a constant
flow velocity over the inlet. Even near the cooling channel outlet, differences in the flow
conditions are still apparent, which could influence the results regarding the cooling of the
tool.

In order to transfer the resulting flow conditions of the complete model to the reduced
model, the velocity profile was exported from the complete model at the position of the inlet
of the reduced model and then used in the reduced model as the inlet boundary condition.

3.5 Boundary conditions
The κ-ω-SST (Shear Stress Model) was used to model the turbulence. The boundary condition
at the inlet was the transferred velocity profile. An opening with ambient pressure was
defined as the boundary condition at the flute. A rotational speed of 796 min-1 was applied
to the drill and the fluid volume, which corresponds to a cutting speed of 20 m/min. The
convergence criterion was 10-5. In order to consider the heat input into the drill during the
cutting process, an approach from Lazoglu et al [11] to simulate temperature fields on the
drilling tool was adopted.
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Figure 4 Discretization of the cross-section of the undeformed chip.

Thereby the heat input is estimated via the frictional power within the cutting process.
For this purpose, the cutting forces along the main cutting edge are calculated using the
discretized orthogonal to oblique transformation model as described by Altintas [1].The
cross-section of the undeformed chip was discretized into eight sections (sec) according to
Figure 4 and the discrete force components along the tangential Ft, feed Ff and radial Fr
direction as well as the resultant cutting force Fres were calculated in every section according
to the equations 2-5 [1]:

Ft = τsbh[cos(θn) + tan(θi)tan(i)]
[cos(θn + ϕn)cos(ϕi) + tan(θi)sin(ϕi)]sin(ϕn) (2)

Ff = τsbhsin(θn)
[cos(θn + ϕn)cos(ϕi) + tan(θi)sin(ϕi)]cos(i)sin(ϕn) (3)

Fr = τsbh[tan(θi) − cos(θn)tan(i)]
[cos(θn + ϕn)cos(ϕi) + tan(θi)sin(ϕi)]sin(ϕn) (4)

Fres =
√

F 2
t + F 2

f + F 2
r (5)

The tool orthogonal rake angle γn and the inclination angle i were determined on the
geometry model for each segment. The friction angle βα was calculated using the chip
compression ratio rc. The chip compression ratio rc is the ratio of the uncut chip thickness
h over the deformed chip thickness hc [1]. The deformed chip thickness was determined
experimentally (hc = 0.06 mm).
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i = sin−1(sin(θ) sin(σ

2 )) (6)

βα = 45◦ + γn − tan−1( rcsin(γn)
1 − rcsin(γn) ) (7)

rc = h

hc
(8)

The chip flow angle η, oblique shear angle ϕi, normal shear angle ϕn and the direction
of the resultant force vector (θi and θn) were determined for each segment according to
the “maximum shear stress principle” (Figure 5) [1]. The convergence criterion for the
computation of the angles was chosen to be 10-12.

Figure 5 Calculation of the required angles according to the maximum shear stress principle.

The friction force Ffr in each segment can be determined using the friction angle βα and
the resulting cutting force Fres [1]:

Ffr = Fressin(βα) (9)

The resulting angles and forces along the main cutting edge are shown in Figure 6.
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Figure 6 Calculated angles and forces along the main cutting edge.

The friction power Pfr is the product of the friction force Ffr and the chip velocity vch,
given by [1]:

Pfr = Ffrvch (10)

vch = vc sin(i) sin(Φn) sec(η)
tan(Φi) cos(γn) + sin(Φn) tan(η) (11)

The effective heat input Peff into the drill for each section was obtained by including the
heat partition coefficient λ [11]:

Peff = λPfr (12)

The heat partition coefficient λ was calculated corresponding to cutting speed vch of each
section as reported in [18]:

λ = 1.17 vc
−0.293 (13)

The effective heat input was introduced at the rake face in the area of the chip contact.
For this purpose, the effective heat flux density qeff was calculated for each segment of the
rake face from the effective power Peff and the surface A of the respective element.

qeff = Peff

A
(14)

For the heat transfer between fluid and solid the conservative interface flux option was used
at the Fluid-Solid interface and the Solid-Fluid interface. All remaining surfaces were defined
as adiabatic. The cutting zone is cooled indirectly via the flank face. In order to calculate
the heat distribution, the heat capacity, thermal conductivity and density of the cemented
carbide and metalworking fluid were included in the simulation according to manufacturer’s

iPMVM 2020



7:10 Influence of Flank Face Structuring on Cooling When Drilling Inconel 718

specifications. The chip contact length lch along the main cutting edge was calculated for
every section according to [1]:

lch = h sec (η) sin (Φn + θn)
sin (Φn)[cos (γn) cos (θn) − sin (γn) sin (θn)] (15)

The calculated heat input for each section is shown in Figure 7a. The heat input increases
in the direction of the cutting edge corner (Figure 7b). This results in particular from the
increase of the cutting speed along the main cutting edge in the direction of the cutting edge
corner.

Figure 7 a) Effective heat input for every section b) Temperature distribution in the area of the
chip contact length.

4 Results

4.1 Simulation
The flow velocities in the area of the first, second, and third flank face are shown as vectors
in Figure 8. The vectors of the reference drill without structuring (ref.), show the highest
flow velocities in the area of the second flank face. The flow velocities decrease in the area
of the first flank face and in direction to the main cutting edge. Moreover, in some areas
near the main cutting edge, dead zones can even be seen, i.e. areas with almost no flow
velocity. This is in particular true in front of the cooling channel outlet and close to the
cutting edge corner. By integrating the groove-shaped structures (S1 – S3) and the structure
S4, the velocity can be increased in the area of the first flank face compared to the reference.
The size of the dead zones can also be reduced, especially in front of the cooling channel
outlet. In addition, the flow velocity is increased through the structuring in the area of the
cutting edge corner. Especially the groove-shaped structures (S1 – S3) reduce the dead zones
near the cutting edge corner. Comparing the groove-shaped structures (S1 - S3) with each
other, there are no significant differences in flow distribution and flow velocities between S2
and S3. In the area of the additional slot between the cooling channel and the structure, S2
and S3 have slightly lower flow velocities than S1. Structure S4 shows the most even flow
distribution in the area of the first flank face compared to the other drills. In particular, the
dead zone in front of the cooling channel outlet is reduced compared to the reference, and
also the dead zone close to the cutting edge corner is reduced.
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Figure 8 Resulting flow vectors at a volume flow rate of 1 l/min.

Previous investigations, dealing with the optimization of the cooling of internally cooled
drills, have shown that an increase in the flow velocity near the main cutting edge and in
the area of the first flank face lead to a reduction of the temperatures in the cutting wedge
[3, 12, 16].

Figure 9 (left) shows the resulting temperatures in the area between the main cutting
edge and the structures. The average temperature of the main cutting edge of all drills is
given on the right hand side of Figure 9.

Compared to the reference, all structures cause a reduction in temperature, especially
near the cutting edge corner. By integrating structure S1, the temperatures are reduced
most significantly in the area of the cutting edge corner. In contrast to the reference drill,
the average temperature of the main cutting edge is reduced by about 47 K. In comparison
with the structure S1 and S3, structure S2 reduces the temperatures near the chisel edge
most significantly, whereas the temperatures near the cutting edge corner are slightly higher
compared to S1. Compared to the reference the average temperature of the main cutting
edge is reduced by about 41 K. The temperature distribution of S3 is similar to that of S1,
deviating only near the cutting edge corner with slightly higher temperatures. The average
temperature of the main cutting edge compared to the reference is reduced by about 44 K
for S3. The most significant reduction in the average temperature of the main cutting edge
(54 K) compared to the reference is offered by structure S4. Furthermore, S4 has the lowest
temperatures in front of the cooling channel outlet. However, higher temperatures occur
near the cutting edge corner than for S1.

The combination of an increase in surface area and in fluid volume as well as overall
improved flow conditions leads to an enhanced cooling of the drill. The described flow
conditions above the first flank face are in-line with the resulting temperatures.

The resulting temperatures in the cutting wedge are shown on a plane 60 µm below the
first flank face (Figure 10).

For all drill variants, the highest temperatures occur near the rake face and in the direction
of the cutting edge corner. The reference drill (ref.) shows the highest temperatures of all
drill variants on the entire plane. The groove-shaped structures as well as the structure S4
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Figure 9 Resulting temperatures near the main cutting edge (left) and average temperature of
the main cutting edge (right) at a volume flow rate of 1 l/min.

reduce the temperatures in particular near the rake face and in the area of the cutting edge
corner. Structure S1 shows the lowest overall temperatures and leads to significantly lower
temperatures near the cutting edge corner compared to the reference (ref.). S2, S3 and S4
have similar temperature distributions along the rake face.

4.2 Experiment

The results of the maximum width of flank wear land (VBmax) over the drilling path are
shown in Figure 11. A degressive wear progress can be determined for all drill variants. Up to
a drilling path of 0.3 m the maximum width of flank wear land increases strongly, thereafter
the curve is characterized by a quasi-linear progress. The wear curves of the investigated drill
variants start differing significantly after reaching a drilling path of 1.4 m. This is followed
by a widening spread, where the structured drills (S1 - S4) show overall lower values of the
maximum width of flank wear land in comparison to the reference drill (ref.) The most
significant increase in tool life is caused by structure S1, with an improvement of about 21 %
compared to the reference. Structures S2 and S3 lead to an increase in tool life of 11 % and
17 % respectively. S4 increases the tool life by 13 %. Since the same process conditions (feed
rate, cutting speed, MWF flow rate and pressure) and the same drill geometry were used for
all investigated drills, these longer tool lifetimes can only be attributed to the improved flow
conditions resulting from the structuring.

The torques in the rotational axis and the forces in the feed direction in function of
the wear condition and structuring are shown in Figure 12. An increase due to wear can
be observed for all torque values. These increases compared to the unworn condition vary
between 7 % to 10 %. For both wear conditions, no significant differences (max. 2 %) in
torque can be identified in dependence of the structures. Furthermore, no systematic and no
significant influence (max. 3 %) of the wear condition on the feed force can be identified.
Also, no significant influence of the structuring and structural shape on the feed force (max.
4 %) can be detected.
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Figure 10 Resulting temperatures near the main cutting edge (left) and average temperature of
the main cutting edge (right) at a volume flow rate of 1 l/min.

Figure 11 Maximum width of flank wear land (VBmax) depending on the structuring of the drills.

Figure 13 shows the surface roughness Rz and Rmax of the borehole wall depending on
the wear condition and structuring.

In the case of the structured drills, the graphs reveal that the surface roughness (Rz
and Rmax) of the borehole wall increases with increasing wear. The reference tool shows no
differences for both wear conditions. The structured tools tend to provide a better surface
roughness compared to the reference in unworn condition. S1 shows the smallest differences
in surface roughness compared to the reference. Without wear, Rz and Rmax are reduced by
approx. 1 µm compared to the reference, at VBmax = 150 µm there are no differences. S2
has the lowest values for Rz and Rmax at VBmax = 0 µm, but the values are about 1 µm
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Figure 12 Measured torques in the rotational axis and forces in feed direction depending on the
wear condition and structuring.

Figure 13 Measured torques in the rotational axis and forces in feed direction depending on the
wear condition and structuring.

above the reference values in the worn state. For both wear conditions, S3 shows reduced
surface roughness values (Rz and Rmax) compared to the reference. Without wear, the values
forRz are about 2.5 µm below the values of the reference, at VBmax = 150 µm about 1.5 µm.
In comparison with the reference, S4 has lower Rz and Rmax values for both wear conditions.
The differences are within a maximum range of 1.5 µm.

The borehole quality, determined by the evaluation of the roundness, concentricity and
the borehole diameter, depending on wear as well as the structuring, is shown in Figure 14.
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Figure 14 Measured torques in the rotational axis and forces in feed direction depending on the
wear condition and structuring.

The measurements do not reveal any significant or systematic influence of the structuring
and wear in terms of the diameter of the boreholes. The roundness values tend to increase with
increasing wear. S4 shows an improved borehole roundness compared to the reference and
other structured drills. The deviation in concentricity of S4, on the other hand, is significantly
increased compared to the other drills for the unworn condition. At VBmax = 150 µm, however,
the concentricity does not significantly differ from those of the other drill variants.

5 Conclusion and Outlook

In this paper the influence of different structured flank faces on cooling efficiency, tool life,
process forces and borehole quality were investigated. For this purpose, the work was divided
into a simulative and an experimental part. The aim of the simulative investigations was to
analyze the influence of structures in the area of the first flank face on the flow conditions and
thus the cooling of the drills. By means of the experimental investigations the interactions
between optimized flow conditions and the tool life as well as the borehole quality could be
investigated. The following conclusions can be drawn from the investigations:

The unstructured tool displays low flow velocities and larger dead zones in the area of
the cutting edge. As a result, the cutting edge is not sufficiently cooled and is therefore
exposed to high thermal loads. By integrating structures near the main cutting edge, the
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flow conditions in this area could be improved. In particular a grooved structure along the
main cutting edge reduces dead zones in this area and near to the cutting edge corner. As a
result, the cooling is improved and the temperatures in the cutting wedge, especially near
the thermally high loaded cutting edge corner could be reduced.

The results of the simulations show a good accordance with the conducted tool life tests.
A correlation between simulated thermal load of the tools and the achieved tool life was
shown. Compared to the non-structured drills, significant increases in tool life of up to
21 % have been achieved through the structuring. Since the same process conditions (feed
rate, cutting speed, MWF-flow rate and pressure) and the same drill geometry were used
for all investigated drills, these longer tool lifetimes can be attributed to the improved flow
conditions resulting from the structuring.

The examined structures have no influence on the process forces. The observed differences
in borehole quality should not be regarded as insignificant, as the functionality of the
boreholes is not affected by any of the modifications.

In further studies, the influence of the structure depth and the distance to the main
cutting edge will be investigated. In addition, the influence of the cooling channel design on
the flow conditions of the MWF in the borehole will be investigated through visualization
investigations using particle tracking.

1 Naming of specific manufacturers is done solely for the sake of completeness and does
not necessarily imply an endorsement of the named companies nor that the products are
necessarily the best for the purpose.
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Abstract
The most popular strategy for the estimation of effective elastic properties of powder-beds in Addit-
ively Manufactured structures (AM structures) is through either the Finite Element Method (FEM)
or the Discrete Element Method (DEM). Both of these techniques, however, are computationally ex-
pensive for practical applications. This paper presents a novel Convolutional Neural Network (CNN)
regression approach to estimate the effective elastic properties of powder-beds in AM structures. In
this approach, the time-consuming DEM is used for CNN training purposes and not at run time.
The DEM is used to model the interactions of powder particles and to evaluate the macro-level
continuum-mechanical state variables (volume average of stress and strain). For the Neural Network
training purposes, the DEM code creates a dataset, including hundreds of AM structures with their
corresponding mechanical properties. The approach utilizes methods from deep learning to train a
CNN capable of reducing the computational time needed to predict the effective elastic properties of
the aggregate. The saving in computational time could reach 99.9995% compared to DEM, and on
average, the difference in predicted effective elastic properties between the DEM code and trained
CNN is less than 4%. The resulting sub-second level computational time can be considered as a
step towards the development of a near real-time process control system capable of predicting the
effective elastic properties of the aggregate at any given stage of the manufacturing process.
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1 Introduction

Over the past few decades, additive manufacturing (AM) has become one of the mainstream
manufacturing processes. Unlike the conventional subtractive manufacturing methods, AM
is based on a layer-wise transformation of materials into the three-dimensional workpiece;
therefore, it does not require fixtures, cutting tools, or other specialized tooling equipment.
One of the most rapidly growing AM technologies to manufacture complex metallic and
ceramic structures is Selective Laser Sintering (SLS), where a high-power laser fuses small
powders into a desired three-dimensional (3D) shape. Physical modeling of powder-based AM
structures is challenging due to the discrete nature of their structures. Several researchers
modeled the powder bed as a continuum structure using FEM. However, as the number
of required elements for particle-level modeling of large discrete structures increases, the
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FEM becomes more computationally expensive. We modeled the bounded pair of powders
in an AM structure as truncated spherical particles with elastic bonding. Every elastic-
bound constitutes a 3D beam element between the centers of two powders; therefore, the
manufactured aggregate constructs a space frame structure. An explicit expression of the
symmetric stiffness matrix of the beam element is derived, and the force-displacement
behavior of AM structure is modeled using the DEM. The macro-level volume average of the
stress and strain tensor is found based on micro-level variables such as grain displacements
and local geometrical characteristics. Therefore, the developed DEM code could be utilized
to estimate the effective elastic properties of any powder-based AM parts. An alternative
approach to such a homogenization method is to extract the appropriate set of patterns from
the pixelated structure by convolving a weighted filter across the whole structure. Using the
Convolutional Neural Network (CNN) technique, these features are then combined by the
subsequent layers of CNN to detect higher-order features. The last fully-connected layer at
the end of the network might be used to predict the elastic material properties of aggregate.

The effective implementation of powder-based AM technologies relies on the characteriz-
ation of the final product based on manufacturing process parameters. These parameters
include layer thickness, scanning strategy, and powder size and distribution [5]. Miranda
et al. [23] studied the influence of laser scanning speed on the shear strength of stainless
steel powder and developed a predictive regression model based on the manufacturing pro-
cess parameters. Song et al. [35] investigated the effect of Selective Laser Melting (SLM)
manufacturing process parameters on the microstructure of Ti6Al4V parts. Read et al. [30]
used a statistical model to develop the experimental design for investigation of the effect of
process parameters on the porosity formation in powder-based AM parts. Calignano et al.
[4] used statistical techniques to study the relationship between surface roughness of parts
produced by Direct Metal Laser Sintering (DMLS) and AM process parameters. Calignano
et al. showed that scanning speed has a significant influence on the surface roughness of the
final product. All mentioned experimental studies are expensive, time-consuming, and could
be used to predict only specific properties of the final product based on the change of some
particular process parameters.

FEM is the most largely used method for simulation of the thermomechanical behavior
of powder beds at the scale of the part geometry. Using the SIMULIA simulation with a
relatively large element size (0.2 mm), Yang et al. [40] studied the remained elastic strain
in cantilever structures. Gu and He [10] developed an FEA model to evaluate the residual
stresses of SLM manufactured parts. Gu and He concluded that the maximum residual stress
in SLM parts was located at the end of the first and last track. Singh and Srinivasa [33]
developed an FEA model to predict the density distribution in a single layer of powder and
optimized process parameters for wanted density. Generally, the continuum model of powder
bed using FEA is relatively faster than discrete models, although these continuum models
are not capable of generating valid results for microstructural behavior of AM structures
[8]. In order to analyze the microstructural behavior of AM structures, the mesh size for
continuum models must be smaller than the size of particles. Hence, the microstructural
molding of powder-based AM structures with FEA needs a large number of mesh elements;
consequently, the FEA becomes even more computationally expensive than discrete models.

Developing a fast and accurate simulation tool for powder-based AM structures is
challenging due to the stochastic nature of powdered material [9]. Therefore, a particle-based
numerical model is required for the physical modeling of powder interaction during the
additive manufacturing process [26]. One of the most accurate numerical techniques to study
the mechanics of particle interactions is DEM [37]. Using DEM simulations, Haeri et al.
[11] studied the influence of powder bed thickness and velocity of the powder spreading
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devices on the surface roughness of the final AM structure. The DEM could even be used
for elasticity analysis of continuum structures. For instance, Gao et al. [6] transferred the
continuum structure into a discrete model and utilized the DEM model to analyze the force
and displacement in the discretized structure.

Relating the macroscopic mechanical properties of AM parts to their microscopic struc-
tural properties is the essential goal of physical modeling of the powder-based additive
manufacturing processes. The most popular strategy for the homogenization of material
properties in AM structures is through FEM or DEM numerical solutions; however, these
well-known homogenization techniques are time-consuming. Therefore, the homogenization
of material properties in AM parts using FEM or DEM numerical techniques could limit our
ability to develop a simulation-based real-time control system to improve the quality of the
final product. Gobal and Ravani [8] reduced the computational time needed to simulate the
thermo-mechanical behavior of the SLS manufactured structured by introducing the Adaptive
Discrete Element Model (ADEM), where the size of discrete elements inside the powder
bed increases in the areas far from the laser heat source. Liu and Shapiro [22] developed a
mesoscale model of parts manufactured by a fused deposition process for homogenization of
the elastic properties of AM structure [36]. Liu’s homogenization technique computes the
effective elasticity tensor of Fused Deposition Modeling (FDM) structures seven times faster
than conventional finite element solvers. These homogenization methods are not fast enough
to develop a simulation-based real-time control system for the AM process.

The Machine Learning (ML) methods, such as the fully-connected Artificial Neural
Network (ANN) or Convolutional Neural Network (CNN), have been demonstrated to be
valid ways to perform complex regression and pattern recognition for different manufacturing
domains like process planning or production control [28]-[39]. Over the last decade, many
studies have been done to use computer-vision hardware coupled with different neural network
architecture to maximize performance in defect detection and defect classification in additive
manufacturing process control. The interactions between the re-coater blade and powder bed
during Laser Powder Bed Fusion (L-PBF) additive manufacturing process might cause re-
coater hopping defect, super-elevation defect, etc. In order to autonomously detect spreading
anomalies, Scime and Beuth [31] re-trained the already existing AlexNet CNN architecture
using the transfer learning technique. Yuan et al. [41] set up a monitoring system and
successfully applied semi-supervised CNN for in-situ monitoring of the SLM manufacturing
process. In addition to the application of ML technique in computer-vision problems for AM,
there has been limited work in the application of ML to predict the thermal behavior of AM
structures (see [27]-[24]). To the best of our knowledge, in all the aforementioned works,
there is no particle-level DEM simulation of powder-based AM structure combined with CNN
algorithms to homogenize the effective elasticity tensor of powder-based AM structures.

2 Bounding Forces and Momentum of Partially Sintered Particle

The first step in the development of a DEM model to predict the effective elastic properties
of powder-based AM structures for later training of the Neural Network is to evaluate the
force-displacement behavior of every pair of sintered powder. Jefferson et al. [13] used FEA
to derive the particle response rule for both normal and tangential relative deformation
between every pair of particles and showed that this force-displacement model agrees with
the Hertzian contact theory for small indentation. Then, Liu et al. [21] simplified Jefferson’s
formulation and modeled every pair of partially sintered powder as truncated elastic spheres
overlapping neighboring particles with an elastic bridge that could transmit normal and
tangential forces as well as rotational moments.

iPMVM 2020
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Figure 1 Schematic of a pair of sintered particles (left), and a system of two particles linked by
six springs (right).

In this paper, the force-displacement between every pair of particles modeled using a
single normal spring kn, two identical tangential springs kt, one torsional spring normal to
the contact plane κn, and two identical torsional spring tangent to the contact plane κt (see
Figure 1). Using the Liu et al. force-displacement model, Gobal [7] derived the following
spring constants, which we used in our model:

kn = Ea

1 − ν2

 1 + a∗ [
π
6

(
1 − ν2)

(1 + 2a∗) − a∗]√(
1 − a∗2)

− ψ̄
(
a∗ + a∗2 [

π
6 (1 − ν2) (1 + 2a∗) − a∗

])
 (1)

kt = 2Ea
(2 − ν) (1 + ν)

1 + a∗ [
π
6

(
1 − ν2)

(1 + 2a∗) − a∗]√(
1 − a∗2)

 , (2)

κn = 8ER3a∗3

(2 − ν) (1 + ν)

1 + a∗ [
π
6

(
1 − ν2)

(1 + 2a∗) − a∗]√(
1 − a∗2)

 , (3)

κt = 2ER3a∗3

(1 − ν2)

 1 + a∗ [
π
6

(
1 − ν2)

(1 + 2a∗) − a∗]√(
1 − a∗2)

− ψ̄
(
a∗ + a∗2 [

π
6 (1 − ν2) (1 + 2a∗) − a∗

])
 , (4)

where a∗ = a/R (a is the contact radius, R−1 = R−1
1 +R−1

2 , and ψ̄ is a geometric factor that
should be determined for each bond from the exact load distribution on the particle [13].
Liu et al. [21] tried several values of geometric factor and found ψ̄ = 0.08 to gave the best fit
to the experimental data; therefore, We used the same value for our simulation. It is worth
noting that a∗ must be smaller than one (a∗ < 1) to avoid the proposed stiffnesses in Eq. (1)
to Eq. (4) turning into complex numbers.

3 Local and Global Stiffness Matrix for DEM Analysis of AM structure

Gao et al. [6] constructed a beam element within every two neighboring nodes with
five degrees of freedom (DoF) per node and obtained a 10 × 10 symmetric stiffness matrix
of the local equivalent beam element using the unit displacement method.Again Gobal
[7] considered a 12 DoF force-displacement model (f ′ = K′u′) which we are using here.
This force-displacement model is between two particles where the displacement vector is
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u′ = (u′
1, u

′
2, ..., u

′
3) and force vector is f ′ = (f ′

1, f
′
2, ..., f

′
3). Using the unit displacement

method, Gobal [7] developed the local stiffness matrix as follows:

K′ =
[
K′

11 K′
12

K′
21 K′

22

]
, (5)

where

K′
11 =



kn 0 0 0 0 0
0 kt 0 0 0 ktd0
0 0 kt 0 −ktd0 0
0 0 0 κn 0 0
0 0 −ktd0 0 κt + ktd

2
0 0

0 ktd0 0 0 0 κt + ktd
2
0


,

K′
12 =
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0 −kt 0 0 0 ktd0
0 0 −kt 0 −ktd0 0
0 0 0 −κn 0 0
0 0 ktd0 0 ktd

2
0 − κt 0

0 −ktd0 0 0 0 ktd
2
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K′
21 =



−kn 0 0 0 0 0
0 −kt 0 0 0 −ktd0
0 0 −kt 0 ktd0 0
0 0 0 −κn 0 0
0 0 −ktd0 0 ktd

2
0 − κt 0

0 ktd0 0 0 0 ktd
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,

K′
22 =



kn 0 0 0 0 0
0 kt 0 0 0 −ktd0
0 0 kt 0 ktd0 0
0 0 0 κn 0 0
0 0 ktd0 0 ktd

2
0 + κt 0

0 −ktd0 0 0 0 ktd
2
0 + κt


.

The first step to assemble the global stiffness matrix is to perform the coordinate
transformation on K′

11, K′
12, K′

21, K′
22 of every constructed beam element. The coordinate

transformation of each block of the stiffness matrix could be done only on their tensorial form;
therefore, the 6 × 6 blocks of stiffness matrix must first convert to 3 × 3 × 3 × 3 fourth-order
tensorial form (K′

ijkl). Each one of these fourth-order tensors must undergo coordinate
transformation using the following equation:

K′
ijkl = RimRjnRkpRlqK′

mnpq, R = Rz(ψ)Ry(ϕ)Rx(θ), (6)

where Rx, Ry, and Rz are rotation matrices. After coordinate transformation, the global
stiffness matrix could be obtained by assembling every block of the local stiffness matrix
into their corresponding position in 6N × 6N global stiffness matrix (N is the number of
sintered particles). After subjecting every direction of every particle to either displacement
or tractional boundary condition (BC), we could solve for displacement by inverting the
global stiffness matrix.

iPMVM 2020
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Figure 2 HCP structure for 0.25 mm × 0.25 mm × 0.1 mm AM part subjected to displacement
and traction BC (left), deformed and undeformed generated spaceframe structure (right).

4 Simulation of Powder Bed Packing

In this section, we present a simple model of powder bed packing for elastic DEM analysis of
powder-based AM structure. A number of researchers utilized Monte Carlo (MC) simulation
to generate the random packing of unequal spherical particles [12]-[3]. The generated powder
bed model by MC method was successfully used in the simulation of thermal behavior of AM
processes (see [8]-[20]-[43]); Although these MC methods could not guarantee the structural
determinacy of AM structure, they could generate a system of particles with complex stiffness
values (a∗ > 1). In this work, a simple Hexagonal Closest Packed (HCP) structure has been
used to simulate the powder bed packing; consequently, the generated structure would be
structurally determinant. To create a 3D HCP structure with unequal spherical particles,
first, a completely packed 2D structure of uniform circular particle with radius lower than
the desired average radius of particles generated then the second layer of powders could
be generated by connecting the centers of the neighboring particles in the first layer and
constructing 2D triangular elements. Consequently, the particles in the second layer can
be generated at the center of each triangular element. The next layer of particles could be
simply generated by copying the position of the particles from already generated first and
second layers.

Each particle in the generated HCP structure just touching its neighboring particle,
although these particles are not yet sintered together, and therefore the beam element could
not be constructed between them. In order to create a realistic model of sintered particles,
the radius of each particle in the HCP structure increased randomly between 5% to 14% of
the radius of each particle. The increase in powder radii could not be set to more than 14%
because it would cause the stiffnesses (Eq. (1) to Eq. (4)) to be complex numbers (a∗ > 1).
To ensure that this HCP model resembles the real sintered powder-based structure the
position of each powder particle randomly changes within a small cubic box. The center of
these cubic boxes is defined at the center of each undisplaced particles in the HCP structure,
and each side of these boxes is l = 2.05Ri.
To model the geometry of the final product, a code was developed that first generates a

fully packed HCP structure, then the powders that are not within the prescribed scanning
path of the laser are deleted. Schematic of the laser scanning path on 3 mm × 3 mm domain.
Figure 3 shows the scanning path on the AM structure, the red area is packed with particles,
and there are no particles in the white space. The average radius of the spherical particle is
set to be 12.5µm.
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Figure 3 Schematic of the laser scanning path.

5 Microstructural Stress and Strain Tensor of Granular Assemblies

Because of the discrete nature of AM structure, the definition of continuum mechanical
state variables stress and strain tensors are not self-evident. There are different approaches
to find a theoretically correct definition of state variables based on grain displacements, local
geometrical characteristics, and forces transmitted between contacting particles. In this work,
we used the Katalin Bagi [2]-[1] definition of state variables in a granular assembly to obtain
a volume average of stress and strain in the DEM simulation.

Bagi used the concept of material cell and space cell systems to discretize the unit normal
vector in the Gauss-Ostrogradski equation and obtained the volume average of displacement
gradient tensor as follows:

ēij = 1
V

y

(V )

eijdV = 1
V

x

(S)

uinjdS = 1
V

∑
m<n

∆umn
i dmn

j , (7)

where V is the volume of all constructed tetrahedral by beam elements and ∆umn
i = um

i −un
i

is the relative displacement vector between every pair of particles obtained from already
developed force-displacement DEM code, and dmn

j is the complimentary area vector that can
be defined as:

dmn
i = 1

4

T∑
t=1

(
a

m(t)
i − a

n(t)
i

)
, ak

i = −1
3b

k
i , (8)

where particle (grain) Gm and Gn are sintered together, and the beam element is constructed
between the centers of two particles. Now, all tetrahedral (space cells) that contain edge mn
must be collected to calculate the complimentary area vector. In Eq. (1) T is the number of
collected tetrahedral for edge mn and bk

i is a vector corresponding with each four-face of
every collected tetrahedron (the number of bk

i vector for edge mn would be equal to 4T ). For
instance, in Figure 4 three tetrahedral surrounding the edge mn (T = 3). The magnitude
of bk

i vector is equal to the area of its corresponding face and the direction of this vector is
normal to the face and pointing outward. The symmetric part of the displacement gradient
would be the strain tensor.

Figure 4 Schematic of three tetrahedral between six sintered particles (left), and the bk
i (right).
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Bagi expressed the Cauchy stress tensor for granular material with volume V as a
summation of the dyadic product of contact forces between particles f c

i and branch vector
(lcj = xm

j x
n
j ) as follows:

σ̄ij = 1
V

y

(V )

σijdV = 1
V

∑
b∈B

f b
i x

b
j = 1

V

∑
c∈V ∪B

f c
i l

c
j , (9)

where b is the number of particles subjected to external loading, and c is the number of
contacts between powder particles. The effective elastic constants could be evaluated by
performing six independent experiments for the same structure with different boundary
conditions [22]. The effective compliance matrix Seffcan be defined as follows:

ε̄ = Seffσ̄. (10)

The six general elastic properties (Ex, Ey, Ez, νyz, νxz, νxy) can be obtained from elements
of the compliance matrix.

6 The Dataset and Pre-processing

The proposed method for the homogenization of elastic properties of powder-based AM
structures in Sections 2 to 5 is not fast enough for developing a real-time control system capable
of predicting the elastic properties of the aggregate at any given stage of manufacturing
processes. In this section, an alternative approach to the homogenization of the powder-based
AM structure presented using the CNN technique. The CNN that was initially introduced by
Lecun et al. [16]-[18] has become an essential neural network architecture for computer vision
tasks and image possessing. Local and global patterns of an image can be extracted with a
convolutional layer; therefore, by nesting many convolutional layers in a hierarchical manner,
CNN attempt to extract a broader structure from an image. The first step for implementing
the CNN is to gather and prepare a dataset including hundreds of image representations of
3D printed structures and their corresponding elastic properties (Ex, Ey, Ez, νyz, νxz, νxy).

An image representation of powder-based AM structure could easily be obtained by
discretizing the AM structure with small uniform cuboid boxes and calculating the fraction
of the volume of each box filled with powders to the total volume of the box. For example,
a structure with 3mm × 3mm base and three layers of powder could be discretized with
0.03mm × 0.03mm × 0.1mm cuboid; therefore, the structure would be turned into a 100 × 100
2D array of numbers (image) where each element of this array would be a number between
0 (empty cell) and 1 (fully-packed cell). Each one of these pixelated structures could be
labeled with their corresponding elastic properties obtained with a time-consuming DEM
homogenization process.

Figure 5 The pixelation process to present the AM structure with a 2D array of numbers.
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7 Estimating the Effective Elastic Properties using CNN

CNN is an essential tool of deep learning, and it has demonstrated exceptional prediction
performance within the field of computer vision [15]-[29]. CNN extracts features from images
(2D or 3D arrays of numbers) and uses the backpropagation algorithm to optimize the
learnable parameters in the network (weights and biases) [44]. Usually, CNN architecture
contains multiple nested convolutional and pooling layers; subsequently, the data get flattened
and passed into stack of fully connected layers [38].

The building blocks of convolutional layers are small learnable matrices called filters,
which are used to extract the spatial features from the input array using the convolution
operation. In order to create a complex decision boundary, the output of the convolutional
operation would be passed into a nonlinear activation function. The typical activation
function in a deep CNN architecture is the Rectified Linear Unit (ReLU) because of its short
backpropagation’s computational time compared to other nonlinear activation functions such
as tanh [19].

In order to reduce the number of extracted features and consequently decrease the number
of learnable parameters, the output of the nonlinear activation function would be passed into
a pooling layer. The most common form of pooling in CNN architectures is max pooling since
it is extracting the most important features while reducing the size of the input. In order to
extract meaningful data from pixel data, convolutional operation, activation function, and
pooling operation must be stacked together [39].

Typically, the fully connected (FC) layers are the last part of CNN architectures [42]. All
the neurons in the FC layers are connected to all the units of the previous layer. This full
connection between input and output gives the model the ability to thoroughly mix the flow
of information between the input and output of the FC layer; Therefore, the final output of
CNN would be based on the whole image. The last FC layer (output layer) of conventional
CNN architectures for multi-classification tasks would have a softmax activation function
that computes the probability values of each class due to its mathematical definition. This
means that by using the softmax activation function, the sum of the output values would be
equal to 1 [14]. Although, in this work, we’re trying to estimate the six independent, effective
elastic properties of given pixelated AM structures; Hence, we modified the standard CNN
architecture by replacing the classifier output layer with a multiple output linear regression
layer. For a CNN with T outputs, where each output corespond to a distinct regression task,
all T tasks share the same N input pixelated AM structures {xi}N

i=1, but have different class
label {{yt

i}N
i=1}T

t=1 [25]. Assuming every task (output) having same importance coefficient,
the mean squared error loss function of the multiple output CNN regressor can be written as
follows:

J(W, b) = 1
N

N∑
i=1

T∑
t=1

(
yt

i − ŷt
i

)2 (11)

where ŷt
i is the output of t-th regression task for i-th pixelated AM structures. Also, W and

b are the weight and bias parameters of filters and FC layers for the entire CNN architecture
that must be leaned using the backpropagation algorithm.

The output layer of several well-known deep CNN architectures for the multi-classification
task (AlexNet [15], LeNet-5 [17], and VGG Net [32]) is replaced with the above proposed
multiple output linear regression layer and used for training. These modified networks
are backpropagated on proposed loss (error between predicted and actual effective elastic
properties of AM structure) and optimized using an adaptive moment estimation (Adam)
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algorithm. The original dataset is randomly split into 1600 training examples, and 400 of
the original AM structures are used for validation purposes. All hyperparameters were kept
as Keras API’s default value except the batch size, which set to be 100 training examples for
each iteration.

Training the modified AlexNet, LeNet-5, and VGG Net for 80 epochs results in training
accuracy of 92.5%, 90.6%, and 18.1%, respectively. Despite the VGG Net’s enormous number
of trainable parameters (65.07 million parameters), its accuracy is very limited for our
task. VGG Net’s poor performance might be caused by vanishing gradient issues in very
deep neural networks [34] or might be caused by the small number of training examples.
The AlexNet with 20.31 million and LeNet-5 with only 59 thousand trainable parameters
perform way better than the VGG Net. Although even with AlexNet’s smaller number
of parameters compared to VGG Net, the forward propagation process for an unseen AM
structure might not be fast enough for a real-time control system. The LeNet-5 computational
time for forward propagation is shorter than AlexNet, although it’s less accurate. In order
to achieve high accuracy and acceptable computational efficiency, we propose a new CNN
architecture called Custom Net optimized for homogenization of aggregate elastic properties
of powder-beds.

Figure 6 The CNN architecture of the proposed Custom Net.

As shown in Figure 6, the Custom Net consists of four stacks of convolutional operation,
ReLU activation function, and pooling operation followed by four FC layers. The three
hidden FC layer has ReLU activation function, and the last FC layer uses the multiple
output linear regression layer. All convolutional (Conv) layer has the same 3 × 3 kernels,
and the number of Channels gradually increases from 16 in Conv-1 to 128 in Conv-4. Every
Max-Pooling operation has a 2 × 2 filter, and the number of units in FC layers reduces from
512 units in FC-5 to 128 units in FC-7. The Custom Net trained with the same optimizer
and hyperparameters used for training of the three well-known deep CNN architectures.

The 1.31 million trainable parameters of the proposed Custom Net is significantly smaller
than VGG Net and AlexNet’s parameters. Therefore, Custom Net is easier to train and faster
to implement for an unseen example compared to other architectures. Figure 7 illustrates
the loss versus the number of batches of data that feed into all four CNN architectures, and
one can see that the Custom Net converged faster than the other three CNN architecture,
and after 1200 batch of training example Custom Net is more accurate than Alex Net and
LeNet-5. The Training and validation accuracy of Custom Net over the increasing number
of epochs (training iterations) are shown in Figure 8. After training the Custom Net for
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Figure 7 Loss (error) Vs. the number of batches of data for AlexNet, LeNet-5, VGG Net, and
proposed Custom Net.

80 epochs, it’s performing 96.5% accuracy on the training set and 96.1% accuracy on the
validation set. The negligible difference between training and validation accuracy shows
that this model has a low variance; therefore, the additional overfitting prevention strategies
(dropout, regularization, and data augmentation) are unnecessary.

Figure 8 Training and validation accuracy versus the number of epochs for Custom Net.

For this specific dataset, the Custom Net takes 32 minutes to get trained, and on average,
it takes 37.24 millisecond for Custom Net to predict the effective elastic properties of an
unseen powder-bed structure. The computational time for the prediction of effective elastic
properties of Custom Net is significantly shorter compared to the original DEM code (51
minutes for structure with the small number of particles and 6 hours and 34 minutes for a
large number of particles).

8 Numerical examples

Several examples are presented here to verify the accuracy of the proposed CNN model
for the estimation of the aggregate elastic properties of powder-beds. The described DEM
model in Sections 2 to 5 is used to generate the dataset and Custom Net CNN architecture
used for subsecond prediction of effective properties of the same structures. The material
properties of the powder particle used to generate the dataset are listed in Table 1.

Figure 9 and Figure 10 compare the effective elastic properties evaluated by the DEM
method with their corresponding predicted values using the proposed CNN method for
400 different powder-bed structures in the validation set. In general, the effective modulus
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Table 1 Material properties of powder particles [9].

Property Value

Particle mean radius (Ri) 12.5 µm
Density (ρi) 7800 Kg/m3

Young’s modulus (Ei) 210 GPa
Poisson’s Ratio (νi) 0.28

of elasticity (Ex, Ey, Ez) gets larger as the packing density of the powder-bed structures
increases; although, the expansion of the packing density would not necessarily cause an
increase in Poisson’s ratio (νyz, νxz, νxy). It is worth noting that the cubic fit to DEM
evaluated, and CNN predicted values shown in Figure 9, and Figure 10 are not reflecting any
fixed set of mathematical relationships. Therefore, the fast estimation of the effective elastic
property of an unseen powder-bed structure could only be done with the help of forward
propagation through the already trained CNN model.

Figure 9 Scatterplot of DEM evaluated, and CNN predicted Ex (left) and Ey (right) versus
Packing density validation set. The cubic fit to DEM evaluated, and CNN predicted values is also
included.

Figure 10 Scatterplot of DEM evaluated, and CNN predicted νzx (left) and νxy (right) versus
Packing density validation set. The cubic fit to DEM evaluated, and CNN predicted values is also
included.
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Based on the results shown in Figure 9 and Figure 10, the CNN model has higher accuracy
for powder-bed packing structures with lower packing density.

Figure 11 Scatterplot of DEM evaluated, and CNN predicted Ex versus Ey for three different
powder-bed structure.

Figure 11 and Figure 12 show a comprehensive comparison between DEM evaluated and
CNN predicted values of modulus of elasticity and Poisson’s ratio, respectively. In each of
these two figures, three powder-bed packing structure randomly selected form validation set
and a scatter diagram has been used to compare two different elastic properties (Ex, Ey

in Figure 11 and νxz, νyz in Figure 12). Again one can see that the CNN model is more
accurate for a powder-bed packing structure that has a smaller packing density.

Figure 12 Scatterplot of DEM evaluated, and CNN predicted νzx versus νyz for three different
powder-bed structure.
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9 Conclusion and Future Work

In this work, a deep learning approach in the determination of aggregate elastic properties
of powder-beds in AM structures is presented. The proposed approach has been verified
by comparison with the results of DEM simulation, and for unseen powder-bed structures,
the average difference in predicted elastic properties between the proposed CNN model and
DEM simulation is less than 4%. The developed CNN model is much more efficient than
DEM simulations because of the ability to predict the effective elastic properties without
the construction of the large stiffness matrix. The computational time of CNN model is
0.0005% the time needed for solving the problem using DEM simulation. The developed CNN
model will be very useful in the development of a real-time control system for predicting the
aggregate elastic properties of powder-beds during the manufacturing process. The proposed
CNN model is trained only for powder particles with properties listed in Table 1. In principle,
a similar CNN model could be used for powder particles with different material properties
by concatenating the material properties to flattened layers of CNN architecture as new
neurons. Subsequently, the slightly modified CNN model must be trained using examples of
powder-beds with different properties of powder particles.
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Abstract

Within this contribution, we present a diffuse interface approach for the simulation of crack nucleation
and growth in materials, which incorporates an orientation dependency of the fracture toughness.
After outlining the basic motivation for the model from an engineering standpoint, the phase
field paradigm for fracture is introduced. Further, a specific phase field model for brittle fracture
is reviewed, where we focus on the meaning of the auxiliary parameter differentiating between
material phases and the coupling of such a parameter to continuum equations in order to obtain the
characteristic self organizing model properties. This specific model, as will be explained, provides
the phenomenological and methodical basis for the presented enhancement. The formulation of an
appropriate evolution equation in terms of a Ginzburg-Landau type equation will be highlighted and
several comments on sharp interface models will be made to present a brief comparison. Following
up on the basics we then introduce the formulation of a modified version of the model, which
additionally to the handling of cracks in linear elastic materials under quasi static loading is also
capable of taking into account the effect of resistance variation with respect to the potential crack
extension direction. The strong and also the weak forms of the respective governing equations
corresponding to the developed anisotropic phase field model are presented. Utilizing the weak
formulation as starting point for the discretization of the two fields (displacement field and the phase
field), the computational framework in terms of finite elements is introduced. We finally explain
several test cases investigated within simulations and discuss the corresponding numerical results.
Besides examples, which are set up to illustrate the general model properties, a comparison with
crack paths obtained by experimental investigations will be presented in order to show the potential
of the developed phase field model.
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9:2 Phase Field Approach of Cracking in Materials with Anisotropic Fracture Toughness

1 Introduction

One of the important branches of engineering is the field of fracture mechanics. Dealing
with failure of technical components and structures several aspects must be considered.
Crucial in that regard is crack initiation, determination of critical loads for the onset of
crack growth or also the prediction of crack paths or patterns. In order to ensure a design,
that combines safety, reliability and also economical aspects, fracture mechanic principles
as they are proposed in e.g. [8] or in many other textbooks are incorporated. However,
these principles and derivations are often based on simplified assumptions. For complex
structures fracture mechanic principles are evaluated applying computational methods as
for instance finite elements. Generally, the two alternative approaches are sharp interface
approaches on the one hand and diffuse interface approaches on the other hand. Sharp
interface approaches either have to adopt a growing crack surface via incremental remeshing
algorithms (see e.g. [10]) or are based on so-called enrichment functions, which then often
cause conditioning problems, in order to model propagating cracks (see e.g. [24]). The latter
is referred to as extended or generalized finite element method. In contrast, within diffuse
interface approaches cracks are represented by a smeared approximation. This is realized
by a continuous transition of an auxiliary parameter. In terms of phase field modeling this
parameter is referred to as order parameter, whose governing equation is coupled to the
mechanical problem. As phase field models for solidification simulations [14, 34] propose, the
evolution of the order parameter is generally driven by the criterion of energy minimization.
First phase field models for fracture as e.g. [15] or [23] were initially concerned with brittle
fracture under quasi static monotonic loading. The total energy considered in these models
accounts for the bulk energy and also for crack energy in the sense of Griffith’s theory [7],
which certainly represents a keystone of fracture mechanics. Besides the evolution governed
by an energy criterion another pivotal benefit of these models is that no remeshing or refining
algorithms are necessary as the crack field is incorporated by an additional degree of freedom.
It evolves within the preexisting domain. Accordingly, the method was extended to the fields
of cohesive fracture proposed in e.g. [16] and [33], ductile fracture proposed in e.g. [17] [22]
and also models taking into account inertia for dynamic fracture [28]. Also an extension to
fatigue crack initiation and growth was modeled by means of the phase field approach in
[30, 29, 1, 31].

Another very important class of fracture problems, which will be treated within the present
work, is concerned with materials that reveal a certain anisotropy of the resistance against
fracture. In contrast to an elastic anisotropy of the material, which is mainly responsible for
additional parameters in the stiffness tensor and accordingly effects the mechanical response
to a certain load, the directionality of the fracture resistance has a crucial impact on the path
a crack will follow through the material. This effect can be detected in experimental studies
as performed in e.g. [11]. To incorporate this kind of anisotropic behavior within a phase
field fracture model, a critical energy release rate depending on the crack deflection direction
may be introduced. This approach, which generally resembles the Maximum Energy Release
Rate (MERR) criterion [35], was introduced in terms of phase field modeling by Hakim and
Karma [9] and also by Li et al. [19]. In the present work we study an alternative approach
to modify the crack energy, that overcomes the issue of determining the crack tip orientation
and therefore provides an appropriate framework for implicit monolithic solution schemes.
In Section 2 we give a brief overview in terms of directional fracture resistance and illustrate
potential causes. Subsequently the complete model is derived, where we start with the basic
model proposed by Kuhn and Müller [15] and continue with the enhancement accounting
for the anisotropy. Section 3 deals with the implementation of the model in a finite element
framework, which was utilized for the computation of the examples presented in Section 4.
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2 Phase field model for anisotropic fracture

2.1 Crack deflection in materials with directionality of the fracture
resistance

One of the most important principles of todays understanding of fracture phenomena goes
back to the early 20th century when Alan Arnold Griffith published his theory [7], which
associates the change of surface energy with crack length. For an a priori known crack in a
homogeneous, linear elastic and isotropic medium under quasi static loading he proposed the
energy criterion

Gc = dΓ
da = −dΠ

da (1)

for onset of crack extension. In Equation (1) Π is the potential energy stored in the structure
under consideration and Gc is the materials critical surface energy density. The infinitesimal
surface energy dΓ = Gcda is proportional to the crack surface and accordingly Griffith’s
criterion states that crack growth occurs once the increase of surface energy balances the
release of potential energy. Again, this criterion assumes a crack path, that is known a priori.
However, different methods were proposed to determine the deflection direction for arbitrary
plane loading, as for instance the principle of local symmetry [6] or the MERR criterion [35].
The latter states that assuming the energy release rate dΓ

da as a function of the potential
direction of propagation, the crack will chose the direction maximizing the energy release.
However, if the critical energy release rate Gc is also a function of the virtual deflection
angle the MERR criterion is no more sufficient (see [20]). This special form of an anisotropy
can have different sources. A typical example are thin walled structures manufactured by
(hot-)rolling or extruding processes, as illustrated in Figure 1. These processes introduce a
certain deformation of the microstructure of the metal products, which leads to an elongation
of grains in a specific direction, as schematically shown by the microstructures on the bottom
of Figure 1. The indicated crack paths illustrate transcrystalline crack growth for the left
picture and intercrystalline crack growth for the right picture, respectively. Obviously, for
an equal crack length a crack propagating through the material in vertical direction has to
break through a higher number of grain boundaries than a crack propagating in horizontal
direction. Analogous, in terms of intercrystalline crack extension the vertical crack has a
much more tortuous path over an equal length than the horizontal crack. Thus, to obtain a
crack growing purely vertical, a higher force magnitude is expected than for a crack growing
purely horizontally. In other terms, the resistance against cracking, which is referred to as
fracture toughness, varies with the virtual crack direction. Accordingly, not only the loading
quantity dΠ

da depends on the direction but also the material parameter Gc. An approach [13]
to include such an anisotropy in the determination of the crack growth direction suggests
to consider the ratio of these quantities and specify the maximum of this function of the
potential crack extension angle. An elliptical interpolation is used for the quantity Gc with
respect to the virtual cracking direction.

2.2 Phase field model for materials with directional fracture resistance
Within a large variety of physical processes different microstructures or phase compositions
are generated. For example the kinetics of martensite to austenite transformation in a
certain alloy. The process of solidification in metal casting as well as the cracking behavior
can be modeled by a phase field. In fracture the phases are associated with broken and
intact material. The tracking of an interface is problematic from an numerical perspective.
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Figure 1 Illustration of two manufacturing processes (left: rolling, right: extruding) for thin
walled structures and schematic illustration of microstructure with two crack paths indicated (left:
transcrystalline crack propagation, right: intercrystalline crack propagation).

Especially, sharp interface models frequently encounter problems (see. e.g. [26, 25]). In terms
of fracture, the nature of this issue often lies in the discretization, which is explicitly mapped
to the crack surface. As an alternative, the framework of phase field modeling provides a
method overcoming a number of issues of sharp interface models. Within this method an
auxiliary parameter, commonly referred to as order parameter or phase field parameter, is
introduced to indicated the phase at a certain location. Within the following fracture model
the order parameter is s(x, t) and it takes the value s = 1 as long as the material is completely
intact. Fully broken material is then indicate by s = 0. The transition between these values
is diffuse, which conveniently overcomes the issue of discontinuities. The following sections
explain in detail, how the coupling of this additional field to the deformation is done and
how the evolution of the phase field s(x, t) is described.

2.2.1 Phase field model for brittle fracture

Within material science the evolution of the phase are commonly derived from potentials of
the free energy, which mathematically are treated as functionals F [s(x, t)]. The temporal
evolution of the phase field variable, which is governed by nonlinear partial differential
equations can be obtained by

∂s(x, t)
∂t

= −M δF

δs(x, t) , (2)

which is referred to as the time dependent Ginzburg-Landau equation and was first applied
to first order phase transformations in [4]. In this equation M is a viscous regularization
coefficient to control the relaxation towards stationary states. The characteristic energy
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potential ψ depends on a combination of bulk energy and an interface energy such that

F [s(x, t)] =
∫
Ω

ψ(s,∇s) dV =
∫
Ω

f(s) + 1
2κ|∇s|2 dΩ. (3)

In this equation f(s) represents the bulk energy density and a nonlocal contribution in form
of a gradient term accounts for interfacial energy. The coefficient κ associated with the
gradient energy term must be positive to ensure stability of one phase states. Using the free
energy Equation (3) and applying the formal variation of the functional F [s(x, t)], namely

δF [s(x, t)] =
∫
Ω

δs

[
∂ψ

∂s
− ∇ ·

(
∂ψ

∂∇s

)]
dΩ (4)

with δs being variation of s the functional derivative can be formulated by

δF

δs
= ∂ψ

∂s
− ∇ ·

(
∂ψ

∂∇s

)
(5)

and Equation (2) yields

1
M
ṡ = ∇ ·

(
∂ψ

∂∇s

)
− ∂ψ

∂s
. (6)

The state δF/δs = 0 is a necessary condition for an extreme value of s(x, t) and hence
characterizes stationary states. Accordingly, Equation (6) can be viewed as relaxation to
reach stationary states governed by the viscosity parameter M > 0.

In order to develop a phase field model for brittle fracture, Kuhn and Müller [15] utilized
the energy potential

F [ε(u, t), s(x, t)] =
∫
Ω

[
(g(s) + η)1

2ε : [Cε]︸ ︷︷ ︸
ψe

+ Gc
(

(1 − s)2

4ϵ + ϵ|∇s|2
)

︸ ︷︷ ︸
ψc

]
dV, (7)

which was proposed in [3, 2] as a regularization of the variational formulation of brittle
fracture developed by Francfort and Marigo in [21]. The two contributions in Equation (7),
ψe and ψc represent energies related to deformation and cracking, respectively. The first term
ψe is the elastic energy density for small deformations with the linearized second order strain
tensor ε and the isotropic fourth order stiffness tensor C. The second term in Equation (7)
may be interpreted as regularization of Griffith’s surface energy. The parameter ϵ controls
the width of the transition zone between the phases and can therefore be considered a
regularization parameter. The multiplication of the strain energy with g(s) + η accounts
for the degradation of the stiffness in areas with 1 > s. In this regard g(s) is referred to
as a degradation function modeling the material response as a variation of the phase field
s. The least set of requirements for this functions is g(s = 0) = 0, g(s = 1) = 1 and
g′(s = 0) = 0. The parameter η with 0 < η ≪ 1 ensures a residual stiffness ηC for numerical
convenience. Within Figure 2 the described approximation scheme for the fracture problem
by means of the introduced phase field framework is illustrated. The crack potential ψc of
Equation (7) consists of a nonlocal part characterized by the spatial gradient of s and a local
part, characterized by the monotonous function (1 − s)2. This local contribution has crucial
impact on the model properties (see e.g. [18]). In contrast, the double well function, which

iPMVM 2020



9:6 Phase Field Approach of Cracking in Materials with Anisotropic Fracture Toughness

sharp interface representation diffuse representation

Figure 2 Schematic illustration of approximation of fracture problem by means of phase field
modeling: left, body with real sharp crack; right, diffuse representation of crack introducing a
continuous crack field.

was applied in e.g. [12] in terms of fracture reveals a kind of naturally induced barrier between
two phases. Irreversibility of the fracture process is accordingly not generally ensured by this
monotonous potential. This quadratic potential, however, provides several crucial benefits,
such as that the mathematical property of Γ-convergence (see. e.g. [5]) can be proven for
Equation (7). Further the corresponding states of the potential for the opposite phases s = 1
and s = 0 yield the maximum distance within the relevant range [0, 1] leading to a distinct
separation between intact and broken material with regard to the potential energy, which
prevents the crack field from growing fat. The stresses can be derived from the potential ψ
by

σ = ∂ψ

∂ε
= (g(s) + η)Cε, (8)

in which a hyperelastic material behavior is presumed. With Equation (7) a proper energy
potential depicting a potentially fractured body is given and an evolution of s(x, t) with
respect to time can be formulated considering the general law for phase transformation of
Equation (6), which yields a Ginzburg-Landau type evolution equation

ṡ = −M δ

δs
(ψe + ψc) = −M

{
1
2g

′(s)ε : [Cε] − Gc
(

1 − s

2ϵ + 2ϵ∇ · ∇s
)}

. (9)

With the kinetic parameter M approaching infinity, quasi static conditions are approximated.
Furthermore, this evolution equation points out the significance of the condition g′(s = 0) = 0
as without such a constraint the evolution of s would still continue even for broken material.

2.2.2 Incorporation of fracture toughness anisotropy
The model above predicts the crack pattern, that minimizes the total internal energy. The
evolution can be interpreted as a competition between strain energy and crack energy at
any time. The latter is not dependent on the potential extension direction within the
original formulation [15] of brittle fracture. As stated above, a common way to incorporate
directionality of the fracture resistance is to assume the critical energy release rate Gc as a
function of the virtual crack growth direction. Declaring φ the angle between crack growth
direction and a specified axis this yields Gc = Gc(φ). In the context of phase field modeling
this approach was studied in [9] and [19]. In this regard, the crack orientation must be
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determined as the normal vector

n = ∇s
|∇s|

(10)

of the crack trajectory as direction for the critical energy release rate Gc(n). This definition
is problematic at areas where ∇s vanishes, which renders Equation (10) impractical.
As an alternative approach Gc may be kept constant and instead the nonlocal part of the
crack energy density ψnl

c = Gcϵ|∇s|2 is modified in order introduce directionality. This is
induced by a proper weighting of the particular components of the gradient. Visualizing
the unmodified nonlocal crack potential for the 2d case in a proper axis system one obtains
a paraboloidal (left illustration in Figure 3). This indicates that the direction of ∇s has
no effect on the crack energy in the isotropic formulation. In contrast, if the paraboloid is
deformed towards an elliptical shape, the direction of ∇s will indeed affect the total energy.
For instance a gradient with a high ∂s

∂x contribution will shift ψnl
c to a higher level compared

to a gradient with a high ∂s
∂y contribution with equal magnitude. Such a transformation of

the nonlocal crack potential can be accomplished by substituting the identity tensor in

|∇s|2 = ∇sT1∇s (11)

by an appropriate second order tensor Φ such that the new total energy is obtained with
the crack energy density taking into account the crack direction by means of the crack fields
gradient with

ψc = Gc

[
(1 − s)2

4ϵ + ϵ

((
∂s

∂x

)2
Φ11 + ∂s

∂x

∂s

∂y
Φ12 +

(
∂s

∂y

)2
Φ22

)]
(12)

within a plane setting. The tensor Φ may be referred to as resistance tensor and for the
simplest case accounting for a modification illustrated in Figure 3 this tensor takes the
diagonal form

Φ0 =
(

1 + α 0
0 1 − α

)
(13)

with the respective eigenvalues 1 ± α quantifying the degree of directionality governed by
the parameter α. This formulation represents an elliptical interpolation between the values
1 + α and 1 − α with the respective reference axis represented by the eigenvectors. Suppose,
the principal axes deviate from the reference system, then Φ may be rotated via the rotation
tensor R(θ) to obtain

Φ = RΦ0RT =
(

1 + α
(
cos2 θ − sin2 θ

)
2α sin θ cos θ

2α sin θ cos θ 1 − α
(
cos2 θ − sin2 θ

)). (14)

Incorporating this formulation of the resistance tensor in the energy functional Equation (7)
yields the evolution equation of the phase field model for brittle fracture for materials with
anisotropic fracture toughness

ṡ = −M
{

1
2g

′(s)ε : [Cε] − Gc
(

1 − s

2ϵ + 2ϵ∇ · (Φ∇s)
)}

, (15)

where now the orientation dependency is characterized by material parameters α and θ

representing the intensity and orientation of the anisotropy, respectively. This characterization
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no favored direction of gradient directionality

Figure 3 Schematic illustration of nonlocal crack potential assuming plane crack evolution of the
original formulation (paraboloid in ∂s

∂x
, ∂s

∂y
-system) and modified formulation (elliptic paraboloid in

∂s
∂x

, ∂s
∂y

-system).

resembles the kind of a so-called twofold anisotropy. However implementing more general
forms of the resistance tensor, the model could also account for more complex anisotropies
as outlined in e.g. [19, 32].

The phase field evolution Equations (9) and (15) have the form of a inhomogeneous
second order partial differential equation, which can be solved analytically only for a number
of special cases. For the one dimensional case as depicted in Figure 4, Equation (15) with
Equation (13) becomes

0 = 2(1 + α)ϵ d2s

dx2 − s− 1
2ϵ (16)

if a preexisting crack within an unloaded domain is presumed. This differential equation
can be solved utilizing exponential trial functions and presuming the boundary conditions
s′(1) = s′(−1) = 0 and s(0) = 0 one obtains the phase field

s(x) = 1 − exp
(

−|x|
2ϵ

√
1 + α

)
. (17)

Accordingly the shape of s(x) does not solely depend on the length scale ϵ but also on
the parameter α. As will be outlined in Section 4.1, the one dimensional solution can be
extended in order to approximate an unidirectional crack in two dimensions. This solution is
illustrated in Figure 4. The solid lines correspond to the equation of the original model [15]
for isotropic materials for two different values of ϵ, where the crack becomes more narrow for
a smaller ϵ. The dashed lines in contrast are obtained by Equation (17) with equal ϵ but
different values for α. These plots reveal a crucial property of the modification. Assuming a
basic resistance tensor of the form of Equation (13) the parameter α yields a variation of
the actual length scale with the consequence of a wider crack for α > 0 and a sharper crack
for α < 0. As the quality of the approximation of cracks by a phase field model depends
on the regularization length, the intensity parameter α may therefore be chosen as little as
possible relatively to ϵ. Note that the modification yields the original model for the case of
zero anisotropy, namely α → 0.
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Figure 4 Illustration of the analytic solution of the proposed phase field model within one
dimensional assessment of a stationary crack using different values for parameters ϵ and α.

3 Numerical implementation

The phase field model for materials with anisotropic fracture toughness derived in the previous
sections is discretized and implemented into a finite element framework. With the evolution
equation for the phase field Equation (15), the set of partial differential equations governing
the displacements u and the order parameter s is

0 = div σ

Gc
2ϵ = ṡ

M
+ 1

2g(s)′ε : Cε + s
Gc
2ϵ − Gc2ϵ∇ · (Φ∇s) ,

(18)

neglecting volume forces in the mechanical equilibrium. The respective weak forms of these
equations can be obtained by multiplying both equations with virtual quantities δu and δs,
respectively. This yields

0 = −
∫
Ω

σ : δε dV +
∫
∂Ωt

δu · t∗ dS (19)

with vector t∗ of prescribed tractions that act on the boundary ∂Ωt and

0 = −
∫
Ω

[
δs

(
ṡ

M
+ 1

2g(s)′ε : Cε + (s− 1)Gc
2ϵ

)
+ Gc2ϵ∇δs · Φ∇s

]
dV, (20)

where integration by parts was applied. For the derivations in the following a 2d setting is
presumed and Voigt’s notation for symmetric tensors is applied. The field quantities u and s
are discretized elementwise using shape functions NI with I = 1, . . . , n and n the number of
nodes per element. Accordingly,

u(x) =
n∑
I=1

NI(x)uI and s(x) =
n∑
I=1

NI(x)sI , (21)
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with nodal quantities uI and sI . An analog discretization using the same shape functions NI
is applied for virtual quantities. Further, the strain tensor ε as well as the spatial gradient
∇s are discretized by

ε(x) =
n∑
I=1

Bu
I (x)uI and ∇s(x) =

n∑
I=1

Bs
I(x)sI , (22)

using the respective operator matrices

Bu
I (x) =

N(x)I,x 0
0 N(x)I,y

N(x)I,y N(x)I,x

 and Bs
I =

[
N(x)I,x
N(x)I,y

]
. (23)

The vector of the internal forces, which corresponds to the displacements u and s at the
particular node I are derived from Equations (19) and (20) as

F u
I =

∫
Ω

(Bu
I )T σ dV (24)

and

F sI =
∫
Ω

[
NI

(
ṡ

M
+ 1

2g(s)′εTCε + Gc
s− 1

2ϵ

)
+ 2Gcϵ (Bs

I)
T Φ∇s

]
dV. (25)

The Newton-Raphson scheme is applied to solve the nonlinear system. This requires the
tangential stiffness matrix associated to the framework. These particular components are
obtained by derivation of the residual with respect to the unknown field quantities as

Kuu
IJ = ∂F u

I

∂uJ
=
∫
Ω

Bu
I (g(s) + η)CBu

J dV, (26)

Ksu
IJ = ∂F s

I

∂uJ
=
∫
Ω

NIg(s)′ (Cε)T Bu
J dV, (27)

Kus
IJ = ∂F u

I

∂sJ
=
∫
Ω

(Bu
I )T g(s)′CεNJ dV, (28)

Kss
IJ = ∂F s

I

∂sJ
=
∫
Ω

[
NINJ

(
1
2g(s)′εTCε + Gc

2ϵ

)
+ 2Gcϵ (Bs

I)
T ΦBs

J

]
dV (29)

Finally, the damping matrix can be derived which reveals zero contributions except for the
component

Dsṡ
IJ = ∂F sI

∂ṡ
=
∫

Ω

NINJ
M

dV. (30)

The implicit Euler method is applied for the transient problem. To ensure a reliable conver-
gence behavior, automatic step size adjustment is applied to ensure a stable computation
even for situations of a rapid evolution of the crack field.
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4 Numerical examples

The phase field model derived in the previous sections was implemented into a user routine for
a quadrilateral element of the software FEAP 8.4. This routine was used for the simulations
outlined in the following.

4.1 Energetic assessment of the modification
An general solution of the partial differential equation Equation (15) can not be obtained.
However, for an unidirectional crack one can presume that there is no variation of the phase
field with respect to the direction of crack extension and accordingly one may approximate
the 2d solution by an extrusion of the one dimensional solution Equation (16). As illustrated
in Figure 5a) the diffuse region at the and of the crack is neglected within this approximation.
However, this does not effect the following energy assessment as it can be shown that the
crack energy for this part vanishes for ϵ → 0. Considering a stationary crack in an anisotropic
material as it may be characterized by Equation (13), extending solely in one coordinate
direction (see Figure 5b)), the energy consumed by this crack can be approximated using
Equation (17) with

Ec =
a/2∫

−a/2

L∫
−L

ψc dxdy = aGc
√

1 + α

[
1 − exp

(
−L

ϵ
√

1 + α

)]
. (31)

Presuming a very fine regularization (ϵ → 0) for a crack of length one this expression simplifies
to

Ec = aGc
√

1 + α for ϵ → 0 (32)

Note that this derivation can be repeated for a crack under the same assumptions but
extending purely in orthogonal direction. The respective surface energy would then be
obtained as Ec = aGc

√
1 − α.

In order to prove the accuracy, these approximations may be verified by means of
respective 2d simulations with the proposed phase field model. The set up for this stationary
simulation is indicated in Figure 5b). Due to the symmetry of the problem with respect

a

2L

x

y

x
y

b)a)
set up for 
simulation

s

1d solution

extrusion for 
unidirectional 2d 
solution

Figure 5 Schematic illustration of the extension of the one dimensional phase field solution to an
unidirectional crack: a) segment of surface plot of the crack field; b) set up for stationary simulations.
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Figure 6 Comparision of analytic energy estimate of anisotropic model with results obtained
from stationary finite element simulations.

to the x and y axes only a quarter of the domain was discretized using 12544 nodes. The
mesh was refined in the region containing the crack in order to obtain an accurate solution
of the crack field and to enable for small values of the length scale ϵ. Several simulations
where run using different values of α in the range −1 ≤ α ≤ 1, where simulations with α > 0
represent cracks extending in y-direction and α < 0 represent crack extending in x-direction.
The crack energy was numerically integrated in the domain and multiplied by the factor 4. A
comparison of the theoretical estimate of the total crack energy with the energy obtained by
the simulations is shown in Figure 6. It shows agreement of the analytic solution with the
simulation results. Therefore, it illustrates the effect of the proposed modification in terms
of an energetic view.

4.2 Plate with sharp notch

The aim of this example is to illustrate the abilities of the developed model with regard to
predicting crack paths. The resistance tensor Φ entering the evolution equation of the phase
field incorporates the two parameters α and θ. These parameters are supposed to quantify
the intensity and direction of the anisotropy of the fracture resistance. In order to illustrate
the sensitivity of the model to a parameter variation, a notched plate was set up. The set up
is depicted in Figure 7. In all simulations, displacements were blocked in vertical direction for

1.0

44°

0.
2

0.
7

x

y

Figure 7 Illustration of set up for phase field simulation of a plate with notch.
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nodes of the lower boundary edge and in horizontal direction for the node at the lower right
corner of the plate. A spatially constant displacement load u∗

y(t) was applied for the top edge
nodes as monotonically increasing function. The specimen was discretized by means of 14899
nodes and 14406 elements with almost equal edge length. The length scale was kept constant
for all simulations at a value of ϵ = 0.015. For this particular set up, cracks will initiate at
the notch tip. The initial deviation of the crack from a pure horizontal path, is quantified by
the angle φ as indicated in Figure 7. The results for several simulations are illustrated in
Figure 8. This comparison clearly indicates that both parameters have significant effect on
the crack growth direction. The upper left contour plot shows a horizontal crack path, which
is expected for the applied displacement load with both parameters set to zero. In contrast
if α or θ are increased the crack paths reveal a deflection angle φ. For a constant orientation
θ this deflection angle increases with increasing the value of intensity α.

Figure 8 Comparison of deflection angle of crack paths for different parameter sets obtained
from FEM simulations with the proposed anisotropic fracture model.

4.3 Plate with hole
The numerical example outlined in the following was set up in order to verify the practical
usage of the modified phase field model. In the focus is an assessment of the model with
respect to experimental findings from a study done by Judt et al. [11]. Plates of rolled

iPMVM 2020



9:14 Phase Field Approach of Cracking in Materials with Anisotropic Fracture Toughness

aluminum sheets where subjected to tensile testes. The aluminum raw material revealed a
twofold anisotropy as described within the previous section. The geometry of the specimens
is depicted in Figure 9a), which also illustrates the set up for the phase field simulations. The
anisotropy of the plates was determined with respect to the indicated x-y-system. Accordingly,
the resistance tensor reveals a structure as in Equation (13). Phase field simulations with
a monotonously increasing displacement load in positive y direction where performed for
different parameterizations of α. The results are illustrated in Figure 9 by the three contour

1.
0

0.
5

0
.1
2

0.5

0.29

0.12

0.92

x

y

a) b)

c) d)

Figure 9 Set up and results (contour plots of phase field variable s) from phase field simulations
with different values for α: b) α = 0.0, c) α = −0.025, d)α = −0.039.

plots of the phase field variable s. The plot Figure 9d) shows the crack path obtained by the
simulation with the highest magnitude for α. This crack path is quiet similar to the crack
path found in [11] by experiments. As the contour plots Figure 9b) and c) show, the phase
field model predicts that the induced crack passes the hole instead of growing into it. This is
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due to the lower magnitude of the anisotropy, which then favors the y direction less for crack
extension. Note that the crack predicted by the simulation with α = −0.025 lies between the
other two cases. Further the crack patterns shown in Figure 9b) and c) correlate with the
crack paths found in [11] by a conventional crack simulation technique.

5 Concluding remarks

A phase field fracture model has been presented, which is able to account for an anisotropic
fracture resistance. The anisotropy influences the path of a crack growing through the
material. The nonlocal part of the regularized crack energy density is modified in order to
enhance the isotropic phase field model for brittle fracture. As the evolution is governed by
energy minimization, the weighting of the respective components of the spatial gradient of
the order parameter includes the directionality regarding crack growth. The characteristic of
the anisotropy is quantified by two additional parameters within the governing equations of
the model. By means of analytic considerations it is explained how the modification effects
the crack energy with respect to the parameterization. Comparing these derivations with
numerical results a good agreement is confirmed. Further simulations show that cracks tend
to grow in the direction favored by the parameterization. Good agreement with experimental
results is also obtained for simulated crack patterns in holed plates. Accordingly, the approach
we follow within this contribution seems to provide a sound basis for even more complex
anisotropies. With regard to further investigations the introduced resistance tensor may be
modified in order to represent materials with more complex polar plots of the critical energy
release rate (see e.g. [19, 27]).
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Abstract
We provide an evaluation of the applicability of video compression techniques for compressing
visualization image databases that are often used for in situ visualization. Considering relevant
practical implementation aspects, we identify relevant compression parameters, and evaluate video
compression for several test cases, involving several data sets and visualization methods; we use three
different video codecs. To quantify the benefits and drawbacks of video compression, we employ
metrics for image quality, compression rate, and performance. The experiments discussed provide
insight into good choices of parameter values, working well in the considered cases.
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1 Introduction

Today’s supercomputer architectures allow computational scientists to perform research with
increasingly complex models producing high-resolution, high-fidelity data in increasingly
shorter times. It is often no longer possible to store data set at full resolution, and it is also
extremely inefficient and expensive to transfer such large data sets from tertiary storage into
memory for analysis. Consequently, in situ visualization – i.e., the generation and storage of
visualizations/images done as part of an ongoing computer simulation – has been developed
and as a means to avoid most of the difficulties one would have to address when performing
large-scale data visualization via traditional approaches [21, 6]. Nevertheless, while an in
situ approach is advantageous in many ways it limits the possibilities of “complete data
exploration” to the a set of pre-generated visualizations. Ahrens et al. [1, 23] recognized
that generating a large set of images covering the underlying parameter value space well
still allows a scientist to meaningfully analyze and discover important model behaviors while
accelerating the exploratory process significantly as all visualizations already have been
generated.

For complex visualizations generated, for example, by sampling large and/or high-
dimensional visualization parameter spaces, the databases needed for storage can still be of
substantial size. To reduce data size and thereby make possible a more efficient management
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and processing of visualization databases, we adapt image and video compression techniques.
The goal is to leverage inter-image similarity typically encountered in video image frame
sequences and used to achieve substantial compression. By “linearizing” a visualization
image database it is possible to adapt video compression in support of much more efficient
data analysis. This approach was first investigated by Berres et al. [7], where it was shown
that approach is feasible and beneficial. However, their linearization approach and choice
of compression parameter values, e.g., video codec and image encoding, were ad hoc. Our
work is motivated by the goal of gaining more insight into the effects of these parameters
concerning overall usefulness of video-compressed image databases.

We present the results of a broader investigation of the different aspects of applying video
compression to visualization image databases. Specifically, we consider the following issues:

We quantitatively evaluate video compression for four different data sets with significantly
different image characteristics that are expected to affect compression. We specifically
consider streamline and isosurface visualizations. We employ three commodity, general-
purpose and easy-to-use video codecs (H.264 [26], H.265 [11], VP9 [15]). We consider
several quality metrics and compression/de-compression efficiency in relationship to
compression ratio, serving as a central parameter for all three codecs.
Extending the research of Berres et al. [7], who considered the compression of RGB images,
we take into account implementation issues of visualization image databases. Specifically,
we compress scalar value and depth images; perform composition of visualization images;
empirically demonstrate that video compression can be applied successfully to visualization
images.
We investigate the effects of linearization of a high-dimensional visualization image
space on compression efficiency and show that ordering matters and a “good order” can
significantly improve the final compression rate.

Based on our prior work [4], we suggest parameters suitable for general-purpose use.
After discussing related work in Section 2, we describe the used experimental setup, i.e.,

the compression pipeline (Section 3) and its major parameters, followed by a description of
the metrics used for evaluation 4. Quantitative results are provided and analyzed in Section 5,
and we discuss practical recommendations. Finally, we address limitations of our study and
provide conclusions in Section 6.

2 Related Work

There is a rich body of work focusing on data reduction for computational model output.
Among the typical approaches are multi-resolution techniques, adaptive refinement, com-
pression; a survey and overview of techniques typically utilized in situ is given by Li et
al. [18].

Common to all these techniques is that only reduced data is available for post hoc analysis
and visualization. Often, explicit error bounds are not available, or very difficult to estimate
except in specific circumstances (e.g. [16]). Thus, accuracy of analysis is in direct competition
with data reduction, where it is essential to hit the sweet spot between reduction rate and
data quality [3].

Taking an alternate approach, in situ visualization [21, 6] generates visualization imagery
on full-fidelity data while it resides in memory, both eschewing storage costs as well as
producing accurate images, but in turn limiting the flexibility of exploration. The Cinema
approach [1] generates a browsable, parameter-dependent database of visualization images
that facilitates post hoc exploration in a manner that is satisfactory for many applications
(e.g., [23]). Through clever implementation, such as storing scalar value images and depth
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lossless crf - 0 crf - 10 crf - 20 crf - 30

Figure 1 Depth Images before and after compression with the H.264 codec. The visually
detectable differences are very small. Starting at crf= 10 the noise in the images is increasing with
each step. Still most of the topological structures remain intact.

images instead of RGB images, compositing and color mapping can be employed to keep the
image database size small. Lukasczyk et al. showed that under certain conditions it is possible
to reconstruct parameter sets not stored in the database, such as e.g. camera positions,
further enabling free exploration [20]. However, for very large parameter spaces that arise
when combining many different visualizations in the interest of exploration, the visualization
image database can become very large, again making its storage and use difficult. For specific
scenarios, optimized image formats can be defined, e.g. in the case of volume rendering [28]
or contour tree analysis [8]. However, this only marginally reduces the size of corresponding
image databases. Image database storage also typically utilizes image compression techniques
such as e.g. wavelet compression [30] or commodity image compression codecs (e.g. JPEG)
in both lossy and lossless modes. However, compressing each image individually cannot
leverage the high degree of similarity between images corresponding to closely neighboring
parameter settings.

Concerning the delivery of in situ-generated visualization images, Ellsworth et.al.[12],
Kageyema et.al.[17], and Biedert et al. [9] demonstrated the effectiveness of video compression
to stream high-fidelity images rendered on a supercomputer to a desktop client. Applying
this insight to visualization image databases, Berres et.al. [7] showed that visualization image
databases are suitable for compression with video codecs, observing compression rates between
14% and 25%. Earlier, Sohn et.al.[25] proposed the idea of a specifically designed video
compressor for volumetric images, using wavelet transformation and a temporal encoding to
make efficient use of empty spaces. While they are maintaining good retrieval performances,
the compression rates of 0.29% - 0.68% they achieve show their technique to be less effective.

Based on these prior works, and especially the proof-of-concept work of Berres et al. [7],
we assume that video compression is a suitable way for reducing the size of large visualization
image data bases. However, it is unclear which factors affect compression rate (i.e., data
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reduction), image quality, and retrieval performance, which are the key pertinent aspects
to consider when using compression for visualization image databases. In this paper, we
investigate these aspects in a more comprehensive quantitative experiment.

When considering lossy compression, image quality is balanced against size reduction. In
an excellent visual evaluation study, Turton et al. [4] showed that good compression rates
can be achieved while preserving image quality, and found that the structural similarity
metric [29] (SSIM) to be a good general indicator for image quality when comparing lossy
compression to ground truth. In addition to other difference metrics such as PSRN, we hence
base our evaluation heavily on the SSI metric.

3 Experimental Setup

In the following, we describe the pipeline we employ to carry out our study. A conceptual
overview is given in Figure 2. To generate the visualization image database, we use Para-

Data Set Visualization Depth 
Image DB

ensemble 
param.

vis 
param.

Imaging

ico-
sphere 
index

Morton 
Quantization

YUV 444p 
Image DB Encoder Video DB

Frame Retrieval
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Quantization 
(Inversion)

ordering 
permutat

ion
crf, codec

Compressed
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Benchmark

Quality 
Benchmark

Performance 
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Figure 2 Overview of the image database generation, compression, and decompression pipeline
underlying our study.

View [2] in combination with the TTK framework [27]. Prototype visualization pipelines
are created in ParaView and stored as state files, which we then parameterize. The filters
ttkCinemaImaging and ttkCinemaWriter are then used to render the images for a Cartesian
product of parameter samples; including simulation time, camera positions, and isovalue
(where appropriate). Camera positions are located on vertices of a spherical grid, and the
cameras are aimed towards the data sets’ centers.
Following the reasoning of Ahrens et al. [1], we focus on a modern implementation of visual-
ization image databases based mainly on storing depth images instead of color images, as
the former can be composited to combine different visualizations, avoiding a combinatorial
size of combined visualization image databases. This allows us further to investigate the
effects of compression on compositing as an additional benchmark. While we do not focus
on scalar value images (used to achieve color mapping post hoc), our results (in particular,
error metrics) apply directly to this class of images as well.

As an intermediate product, we obtain a depth image visualization database, which
associates a depth image with each parameter set and represents the ground truth for error
measurements. Image resolution is chosen as 512x512 throughout the entire study.
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3.1 Data Sets and Visualizations
In the interest of covering a wide range of practical scenarios, we consider typical visualizations
for four different data sets with very different characteristics.

3.1.1 Viscous Fingering
The data set is the result from a simulation of salt dissolving in water. The domain consists
of a cylindrical flow, at the top of the cylinder a solid body of salt is placed that is dissolved
by the water. The resulting fields are the velocity of the flow and concentration of salt in the
water. The data set is time varying and consists of multiple parameter settings.

3.1.2 Geodynamo
This data set is the result from a numerical simulation of the earth’s liquid outer core based
on the effect of the geodynamo. The resulting domain is covering the whole outer core and
is stored in a spherical unstructured grid. The resulting fields like pressure, temperature,
velocity and magnetic field are characterized by high turbulence and large structures. The
main challenge in this data set is its spherical domain and structures which are mostly hard
to deal with standard approaches for cubic domains. In addition the time steps are in the
order of thousands of years.

3.1.3 Jet Flow
The jet flow is an artificial unsteady flow simulation resembling the outlet of a jet engine. It is
a well studied example data set for flow visualization and analysis and has very characteristic
features. The resulting fields are the velocity and the temperature.

3.1.4 Metal Sheet Deformation

Y

X

Z

Buffers

Hinges

Locks

Gassprings

fixed adjustable forceboundaries:

Figure 3 Sheet metal car body part used in automotive industry. The used boundaries for the
simulation are high-lighted, with external forces used via gas springs. The coordinate system for
this part is shown.

For a more application-driven view, a real-world example from the automotive industry
was chosen. The geometry is an engine hood. This part has two hinges, two locks and
two buffers as mechanical boundaries attaching the hood to the chassis, see Figure 3. A
finite element (FE) simulation predicts deflections during the assembly process of the part.
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However, the final shape of a material part can vary due to production uncertainties. To
deal with uncertainties and tolerances during the production, the engine hood’s boundaries,
i.e., hinges, lock and buffers, are adjustable. Adjusting these boundaries properly to obtain
an acceptable gap and flushness is a challenging task [13]. A post-assembly measurement
induces necessary corrections. The goal of the proposed method is to find the best set of
changes from measured deviations, which forms the optimal set of adjustments. The method
uses as input an assemble of statistical distributed simulations that cover the solution space
spanned by the available adjustment possibility of each boundary. The used car hood is
an assembly containing seven individual sheet metal parts, connected by spot welds and
different types of adhesives. Based on the CAD files, a simulation model was created by
meshing the geometry with 3D-shell elements and connecting the assembly considering spot
weld, adhesive positions, and thicknesses of components. The material model is linear-elastic
with an e-modulus of 210Gpa and a Poisson rate of 0.3. Two fixed, external loads, modeling
the gas springs near the hinges with the magnitude of 580N each, complete the model.

3.2 Image Database Linearization

We linearize the depth image database by enumerating the Cartesian product parameter
space using an arbitrary ordering of axes. We hypothesize (and empirically confirm, cf.
Section 5) that ordering axes in a manner that the fastest axis (along which subsequent
images lie in the linearization) should be chosen such that the inter-image similarity is large
to benefit compression efficiency.

Most video codecs assume that the changes from one frame to the other happens to be
smoothly and in a predictable way over a longer period (see the preset parameters [10]).
Therefor we assume that the best compression performance results will occur for a smooth
ordering of the images. We are investigating the impact of camera path, data time step,
ensemble parameter and visualization parameter as different approaches for the dominating
ordering axis (see Fig.4).

Camera Location

The camera parameters are usually the first parameters that are used while creating an image
data base. A collection of images ordered by camera angles is similar to tracking shots in
video sequences, which are the target of video compression techniques. Based on the number
of viewpoints that are needed to capture a visualized data set, however, it is not necessarily
the axis with the smoothest transition between successive images. Especially if storing a
minimum amount of images needed to visually adequately reconstruct geometry [20], camera
location index as the fastest axis is not necessarily a good choice.

Data Time

For unsteady data sets, time provides a natural parametrization. In practice, memory or I/O
constraints determine the step size between successive discrete time points. Furthermore,
considering ensemble data, step sizes may vary per ensemble member. The chosen visualization
techniques also plays a crucial role here, while some techniques will result on bigger visual
changes with small changes in the time, others may behave in the opposite direction. For
our setup, we therefore do not rely on smooth transitions between images when choosing the
time as the dominant axis.
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Figure 4 Showing different ordering strategies for one data set. Depending on which axis is
chosen to be the dominant one, the similarity between successive images could vary dramatically.
From top to bottom: Iso-value, Ensemble Parameter, Camera rotation, Simulation time step.

Ensemble parameter space

In ensemble data sets we are particularly interested in the differences that relate to changes
in the input parameter space, which leads to similar effects as for setting the time step size
mentioned above. For our investigation, we therefore expect that it behaves similar to the
time ordering for unsteady data sets if they have a matching resolution of the step sizes.

Isovalue

Concerning algorithmic parameters that change the visualization result, we consider isovalue
in the cases described above as a proxy for more general settings. Most notably, it is one
of the most often changed parameters when exploring a data set. In general, variation
between images should be small under a fine-grained sampling, as the surface varies slowly
and smoothly with change in isovalue. Thus, we hypothesize that this parameter is a good
choice for the fastest axis in the linearization if the sampling is not too coarse.

3.3 Depth Image Encoding
Before applying video compression to depth images, these must be transferred into a format
that is suitable for ingestion by video codecs. While depth images encode a single scalar
in the range [0, 1] per pixel, the lack of a robust support for single-channel image formats
in video encoders (e.g. the gray-scale format 12greyle) makes it difficult to pass the depth
values directly. Furthermore, a lack of format with high-bit depth – at most 12 bits – would
induce inacceptable quantization to the depth images and make them essentially unusable
for compositing.

Hence, we encode the scalar field (depth image) into an image format with 3 channels
and 8 bits per channel using Morton coding [22], mapping a 24-bit depth value into 3x8 bits.
Here, Morton coding is much preferable to simple mapping of the high, middle, and low bytes
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Figure 5 Comparing the results for the compression performance with the image quality. Top
row: SSIM. Bottom row:VIF[24]. F.l.t.r. clustered by image ordering (s: camera sphere, c:cycle
time step, i:iso-value), image ordering streamlines, used video codec, constant rate factor (crf) and
data set. The sweet spot is located in the top left corner, where image quality and compression rate
delivers the best performance.

to three channels, since the Z-order curve underlying this coding guarantees that close-by
depth values will be mapped to close-by tuples. The effect of this mapping, interpreting
the three channels as red, green, and blue colors, is illustrated in Figure 6. We pass the
result of this mapping to the video codec in the yuv444p format, as YUV is the natural color
space in which all considered codecs operate and errors induced through in-codec color space
conversion can be avoided. Note that video codecs typically accept various formats that
represent color information at reduced resolution when compared to luminance information,
such as e.g. the often used yuv420p format. However, we do not see an indication at this
time how such sub-sampling would benefit the compression of depth images and thus only
consider yuv444p. In general this process is applicable to any scalar field (not only depth)
input on the images.

3.4 Video Compression

Following linearization and encoding, we pass the yuv444p image sequence directly to the
video codec. As a general interface to different codecs, we employ the ffmpeg [14] tool, and
encode using three major and broadly available video codecs:

H.264 [26] The H.264 is using motion estimation to minimize temporal and spatial
redundancies. It is classified as a block-oriented motion compensating compression
technique.
H.265 [11] The H.265 is based on the same principle than the H.264. Its main difference is
the increased coding tree unit from 16×16 to 64×64, though leading in general to higher
compression rates.
VP9 [15] The VP9 codec is also a block-based format. Its main application area is for web
streaming and therefor it is designed to ensure a certain bit-rate rather than a constant
quality like H.264 and H.265.
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Codec Parameters

In general there is a very large number of parameters that affect each encoders and allow
tweaking it to different types of input. To keep our study reasonable and achieve comparable
results, we opt to focus on the constant rate factor (CRF) as the central parameter that
effects the amount compression for each codec, and we consider the values 0 (lossless), 10, 20,
and 30 to represent different levels of compression. Typical CRF choices for natural images
are in the range from 18 to 24.

All codecs furthermore support variable-rate encoding which adapts bandwidth used based
on heuristics, in the interest of overall better image quality. However, as the assumptions
underlying these heuristics are geared towards natural images and are not well documented,
we choose not to examine this mode due to the large amount of unpredictability it induces
on results. Note that the VP9 codec is primarily intended for streaming applications, and
thus constant rate encoding is not its optimal mode of operation; however, we still consider
it in this study to to its ubiquitous use an generally good compression / quality performance.

The H.264 and H.265 codecs are further able to trade off compression speed against
image quality through a preset choice. We here use the veryfast preset to achieve the best
speed. While image quality would improve with slower presets, at the expense of much longer
compression times, we obtain a lower bound on image quality, which we consider to reflect
real-world considerations best. A summary of the parameters steered by these presets can be
found in [10]

As the output of the compression process, we obtain a single video file that represents
the entire visualization depth image database.

3.5 Image Retrieval
To retrieve images, we again employ the ffmpeg tool to retrieve a single image from the
video file in yuv444p format, and decode the Morton ordering.

Retrieved images are compared against the (uncompressed) ground truth images, using
the metrics described in the following section.

(a) Ground Truth. (b) Modulo. (c) Morton. (d) Z-order curve.

Figure 6 Encoding of a 24-bit depth image (a) to 3x8 bit channels using reinterpretation as three
bytes (b) or Morton coding (c). The three resulting channels are interpreted as RGB for illustration
purposes. (d) shows the Z-order curve underlying the Morton coding.

4 Evaluation Metrics

For our evaluation we distinguish three major factors: Quality of the reconstructed visu-
alizations images, compression efficiency in the sense of file size and time to retrieve an
image in the original domain, and, especially for surfaces, how much the errors introduced
by compression affect the compositing of two or more visualizations post hoc.
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4.1 Image Quality Metrics
For our quality benchmark we choose a set of numerical and image quality measures. Typically
the raw numerical metrics such as e.g. mean squared error are hard to interpret. We therefore
consider quality measures for images as well. Table 1 provides an overview of all employed
quality metrics.

Table 1 Used Image metrics for the quality benchmarks.

Metric Description Value Range
(identical value)

MSE mean squared error ≥ 0(0)
PSNR peak signal to noise ratio ≥ 0(∞)
MAE mean absolute error ≥ 0(0)
SSIM structural similarity index [0, 1](1)
VIF visual information fidelity measurement [24] [0, 1](1)

4.2 Performance Metrics
For the performance measure we use the compression and retrieval rate. For the compression
rate we use the highest z-lib compressed depth images as our base value. All values are then
relative increases or decreases in percent. For the retrieval rate we randomly draw 300 frames
from each video and apply the morton inversion to them to end up with depth images. We
measure the time from the start of the retrieval (video already loaded) to the end of the
conversion. For comparison we measure the time for 500 database calls using Paraview and
the ttkCinema filter. The measures are then normalized to time to retrieve one image. We
do not take speed ups from parallel computing into account, as such practical values can
differ.

4.3 Compositing Benchmark
In the compositing benchmark we test how robust the video compression is for small changes
in the depth value, that can lead to cluttering effects when compositing multiple surfaces in
a post-processing step. This test is only done for a set of previous selected surface pairs from
the Jet flow data set, representing a worst-case scenario from practice. Error is measured in
the number of wrongly assigned pixel of the different surfaces to fore- and background. We
do the compositing once for the ground truth depth images and once with the compressed
images and then compare the two results.

5 Results

We have investigated a total of 264 encoded videos from 5 different data sets and three
visualization types. In general, the video compression always achieves higher compression
rates than zlib(see Fig.7), which we use as a general purpose compression technique and
practically relevant comparison baseline. In comparison to zlib however, retrieval times
were increased.

The H.264 codec turns out to be the most predictable, exhibiting the fastest encoding
speed and generally low error. While VP9 resulted in a less overall error the encoding time
is about 3 times higher for lower rate factors(see Fig.7 bottom). Regarding the constant rate
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factor, as the dominant parameter for all codecs, we found out that a value around crf = 20
is the best trade off between compression rate and error (see Fig.5, column 4). The sweet
spot is best defined as the upper left corner in Fig.5. For this parameter combinations we
observe the best quality with the highest amount of compression.

Considering resulting images (Fig.1), we can observe different visual qualities for different
application scenarios. With increasing CRF value the video compressor starts deleting pixels
in areas with similar values. For the streamlines these areas are much smaller, which explains
why the compressed file size for these is much higher.

For the surface compositing test, no significant errors can be reported. We counted
the number of wrongly assigned pixels in the compositing steps. For crf = 0, no wrongly
assignments were counted. For crf = [10,20,30] the maximum were 18 wrongly assigned
pixels. In relation to the image size of 512 x 512 this results in a relative maximum error of
6.9 × 10−6.

5.1 Image Quality
We can observe a predictable increase in the error rates with increasing constant rate factor.
Over all settings the mean SSIM is above 0.98. Referring to Baker et.al. [5] this is still in
the range were most people wont see a difference. It can be seen in Fig.1 that the outliers
are nonetheless visible, but a simple smoothing may overcome this issues, as the outliers are
mostly single isolated pixels. There is no significant influence of the image ordering on the
resulting error rates for both iso-surface and streamline visualizations(Fig.10, row 2,3). But
for the assembly use-case we can observe an effect of the ordering in the PSNR and SSIM
measures. Here the quality for ordering first along the simulation index and than the camera
view port (CS) achieves better results. In the assembly use-case we observe a stronger decline
in image quality with increasing constant rate factor than in the other examples (see 6a).
The H.265 codec is the only one which mean error is not zero for the lossless setup, resulting
in the fact that it is not able to achieve a complete lossless compression (Fig.10, row 1). For
higher crf values the difference between the codecs gets smaller. Regarding the image metrics
the H.264 codec is overall the best performing followed by the H.265 for crf 10 and 20. For
crf 30 all codecs are nearly equal. But overall the VP9 codec results in less noisy images, as
it always outperforms the other codecs in the peak signal to noise ratio (psnr). In Fig.10
row 4, we can see that the original data set has a strong influence on the achievable image
quality. Additionally the image quality for streamline visualization is more sensible to an
increased rate factor than the (iso-)surface visualization (see Fig.1, row 4, blue and purple).
Applying the visual information fidelity measure (vif) results in different ratings especially
for the codecs and data sets (Fig.10,column 4, row 2 and 4). The mean absolute error is
nearly equal among all settings and therefor no suitable measure.

5.2 Compression Rate
The compression rate of the lossless video encoding is in the order of 5 times smaller than
the original uncompressed data and about 3 times smaller than zlib compression with the
highest settings (Fig.7, row 1 and 2, columns 1). For lossy compression we achieve up to
40 times smaller sizes than the original data (Fig.7, row 1 and 2, column 4). The H.264
and H.265 codec achieved the highest compression results with increasing difference to VP9
with increasing rate factor (up to 3 times for crf = 30,see Fig.7, row 1 and 2). For the
lossless compression the H.265 codec is the best performing. But we have seen in the quality
benchmarks, that this codec is not able to achieve real lossless compression which leads to
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an unfair advantage in this comparison. For crf 10 the H.264 codec is about 30% better
than H.265 and VP which are fairly on the same level. For crf 20 the difference between
H.264 and H.265 is getting smaller while VP9 does only small progress. Overall the H.264
and H.265 have a quadratic negative slope for the compression rate based on the crf value,
while VP9 has a near linear slope. The first axis of image ordering has a small impact on the
compression rates in the order of 2 − 4% in absolute scale(rel. to each other 18 − 24%). The
effect of the second axis is negligible. A big difference in compression rates between isosurface
and streamline visualization can be observed.For the lossless setting the compression rates
are near to the zlib compression. Compared to the iso-surface visualizations, the compression
rate have a less steeper slope. For crf = 30 the compression rates are still up to 5 times
higher than for iso-surfaces. The difference in the codecs also persists in this setup.

Figure 7 Results for the compression performance. Top rows: Compression rate in % of the
original uncompressed image data base. grouped by image ordering for iso-surfaces(s: camera sphere,
c:cycle time step, i:iso-value), image ordering for streamlines (S: camera sphere, C:cycle time step)
and constant rate factors, colored by the used codec. Bottom row: Encoding time per image.

5.3 Encoding and Decoding
The encoding was performed on one node of a cluster with a Intel® Xeon® Processor E5-2640
v3. The encoding time per image was in the range of 20 ms for loss-less compression to
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nearly 400 ms for the highest chosen compression rate. The rendering of the images for the
database was performed on multiple machines to achieve a suitable large amount of images
for the presented study. For in-situ we assume, that the data is already loaded in memory.
As such only the time to extract the iso-surface and render the depth image is of relevance.
In a small benchmark for images with a size of 512 × 512 we end up with a mean rendering
time per image in the order of 72 to 230ms and a pipeline execution time for the iso-surface
extraction in the order of 310 to 620ms, depending on the visualized structures complexity.
The remaining driver thus is the I/O. Todays storage bandwidth is in the order of 6 -12
GB/s. The image sizes in our resulting data base are in the range of 260 KB to 295 KB.
This results in 0.022 to 0.049ms per image and thus is neglectable. In a rough comparison
the encoding time for the video compression adds a factor of 0.05 to 0.47 to the computation
time in relation to the already performed rendering pipeline. The encoding time per image

Figure 8 Results for the Encoding time per image, grouped by codec. With increasing constant
rate factor (CRF) the differences between encoding times is equalizing.

Figure 9 Comparison of compression rate and retrieval time clustered by codec, image ordering
for iso-surfaces(s: camera sphere, c:cycle time step, i:iso-value), image ordering for streamlines (S:
camera sphere, C:cycle time step), constant rate factor and data set.

has a nearly quadratic slope based on the crf value (Fig.7, row 3). For the codecs we can see
that VP9 takes about 3 to 4 times longer, for low crf values, than H.264 and H.265. With
increasing crf values the differences in encoding time between the codecs is decreasing. For
lower crf values, the H.264 and H.265 codec outperform the VP9 codec. As there exist a
huge numbers of hardly controllable side effects when measuring the execution time, we can
make only general observations. Based on the streamline image orderings SLC and SLS

compared to the orderings for the iso-surface images (cis,csi,ics,isc,sci,sic), we can see that
the resulting compressed file size and the time to encode are negatively correlating (cor=
−0.342, Pearson).

iPMVM 2020



10:14 Is Smaller Always Better?

The decoding and retrieval was performed on a local desktop machine, to avoid bandwidth
and network effects in the measurement. For the mean decoding or retrieval times based on
random access we end up in the interval of 2.6 to 3.8 seconds. No effects for the ordering
and crf value on the retrieval time can be observed (see Fig.9). There exist a slight negative
correlation (cor= −0.39789, Pearson) between the size of the compressed video and the
retrieval time, which means that higher compressed videos have higher retrieval times. Note
that this correlation does not directly cope with the chosen crf value. For the codecs we
can find some clusters which are leading to a weak order based on the retrieval times
(H.264<H.265<VP9). Further Fig.9 row 5 suggests that the underlying data sets form
distinguishable clusters. For the quality benchmarks, we have encountered the same effects.
We found out that our measured retrieval times are about 4 to 5 times higher than using the
implementations from OpenCV for frame retrieval. This implies that a faster implementation
for image retrieval is possible in principle. Nonetheless the implementation from OpenCV
is targeted towards the retrieval based on time stamps and not exact frame IDs. A such
the retrieval is not exact, but rather chooses the next frame in a predefined range near the
target.

5.4 Overall Observations
Based on five data sets with very different properties we identified that the H.264 codec
delivers the overall best performance regarding image quality, compression rate and retrieval
time. For encoding time it is on the same level as the slightly faster H.265 codec. Another
advantage is that the H.264 codec is able to achieve true lossless compression. Regarding
the investigated parameters we found that only the fastest axis chosen for linearization is
significant, and the ordering of the remaining axes does not impact the results. The recent
study from Baker et.al. [5] provides a guideline for choosing a good threshold on typical
image metrics. To this point the most predictable one is the structural similarity metric
(SSIM). For the climate model they investigated a value of 0.99995 is needed for identical
visual quality, which can be achieved by choosing the constant rate factor to be 0. We
determined that a value around CRF=20 delivers the best trade off between compression rate
and visual quality, regarding a threshold on SSIM of 0.98 determined on medical literature by
[3]. In other words, for a successful application of video compression for visualization image
data bases, the only parameters a user has to determine is the fastest linearization axis along
which images share the most similarity, and which quality the resulting images should satisfy.
Applying video compression is not restricted to only surface-based visualization but also
works for line-based visualizations, which is shown with the jet flow streamline example, but
comes with decreased compression performance. In general, unsurprisingly, we observe that
the compression works best for less cluttered visualizations with smooth areas and few edges.

6 Conclusions

We have provided a study concerning the applicability of lossy video compression to visu-
alization image databases. Our findings confirm observations made by Berres et al. [7],
thereby strengthening further the argument that video compression is a viable and benefi-
cial approach leading to very good compression rates when compared to a general-purpose
lossless compressor. Further, the lossy compression approach introduces only a minor image
quality deterioration, and, in some case, does not lead to loss at all. We have shown that
the complexity of an implementation is manageable. Furthermore, the reduced file sizes
generated via video compression make generally possible the exploration of larger parameter
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spaces, greatly benefiting a computational scientist when analyzing a visualization image
database. Equipped with suitable meta-data, we believe that video file formats could serve
as effective containers for visualization image databases generally, thus simplifying database
management tasks.

Figure 10 Results for the quality benchmark. Box-plots from top to bottom grouped by codec,
image ordering for iso-surfaces(s: camera sphere, c:cycle time step, i:iso-value), image ordering for
streamlines (S: camera sphere, C:cycle time step) and data set.

In general, the ordering only effects the compression with primary order parameter. Thus
it is sufficient in most cases to determine the ordering axis with the highest expected similarity
between subsequent images. For the image quality, we only observed an effect for the assembly
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use case and there only for the SSIM and PSNR. In this setting we achieved in general higher
compression rates due to the very high similarity between the images. Thus we assume that
the effect of ordering on the image quality increases with higher compression rates. The use of
lossy general-purpose compression techniques – i.e., techniques not primarily aimed at video
compresssion – such as the ZFP [19] compressor, should be investigated. Additionally, an
important aspect for many real-world applications is the ability to perform video compression
and encoding in parallel for in situ visualization purposes. We believe that independent
encoding of subsequences is feasible. Moreover, utilizing hardware-enabled acceleration made
possible, for example, by encoding via GPUs could further improve compression performance
substantially. It would also be of interest to determine a near-perfect order used to generate
all in situ visualization mages of a scientific data set. If one were able to optimally define the
trajectory of the “virtual camera” used to produce in situ visualization images, then standard
image compression codecs would be highly effective, due to the high degree of frame-to-frame
coherence for such a camera trajectory. It is planned to consider these aspects in future
research.
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Abstract
Machining induced residual stresses (MIRS) are a main driver for distortion of monolithic thin
walled aluminum workpieces. A typical machining process for manufacturing such geometries for the
aerospace industry is milling. In order to avoid high costs due to remanufacturing or part rejection, a
simulation combination, consisting of two different finite element method (FEM) models, is developed
to predict the part distortion due to MIRS. First, a 3D FEM cutting simulation is developed to
predict the residual stresses due to machining. This simulation avoids cost intensive residual stress
measurements. The milling process of the aluminum alloy AA7050-T7451 with a regular end mill
is simulated. The simulation output, MIRS, forces and temperatures, is validated by face milling
experiments on aluminum. The model takes mechanical dynamic effects, thermomechanical coupling,
material properties and a damage law into account. Second, a subsequent finite element simulation,
characterized by a static, linear elastic model, where the simulated MIRS from the cutting model
are used as an input and the distortion of the workpiece is calculated, is presented. The predicted
distortion is compared to an additional experiment, where a 1 mm thick wafer was removed at the
milled surface of the aluminum workpiece. Furthermore, a thin walled component that represents a
down scaled version of an aerospace component is manufactured and its distortion is analyzed.

The results show that MIRS could be forecasted with moderate accuracy, which leads to the
conclusion that the FEM cutting model needs to be improved in order to use the MIRS for a correct
prediction of the distortion with the help of the linear elastic FEM model. The linear elastic model
on the other hand is able to predict the part distortion with higher accuracy when using measured
data instead of MIRS from the cutting simulation.
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1 Introduction

The use of thin walled structural monolithic aluminum components like rib type shaped
geometries is established in the aerospace industry due to their unique properties. These
parts are characterized by advantages like low assembly times, high production efficiency,
low production costs and good material properties like high overall-strength-to-weight ratio,
high specific strength and corrosion resistance [22]. A typical machining process for such
rib type shaped geometries is milling. Hereby up to 90 % of the material is removed [3]. As
these components typically are long, up to 14 m, and thin walled, down to 2 mm, distortion
is a common problem [3]. High costs due to remanufacturing or rejection of the parts are
a result [30]. It is known that the main cause of those distortions are residual stresses
(RS) [22]. They are defined as the internal stresses locked in a body, where force and torque
equilibrium prevail and no thermal gradients appear [30]. In this context two types of RS
are from greater interest. First, there are the RS which exist in the blank material because
of former processes like heat treatments (e.g. quenching) prior to machining. These stresses
are called initial bulk residual stresses (IBRS), because they appear throughout the entire
part-thickness [22]. Typically, aircraft parts are machined from stress relieved aluminum
alloys, e.g. AA7050-T7451, to reduce the IBRS and increase the mechanical strength [12].
The second type of RS which contribute to the distortion are the machining induced residual
stresses (MIRS). They are introduced into the material during the machining process and
their penetration depth is limited to a shallow surface layer of the part.

Finite element method (FEM) simulations are often used to predict the part distortion due
to MIRS of milled thin walled monolithic aluminum workpieces. Mostly two different groups
of FEM approaches are recognizable in the literature. Group I models are characterized
by calculating the distortion of the workpiece due to the temperatures and forces of the
milling process [1, 27, 33]. Furthermore, group I models considered the IBRS, milling path
and clamping forces. The cutting process was hereby simplified in a way that the material
removal was modeled by the element deletion of the elements along the milling path. No
tool workpiece interaction was simulated. Forces and temperatures were applied to the mesh
nodes while the part geometry was constrained. The temperature and force data used as
input were obtained by different methods. Rai et al. e.g. calculated the forces analytically
using Oxley’s predictive machining theory [27]. Temperatures were determined by using the
heat dissipation rate. Bi et al. used a FEM process model in DEFORM-3D1 to simulate the
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forces [1]. Furthermore, the heat was derived from the shear energy. It was assumed that the
shear energy, which was calculated analytically with the help of the forces from the process
model, was transformed completely into heat. Tang et al. used a FEM cutting simulation in
DEFORM-3D1 to obtain both, temperatures and forces [33]. All group I models contain a
second simulation step, where the constraints were changed to allow the workpiece to deform,
producing a prediction of distortion but not MIRS.

Group II models are characterized by static, linear elastic FEM simulations, where the
RS are known and used as an input to predict the part distortion [3, 13, 15, 24, 25, 28].
This modelling approach only takes the final residual stress state of the machined part into
account, able to consider both, MIRS and IBRS. Mostly, the stresses are applied to the
finished part shape, whereas some models also consider the material removal by element
deletion. The re-equilibrium of the stresses causes the workpiece to distort. The MIRS
required for the simulation were mostly obtained by measured data [3, 13, 15, 25, 28] or
analytical models [11, 17, 34]. Another method of gaining information on MIRS, and saving
costly RS measurements, are 2D, respectively orthogonal cutting [15, 23, 26, 29], and 3D
cutting simulations [16, 21, 24, 36]. 3D cutting simulations are more useful because they are
able to predict the entire stress tensor including shear stresses, which are essential stresses
when it comes to predicting distortion of thin walled parts [2, 7]. There are not many 3D
cutting simulations that predict MIRS on aluminum workpieces available in the literature. Li
et al. predicted the MIRS for milling aluminum alloy Al2024-T3 by using a cutting simulation
in Third Wave Systems AdvantEdge1 [21]. The material behavior was defined by a power
law with strain hardening and thermal softening. Furthermore, a self-adaptive meshing
technique was applied. As a simulation result, only the maximum compressive RS were
presented and compared to measurements. However, in order to predict the part distortion
accurately the full depth profile is required. Ma et al. e.g. achieved a prediction of the MIRS
depth profile from milling a steel alloy by using cutting simulations in Third Wave Systems
AdvantEdge1 [24]. The Johnson-Cook material model was used. A large simulation error
was stated for the comparison of distortion measurement and simulation result. Furthermore
no shear stresses were presented, although they are an important factor of distortion due to
MIRS [2, 7]. No validation of the MIRS in form of residual stress measurements was done.

In the present research FEM simulations of group II were investigated to predict the
distortion of milled thin walled aluminum workpieces due to MIRS. The MIRS were obtained
by a FEM cutting simulation for the aluminum alloy AA7050-T7451. Experiments were
carried out as validation. Forces, temperatures and RS were compared to experimental
data. Furthermore, the distortion of a thin wafer and a thin walled workpiece geometry was
measured and compared to the model outcome. Additionally, a simulation environment in
Matlab1 was developed, which embeds both, cutting and distortion FEM simulations.

2 Methods

2.1 Experimental set up

2.1.1 Force and machining induced residual stress measurements
Down milling was carried out on a 5-axis DMG Mori DMU 70 CNC1 machine with cemented
carbide end mills. An end mill is a typical tool for machining of aerospace aluminum alloys.
The tool properties can be found in Table 1.

In order to minimize the IBRS, the AA7050-T74 samples come in a stress relieved
condition (T7451). The samples were cut from a large slab of stress relieved aluminum
measuring 1250x1250x102 mm3. Six blocks of material measuring 660x206x102 mm3 were
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Table 1 Tool properties.

tool properties Kennametal1 F3AA1200AWL

type regular end mill (EM)
diameter 12 mm

tool holder HSK-A 63
cemented carbide 10 % Co,

material 0.6 % Cr, 89.4 % WC
max. grain size 3 µm

number of flutes z 3
helix angle 45°

cutting edge radius -
length 76 mm
coating -

Table 2 Machining parameters.

machining parameter

cutting speed vc 200 m/min
feed per tooth fz 0.2 mm
depth of cut ap 3 mm
width of cut ae 4 mm

coolant dry
direction down milling

simulation input SI-Unit
spindle speed n = vc

πd
88 rounds/s

feed rate vf = fz z n 0.0531 m/s

saw cut from the large slab. These blocks were cut again into 15 individual plates measuring
206x102x28.5 mm3, where the 206x102 mm2 face was milled. The tool movement was along
the negative x-direction (206 mm dimension) with respect to the sample coordinate system
(see Fig. 1a).

Figure 1 Experimental set up for MIRS, force (a) and temperature measurements (b).

The orthogonal feed in y-direction is along the 102 mm dimension. The machining
parameters can be found in Table 2. The aluminum workpiece was clamped in a conventional
vise with 125 mm long jaws and a clamping force of approximately 15 kN was applied.
5.5 mm of the workpiece height protruded prior to cutting. The process was monitored by
recording forces using a piezoelectric dynamometer (Kistler Type 92551) with a sampling
rate of 15 kHz. One surface layer was removed, which resulted in 25 tool passes with a
constant width of cut of 4 mm. The last 2 mm were removed in an additional pass, which
was not included in the measurements. The three orthogonal forces (Fx, Fy, Fz), where Fx

is the force in negative feed direction, Fy in orthogonal feed direction and Fz is the passive
force (see Figure 1a), were analyzed. Three samples (ID 1, ID 2, ID 3) were machined to
investigate the reproducibility of the MIRS.

The MIRS were measured with the hole-drilling (HD) technique following the ASTM
E837-13a standard [14] on the milled 206x102x28.5 mm3 samples. The HD technique uses
a rosette strain gage to measure three components of strain while material is removed in
fine increments [6]. Three components of residual stress (σxx, σyy, τxy) as a function
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of cut depth are resolved from strain as a function of cut depth [14]. HD was chosen,
because previous research by the authors showed that data from HD are most consistent
with machining induced distortion for AA7050-T7451 parts [2]. Furthermore, multiple
measurements are necessary to investigate the reproducibility of the MIRS resulting from
one machining condition. Therefore, three HD measurements were conducted on the milled
surface (206x102 mm2) of each aluminum workpiece. This resulted in nine MIRS depth
profiles in total. The position and depth schedule can be found in Fig. 2. The final depth of
the hole was measured afterwards to compute the offset (= measured final depth – intended
final depth), which was then used for a depth correction of the data (offset is then added to
all depths) [2]. The analysis of the stresses is done by interpolating the nine independent
measurements to the respective depth schedule in Fig. 2 and calculating the average stresses
at each depth and their standard deviation at each depth.

Figure 2 Depth schedule (a) and position (b) of hole-drilling measurements.

2.1.2 Temperature experiment
The temperature measurements were carried out in separate experiments on smaller AA7050-
T7451 samples (30x20x9 mm3, see Figure 1b). The sample dimensions had to be decreased
in comparison to the previous experiments in order to manufacture the thermocouple hole
with an accurate depth. The orientation of the tool movement was the same compared to
prior experiments. The feed (negative x-) direction was along the 30 mm dimension. The
sample was clamped in the vice with 4 mm of the sample height protruded prior to cutting.
Thermocouples type K (1KI10TDT-40-4000MS)1 with a diameter of 1 mm were inserted
from the bottom side in the middle of the sample. The nominal distance from their end face
to the cutting face was 100 µm. The temperatures at a depth of 100 µm, resulting from one
cut, are not influenced by the sample size. To investigate the reproducibility, three samples
(ID T1, ID T2, ID T3) were machined. The sampling rate of the temperature measurements
was set to 2 kHz. The value of the maximum temperature was calculated by the arithmetic
mean of 200 temperature values around the total temperature maximum of each sample
(range ± 0.05 s).

2.1.3 Wafer distortion experiment
The wafer distortion experiment was designed to show the distortion potential due to the
MIRS and validates the simulation model. A cube of the size 25x25x25.5 mm3 was removed
out of the larger machined sample ID 2 (206x102x25.5 mm3) by wire electric discharge
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machining (EDM). A second EDM cut was necessary to cut off a 1 mm thick wafer, including
the machined surface. The distortion of the wafer was measured on the wire EDM surface
(bottom) with the help of a laser profilometer. Points with a 0.2 mm spacing across the
25x25 mm2 face of the wafer were scanned with a distance of 1 mm towards the edges.

2.1.4 Feature distortion experiment
The feature distortion experiment also served as a validation for the simulation model. Here
a more complex geometry was machined. A component that resembles a down scaled version
of a thin walled rib type component, which is typically used in the aerospace industry, was
chosen and hereafter called feature sample. It is a small rib type component with one rib in
the middle, surrounded by two pockets with a wall thickness of 3 mm (see Fig. 3).

Figure 3 Machining steps of feature sample manufacturing.

The feature sample was also machined out of one of the above mentioned stress relieved
AA7050-T7451 blocks with the dimensions 206x102x28.5 mm3. Different milling operations
were conducted to achieve the final geometry of the sample (200x98x20 mm3), where about
84 % of the initial material was removed. The pockets were machined with the same
machining parameters, milling strategy (zig strategy: paths from left to right, see step 5
in Fig. 3) and tool type (EM), investigated previously, where the MIRS were known. Face
milling was carried out with a second tool, a cutter with indexable inserts (IDX). The tool
properties can be found in Table 3. Here, the machining parameters were chosen to hardly
induce any residual stresses. So, the assumption was made that only the MIRS resulting
from machining the pockets contributes to the distortion of the workpiece due to MIRS.

The machining parameters can be found in Table 4. Two different clamping devices, a
conventional vise and side clamps, were used (see Fig. 3). The following machining steps
were executed (see Fig. 3):
1. Side milling (roughing and finishing) with EM in side clamps: 200x98x28.5 mm3

2. Face milling bottom surface with IDX in side clamps: 200x98x27 mm3
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Table 3 Tool properties (cutter with indexable inserts).

tool properties Sandvik1 R590-050HA6-11M

type cutter with indexable inserts (R590-110504H-NL H10)1

diameter 50 mm
tool holder HSK-A 63

material cemented carbide
number of inserts z 2

major cutting edge angle 90°
cutting edge radius 0.4 mm
functional length 71 mm

coating -

3. Reclamping sample upside down in vise, face milling (IDX) top surface: 200x98x20 mm3

4. Drilling of holes with 9 mm drill
5. Reclamping in side clamps and screws and milling of pockets (zig strategy with alternating

milling of pocket layers) with EM

Table 4 Machining parameters for manufacturing the feature sample.

side milling (EM) face milling (IDX) pocket milling (EM)
machining parameter step 1 step 2 and 3 step 5

cutting speed vc 450 m/min 730 m/min 200 m/min
feed per tooth fz 0.055 mm 0.2 mm 0.2 mm
depth of cut ap 5x 4.4 mm (roughing) 1.5 mm (bottom); 3 mm

22 mm (finishing) 5x 1.4 mm (top)
width of cut ae 2.5 mm (roughing) 40 mm 4 mm

0.5 mm (finishing)

Side clamps and screws were chosen for clamping while milling the pockets to prevent the
bottom surface from distortion before the workpiece was completely finished. Finally, the
distortion of the bottom surface at the backside was measured with the coordinate measuring
machine Tesa micro hite 3D DCC1 with a repeatability limit (ISO MPE-p) of 3.5 µm. A
spacing of the measured points of 2 mm was chosen with a distance of 1 mm to the edges.

2.2 Simulation model
The simulation combination to predict distortion of milled thin walled aluminum workpieces
due to MIRS consists mainly of two different FEM models, embedded in an Matlab1

environment (see Fig. 4). The two FEM models are a 3D, dynamic, elastic-plastic cutting
simulation and a 3D, static, linear elastic FEM model [37]. The cutting model simulates the
tool workpiece interaction and predicts the MIRS due to the machining parameters (input).
With the help of the linear elastic model the MIRS from the previous model are applied at
the workpiece to forecast the part distortion. Both FEM models are modelled and calculated
in ABAQUS1. The link between the two models, extracting the MIRS depth profile and
applying it automatically to the boundary layer of the workpiece of the second model, is
handled by a developed Matlab1 script (see Fig. 4).
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Figure 4 Simulation combination: Two FEM models embedded in Matlab1 environment.

2.2.1 3D dynamic FEM cutting model
The required information on the MIRS resulting from milling are obtained by a 3D FEM
cutting simulation, which is set up in ABAQUS1. An explicit, dynamic, elastic-plastic
approach is chosen. An explicit solver is used, because the modelling of the complex contact
problem requires the application of an explicit solver. This is very efficient for simulating
highly non-linear problems involving large localized deformations, high strain rates and
changing contact conditions as those experienced in the cutting process [38]. As input data
the machining parameters feed rate vf and rotation speed n are given in SI-Units (see Table 2).
Only one rotation of the tool, which lasts 0.0113 s, was computed due to large computational
times. The tool is assumed as a rigid body, neglecting wear. Rigid body is an acceptable
assumption, because of the significantly high elastic modulus of the cemented carbide tool
and the resulting low elastic deflection of it compared to the large plastic deformation of
the aluminum workpiece. Neglecting wear is an acceptable assumption, because only one
rotation of the tool is simulated. A thermomechanical analysis is chosen to consider both,
mechanical and thermal effects. Furthermore, the tool is shortened to a length of 5 mm.
The workpiece is a 10x8x15 mm3 block with a circular cutout of the size of the tool radius
(6 mm). The workpiece used in the cutting simulation is way smaller than a typical rib type
component or the workpiece used for the milling experiments (see Fig. 5) to reduce the
number of elements and save computational costs, because cutting simulations need a high
computational time.

The mesh consists of 760,919 eight-node thermally coupled brick, trilinear displacement
and temperature elements with reduced integration (C3D8RT). A fine mesh in the cutting
zone, especially in the near surface region, is necessary to resolve the MIRS depth profile
accurately. Here the dimensions of the elements are 50x20x20 µm3 (see Fig. 6). The
workpiece is hold in place with the help of fixture boundary conditions (BC), which set all
degrees of freedom to 0 at the faces marked in Fig.6 [32]. Furthermore, the movement in
x- and y- direction of the nodes on the arc surface are constrained, because in reality the
circular cutout would be filled with material. The tool consists of 29,217 four-node thermally
coupled tetrahedron, linear displacement and temperature elements (C3D4T) with a global
element size of 0.5 mm and a finer mesh near the cutting edge (see Fig. 6).
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Figure 5 Different dimensions of real assembly, part and workpieces used for simulations [9, 10, 37].

Figure 6 Mesh of tool and workpiece.

The material behavior of the workpiece is described via the Johnson-Cook strain rate
dependence material model, where the yield stress at nonzero strain rate σ̄ of the material is
defined according to Eq.(1) [19].

σ̄ =
[
A + B

(
ε̄pl
)n
][

1 + C ln
(

˙̄εpl

ϵ̇0

)](
1 − T − Ttrans

Tmelt − Ttrans

)
(1)

In Eq.(1) ε̄pl is the equivalent plastic strain, ˙̄εpl is the equivalent plastic strain rate and ε̇0 is
the reference plastic strain rate, which is commonly assumed to be 1 [32]. The temperatures T ,
Tmelt and Ttrans are the prevailing temperature, the melting temperature and the transition
temperature. A, B, C, m and n are material parameters. n and m are the strain hardening
coefficient, respectively the thermal softening coefficient. A, B and C describe the yield
stress behavior. The Johnson-Cook material parameters for AA7050-T7451 used in the
present research are listed in Table 5 [35]. The start of material damage is modelled via the
Johnson-Cook damage initiation criterion, which is a special case of the ductile criterion [32].
Damage happens when the criterion for damage initiation is met (Eq.2).

ωD =
∫

dε̄pl

ε̄pl
D(η, ε̇pl)

= 1, (2)

where ωD is a state variable, η is the stress triaxiality η = −p/q with pressure stress p = − tr σ

(Cauchy stress tensor σ) and Mises equivalent stress q =
√

3
2 σD · σD (stress deviator σD)

and the equivalent plastic strain at the onset of damage ε̄pl
D, which is defined according to
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Eq.(3) [19].

ϵ̄pl
D =

[
d1 + d2 exp

(
d3

p

q

)][
1 + d4 ln

(
˙̄εpl

ε̇0

)](
1 + d5

T − Ttrans

Tmelt − Ttrans

)
(3)

In Eq.3 d1 to d5 are the Johnson-Cook damage parameters (see Table 6) [20].

Table 5 Johnson-Cook material parameter for aluminum alloy AA7050-T7451 [35].

A B C m n Tmelt Ttrans ε̇0

490 MPa 207 MPa 0.005 1.8 0.344 600 °C 20 °C 1

Table 6 Johnson-Cook damage parameter [20].

d1 d2 d3 d4 d5 Tmelt Ttrans ε̇0

-0.77 1.45 -0.47 0 1.6 600 °C 20 °C 1

The damage evolution is characterized by a damage evolution law based on the linear
displacement of the elements. The effective plastic displacement ūpl

f is described via the
evolution Eq.(4).

˙̄upl = L ˙̄ϵpl, (4)

where L is defined as the characteristic length of the element [32]. The damage variable is a
function of the equivalent plastic displacement d = d(ūpl). A linear evolution of the damage
variable is chosen, Eq.(5).

ḋ = L ˙̄ϵpl

ūpl
f

=
˙̄upl

ūpl
f

(5)

Final failure is defined when the effective plastic displacement ūpl reaches the specified
effective plastic displacement at point of failure (ūpl = ūpl

f ), which is here defined by the
smallest element length of 20 µm. At this point element deletion takes place and allows for
the separation of the material, respectively the chip formation. Element deletion is realized
by setting the stiffness matrix at the affected element to 0 (d = 1 fully degraded). The
entire material behavior is summarized by Figure 7a. Besides the Johnson-Cook material
parameters, more mechanical and thermal material parameters, e.g. density and Young’s
modulus, for workpiece and tool need to be defined (see Table 7). Heat is caused by the
deformation of the material involving high inelastic strains [31]. This is modeled by a
volumetric heat flux defined via the inelastic heat fracture β option in ABAQUS1. It is
assumed that 90 % of the energy caused by deformation is converted into thermal energy
[23]. Furthermore, it is defined, that all of the dissipated energy due to friction is released as
heat and a surface film condition enables the heat convection from the model surfaces to the
surrounding air [31].

The contact between workpiece and tool was modelled via general contact interaction.
Therefore, a surface with all workpiece elements (exterior and interior entities) was defined.
Coulomb friction was applied. In the literature there is no agreement on the friction coefficient
between a cemented carbide tool and an aluminum alloy workpiece found [5]. Here a friction
coefficient µ of 0.3 was chosen [18]. The simulation was run on the high-performance computer
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Figure 7 Typical uniaxial stress-strain response of a metal specimen (according to [32]) (a) and
deformed workpiece with highlighted residual stress analysis area (b).

Table 7 Material parameters for workpiece and tool.

material properties workpiece tool

density ρ in kg/m3 2,830 15,000
Young’s modulus E in MPa 71,700 640,000

Poisson ratio ν 0.33 0.22
thermal expansion coefficient α in 1/K 25.5E-6 6E-6

thermal conductivity coefficient k in W/(m K) 157 55
specific heat capacity cp in J/kg°C 860 240

inelastic heat fracture β 0.9 -
film coefficient h in W/(m2K) 80 -

“Elwetritsch” at the TU Kaiserslautern with a computational time of 7 days. Besides the
cutting simulation itself, unloading steps after the cutting process are necessary to guarantee
that the residual stresses are in equilibrium. Two unloading steps were executed in a second
simulation: The deformed mesh of the workpiece along with the information on stresses and
temperatures were imported (via Matlab1) in a new ABAQUS1 FEM model, which simulated
the process of cooling down the workpiece to room temperature and releasing the fixture BC.
At the end the MIRS were analyzed with a developed Matlab1 script. Therefore, the stresses
at all nodes of the area marked in Fig. 7b, at the milled surface and in the boundary layer
of it, were extracted and averaged for each depth. Furthermore, the standard deviation was
computed for each depth and discussed together with the residual stress results in section 3.3.

2.2.2 3D Static, linear elastic FEM model
A static, linear elastic finite element model was set up in ABAQUS1 to simulate the distortion
due to the MIRS. The MIRS (σxx, σyy, τxy) extracted from the cutting model and the
measured MIRS (as validation) respectively, were implemented as an input and the distortion
was calculated, after equilibrium had been set. Plane stress with σzz = 0, σxz = 0, and
σyz = 0 was assumed. The geometries were, according to the wafer, a 25x25x1 mm3 thin
plate (see Fig. 8a), and the thin walled feature sample (see Fig. 8b).
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Figure 8 Wafer (a) and feature linear elastic FEM model (b), and measured IBRS (c).

The z-direction corresponds to the depth of the MIRS. The MIRS were linearly interpolated
over depth z at the element centroids and applied as an initial condition on the entire milled
surface of the wafer and on the bottom surface of the pockets of the feature sample. For
depths smaller than the first interpolated point the first interpolated MIRS was used (see Fig.
8). For depths greater than the last measured depth the IBRS, which were left over in the
blank material after the stress relief process, are used. They were measured using the slitting
method prior to milling (see Fig. 8c) [8]. The IBRS depend on the x- and y- position. The
stresses applied at the centroids were linearly interpolated accordingly to their coordinates.
The mesh of both geometries consisted of eight-node brick elements (C3D8) with 62,500
elements in total for the wafer and 152,936 elements for the feature sample. The global size
of the elements for the wafer geometry was set to 500 µm. Due to the larger geometry of the
feature sample the global size of the elements was set to 2.5 mm. There were 25 elements in
z-direction of the wafer with the smallest size of 10 µm at the machined surface and bigger
elements at the bottom face (100 µm) (see Fig. 8), in order to precisely resolve the residual
stresses near the surface and still reduce the total number of elements for calculation time
reasons. Due to the larger thickness of the bottom of the feature sample (3 mm) compared
to the wafer the smallest size of 10 µm increased to the bottom to 300 µm. Both parts,
wafer and feature, were constraint by the 3-2-1 constrain principle, which avoided rigid body
motion, but enabled a free distortion of the bodies [1]. Linear elastic material behavior with
a Young’s modulus of 71,700 MPa and a Poisson ratio ν of 0.33 was given. After equilibrium
was calculated, the displacement at the bottom was analyzed and compared to the wafer
and feature experimental distortion.
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3 Results and discussion

First, the results of the FEM cutting simulation are discussed in terms of force, temperature,
MIRS and compared to experimental data (see section 3.1-3.3). Second, the outcome of the
subsequent FEM model, which predicts the distortion, is discussed and compared to the
wafer and feature distortion experiments (see section 3.4.1, 3.4.2).

3.1 Force analysis
The forces Fx, Fy and Fz of the simulation and the experiments can be found in Fig. 9a. One
rotation of the tool (t=0.013 s), which means three cutting edge engagements, is illustrated.
The forces of the experiment were extracted from the force signal of pass 14 of sample ID 1.

Figure 9 Force comparison of simulation and experiment (a) and simulated chip formation (b).

The three peaks for each force component correspond to the engagement of each of the
three flutes. Forces Fy are the highest in magnitude, because this is the direction where
the primary cutting happens (see Fig. 9b). The experimental force Fyexp

shows a maximum
magnitude of 600 N. The simulation force Fysim

overcomes this maximum. Its highest
magnitude is about 800 N for the fist two engagements and 865 N for the last engagement.
A similar trend occurs for the forces in z-direction. The maximum magnitude of Fzsim is
higher than measured in experiments (200 N compared to 140 N). Fx shows positive and
negative values because of the superposition of the cutting of the cutting edge and the
pushing of the major flank face in the other direction. The comparison of forces Fx shows
that the trend of the experimental force signal is only matched for the first engagement,
where a similar magnitude is reached. The forces of the second and third cut are mostly
negative, which indicates that the effect of pushing of the major flank face is dominating in
the simulation. The magnitude of the different simulated forces for the different engagements
differs from each other, because of multiple reasons. First there is more material removed
for the first cut compared to the others due to the geometry of the chip. The first chip
does not represent the actual chip form, since the initial geometry has a cutout of a perfect
circle with a radius of 6 mm. Second, the simulation does not account for a continuous chip.
Often elements of the chip were deleted due to the element deletion criterion, which tears
the chip into several smaller parts. However, it can be stated that forces of simulation and
experiment agree to a certain level. Differences in experimental and simulated forces might
be because of the absence of elastic effects from the tool being in contact with the workpiece
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and machining vibrations, which occur during real machining. Furthermore, the parameters
used for describing the plastic material behavior and damage of the material are literature
values, which may not suit best for the used aluminum alloy.

3.2 Temperature analysis
The temperature of the simulation is analyzed at the node NT , which is located on the third
cross-section of the undeformed chip, 110 µm underneath the milled surface (see Fig. 10a).
After 0.008249 s the third flute’s cutting edge just passed the node NT and the maximum
temperature Tspotmax

of 40.05 °C is reached (see Fig. 10b). The other two local maxima in
the temperature profile resulted from the first two engagements of the tool.

Figure 10 Position of temperature analysis (a) and the temp. profile over time at node NT (b).

The maximum temperature of the milling experiments can be found in Table 8. The max.
temperature is reached shortly after the tool moved over the thermocouple. The average
value of three maximum temperatures (ID T1, ID T2, ID T3) is 32.2 °C. The temperatures
of both simulation and experiment are on a similar level and agree well. One reason why the
experimental temperature is slightly lower could be that the sampling rate of 2 kHz of the
thermocouple is not enough to resolve the temperature profile in the same way the simulation
does (15 kHz). Furthermore, the heat conduction in reality between the thermocouple face
and the workpiece has to be considered, although a heat-conducting paste was used.

Table 8 Experimental measured maximum temperatures.

maximum temperature maximum temperature maximum temperature average max.
sample ID T1 sample ID T2 sample ID T3 temperature

33.6 °C 31.7 °C 31.4 °C 32.2 °C

3.3 Machining induced residual stress analysis
The simulated and measured MIRS are compared in Fig. 11. All MIRS follow a square
root-shaped stress profile with a pronounced maximum of residual stress (MaxRS), which is
defined here as the highest absolute value of RS including compressive (negative) RS as well.
This depth profile is typical for MIRS from milling [22].

The simulated normal MIRS at shallow depths (first extracted measured depth) are
tensile, followed by a layer of compressive RS, whereas the shear RS are consistently negative.
After the MaxRS is reached, the stress profiles of all three components increase and get to
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Figure 11 Comparison of MIRS from simulation and experiment.

0 MPa at about 90±20 µm (normal stresses) and 70±20 µm (shear stress). The measured
MIRS show a similar behavior, except that the first measured normal RS is compressive
and the MIRS are driven deeper into the material. The experimental MIRS reach 0 MPa at
about 230±20 µm. The simulated MaxRS in y-direction and its depth are on a similar level
compared to measurements. MaxRSyy of the simulation is -180±124 MPa at 30 µm compard
to -140±23 MPa at 50 µm in experiments. The simulated RS in x-direction are smaller
in magnitude. The simulated MaxRSxx is -50±76 MPa at a depth of 50 µm compared to
-136±24 MPa at a depth of 50 µm in the experiments. The behavior of different MaxRS
for y- and x-direction could be explained by the forces, which also show differences in their
maximum magnitude (see section 3.4.2). In addition the simulated forces in y-direction
match measured forces better than in x- direction. The simulated shear RS are lower in
magnitude with MaxRSxy -31±42 MPa at 30 µm compared to measurements -49±12 MPa
at 25 µm. It is noticeable that the standard deviations (STD) of the simulated MIRS are
high, especially for shallow depth smaller than 50 µm. The STD of the first extracted depth
(10 µm) is the biggest, because the majority of the elements of the first layer were deleted.
The few remaining ones were not deleted properly during the first cut, leaving distorted
elements behind. This resulted not only in a high STD, but also in an area of high tensile RS
near the surface (see Fig. 12). That means that the RS of the first extracted point are not
representative and will be excluded for further use in section 3.4.1. The reason for the high
STD of the following depth layers is the inhomogeneous distribution of RS (see Fig. 12) in
the cutting area due to the influences of boundary conditions and chip formation process [36]
(see Fig. 12). The differences between simulation and experiment might be explained by
the absence of the run out of the tool (movement of the tool over the milled surface) in the
simulation, which does not happen because only one rotation of the tool is simulated. This
also leads to the undesirable effect that the stress analysis area is close to the workpiece
edges. Also, the effect of multiple machining passes in orthogonal feed direction on the MIRS
is not covered by the simulation. Furthermore, the material behavior and friction modelling
is based on literature values, which might not be accurate for the used material. Besides the
mesh, the stable time increment and boundary conditions could influence the results.

In general, it can be stated that the typical depth profile with compressive RS is represented
by the simulation on average. Especially the profile of shear RS and the depth of MaxRS
agree well with measured data. Differences are found for the MaxRS and for the thickness of
the RS layer with measured data.

iPMVM 2020
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Figure 12 Deformed workpiece with residual stress distribution σyy.

3.4 Distortion analysis
The distortion analysis is divided into two sections. First the distortion of the simple wafer
geometry is analyzed and discussed. After that, the distortion of the more complex feature
geometry is investigated. For both geometries, the 3D linear elastic FEM model is first
validated by using the measured residual stress data as an input and comparing the results
to measured distortion. Next the MIRS from the cutting simulation are used as an input to
analyze how the differences of MIRS from the cutting simulation compared to the measured
MIRS effect the distortion prediction.

3.4.1 Wafer distortion analysis
Figure 13 shows the color maps of the measured wafer distortion at the bottom (extracted
from sample ID 2) and the wafer distortion predicted by the linear elastic FEM model using
the averaged MIRS from hole drilling measurements and the left over low IBRS as an input.
The color maps mimic looking down at the top milled surface with positive distortion in
the z-direction (into the surface). The machined surface becomes convex (∩-shaped) due to
the compressive MIRS at the top milled surface. Its maximum distortion is found at the
top left (0 mm, 0 mm) and bottom right corner (25 mm, 25 mm). This kind of twisted
distortion is due to the shear RS, which cause a torsional moment in addition to the bending
moment caused by the normal RS [2, 7]. Therefore, mainly the shear RS are responsible for
the maximum distortion on this diagonal. The contour plots of the measured and simulated
distortion match. Both show the previously described convex-shaped distortion on a similar
level. The line plots in Fig. 13 represent the distortion on the two diagonals and highlight,
that the maximum distortion of the experiment is not fully achieved by the simulation.
82 % of the maximum distortion found on the diagonal \ is reached by the simulation. The
differences in distortion might be explained by the measurement inaccuracies of the HD
technique and the RS induced by the EDM cutting, although the cutting parameters were
chosen to minimize the stress induced during cutting.

In general, it can be concluded that this simulation type is able to predict the distortion
of simple flat geometries due to MIRS from milling and left over IBRS with a good accuracy.

Figure 14 shows the measured distortion of the wafer compared to the predicted distortion
when using the MIRS from the cutting simulation instead of the hole drilling data and the
measured left over low IBRS. It can be seen that the simulated distortion shape is convex
as well, but with lower magnitude and a rotated shape of the low distortion region at the
center compared the to the measured distortion. The maximum distortion still is found on
top left (0 mm, 0 mm) and bottom right corner (25 mm, 25 mm). But now only 33 % of
the maximum measured distortion is reached by the simulation. The lower magnitude of
distortion could be explained by the lower magnitude and penetration depth of simulated
MIRS from the cutting simulation compared to experimental data (see Fig. 11). The reason
for the rotated distortion behavior is the difference of the magnitude of simulated normal
MIRS (MaxRSyy = -180 MPa and MaxRSxx = -50 MPa).
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Figure 13 Measured and simulated wafer distortion with measured MIRS as input for simulation.

Figure 14 Measured and simulated wafer distortion with MIRS from cutting simulation as input.

3.4.2 Feature distortion analysis
Figure 15 shows the comparison of the measured distortion of the feature sample (at the
backside) and the predicted distortion of the linear elastic FEM model due to the measured
MIRS and low left over IBRS. The color maps mimic looking down at the milled surfaces
of the pockets with positive distortion in the z-direction. Similar to the wafer distortion
the maximum distortion can be found near the top left (0 mm, 0 mm) and bottom right
corner (200 mm, 98 mm). In contrast to the wafer distortion the lowest level is not in the
middle of the sample, which results in a X-shaped distortion. This is because of the more
complex geometry of the feature sample with one rib and walls, which improve the stiffness
of the geometry. Overall, the simulation is able to predict the shape of distortion, although
it overestimates the maximum distortion in the corners by 132 % of the measured value (see
Fig. 15). The differences in the measured and predicted distortion might be because only the
MIRS at the bottom surface of the pockets and the left over IBRS are considered. Whereas
in reality the machining of other surfaces such as the backside (step 2) or side walls (step 5)
of the feature sample also induce low RS, which contribute to part distortion.

Figure 16 shows the measured distortion of the feature sample (at the backside) compared
to the predicted distortion when using simulated MIRS and the measured left over low IBRS.
Similar to the wafer distortion it can be stated that the MIRS from the cutting simulation
as input lead to lower distortion than in reality (mind different scales in Fig. 16). Only 41 %
of the maximum distortion found on the diagonal \ is reached by the simulation. But in
general the simulated shape of distortion matches the experiments.

iPMVM 2020
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Figure 15 Measured and simulated feature distortion with measured MIRS as input.

Figure 16 Measured and simulated feature distortion with MIRS from cutting sim. as input.

4 Conclusion and Outlook

The 3D, dynamic, elastic-plastic cutting FEM model was able to predict forces, temperatures
and the MIRS profile with moderate accuracy. The depth profile of the MIRS with its typical
square root-shape and the level of RS in general could be predicted qualitatively. But it also
showed big deviations from reality in the form of lower penetration depth and lower values
of the MaxRS (except in y-direction).

The linear elastic FEM model was able to predict the part distortion for simple (wafer)
and more complex (feature) geometries qualitatively when using the measured MIRS and the
left over low IBRS as input. In order to improve the simulation, MIRS at different surfaces
need to be considered.
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When combining both simulation models, the part distortion due to the simulated MIRS
could not be predicted correctly, yet. Although the shape of distortion matches qualitatively,
large deviations on the level of distortion are found, because of the deviations from the
simulated MIRS from reality. This shows, that accurate MIRS are critical when used to
predict distortion due to milling. Therefore, the cutting simulation needs some improvements.
For example a finer resolution of the mesh, not only in the cutting zone, and the simulation
of multiple tool rotations, to create a bigger MIRS analysis area and consider the run out
of the tool, are necessary and will be investigated in future works. Furthermore, a deeper
investigation on the used material models, e.g. a material flow stress curve optimization
analysis similar to the approach presented by Eisseler et al. [4] could help to improve
the results. Besides, the influence of the stable time increment, boundary conditions and
friction model need to be investigated in detail. Moreover, the effect of different machining
parameters used as an input for the cutting simulation on the MIRS and their distortion will
be investigated.
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Abstract
Using molecular dynamics simulation, we perform nanoindentation simulations on a Ni-graphene
model system, in which a graphene flake coats the grain boundary of a Ni bi-crystal. Material
strengthening or weakening by inclusion of graphene is discussed with the help of the force needed
to indent to a specified depth. By varying the depth of the graphene flake with respect to the
indentation depth we identify the distance up to which graphene influences the indentation behavior.
In addition, we vary the details of the modeling of the graphene flake in the matrix metal and
determine their influence on the performance of the nanocomposite. Our results indicate that the
modeling results are robust against variations in the modeling of the graphene flake.
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1 Introduction

Nanoindentation is a well-established tool for studying the strength of materials [4, 1].
Molecular dynamics simulation has been frequently employed to investigate the processes
occurring under nanoindentation with atomistic detail [21, 20]. In ductile materials, it allows
in particular to monitor the generation of dislocations during the indentation and their
subsequent propagation into the material as well as dislocation reactions, annihilations or
interactions with interfaces.

Recently, nanocomposite materials – and here in particular graphene-metal nanocom-
posites – came into the focus of research [5]. This class of materials uses graphene with its
high in-plane elastic modulus and yield strength as a strengthening filler component in a
metal matrix [19, 32, 28, 30]. For the understanding of plastic processes in this composite
material, the interaction of dislocations with graphene flakes is relevant. Indeed, a number of
simulation studies investigated this interaction. They found that as a rule graphene blocks
the penetration of dislocations, thus increasing the density of dislocations near the indenter
[14, 12, 3, 22]. However, the graphene interface may also absorb dislocations which eventually
results in a wrinkling of the graphene layer [25].
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Figure 1 Left: Schematic setup of the bi-crystal used. The lower (purple) and the upper (yellow)
Ni block are separated by a twist grain boundary with twist angle θ. In the grain boundary, a
graphene layer (brown) is inserted. The Ni blocks have (111) surfaces. Right: Position of the
indenter (red) at the beginning of the simulation and sizes of the simulation system.

In this paper, we will focus on Ni as matrix metal. Ni is a prominent matrix material and
has been used in a variety of both experimental and computational studies of Ni-graphene
nanocomposites [2, 11, 10, 15, 31, 16, 27, 25]. (111) surfaces of fcc metals have the same
symmetry as graphene, and indeed often this is the preferred orientation of the metal-
graphene interface [11]. However, because of the lattice mismatch between Ni and graphene,
the interface is incoherent.

Recently, the hardness of Ni(100)-graphene [25] and Ni(111)-graphene [26] composites was
studied in detail. As a model case, one may consider a Ni bi-crystal whose grain boundary is
coated by a graphene flake. For this case, it could be concluded that the ideal Ni crystal is
the hardest. Grain boundaries weaken it, in particular those with an incoherent and weak
(i.e., high grain-boundary-energy) interface. The inclusion of graphene does not harden the
composite, since (i) graphene is loaded perpendicular to its strong direction; (ii) it is opaque
to dislocation slip, and dislocation absorption at the interface weakens the material; (iii) as
soon as dislocations nucleate also in the lower Ni block, the indentation force is reduced.
When the tip touches the graphene, it may result in interface failure, reducing the composite
hardness. So in total, graphene addition does not strengthen the material in this model
scenario.

In the present paper, we study to what extent details of the atomistic modeling affect the
performance of the Ni-graphene interface in nanoindentation. To this purpose, we vary the
exact positioning of the interface – both the depth of the graphene flake, its lateral position,
and the orientation of the flake with respect of the Ni matrix – and study its influence on
the nanoindentation. In addition, we also study how the interaction between graphene and
Ni influences the results.
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2 Simulation method

We use a Ni bi-crystal as simulation system, see Fig. 1. It has a (111) surface and contains a
twist grain boundary. Two twist angles are studied in this work, θ = 60◦ and 30◦. From a
study of the grain boundary energy [17], is known that the 60◦ grain boundary is strong,
while the 30◦ grain boundary is weak. The upper block has a height h which is taken to be
3, 5, and 8 nm. The entire Ni system has a a height of 30 nm and lateral extensions of 42
nm, containing approximately 4.9 million atoms.

A graphene flake of square shape is introduced into the grain boundary. It has a side
length of 34 nm and is aligned with the lattice of the lower Ni block.

Structures containing graphene in the grain boundary will be denoted as g (graphene)
systems, while elemental Ni systems will be denoted as hm (homointerface) systems.

We use the Mishin potential [13] to model the Ni-Ni interactions and the AIREBO
potential [23] for the C-C interactions. The interaction between Ni and C is modeled by a
Lennard-Jones potential according to Ref. [7].

The indenter is modeled non-atomistically as a spherical tip of radius 5 nm. It interacts
with the substrate atoms via a repulsive potential according to the recipe of [8]. During the
simulation, the indenter moves with a velocity of 20 m/s into the workpiece to a depth of 5
nm.

For each system, we perform 5 individual indentation simulations which differ from each
other by the exact positioning of the indenter; it was moved in lateral direction randomly to
another position by around ± 2 Å. Data shown are averages over these 5 simulations, unless
specified otherwise.

In the Appendix 5, we also study how the orientation of the graphene flake with respect
to the indentation direction influences the indentation process. For this purpose, graphene
flakes oriented parallel to the indentation direction are introduced in the substrate.

The simulations are performed with the open-source code LAMMPS [18] using a constant
time step of 1 fs.

3 Results

3.1 Influence of the depth of graphene
We display in Fig. 2 the forces exerted on a Ni-graphene composite during indentation to a
depth of 5 nm. Three different depths of the graphene flake are compared with each other:
(i) 3 nm – here the indenter touches the flake during indentation; (ii) 5 nm – here the flake
is only touched at the deepest point of indentation; (iii) 8 nm – the indenter never touches
the flake. Note that the figure shows averages over 5 simulations, since it is known that
individual indentation events – differing by the exact indentation point – may vary from
each other due to the statistical nature of dislocation generation and movement [26].

Results are shown in Fig. 2b for two different grain boundaries: for a strong grain
boundary – the 60◦ twist grain boundary – in Fig. 2a and for a weak grain boundary – the
30◦ twist grain boundary. We first discuss the data for the strong grain boundary, Fig. 2a.
Apart from statistical fluctuations, the data show astonishingly little difference. In particular,
when the indenter touches the interface for the h = 3 nm flake, the curves remain unaffected.
Only at depths > 3 nm, after the indenter touched the interface and starts bending down
the graphene flake, the force required for indentation for the h = 3 nm flake is largest. The
force-depth curves for the graphene flakes positioned deeper inside the Ni matrix, 5 and 8
nm, show no differences.
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Figure 2 Force-depth curves for indentation in a Ni bi-crystal containing a (a) 60◦ and (b) 30◦

twist grain boundary coated with graphene. Data are shown for three different depths h (3, 5, and 8
nm) of the grain boundary.
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The results are similar for the the weak 60◦ twist grain boundary, Fig. 2b. Again the
indentation forces required for graphene flakes positioned at various depths are quite similar
to each other. Only for the shallowest flake, situated a 3 nm, a strong increase in force
is seen at the indentation depth of 4 nm, after the indenter touched the flake. A detailed
analysis of the plastic processes inside the sample [26] shows that the peak is caused by stress
increase immediately before dislocations are generated in the lower Ni block; the generation
of plasticity then partially relieves the stress.

For both bi-crystal systems, a systematic influence of the graphene depth shows up at the
position of the first load drop, at around 0.8 nm. This load drop is caused by the emission of
dislocations due to the high stresses caused by the indenter; the creation of these defects
partially releases the stress and leads to the load drop. However, the created dislocations
already touch the flake in the case the shallowest flake situated at 3 nm depth; this leads to
the smaller indentation force in this case.

We conclude that the exact positioning of the graphene flake beneath the indenter has
only a small influence on the force of the indenter. Only when the indenter touches the
graphene, and at the initial load drop, when dislocations are generated, the exact position of
the flake is relevant.

3.2 Influence of graphene size and orientation
The graphene flake used up to now had a square shape of side length 34 nm, and was aligned
with the (111) surface of the lower Ni block. In the following we will focus on the Ni bi-crystal
containing a 60◦ twist grain boundary at a depth of 3 nm, and will denote this setting as
the “standard case”. In Figs. 3 and 4, we vary the size and exact positioning of the graphene
flake and study its consequences on the indentation force. The “standard case” simulations
are included in these plots as a reference; individual results are shown in order to allow to
asses their variance.

Fig. 3a gives an example of how the indentation force varies, if the lateral position of
the graphene flake is slightly changed by ± 2 Å. Note that due to the lattice mismatch
between graphene and the Ni(111) surface of 2.9 %, the graphene lattice is incongruent
with the Ni(111) surface and so there is no “optimum” lateral positioning (on the atomic
scale) which minimizes the interaction energy. However, this figure shows us that a different
lateral graphene position does not change the response of the composite to indentation in
any statistically relevant manner.

Fig. 3b studies a second issue, namely the orientation of the graphene flake. In the
standard case, we assumed that the flake is oriented with respect to the lower Ni block. We
now introduce a misorientation of 30◦; this corresponds to a maximum misorientation, since
for a rotation by 60◦, the flake would be aligned with the upper Ni block. Again, the figure
shows no statistically relevant effect on the indentation force. This may appear surprising
since the graphene flake is now misaligned both with respect to the upper and the lower Ni
block. However, since the interface is incoherent anyway, even a rotation of the graphene
flake does not disturb the performance of the interface under indentation.

Finally, we investigate the influence of the size of the flake on the force-depth curves. On
the one extreme, we expanded the flake laterally infinitely, thus mimicking a macroscopically
large graphene sheet. This was achieved by extending the graphene flake to the edges of the
simulation volume and using laterally periodic boundary conditions. As Fig. 4a shows, the
results are statistically indistinguishable from a finite flake of side length 34 nm. Only when
the indenter touches the flake, the “infinite” sheet shows a higher resistance, as demonstrated
by its increased force. This is because bending of the interface – which has to occur after the
indenter touched the interface, since the graphene is too strong to tear – is more difficult for
the larger flake.
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Figure 3 Force-depth curves for indentation in a Ni bi-crystal containing a 60◦ twist grain
boundary coated with graphene. Results are shown for a flake (a) with varied lateral position, (b)
rotated by 30◦, (c) with laterally infinite size, as mimicked by periodic boundaries, and (d) for a
smaller flake of edge length 10 nm. Simulation data are compared to individual indentation results
of the standard case.
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Figure 4 As in Fig. 3, but for a flake (a) with laterally infinite size, as mimicked by periodic
boundaries, and (b) for a smaller flake of edge length 10 nm. Simulation data are compared either
to individual indentation results of the standard case (a), or with averages of the results of standard
cases (b).
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Figure 5 Force-depth curve for indentation into a 60◦ grain boundary at 3 nm depth coated by
graphene. The results of a changed Ni-graphene potential are compared to individual indentation
results for the standard case.

On the other hand, we decreased the size of the flake to only 10 nm × 10 nm. Here, the
simulation (Fig. 4b) shows a hardening as compared to the standard flake size of 34 nm, but
the hardening does not quite reach the values of the pure Ni sample. The general decrease
of the force – compared to the pure Ni case – before the indenter touches the graphene is
caused by the absorption of dislocations in the interface [25, 26]. A smaller flake can absorb
only fewer dislocations such that with decreasing size of the graphene flake, the results
continuously converge to those of the case of elemental Ni. After the indenter touched the
interface, at around 4 nm indentation depth, we see a force maximum followed by a sharp
decrease, which is reminiscent of the behavior of the 30◦ twist boundary, see Fig. 2b. This
occurs because dislocations start nucleating in the lower Ni block and release the stress that
has built up.

We conclude that the exact positioning of the graphene flake and its orientation do not
alter the performance of the composite during indentation, since the quality of the incoherent
interface cannot deteriorate further. On the other hand, its size matters to some extent.
Smaller flakes show increased strength, since less dislocations are absorbed in the interface.
Larger flakes, however, only show changes when the indenter touches the interface; they then
appear harder since graphene bending is rendered more difficult. This demonstrates that our
size of 34 nm was chosen well for studying the effects of large flakes under indentation.

3.3 Influence of the Ni-graphene interaction potential
The interaction between graphene and the surrounding metal is usually modeled by a simple
Lennard-Jones (LJ) potential [7, 2, 10, 16, 29],

V (r) = 4ε

[(σ

r

)12
−

(σ

r

)6
]

. (1)
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This simple interaction presumes that all covalent bonds within graphene are saturated such
that the C atoms will only have van-der-Waals interactions with the surrounding metal. We
follow here the argumentation of Huang et al. [7] that the C-Ni interaction is at least one
order of magnitude smaller than that of the Ni-Ni interaction. This paper recommends the
LJ parameters ε = 23.049 meV and σ = 2.852 Å.

We now study the sensitivity of our results towards changes in the potential parameters
for the Ni(111) surface. Indeed, several ab-initio calculations studied the complexities of
the Ni-graphene interaction. Khomyakov et al. [9] find that the interaction involves the
formation of chemical bonds that induce hybridization between graphene pz states and
metal d states. Tavazza et al. [24], using DFT calculations of the interaction of a C tip
to a Ni surface, calculated a LJ potential [24] with ε = 200 meV and a length parameter
of σ = 1.514 Å. This potential actually implements a strong covalent NiC bond; the atom
distance (21/6σ = 1.70 Å) is close to that of a NiC dimer, 1.62 Å. We use this potential
as an extreme case to illustrate the consequences of strong bonding, even though it will be
unrealistic for a Ni-graphene sheet interaction.

The results for the changed Ni-C interaction are shown in Fig. 5. We see that before
the tip touches the graphene, the force is not affected by the changed potential. However,
upon direct contact, the indenter force strongly rises. This occurs, since the covalent strong
interaction between Ni and graphene effectively increases the stiffness of the graphene sheet
and requires a stronger force of the indenter to bend it. This result is in agreement with
previous results [25] for the Ni(100) surface which showed that while an increase of the
bond strength does not change the indentation behavior, a decrease of the length parameter
lets the indentation force increase, since then the repulsive part of the Ni-C Lennard-Jones
potential can transfer larger forces.

We conclude that even strong bonds between graphene and Ni – which might occur in
a situation where graphene is highly defective, since graphene edge atoms might develop
covalent bonds to the metal – change the hardness of the composite only when the indenter
touches the graphene. Then the strong bonding adds to the out-of-plane stiffness of graphene
and thus to the hardness of the composite.

4 Conclusions

We studied nanoindentation into a Ni bi-crystal containing a graphene sheet. We obtained
the following findings.

1. The depth at which the graphene flake is positioned has surprisingly little effect on the
indentation force. However, when the indenter touches the flake, the indentation increases
due to a stress increase caused by the difficulty to nucleate dislocations in the lower Ni
block. Also at the initial load drop, when dislocations are generated, the exact position
of the flake is relevant.

2. Since the Ni-graphene interface is incoherent, small changes in the exact (atomic-scale)
lateral positioning of the flake, and even rotations with respect of the orientation of the
Ni(111) lattice have negligible effects on the indentation behavior.

3. When graphene flakes are smaller in size, the indentation force approaches that of
the elemental Ni crystal; the effect of graphene diminishes. On the other hand, if a
graphene sheet with periodic boundary conditions is used – so as to approximate a flake
of macroscopic extension – the indentation force increases as soon as the indenter is
touched, since bending of the graphene becomes more difficult.
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Figure 6 Force-depth curves for indentation in a Ni crystal containing vertical graphene flakes.
Data are shown for three different systems: pure Ni, Ni containing 2 graphene flakes and Ni containing
5 graphene flakes.

4. In simulations, usually a pairwise interaction potential between the C atoms of the
graphene flake and the Ni atoms is assumed, which models van-der-Waals-like interactions.
When changing the potential to a stronger covalent-like bonding, indentation results
are only affected when the indenter touches the graphene. The composite then appears
harder, since bending of the graphene flake requires higher forces.

5 Vertical orientation of the graphene

In the present study as well as in previous computational work [2, 11, 31, 29, 6, 25, 26], the
graphene flake is oriented parallel to the substrate surface and thus perpendicular to the
indentation direction. However, it might be expected that the orientation of the graphene
plane with respect to the indentation direction exerts a strong influence on the mechanical
behavior. In order to study this influence, we investigate in this Appendix the extreme case,
where the graphene flakes are oriented parallel to the indentation force and thus perpendicular
to the surface. We simulate two scenarios: two graphene flakes placed at a distance of 20
nm positioned symmetrically such that the indenter does not touch them, and five graphene
flakes at a distance of 5 nm positioned such that the indenter touches one of them at deepest
penetration. The graphene flakes are embedded in single-crystalline Ni; they do not reach
the surface, but end sufficiently far from the surface that the indenter touches them only at
full penetration.

Fig. 6 displays the force-depth curves of these systems and compares them to the case
of pure Ni. The effect of the flakes on the force evolution is indeed minor. In particular,
the 2-flakes system shows a behavior that is – apart from the noise that is generated by the
statistical fluctuations of dislocation generation – quite close to that of the pure-Ni system.
The 5-flake system appears to be somewhat weaker than the others. This weakening is
already seen quite early, at indentation depths below 1 nm; here the presence of graphene
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allows for an easier nucleation of dislocations. Since dislocation generation releases the stress
in the sample, the force acting on the indenter decreases. At larger indentation depths, when
dislocations may glide easily along the flakes away from the indenter, the force in the 5-flake
case is slightly smaller (in average) than in the other cases.

A detailed inspection of the simulation results shows that the dislocation network generated
by the indentation is constrained laterally by the graphene flakes; however, the depths reached
by the dislocations are similar in all cases, since dislocation propagation into the crystal
interior is not blocked by graphene in this geometry. Dislocations are not repelled by the
flakes but may extend to them resulting in lateral displacements of graphene atoms similar
to what was described earlier in the literature [25]. In addition, the Ni dislocations can easily
glide along the graphene flakes downward in the course of the indentation. Thus, while the
flakes hinder the lateral expansion of the dislocations from their point of generation near the
indenter, the dislocations may move freely downward and thus release the stress build-up
by the indenter. This feature explains the negligible influence of the graphene flakes on the
force-depth curve, Fig. 6, in this orientation.

We conclude that the vertical arrangement of graphene flakes only little influences the
indentation behavior of Ni, and leads to only a slight weakening of the sample. This is caused
by the fact that Ni dislocations – once they got attached to the flakes – can glide easily
along them. Thus the effect of graphene on the indentation behavior in this geometry is even
smaller than with the flakes oriented perpendicular to the indentation direction, where the
flakes are able to block the dislocation propagation towards the material interior.
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Abstract
Machining is one of the most common and versatile manufacturing processes in industry, e.g.
automotive industry and aerospace industry. But classical numerical methods such as the Finite
Element Method (FEM) have difficulties to simulate it, because the material undergoes large
deformations, large strain, large strain rates and high temperatures in this process. One option to
simulate such kind of problems is the Particle Finite Element Method (PFEM) which combines the
advantages of continuum mechanics and discrete modeling techniques. In this study we develop the
PFEM further and call it the Adaptive Particle Finite Element Method (A-PFEM). Compared to
the PFEM the A-PFEM enables insertion of particles and improves significantly the mesh quality
along the numerical simulation. The A-PFEM improves accuracy and precision, while it decreases
computing time and resolves the phenomena that take place in machining. Because metal cutting
involves plastic deformation we resort to the J2 flow theory with isotropic hardening. At last some
numerical examples are presented to compare the performance of the PFEM and A-PFEM.
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1 Instruction

Machining is a subtractive manufacturing process. Material is removed from a workpiece by
a machining tool to obtain a desired shape. It is the most common and versatile manufacture
processes in automotive and aerospace industry. The experimental approach to study this
process is very expensive and time consuming. Therefore, numerical simulations seem to be
another option. The most widely used numerical method for solving problems of engineering
is the Finite Element Method (FEM) [4], which is appropriate for modelling of complex
material behaviour but problematic for large configurational changes. That is because the
result of the FEM is highly dependent on the quality of the mesh [15]. In machining process
the material undergoes large deformations and large configurational changes. If we use a
Lagrangian formulation, the mesh moves with the material and the elements become so
distorted that some elements may have negative Jacobian and the numerical simulation
breaks down [7]. A possible alternative is using meshless methods such as molecular dynamics
(MD) and material point method (MPM), which are suitable for simulation of problems with
large configurational changes, but the main disadvantage is that they are computationally
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expensive for large length and time scales. The Particle Finite Element Method (PFEM)
which was first applied for problems with liquid solid interaction combines the benefits of the
FEM and the meshless methods [5]. During the simulation by using the PFEM the boundary
is repeatedly detected by the α–shape method, which is appropriate for the simulation of
cutting process. The domain is continuously remeshed, which make simulations with large
configurational changes possible [11]. But PFEM still has some difficulties in machining
simulations. In most PFEM simulations the number of the particles is fixed along the
simulation, that gives rise to dense distribution of particles in some regions meanwhile sparse
distribution of particles in other regions. The reported situation generates low quality of the
finite elements and in some cases spurious holes. To improve the PFEM an Adaptive Particle
Finite Element Method (A-PFEM) is introduced, which enables insertion of particles where
the elements become too large during the simulation. Moreover a node to surface strategy is
applied to solve the contact problem in this work, so near the tool tip some elements may
overlap with the tool. This kind of elements should be removed.

The outline of this work is as follows. In section 2 an overview of the PFEM is illustrated.
An improved PFEM called A-PFEM is introduced. In section 3 the constitutive model
used in this work is explained. In the last section a couple of numerical simulations are
demonstrated to show the efficiency of the proposed method.

2 Particle finite element method (PFEM)

The PFEM initially implemented for fluid mechanics problems is also a powerful tool for
simulation of solid mechanics [12]. For PFEM an updated Lagrangian approach is applied to
track the motion of the particles and a remeshing technique is used to overcome the problem
of mesh distortion [8]. An overview of the PFEM is illustrated in Fig. 1. The computational

Figure 1 Operations in a standard PFEM algorithm.
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domain is represented by a cloud of particles, which carry the physical quantities such as the
deformation gradient, plastic deformation gradient and hardening variables. Different color
of particles means different value of the physical quantities. The boundary of the particles is
identified by using the so called α-shape method [2], that we will elaborate in the following
subsection. For the FEM calculation we still need a finite element mesh. In this work we
use the program triangle [13] to mesh the domain and the finite element programme FEAP
[14] to solve the finite element problem. After that we update the particle position by using
the result of the displacement obtain from the FEM calculation and project the physical
quantities from the Gauß points to the particles for the next time step.

2.1 Alpha shape method
One of the key technique in the PFEM is the α-shape method, which stems from the field of
computational geometry [3]. There are two versions of the α-shape method. We name them
α-shape method 1 and 2 respectively for the following. For α-shape method 1 let S be the
set of the particles defining the domain and hmin is the smallest distance between any two
particles in S. For every pair of particles in S there may be two circles with radius αhmin

that intersect both particles. If there is at least one of the both circles empty, i.e. no other
particles are located within the circle, the two particles form a boundary segment. Here α

is the crucial parameter which controls the shape of the detected boundary. For a uniform
distribution of particles the value of α between 1.1 and 1.5 provides a good estimation of
the boundary [12]. An example of this kind of α-shape method is illustrated in Fig. 2. The

Figure 2 α-circles and the detected boundary.

problem of the α-shape method 1 is that the particles cannot keep uniform distribution along
the machining process. Some particles move to each other, so that hmin tends to be zero.
Therefore if the above α-shape method is adopted in the PFEM, the particles should be
uniform distributed at the initial state and the hmin is only calculated once at the first time
step and keep it invariant during the following simulation [13]. This version of the α-shape
method may work in the PFEM, but the smallest distance hmin lost its meaning after the
first time step.
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Whereas in the α-shape method 2 the detected shape depends locally only the particles
surrounding it [10]. That means for this version the particles don’t need to be uniform
distributed. For that we use the Delaunay triangulation to mesh the particles first and remove
the unnecessary triangles for obtaining the shape of the particles. This can be achieved as
following. For every element e let he be the smallest distance of two particles in element
e and re be the radius of the circumcircle of the element e. For every node n let hn be
the mean value of he for all element surrounding this node. The distortion index αe of the
element e can be defined as

αe = re

have
, (1)

where have is the mean value of hn for element e. For all elements if αe > α it will be
removed, here α is the crucial parameter. An example of the α-shape method 2 is shown in
Fig. 3.

Figure 3 The steps in α-shape method 2.

2.2 Adaptive particle finite element method (A-PFEM)
The PFEM is a powerful tool thanks to the repetitive boundary detection and remeshing
procedure, but still has difficulties in the numerical simulation of metal cutting process. It
is impossible to avoid the presence of poor quality elements, that means the elements have
small aspect ratios, and in some cases artificial holes appear as shown in Fig. 4. That is
because keeping the same number of particles along the numerical simulation results in a
nonuniform distribution of particles. In some regions the distribution becomes very dense
meanwhile in other regions it becomes very sparse.

To overcome this difficulty the Gauß point can be inserted as a new particle in elements
which become too large, that means if the area of a element is larger than µ times the
initial area of this element a Gauß point will be inserted. In this work we set µ = 1.03.
The information of the new inserted particles can be approximated by interpolation of the
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Figure 4 Artificial hole and low quality elements from a standard PFEM simulation.

surrounding particles. For simplicity the internal variables for the new particles are the
internal variables available at the old Gauß points from solving the FEM problem in the last
time step.

To solve the contact problem we use a node to surface strategy. So we shall especially
pay attention to the nodes near the tool tip. It may occur that an element overlaps with the
tool. For that we check every element. If 2 nodes of a element locate on the boundary of
the tool and its centroid locates inside the tool, this element will be removed. In summary,
comparing to the PFEM the A-PFEM removes bad elements after the mesh generation and
inserts adaptively new points after the FE calculation in every time step.

3 The constitutive model

Nonlinear plasticity plays a key role in metal cutting. In this work we introduce a phenomen-
ological plasticity model namely J2 flow theory with isotropic hardening [6]. Furthermore,
it is assumed that plastic flow is isochoric in accordance with the standard assumption in
metal plasticity. For plasticity a multiplicative decomposition of the deformation gradient

F = FeFp (2)

was first introduced in [9], where Fe and Fp are the elastic and the plastic part, respectively.
A stored-energy function is given by

W (Je, b̄e) = U(Je) + W̄ (b̄e) (3)

with the volumetric part U(Je) and the deviatoric part W̄ (b̄e) defined by

U(Je) = κ

2 [12(Je2 − 1) − lnJe] and W̄ (b̄e) = 1
2µ(tr[b̄e] − 3), (4)

where Je = det[Fe], b̄e = Je− 2
3 FeFeT . Here κ and µ are shear modulus and the bulk

modulus, respectively. From Eq. (3) the Kirchhoff stress tensor τ is derived as

τ = Jep1 + s, (5)
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with the Kirchhoff pressure p and the deviatoric component of the Kirchhoff stress tensor s
defined as

p = U ′(Je) = κ

2 (Je − 1
Je

) and s = dev[τ ] = µdev[b̄e]. (6)

The yield condition, the associate flow rule and the isotropic hardening law, respectively,
take the form

f(τ , α) = ∥dev[τ ]∥ −
√

2
3 [σY + Kα], (7)

d
dt

{
C̄p−1}

= −2
3γ tr[be]F−1nF−T , (8)

α̇ =
√

2
3γ, (9)

where n := s
∥s∥ , σY denotes the initial yield stress, K the isotropic hardening modulus, α

the hardening variable, C̄ the volume-preserving part of the right Cauchy-Green tensor C,
and γ the flow rate, which can be derived from the Kuhn-Tucker conditions and consistency
condition:

γ ≥ 0, f(τ , α) ≤ 0, γf(τ , α) = 0, (10)

γḟ(τ , α) = 0 if f(τ , α) = 0. (11)

4 Numerical examples

In this section we show the performance of numerical methods introduced in the previous
sections. All the following simulations are based on a cutting process for a material with
Young’s modulus E = 210 GPa, Poissons ratio ν = 0.3, initial yield stress σY = 450 MPa and
hardening modulus K = 129 MPa. The above parameters are used to mimic steel. In this
cutting process the tool is fixed and the workpiece moves towards the tool [1]. For simplicity
we let the cutting tool be a rigid body and there is only normal contact between tool and
workpiece. A contour plot of the normal stresses σxx will be illustrated. In the FEM we use
a linear 3-node triangle element.

4.1 PFEM with two different α-shape method
First we use the PFEM with α-shape method 1 and 2 respectively and only focus on the
quality of the mesh. In Fig. 5 it can be observed that a “sawtooth” formed by using the
α-shape method 1 and a hole formed by using α-shape method 2. The first phenomenon
occurs because the radius of the α-circles is only defined for the initial state and too small
for some later iterations. The second phenomenon happens because the local information
around the hole is not correct. Besides it can be obviously seen in both examples that there
are a lot of poor quality elements that have very small aspect ratio, inside the chip. Both
methods can be made valid by inserting new particles in the appreciate positions along the
simulation.
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a) b)

Figure 5 PFEM simulation using a) α-shape method 1 and b) α-shape method 2.

4.2 A-PFEM with two different α-shape method
We use the A-PFEM with α-shape method 1 and 2 respectively. A normal stress σxx is
plotted. As illustrated in Fig. 6 high compressive stresses occur in front of the cutting
tool. Comparing to the previous numerical examples both the “sawtooth” and the the hole

a) b)

Figure 6 σxx stress using A-PFEM with a) α-shape method 1 and b) α-shape method 2.

don’t appear. The elements with small aspect ratio also never show up due to the adaptive
insertion of the particles. We also plot the volume of the workpiece with respect to the
time step. The initial volume is 4.95. Since the workpiece has constant density, Fig. 7 shows
the mass conservation for both methods.

Figure 7 Workpiece volume during the A-PFEM simulation with α-shape method 1 and 2.

4.3 Comparison of PFEM and A-PFEM
We want to compare the performance of the PFEM and the A-PFEM from various aspects.
For this purpose we start the cutting simulation by using the A-PFEM with much fewer
particles as the simulation by using the PFEM. The normal stresses are plotted. Fig. 8 shows
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a) b)

Figure 8 σxx stress using a) PFEM with refined discretisation and b) A-PFEM with coarse
discretisation.

that the derived contour of both method are almost the same apart from the “sawteeth” in
Fig. 8a). In Fig. 8b) it can also be observed that the inserted particles are mainly placed
where the cutting process occurs and the aspect ratios of the elements in A-PFEM are
obviously much smaller. Fig. 9a) shows a plot of the cutting forces of PFEM and A-PFEM.
Fig. 9b) shows the computation time of PFEM and A-PFEM. Their cutting forces meet each
other but the computation time by using the A-PFEM is much shorter. That is because
fewer particles lead to fewer elements, and fewer elements mean a faster solution of the FEM
problem, which requires most of the computation time in the simulation. In the example
with A-PFEM 717 particles and 1274 elements are used comparing that 2191 particles and
4146 elements in the example with PFEM.
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Figure 9 Comparison of a) the cutting force and b) the computation time.

5 Conclusion

An improved particle finite element method (PFEM) called adaptive particle finite element
method (A-PFEM) is established in this work. In contrast to the PFEM the A-PFEM inserts
new particles adaptively along the numerical simulation. In the A-PFEM the distribution of
particles, which represent the computation domain, is smoother. This leads to a reduction of
computing time, because we can start with fewer particles by using the A-PFEM. The new
particles will be inserted in the appropriate place during the simulation, and we get the same
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quality of the results as we use the PFEM with more particles. The newly developed A-PFEM
is much more efficient than the PFEM and generates better meshes. Moreover, two kinds
of α-shape method are discussed in this work. The α-shape method 2 is more reasonable
for the simulation of the machining process, because the distribution of the particles cannot
keep uniform during the simulation. In α-shape method 2 the detected shape of the particles
only depends on the particles near it. For the nonlinear plasticity problem a J2 flow theory
with isotropic hardening model was introduced.
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Abstract
In this paper, a physical model of full-field time-domain optical coherence tomography (FF-TD OCT),
which focuses the requirements of measuring inner textures of flexible layered samples in industrial
applications, is developed and validated by reference measurements. Both the operating principle
and the overall design of a FF-TD OCT correspond to that of classical white light interferometry
(WLI), commonly used for the measurement of areal micro-topographies. The presented model
accounts for optical and geometrical properties of the system, multiple scattering of light in turbid
media and interference of partially coherent light. Applying this model, virtual measurements are
used to exemplarily investigate the extent to which the principles of classical WLI can be directly
transferred to obtain layer thickness measurements by simulating the use of a simple low-cost WLI
system as OCT. Results indicate that a currently existing instrument setup can only be used as
OCT to a very limited extent but not in general due to its initial design as a WLI.
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1 Introduction

In face of digitalization, industrial processes are increasingly virtualized on multiple levels.
This includes the field of optical metrology, with the aim of predicting measurement results
and expected uncertainties. For this purpose, the description of optical measuring instruments
is increasingly based on mathematical models that represent complex physical relationships
in a simplified form [29]. Such description includes a virtual measuring instrument, a virtual
measuring object and, above all, the interaction between these two components [29]. The
model-based prediction of measurement results can be used to, for example, analyze and
optimize existing instrument setups and thus better understand the underlying processes,
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or even provide insights for the development of new types of measurement systems [23]. In
addition, virtual measurement data can be used for the optimization of the cost-benefit ratio
in the early stages of planning a larger measurement series by estimating instrument-specific
measurement uncertainties to be expected [30].

Current literature discusses a variety of physical modeling approaches, describing different
optical measuring devices; these include models for describing white light interferometers
[5, 28, 37], scattering light sensors [32, 37, 38, 39], atomic force microscopes [45] or X-ray
computed tomography devices [10, 36].

Alternatively to the physical modeling approach, a characterization of the instrument
transmission behavior, especially of topography measuring instruments, based on measure-
ments of known geometries (represented by material measures) is a common procedure in
practice. The results of this kind of empirical reference measurements can also be used for
instrument specific uncertainty analyses [11] or simplified virtual measurements [17, 18].

In the context of this paper, a physical modeling approach is applied to develop a
comprehensive model of an optical measuring principle – optical coherence tomography
(OCT) – which is used for the characterization of intra-tissue textures. By customizing this
model, for example to represent a low-cost instrument setup, it can be virtually examined to
which extent this setup can be used to obtain expressive OCT measurement results.

2 Optical Coherence Tomography

Optical coherence tomography (OCT) is an optical imaging technique that allows the internal
structure of scattering tissues to be imaged to micrometer resolution. OCT is mainly used
in the medical sector as it enables “optical biopsy”, allowing visualization of internal tissue
structures without prior sample preparation. The procedure is considered to be the optical
equivalent of ultrasound imaging (sonography). By using light instead of sound, OCT is
limited to a lower penetration depth, but it features higher axial and lateral resolution. The
most important application of OCT is currently located in ophthalmology (eye medicine).
On the other hand, general suitability of OCT for industrial applications is not as explored.
Selected industrial applications of OCT published are:

Imaging fiber tows and voids in two materials: an epoxy E-glass-reinforced composite
and a vinyl-ester E-glass-reinforced composite [8].

Measurement and evaluation of the quality of the coating layer of premium glossy
photopaper [22].

Fast industrial inspection of an optical thin film panel (similar to a LCD panel) [33].

Three-dimensional imaging of complete polymer solar cells using a high-resolution OCT
system [35].

Investigation of confocal enhanced OCT with improved image contrast and depth resolu-
tion by imaging a highly scattering paint layer [44].

Although the non-contact, non-invasive nature of the technology and its ability to image
transparent, turbid and highly scattering media make the OCT technology attractive for
non-destructive testing and evaluation of manufactured parts, existing instruments and their
respective models are mainly designed to operate in the context of medical and biological
research.
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2.1 Physical measuring principle of OCT

The measuring principle of OCT is based on reconstructing cross-sectional images of intra-
tissue textures using light reflections from the interior of the tissue. While the location of
sound-reflecting objects is reconstructed by measuring the echo delay time in sonography, OCT
uses a classical approach from optical metrology, namely coherence scanning interferometry
(CSI), better known as white light interferometry (WLI) [6, 24, 43].

In a classical Michelson interferometer, the light emitted by a light source is split into
two beams by a beam splitter, which are subsequently directed to the sample on the one
hand and to a reference mirror on the other hand. The light beams reflected from the sample
and the reference mirror are merged again afterwards, interfering with each other based on
the wave properties of light. The obtained interference pattern has a high sensitivity to the
path length difference between the object beam and the reference beam. Analysis of the
pattern allows conclusions about positions of reflective tissue layers to be drawn. Combining
classical microscopy with interferometric objectives, the micro-topography of a measuring
object can be measured using the principle of CSI/WLI. By assigning a height value to every
measured point, a topography map of the sample can be reconstructed. When measuring
micro-topographies, monochromatic light is not typically used, but as the name “white light
interferometry” already suggests, white or low-coherent light is used. The advantage of this is
that the coherence length lc of low-coherent light, which can be calculated by the properties
of its spectrum, is limited to a few micrometers, so the interference pattern, which is the
carrier of the height information, only occurs in a narrow height range of about ∆z ≈ lc (see
also in figure 2(b)) leading to increased evaluation precision [4, 19, 24].

The principles of low-coherent interferometry described above are applied in OCT for
the measurement of intra-tissue textures. There are various OCT systems whose operating
principles differ greatly from each other and therefore feature different advantages and
disadvantages depending on the measurement task with regard to resolution, detection
speed, noise behavior, etc. In this context, a distinction is made between time-domain
OCT (TD-OCT) and spectral-domain OCT (SD-OCT). Furthermore, OCT systems can be
classified according to the type of lateral scanning. A distinction is made between common
point-by-point scanning (flying spot) and areal measurement (wide-field or full-field OCT)
[21].

The OCT model presented in this paper is based on the combination of time-domain and
full-field OCT, which corresponds to the principle of a classical white-light interferometer
for surface topography measurements. After validating the presented model by controlled
reference measurements, it is exemplarily applied for investigating if, or under which circum-
stances, a custom low-cost WLI instrument setup, which is imaged in figure 7 and described
in more detail in [2, 37], is suitable for the use as OCT or even as a WLI&OCT convertible
instrument in general.

3 OCT model

Current literature proposes a variety of modeling approaches for OCT. These vary from
very simple (single backscattering model), over very complex but restricted (extended
Huygens-Fresnel based model), to very flexible but numerically complex approaches (Monte-
Carlo methods combined with physically and/or statistically based models). Corresponding
references are listed and summarized below.
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Single backscattering model.
In [13] a low coherence interferometry model was used to compare broadband single-
Gaussian and multi-Gaussian light sources.
In [14] an analytical model is used to simulate different optical delays in time domain
OCT.
In [25] OCT simulations has been performed using Lab VIEW and Matlab scripts.

Extended Huygens-Fresnel based model.
In [34] an extended Huygens-Fresnel model is presented and used to describe the perform-
ance of OCT systems in both the single and multiple scattering regimes simultaneously.

Monte-Carlo model.
In [15] a new model of OCT, which takes multiple scattering into account, is presented,
combining Monte-Carlo methods and physically/statistically based models.
In [20] a Monte-Carlo based simulator of OCT imaging for turbid media with arbitrary
spatial distributions has been developed and demonstrated.
In [40] a Monte-Carlo method for modeling OCT measurements of a diffusely reflecting
discontinuity embedded in a scattering medium is presented.
In [42] a Monte-Carlo model of steady-state light transport in multi-layered tissues has
been developed and implemented.

Since the OCT model presented here is primarily intended to model industrial measure-
ment tasks, which can be very diverse (measuring objects with different scattering properties,
flexible layer structure, several light sources, lenses and objectives to choose from, etc.),
a flexible and numerically efficient model is required. For this reason, the OCT model
developed by the author takes into account not only the light propagation in scattering
media and (partially) coherent interference properties of light, but also specific geometrical,
optical and technical properties of the underlying optical system. In the next section, each of
the three main components of the OCT model (optical system in section 3.1, light propaga-
tion in turbid media in section 3.2, interference behavior in section 3.3) is considered and
described separately. Subsequently, the different model components are coupled and an
efficient implementation (briefly described in section 3.4) is performed in order to obtain a
comprehensive and at the same time fast-computing OCT model (time frame of minutes for
obtaining expressive results) on which basis virtual measurements can be performed.

3.1 Optical system
The model of the optical system includes the beam paths data within the measuring instrument
on the one hand and modeling of technical properties of relevant hardware components,
which include lenses installed in the system, the light source, the interferometric Michelson
objective and the detector on the other hand. The fundamental setup of the interferometer
to be modeled is shown in figure 1.

Lenses and beam paths. When calculating the light ray paths within the optical system,
the main focus lies on the lenses installed in the measuring instrument (collimator, tube and
objective lenses), which are considered to have idealized properties, also known as “thin lenses”
[26]. The ray paths within the measuring instrument (from the light source to the measuring
object and from the measuring object to the detector) resulting from this assumption were
previously derived in [37] and will be adapted in the context of the virtual FF-TD OCT to
be modeled.
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Figure 1 Schematic layout of the interferometer to be modeled.

Light source. Furthermore, the spectral properties of the light source are crucial for
the function of an OCT. The electromagnetic spectrum of the light source used, which is
represented by a Gaussian spectrum in figure 2 on the left, primarily describes the optical
resolution limits of the measuring instrument [7]. While the lateral resolution mainly depends
on the average wavelength λ0 and the objective used (assuming the light entering the objective
to be spatially incoherent [15, 16]), the axial resolution is characterized by the temporal
coherence function or autocorrelation function γ(τ), which can be calculated according to
the Wiener-Khinchin theorem by Fourier transform of the entirety of the spectrum of light
used (S(λ) in terms of wavelength λ, or S(ν) in terms of frequency ν) [6]:

γ(τ) ∼
∫ ∞

0
S(ν) · exp(−i2πντ)dν (1)

Note that the integral only has to cover positive values since a light spectrum is exclusively
composed of positive wavelengths/frequencies. In general, the axial resolving capability
increases with increasing bandwidth. The real part of the autocorrelation function is shown
in figure 2b and corresponds to an ideal correlogram resulting from the interference of sample
and reference beam, on the basis of which measurement signals are evaluated in CSI/WLI
and TD-OCT.

Another important property of light in OCT is the maximum penetration depth into the
measuring sample. This also depends on the light spectrum used. In OCT measurements
of biological tissue, light in the near-infrared range (wavelengths in the range of λ =
650 . . . 1350 nm) is commonly used, since the absorption of light in biological tissue is
minimized in that wavelength range [7].

In summary, for high-resolution OCT applications, a light source with the broadest
possible spectrum (high axial resolution) in the near-infrared range (high penetration depth)
is recommended.

Interferometric Michelson objective. Other important components of the optical system
are the interferometric objectives, which fundamentally differ in their design. The three
basic designs are the Michelson, Mirau and Linnik designs [27]. In a Michelson objective
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Figure 2 (a) Exemplary Gaussian light spectrum S(λ) and (b) the real part of the corresponding
autocorrelation function ℜ{γ(τ)} with plotted envelope (red) and coherence length lc ≈ λ2

0/∆λ.

(figure 3), a beam splitter is mounted below the focusing lens. This separates the incident
light beam into sample and reference beam. The reference mirror is mounted on the side of
the beam splitter. This design is only used for objectives with a low magnification (≤ 10×),
which have a larger focal length due to the limited space available and thus low numerical
aperture (NA) [27]. An appropriate model of a Michelson objective is provided by following
parameters: Numerical aperture (NA), beam splitting ratio of the beam splitter (ρ) and
reflectance of the reference mirror (rR). While NA represents a geometric parameter, ρ and
rR represent light intensity ratios. The beam splitting ratio ρ describes the intensity ratio
between the reference beam and the sample beam, and the reflectance of the reference mirror
rR represents the ratio of the intensities of the reference beam after and before the reflection
takes place.

Figure 3 Michelson objective.
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The modeling of the detector within this work is mainly limited to pixel size and with
this the optical system to be modeled is fully characterized.

In the next section, the Monte-Carlo based modeling approach used to describe light
propagation in turbid media is summarized.

3.2 Light propagation in turbid media
The light-matter interaction in the context of OCT depends both on the properties of the
incident light and on the optical properties of the illuminated sample. The interplay of these
properties defines the reflection, transmission, absorption and scattering behavior as well as
changes in the polarization states. There are various material-specific optical parameters
that describe the interaction of light and matter. These include:

Refractive index n (reflection and transmission behavior)
Absorption coefficient µa (absorption behavior)
Scattering coefficient µs (scattering behavior)
Anisotropy factor g (degree of directional change due to scattering)

It should be noted that each of these optical material properties is generally wavelength-
dependent [43]. A frequently used approach for the description of light transport in multi-
layered tissue using the material-specific optical parameters mentioned above is the Monte-
Carlo based MCML algorithm of Wang et al. [12, 42], which is adapted here in a customized
version. This approach considers light in the form of photons, or photon packages. The
propagation of light is characterized by a large number of photons which are emitted by the
light source and whose trajectory and intensity changes induced by reflection, transmission,
scattering and absorption processes are calculated by statistical methods. The implemented
customizations of the MCML algorithm are the following:

The assumption of orthogonal and point-wise light irradiation of the tissue is replaced
by the model of a focused light beam (focusing properties according to the NA of the
Michelson objective used).
The Henyey-Greenstein scattering function for the description of the material’s scattering
properties is replaced by the extended Henyey-Greenstein scattering function, also known
as Cornette-Shanks phase function [3, 41], which provides a more realistic scattering
pattern.
The light rays do not experience ideal reflection or transmission when hitting an interface
but are subject to roughness induced scattering, also described by the extended Henyey-
Greenstein scattering function.

In figure 4, exemplary trajectories of the modeled light-matter interaction of a light beam
hitting the surface of two composites perpendicularly are shown on the right. The samples
are surrounded by air and are modeled as two-layered composites of glass (figure 4a) and
turbid tissue (figure 4b). The corresponding optical material parameters, as well as the
geometrical sample properties are summarized on the left-hand side of figure 4.

Combining the trajectories of the scattered photons within the tissue and the modeled
ray paths within the optical system, the entire trajectory of a photon emitted by the light
source, hitting the sample and being reflected towards the detector is fully described. At the
plane of the intensity-sensitive detector, the interference of the reference and sample beam is
made visible. The mathematical description of the partially coherent interference behavior
at the detector plane represents the third pillar of the OCT model, which is explained in the
following section.
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Figure 4 Geometrical properties and optical parameters of the modeled material composites
(left) and 25 exemplary simulated photon trajectories resulting from the light-matter interaction of
orthogonal illumination (right) of a two-layered glass composite (a) and a two-layered biological
tissue (b).

3.3 Interference properties

The interference properties of the sample beam and the reference beam are modeled by
classical Fourier optics [9], considering a scattered and therefore attenuated sample beam.
For this purpose, both temporal and spatial coherence properties of light must be taken into
account. The temporal coherence properties of a light source, key for the axial resolving
capability of the measuring instrument, are entirely defined by its spectrum. This is not the
case for the spatial coherence properties, which mainly influence the lateral resolution of the
measuring instrument. In the context of this paper, a spatial coherence model is applied,
where only two absolute modes – completely spatially coherent and completely spatially
incoherent superposition of reference and sample beams – are distinguished. According to
[15, 16] this assumption is valid if the light entering the objective is provided by uniformly
bright spatial incoherent light, which is also a requirement for a FF-TD OCT system and
thus installed in the current instrument setup. Whether reference and sample beams are
coherently superimposed at the detector plane depends on their light source origin (which
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must be the same for reference and sample photons), their optical path differences (which
must be within the coherence length of the light to be considered as temporal coherent to each
other) and their detector hitting points relative to each other (which must be within the range
of the Airy disk to be considered as spatial coherent to each other). This model of coherence
domain limitation corresponds to the “coherence volume” model from [15, 16]. According to
this model, the Airy disk provides the lateral limitation of the coherence volume, which is,
according to the Rayleigh criterion, also a measure of the achievable lateral resolution of the
measuring instrument [1]. The coherence length of the light is a measure of axial limitation
of the coherent volume. Based on this model, signal formation on the detector as a result
of coherent as well as incoherent superposition of reference and scattered sample beams or
photons is described below.

In the simplest case of ideal low-coherent two-beam interferometry, the detector signal
ID can be classically determined according to following equation [5]

ID(τ) = IR + IS + 2 ·
√

IR · IS · ℜ{γ(τ)}, (2)

whereby IR and IS represent the intensities of mutually-coherent reference and sample beams,
τ represents the optical path difference between the reference beam and the sample beam, and
γ represents the normalized temporal coherence function (or autocorrelation function) of the
light used. However, in the OCT model presented here, both the reference and sample beams
are described as the sum of a large number of individual and potentially scattered photons
that originate from different points of the areal light source, hit the detector on various
positions with different intensities and optical path differences relative to each other and
are not necessarily mutually-coherent. Therefore, the description of the detector signal must
be modified accordingly. The photon-wise composition of the detector signal is visualized
in figure 5. The calculation is assuming a gridded detector plane, in which each grid cell
represents a coherence region of the reference beam hitting the detector. To describe the
composition of the detector signal in figure 5b, the blue marked coherence region in the
center of figure 5a serves as a representative coherence region of the detector.

The reference beam, or the sum of the photons forming it, is not scattered in the model.
As a result, a beam ideally focused on the detector (red or black dot) assumed to be spatially
incoherent creates a coherence region around itself equal to the size of the (magnification-
scaled sample-plane) Airy disk, which is approximated here as an equally sized square (blue
square). The intensity of the reference beam depends on the number of reference photons
hitting the detector and their individual intensities. When describing the sample beam, which
is also composed of a multitude of scattered photons, a distinction must be made between
sample photons that are coherent and those that are incoherent to the reference beam, since
coherent superposition and incoherent superposition of reference and sample beams are
fundamentally different. Mathematically, the interaction of the electric/magnetic fields can
be easily described by summing up the individual photon intensities in the case of incoherent
superposition, which is not the case when considering the superposition to be coherent. Both
the sample beam photons that are coherent to the reference beam (red crosses, originate
from the same point as the reference beam represented by the red dot) and those that are
incoherent to it (gray crosses, originate from other points than the reference beam represented
by the red dot) hit the detector within the observed coherence region. Since sample photons
experience individual scattering and absorption when interacting with the sample to be
measured, their intensities and optical path differences relative to the corresponding reference
path must be tracked individually and the number of photons hitting the representative
region of the detector (mutually coherent and mutually incoherent) has to be counted. It
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Figure 5 (a) Grid of the detector plane with visualization of the detector hitting points of
exemplary reference and sample photons; (b) Composition of the detector signal consisting of
reference beam, sample photons coherent and sample photons incoherent to it.

should be mentioned that only the mutually coherent sample photons (red crosses) contribute
to the information-containing signal formation. The scattering-induced “cross-talk” between
mutually incoherent reference and sample photon pairs (gray crosses hitting the representative
blue marked region) does not provide any valuable height information, but only leads to a
reduction of the signal-noise ratio by increasing the total intensity.

Based on this model of signal formation, the three summands in (2) have to be replaced
by modified terms. It should be noted that only the photons hitting the representative
coherence region (blue marked square) are considered forming the signal.

The intensity of the reference beam IR,Σ (red dot) depends on the number of reference
photons hitting the detector kR,Det and their individual intensities, whereby the individual
intensity of a reference photon is obtained by

iR = ρ2 · rR · i0, (3)

considering the initial photon intensity i0, the photon passing the beam splitter twice (iR ∼ ρ2)
and taking into account the reflectivity of the reference mirror (iR ∼ rR). Accordingly, IR,Σ
is determined by

IR,Σ = kR,Det · iR. (4)

This term (4) substitutes the first summand of (2).
The situation is similar for the photons of the sample beam hitting the detector IS,Σ.

Sample beam photons that are both coherent (red crosses) and incoherent (gray crosses) to
the reference beam hit the detector within the representative coherence region (blue square).
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Since sample photons experience individual scattering and absorption when interacting with
the sample to be measured, their intensity must be determined individually and the number
of photons hitting the representative section of the detector must be counted. The individual
intensity of a sample photon iS,j is obtained by

iS,j = (1 − ρ) · [i0 · (1 − ρ) − ia,j ], (5)

considering the photon passing the beam splitter twice and experiencing an individual
absorption-related intensity loss ia,j . Accordingly, IS,Σ is determined by

IS,Σ(z) =
kS,Det(z)∑

j=1
iS,j , (6)

where kS,Det(z) is the number of sample photons hitting the representative coherence region
at scan position z, regardless of whether they are coherent to the reference beam. The term
in (6) substitutes the second summand of (2).

The substitution of the third summand from (2) results from the coherent superposition
of reference and sample photons. In addition to the number and intensity of the mutually-
coherent reference and sample photons hitting the detector at scan position z, their optical
path difference to each other τ combined with the temporal coherence function γ(τ) of the
light used affect the signal formation. This relationship is described by

Ic,Σ(z) = 2 ·
√

IR,Σ · |IAS,c,γ,Σ(z)| · sgn(IAS,c,γ,Σ(z)) (7)

whereby

IAS,c,γ,Σ(z) =
kS,c,Det(z)∑

j=1
iS,c,j · ℜ{γ(τj)} · |ℜ{γ(τj)}|. (8)

The term kS,c,Det(z) corresponds to the number of sample photons that hit the relevant
detector section at scan position z and are coherent to the reference beam, iS,c,j represents
their individual intensity and τj their individual optical path difference to the reference beam.
The expression for IAS,c,γ,Σ(z) thus corresponds to the intensity-weighted sum of coherent
sample photons combined with their respective contribution to the alternating interference
signal component. The terms in (7) and (8) are expressed in this cumbersome way to avoid
negative square root entries. A comparison of the idealized detector signal described in (2)
and the photon-wise composition described in (4)-(8) is visualized in figure 6.

3.4 Coupling and Implementation
At this point, by adding white noise to the simulated signal, the signal formation of a virtual
OCT measurement starting with the photon emission in the light source and finishing with
the signal acquisition on the detector plane is fully described. Based on this description
the simulations can be carried out by emitting a large number of photons and monitoring
their trajectories and intensities until they hit the detector plane. With a time domain
OCT (TD-OCT) method to be modeled in this paper, these calculations would have to
be performed for each discrete cross-sectional height cut of the vertical scanning process.
To reduce the computing effort of the virtual OCT measurement, the number of photon
trajectories to be calculated must be reduced without reducing the validity of the simulation
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Figure 6 Illustration of the detector signal composition for (a) the idealized WLI measurement
model in (2) (assuming specular reflection of light illuminating a mirror-like surface) and (b) the
photon-wise composition model in OCT described in (4)-(8) (assuming partial reflection of light
illuminating a layered tissue sample containing scatterers/absorbers).

result. This is done by exploiting the geometric conditions and by multiple adaptions of
representative photon trajectories, which have been calculated once, thus drastically reducing
the computing effort for the scanning process to be simulated by an upscaling method.

In the next section, the model is validated using real measurements performed by a
reference instrument setup (which was initially designed as WLI) used as OCT. In the
first step, the measurement conditions are provided to be idealized and thus should not
be challenging from a measurement technology point of view. This is ensured by varying
layer structures composed of only weakly light-scattering media (glass plates, air, specular
reflecting surface). Based on this, the limitations of the current instrument setup will be
explored by virtually increasing the difficulty of the measurement conditions. This will be
done by virtually measuring thicker, optical rougher and more turbid (and therefore more
challenging) virtual samples.

4 Validation of the OCT model

The first step towards validation of the OCT model is to create a virtual replica of the
reference instrument. The reference instrument and the spectral properties of the (visual red)
light source used for this purpose are visualized in figure 7. On the basis of this instrumental
setup, an initial comparison of real and virtual measurements is carried out using three
exemplary measuring tasks that are not very challenging in terms of measurement technology
and comparatively easy to parameterize. The three measuring tasks under investigation
are based on a simple bridge-like structure of identical glass plates on a specular surface as
shown in figure 8. Thus, three differently structured measurement tasks can be taken from a
single areal OCT measurement. These correspond to the following structures:
(a) specular reflecting surface (no layers to penetrate)
(b) glass layer – specular reflecting surface (one layer to penetrate)
(c) glass layer – air layer – specular reflecting surface (two layers to penetrate)
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Figure 7 (a) Reference and (b) virtual instrument setup used for the validation of the OCT
model.

Theoretically, a fourth measuring task (glass layer – glass layer – specular reflecting
surface) could be extracted from the measurement setup visualized in figure 8, which is
waived at this point since the optical height of this stack exceeds the scanning range of the
piezo nanopositioner installed in the instrument.

Figure 8 Measurement setup used to match virtual and real measurements. Labels 1 to 3 mark
the three positions where the characteristic measurement signals were extracted from. The small
black dots mark positions where the light interacts with boundary layers.

The simplicity of the parameterization of the optical material properties is based on the
transparency of glass and air layers (no scattering or absorption, µs = µa = 0) as well as
the (almost) ideal reflection properties of a flat mirror surface (ideally specular reflection,
gmirror = 1) provides the initial comparison of virtual and real measurements. The variable
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Table 1 Estimated device and material properties of the measurement system provided by
performed matching of virtual and reference measurement signals.

Device properties
ρ 0.6
Material properties
∆dglass 106 µm
∆dgap 31 µm
nglass 1.53
gsurface 0.985
(optical surface roughness)

optical material properties are reduced to the refractive index (nglass) and the optical surface
roughness of the glass layer (here expressed by the anisotropy factor gsurface). Thus, the
unknown (optical) instrument and material properties can be provided by performing a
simple trial&error matching of simulated virtual measurement and the real measurement
signals, which is done by comparison of respective signal amplitudes obtained. The matched
signals are visualized in figure 9 and the unknown optical parameters determined on the
basis of this procedure are summarized in table 1.

Figure 9 Comparison of measured (blue – left-hand side) and modeled (red – right-hand side)
signals for the cases of measuring (a) the mirror surface, (b) the glass layer – mirror surface structure
and (c) the bridge-like glass layer – air layer – mirror surface structure visualized in figure 8.

By setting the unknown modeling parameters in accordance to the values given in table
1, a high level of congruence between modeled and measured signals is achieved, which is
imaged in figure 9. In the following, the physical limitations of the current instrument setup
used as OCT are exemplarily explored using virtual measurements. For this purpose, a
single-layered structure (tissue layer on a specular reflecting surface) is modeled as getting
thicker (∆z ↑), optical rougher (gsurface ↓) and more turbid (µs ↑, µa ↑, g ↓) and thus the
corresponding virtual measurement results are generated and evaluated.
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Table 2 Instrument and material parameters chosen for the full factorial study of virtual
measurements of the three cases (a)-(c) mentioned.

Instrument/ (a) (b) (c)
material Variation of Variation of Variation of

parameter thickness optical roughness turbidity
NA

[
0.07 0.1 0.13

]
0.13 0.13

∆z/mm
[
0.05 0.1 . . . 0.8

] [
0.1 0.2 0.3

] [
0.1 0.2 0.3

]
gsurface 0.985

[
1 0.99 . . . 0.8

]
0.985

µs/mm−1 0 0 5
µa/mm−1 0 0 0.5

g – –
[
1 0.99 . . . 0.8

]
5 Virtual measurements

The modeled setup for the virtual measurements, consisting of a single tissue layer placed
on a specular reflecting mirror, is shown in figure 10. In the first measurement task to be

Figure 10 Measurement model of a single-layered tissue placed on a specular reflecting mirror.

modeled, the effect of a variation in the thickness ∆z of the previously used glass plate on
the measurement result is investigated given three Michaelson objectives with varying NA.
Hereby it can be estimated where the limitations of the used instrument setup lie at almost
ideal measurement conditions. Furthermore, it is investigated how a variation of the (optical)
surface roughness, represented by the coefficient gsurface, affects the measurement result
assuming other conditions to be constant and almost ideal. This describes, for example,
the film thickness measurement of clear coatings which cause a certain surface roughness.
This case is also investigated for variable film thicknesses. Finally, by varying scattering,
absorption and anisotropy coefficients µs, µa and g, turbid tissue is modeled and the influence
of these material parameters on the measurement result, assuming the layer thickness and
surface roughness remaining constant, is investigated. This case corresponds, for example, to
the layer thickness measurement of biofilms cultivated on smooth and thus specular reflecting
surfaces. The instrument and material parameters chosen for the full factorial study of each
of these cases are listed in table 2 and corresponding results of the virtual measurements are
shown and evaluated in figure 11.

The investigation of the suitability of the current instrument setup for the various
measuring tasks described above is based on the detectability of the signal component that
can be assigned to the light reflection of the mirror. For this purpose, virtual measurements
are performed and the generated intensity signals are evaluated by their envelope, which can
be generated using Hilbert transform [31]. Since the geometrical and optical properties of
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Figure 11 Results extracted from virtual measurements considering three different measuring
tasks. Top: Exemplarily virtual measuring result and its envelope. Bottom: Evaluation of the
virtually measured intensity signals using the parameters summarized in table 2 by plotting the
amplitude ratio of mirror and surface reflection signal components against the disturbance variables
(a) thickness, (b) optical surface roughness and (c) turbidity (represented by the anisotropy coefficient
g). As a comparable measure of the instruments noise the ratio of 2 · σnoise and the amplitude of
the surface reflection component is plotted as well.

the virtually measured sample match the dimensions of the experimental sample for which
the OCT model was validated it is legitimate to evaluate the capabilities of the instrument
to characterize samples of increasing level of complexity exclusively by performing virtual
measurements. The upper part of figure 11 shows an example of a generated measurement
signal including the generated envelope. By calculating the signal amplitude ratio between
the intensity components of the surface and the mirror reflection while increasing the
individual disturbance variables (layer thickness ∆z, optical surface roughness gsurface,
turbidity

[
µs µa g

]
) and comparing it with the instrument’s noise, which is also related

to the surface reflection, the limits of the current instrument setup can be identified. The
lower limit of the detectability is defined at this point by twice the standard deviation of the
instrument’s noise.

In general, it can be seen from the lower part of figure 11 that when the disturbance
variables are increased, the intensity of the measured signal component reflected by the
mirror decreases very sharply.

In the first case considered in (a), the dependence on the NA of the (Michelson) objective
used is shown in addition to the strong dependence of the sample layer thickness. As described
in [7], the dependence on the objectives NA can be explained by the displacement of the
focal and coherence plane within the sample, which the reference beam does not experience
and thus the ability for coherent interference is reduced. However, changing the lens actually
used in this work (NA = 0.13) would not lead to an optimization of the instrument setup
at this point, since the scanning range is limited to <400 µm. If this range is increased,
however, the use of an objective with a smaller NA could be quite reasonable.
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In the second case considered in (b) it can be observed that the optical surface roughness
of the sample also has a strong influence on the signal quality. Due to increasing initial light
scattering at the height level of the sample surface, the number of photons coherent to the
reference beam hitting the coherence region (figure 5) decreases. According to the virtual
measurements carried out here, even a small optical surface roughness (gsurface < 0.9) can
cause the detectability of the signal component assigned to the mirror to fall below the noise
level of the measuring instrument. A reduction of the noise level, e.g. by using a camera
sensor system optimized for the light spectrum used, could remedy this situation.

In the third case considered in (c) it can be observed that especially the combination
of turbidity and thickness of the tissue layer to be penetrated affects the quality of the
measurement result. The decline in the signal amplitude ratio between surface and mirror
reflection does not occur as abruptly with increasing turbidity as, for example, with surface
roughness increments. More important in the context of measurability of turbid tissue is the
“optical depth” (OD) [43], which is measured as

OD = (µs + µa) · ∆z. (9)

6 Comments on a WLI&OCT convertible

Although WLI and OCT are based on the same measuring principle, the virtual measurements
carried out above have shown that the current instrument setup can only be used as OCT for
layer thickness measurements within highly restricted boundary conditions. This includes, for
example, layer thickness measurements of thin, smooth and (partially) transparent materials,
such as glass plates (see experiment), foils, transparent coatings or the detection of air
inclusions, etc. The strong limitation of using the current instrument setup as OCT is due
to several limiting factors. These include

the height shift of the focal plane (lengthens within a refractive tissue) in relation to the
coherence plane (shortens within a refractive tissue) of a focused light beam [7],
the use of visual red light instead of near-infrared light,
optical and technical components designed for the use of visual light (lenses, beam splitters,
detector) and
the maximum scanning range of <400 µm.

A very simple way to achieve an easy optimization of the current instrument setup
towards application as OCT would be the use of an objective with low NA combined with an
adjustable beam splitting ratio (both not available at the time of writing). By attenuating
the intensity of the reference beam, the signal-noise ratio could be increased, which in turn
increases the bandwidth of measurable structures. However, overall, the current instrument
setup is not suitable for the use as OCT in context of diverse industrial applications, although
the physical measuring principle corresponds to WLI.

7 Conclusion

Within this paper, a physical model of full-field time-domain optical coherence tomography
(FF-TD OCT), which focuses the requirement of (virtually) measuring flexible layered
structures, was developed, validated and exemplarily applied to investigate the extent to
which the principles of classical WLI can be directly transferred to obtain layer thickness
measurements by a using a simple low-cost instrument as WLI&OCT convertible. The
developed model takes into account the optical and geometrical properties of the system

iPMVM 2020



14:18 Physical Modeling of Full-Field Time-Domain Optical Coherence Tomography

used (linear optics), as well as the light propagation in light scattering media (Monte-Carlo
based modeling), and corresponding interference properties (partially coherent interference
of light). The validation of the model was carried out on the basis of reference measurements.
Three differently structured and highly controlled measurement tasks were used for this
purpose. Subsequently, the knowledge gained from the validation was used to carry out
virtual measurements of measuringt tasks with increased complexity (thicker layers, optically
rougher surfaces, turbid tissue). On the basis of these virtual measurements, a first impression
of the influence of various parameters and disturbance variables on the expected measurement
result was given. It was shown that a currently existing low-cost WLI instrument setup
cannot be used as OCT in general, but only to a very limited extend. The limitations are
largely caused by the fact that the instrument was initially designed as WLI.

In future works, a FF-TD OCT optimized for industrial purposes will be realized with
the aid of the OCT model developed in this paper.

Nomenclature and List of Abbreviations

∆d layer thickness
∆z height range, layer thickness
∆λ full width at half maximum
γ temporal coherence function
λ wavelength of light
λ0 average wavelength of light
µa absorption coefficient
µs scattering coefficient
ν frequency of light
ℜ real part of complex number
ρ beam splitting ratio
σnoise standard deviation of instrument noise
τ optical path difference
A amplitude
g anisotropy factor
gsurface optical surface roughness
i0 initial intensity of an emitted photon
ID detector intensity
IR reference beam intensity
iR intensity of a single reference photon
IS sample beam intensity
ia absorption-related intensity loss
Ic,Σ coherent intensity component
IR,Σ sum of reference photon intensities
IS,Σ sum of sample photon intensities
iS,c intensity of a single coherent sample photon
iS intensity of a single sample photon
IAS,c,γ,Σ intensity-weighted sum of coherent sample photons combined with their respective

contribution to the alternating interference signal component
kR,Det number of reference photons hitting the detector
kS,c,Det number of coherent sample photons hitting the detector
kS,Det number of sample photons hitting the detector
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lc coherence length of light
n refractive index
NA numerical aperture
OD optical depth
rR reflectance of reference mirror
S spectrum of light
z height, scan position
CCD charge coupled device
CSI coherence scanning interferometry
FF full field
FT Fourier transform
LCD liquid crystal display
MCML monte carlo modeling of light transport
OCT optical coherence tomography
SD spectral domain
TD time domain
WLI white light interferometry
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Abstract
In cyber-physical production systems, material flows show complexity due to varying physical aspects
of transported work pieces and autonomously selected transport routes. As a result, physically
induced disturbances that may lead to delays or damages are hard to predict. The on-line usage
of a physics engine offers potential to derive material flow parameters that enable safe transports
with optimized accelerations. Previous work showed the feasibility of this approach and potential
operational benefits through faster material flows. In consequence, the scope of this paper is to
apply discrete-event simulation to investigate whether physics simulation of material flows leads
to positive impacts on production system performance indicators such as throughput times and
capacity utilization. The results indicate that increased velocity and acceleration of material flows
can positively influence these indicators. In consequence, applying physics simulation to ensure
safe transports with such high velocities and accelerations can improve the overall performance of a
production system.
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1 Introduction

Modern production is largely influenced by cyber-physical systems (CPS), which contain
embedded systems that interact with real processes through sensors and actuators. In
addition, CPS interact both with the physical and the digital world and are connected with
each other and in global networks [6]. The application of CPS within manufacturing leads to
the term of Cyber-physical production systems (CPPS). In CPPS, CPS in the form of e.g.
machines or material handling systems are linked within and across all levels of production,
CPPS are a key feature of Industry 4.0 and enable flexible and adaptive manufacturing of
customized products in small lot sizes [27]. The individual character of products is reflected
in individual work plans and process sequences that are required for their production. In
consequence, also the routes that individual products take through a CPPS as part of the
material flow often vary. On these different routes, the physical behavior of the workpieces
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during material handling might vary due to different aspects of the factory layout (e.g. ramps
or curves). This complexity in the material flow, which is defined as the movement of discrete
objects on transport ways or conveyors in steady and unsteady time intervals [3] is increased
by product variations. As a result of customization, products can differ in terms of physical
characteristics such as mass, inertia or surface roughness. Such differences increase the risk
of physically induced disturbances that affect safety of employees or equipment as well as
the operation of the production system. These disturbances (e.g. a workpiece that tips on a
conveyor) are a result of the physical interaction between workpieces and material handling
systems. In order to anticipate the described disturbances, material flows in industry are
commonly performed at rather low velocities and accelerations. In this manner, the exposure
of handled products and workpieces to dynamic influences (as described above) is minimized,
since slow velocities and accelerations lead to small inertial forces during the material flows.
In consequence, material flows take a relatively long time and potential for faster material
flows often remains unexploited. Physics simulation is able to evaluate individual material
flow constellations and to subsequently determine fast but safe material handling parameters
such as velocity or acceleration. This approach bears potential to increase the velocity of
different material flow processes individually, potentially resulting in reduced lead times and
therefore an improved performance of the overall production system. In order to investigate
this effect, the goal of this paper is to describe the fusion of a physics simulation model that
can calculate optimal parameters on the material flow level with a discrete-event simulation
model that simulates the operation of the entire production system. Based on this coupling,
the effects of different velocity and acceleration configurations in a production system are
quantified.

2 State of the art

2.1 CPPS
Advances in information and communication technologies have fostered the increasing imple-
mentation of CPS in several industries. Within a CPS, embedded systems, which monitor and
control real physical processes by means of sensors and actuators, are connected to the global
digital networks via communication facilities [6]. The embedded systems monitor and control
real physical processes by means of sensors and actuators. If several CPS are networked
within production, they form a CPPS. The networked elements of a CPPS consequently
acquire information from their environment and act autonomously. A CPPS is thus able to
react to internal and external changes [27]. Within the framework of the cooperative charac-
teristics of a CPPS, elements such as machines, transport systems or operating resources
exchange information independently. This results in adaptive, self-configuring and partially
self-organizing production systems. CPPS can be seen as a measure of manufacturing
companies to cost-effectively produce customized products that are increasingly demanded
by customers. A key component of CPPS is the diversion from traditional, centralized
control architectures. Traditionally, operations on the factory level were performed based on
centralized planning. Since CPS allow connections as well as computation and on-demand
control of actuators, even high-level decisions can be directed to individual entities on the
shop floor level without further efforts. This enables decentralized control as well as high
flexibility. Individual resources can communicate their current status and production tasks
can be allocated to other resources instantly. Decentralized processing can be utilized in
order to perform short-term scheduling [27]. One common control approach for of CPPS is
agent-based control. In this method, each CPS-based manufacturing resource comprises a
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software agent that communicates with the respective agents of other resources and work
pieces in order to control production processes. Using these decentralized control approaches,
manufacturing tasks can be assigned to production resources dynamically, which creates
individual production sequences [40]. Often, redundant machines negotiate with products
and among each other in order to self-organize the manufacturing sequences of varying
products [41]. In consequence, each product can take different routes through the CPPS.
This is depicted in Figure 1 by showing the routes of example material flows through a CPPS.
Material flow complexity can result from the number of workstations that are passed for one
product, as well as from the variance of paths: The routes that workpieces and products
take are not known before the actual execution due to short-term routing and redundant
workstations. On these varying routes, different physical influences such as curves or ramps
might occur. As a result, even the identical product variants might show different material
flow routes and different physical influences. In this context, CPPS show similarities and

Work station n

S2 S4 S6 S8 S10 S12 S14 S16

S1 S3 S5 S7 S9 S11 S13 S15

W W

Input Storage Output Storage

Product-individual material �lows Sn Operation at respective work stationConveyor

Figure 1 Varying routes in CPPS [19].

utilize common principles as flexible manufacturing systems (FMS) or matrix manufacturing
systems (MMS). FMS comprise universal workstations (e.g. machine tools or assembly
machines) and material handling systems to enable the flexible production of mid-volume and
mid-variety production. FMS are capable of processing a variety of different part variants
belonging to the same family simultaneously at the various workstations, and the mix of
part styles and quantities of production can be adjusted in response to changing demand
patterns [11]. Similarly, MMS are composed of modular workstations that are connected by
a flexible transportation system. Through redundant workstations, the individual routing
of the material is not known beforehand [13]. Both concepts provide flexibility regarding
the manufactured products based on their architecture and composition. CPPS add to this
flexibility by enabling decentralized control through the enabled communication between
machines. Therefore, CPPS are often structured according to the principles of MMS or
FMS, which is also the case in this study. Summarizing, CPPS are suitable for the economic
production of small lot sizes that are a result of customization. Amongst other aspects, this
flexibility is achieved through agent-based, decentralized control. These two characteristics
impose challenges on the physical material flows, which are elaborated in the next subsection.

2.2 Material flows in CPPS

As described, meeting customer demands for individual products is one of the key requirements
that today’s production systems and thus CPPS need to fulfil. Product variety leads to a wide
span width of product variants, in basic models as well as in variants within the models [43].
Depending on the extent of customization, objects (both finished products or workpieces)
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that are handled within material flows may have varying physical attributes like shape, size,
mass, inertia or surface roughness [8]. In consequence, the interaction between these objects
and material handling systems may vary as well. Furthermore, even identical products may
pass through CPPS on different routes where they can experience varying physical influences
due to characteristics of the factory layout (e.g. inclinations or curves) [16]. As a result of
these influences, the physical behavior of each material flow process in CPPS may become
highly individual. The physical behavior of processes in material handling systems that
can lead to the described disturbances is determined by certain operating parameters (e.g.
the acceleration or the torque of the actuators). These parameters however often not only
influence the physical behavior, but also affect the performance of the material handling
system and therefore the overall production system. For instance, if a material handling
system is operated with higher velocities and accelerations, this will lead to the positive
effect in terms of faster material flows and shorter throughput times [22]. However, as a
tradeoff, this measure also imposes higher inertial forces on the transported workpieces, which
increases the chance of disturbances as described earlier. The goal of reduced disturbances
while achieving high transport accelerations and velocities could be accomplished by fixtures
for load securing. However, in case of customized products, these mechanisms need to provide
a high degree of adaptability which leads to high cost and complexity. Furthermore, load
fixing increases the material handling time and therefore throughput time, especially if a high
number of transport processes is required. Another frequently used solution is to perform
material flows with slow velocities and accelerations to exclude the possibility of disturbances.
As a result, most transports in today’s industrial material handling systems are performed
slower than necessary, which leads to the longer transport durations. A promising approach
to overcome these disadvantages, is to automatically select operating parameters of material
handling systems according to type and characteristics of the transported load [2]. This
requires special simulation techniques that would involve physical modeling. Discrete-event
simulations that are commonly used to simulate material flows on the production system level
do not allow to find physically suitable parameters. Instead, a possible approach to maximize
the performance of the material handling system while preventing disturbances is the usage
of physics simulation to simulate the physical interaction between workpieces and material
handling systems during every individual material handling process. Performing physical
simulation requires a deeper understanding of the mechanics that is of relevance during
material flows. As described in [18], material flows are mostly performed with horizontal
movements. This is the case in many common material handling systems like automated
guided vehicles (AGVs) or conveyors. The physical behavior of an object that is carried
on such a material handling system can be described as a mechanical system as depicted
in Figure 2. Frequently, carried objects are held in place by a frictional contact between
the objects surface and the material handling systems load bed. This common application
scenario is shown in the figure. This requires a deeper understanding of the mechanics that is
of relevance during material flows. As described in [16], material flows are mostly performed
with horizontal movements. This is the case in many common material handling systems like
automated guided vehicles (AGVs) or conveyors. Frequently, carried objects are held in place
by a frictional contact between the objects surface and the material handling systems load
bed. The physical behavior of a carried object in this common application scenario is shown
in the simplified mechanical system in Figure 2: The object, indicated by a grey box has
a mass that leads to a resulting gravitational force Fg. External forces Fext and Moments
Mext of varying cause can apply. All dynamic influences lead to a resulting Force Fres and a
resulting Moment Mres that act on the center of mass of the regarded object and define the
physical behavior of this object.
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Figure 2 Mechanical system of material handling (after [18]).

Regarding horizontal material flows, disturbances occur, when the transported work piece
is dislocated from the material handling system, which induces e.g. shifting or tipping. This
applies, when the magnitude of Fres and Mres outweigh frictional and gravitational forces
that hold the object in place. The occurrence and the extent of such disturbances are a result
of the constellation of the following influencing factors:

Mass distribution of the workpiece: The inertia of the work piece as well as the
location of its center of mass. This is often a result of the aspect ratio of the work piece.
In general, tall work pieces with a large height-to-width (in movement direction) ratio
tend to tip, while flat workpieces are more likely to shift.
Friction between the workpiece and the material handling system: The higher
the friction coefficient µ between the workpiece surface and the material handling system
at the respective contact surface, the less likely is the workpiece to shift.
Accelerations: According to Newton’s second law of motion, accelerations of the
material handling system cause a force which applies at the center of gravity of the
workpiece. This may result in tipping or shifting.
External forces and moments: Furthermore, the application of external forces and
moments may cause disturbances as well (e.g. collision with factory infrastructure).

Based on these fundamental mechanical correlations, several disturbances in industrial
practice may occur: Workpieces can fall off a conveyor or tip over because of acceleration
forces [44]. Workpieces that have fallen or otherwise changed their orientation on a conveyor
can induce jamming of the material handling system and result in downtimes [20]. Therefore,
material handling systems in industry need to be stopped smoothly to prevent the tipping of
transported objects. This removes the necessity for additional load securing [36]. Material
handling systems when considering the above problems are often operated at rather low
velocities. For instance, automated guided vehicles (AGV) usually move with velocities in
the range of 1 m/s, which is slower than a walking adult. Also, stationary conveyors like
transfer systems operate at comparably low velocities in the range of 0.2-0.3 m/s [10, 5].
An advantage of these slow velocities is that they minimize the dynamic influences on the
transported workpieces. Slow transport mostly involves slow accelerations, which in turn
reduces the inertial forces that act on the workpieces during accelerating and stopping. Also,
centrifugal forces in curves are mostly noncritical in these velocity ranges. In consequence,
the risk of physical material handling disturbances is comparably low. However, material
handling is estimated to cause about 40-80% of all operating cost within a production system
[37]. It is considered as a non-value adding element during the manufacturing of a product.
Non-stationary material handling systems are subject to the described disturbances as well.
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Automated guided vehicles (AGVs) enable flexible routing and are therefore frequently used
in manufacturing. Maintaining load stability is crucial for AGVs, because loads can tip in
narrow curves due to centrifugal forces or during emergency stop situations as a result of
the load’s inertia [34]. Especially in environments that are shared with employees, AGVs
must have the ability to stop within a safe distance, which usually defines the maximum
AGV velocity [23]. Therefore, AGV velocity is mostly limited to values around 1 m/s to
generally minimize the risk of loads falling off due to inertia or centrifugal forces [24]. Besides
AGVs, loads falling off fork lifts are responsible for a majority of fatal injuries in industrial
environments, often resulting from operators misjudging the varying physical attributes
of the transported load in combination with the dynamic behavior of the vehicle [38]. As
these examples show, physical attributes of loads can cause disturbances resulting from
the interaction with different material handling systems, often resulting from horizontal
accelerations. The result can be accidents, damage to products or to factory infrastructure,
increased downtime of material handling systems, longer delivery times and additional cost.
Considering the fact that material handling accounts for about 50% of all industrial injuries
[37] and constitutes 15% to 70% of the manufacturing cost of a product [12], preventing
the described disturbances bears potential to increase safety and economic efficiency of a
production system. Summarizing, disturbances that result from the physical interaction of
material handling system operation and the transported workpiece can lead to damages and
delays up to injuries of staff and are therefore to be prevented. Previously, most material
flow systems used to handle a limited number of products and workpieces. In consequence, if
a certain configuration led to disturbance-free operation of the material handling systems,
this configuration could be applied for all upcoming material flows with the same workpieces
and routes. This is often a result of trial and error. However, as stated above, both product
and flow variance can make every material flow unique and unprecedented in CPPS. Thus,
this approach fails at determining suitable parameters, since new products require new
evaluations. Therefore, in order to perform material flows as fast as possible, the physical
constellation of every individual material flow has to be evaluated. For this purpose, physics
simulation based on a physics engine offers potentials.

2.3 Physics simulation
The described effects that can lead to disturbances are based on dynamics and kinematics
of rigid bodies (e.g. the workpieces and the respective elements of the material handling
system). These phenomena can be simulated with physics engines [26], which is from now
on referred to as physics simulation (also often called physics-based simulation). Physics
engines are computer programs that allow a user to simulate and quantify the behavior of a
set of rigid bodies over time as a result of external forces. Having their roots in computer
graphics with the initial aim to efficiently compute physical occurrences for computer
generated animations (e.g. video games), physics simulations have increasingly been applied
in engineering applications. The advantage of using them is that after providing a set
of defined constraints and physical attributes, many situations can be simulated without
additional modeling efforts [18]. For example, after initial modeling of a material handling
system, upcoming material flow processes can be simulated automatically by incorporating
respective data about the transported objects and the adjustment of respective parameters.
The basic workflow of physics simulation is as follows: After initialization, the considered
objects (rigid bodies) are loaded into the simulation scene. Typically, these objects are
represented by separate polygon meshes defined by the vertices, edges and faces of the
individual object. These meshes can be derived from computer-aided design (CAD) drawings
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or specifications of workpieces. Before simulating, each object is assigned with physical
properties like mass, inertia or friction coefficients. After definition of the properties, the
interaction between the objects is simulated in discrete time steps [9]. Figure 3a) shows
a typical simulation loop that is performed during each of these time steps of a physics
simulation. In this Figure, first, the simulation detects any collisions between the objects
(collision detection). For this purpose, the described mesh of every individual object serves as
its respective collision geometry. After collisions have been detected, the respective contact
points are registered. With respect to these contact points, physics equations regarding the
motion of the individual objects are defined and solved in order to determine contact forces.
This step helps to achieve proper friction simulation and to prevent objects penetrating
each other and is referred to as contact handling. In the subsequent step, collision resolving
handles different kinds of collisions: Contacts that have not occurred in previous time steps
imply collisions that are accompanied by impulsive forces. These forces cause instant change
of object velocities and are often handled separately from pre-existing contacts (e.g. an
object resting on another). Finally, when all contact forces have been computed, the new
positions and velocities are calculated via time integration before the described loop is
performed again [4]. This is typically done with a frequency of at least 60 Hz. Due to the
functional principle of physics simulation, the physical behavior of material flow processes
can be simulated. In consequence, physics simulation can simulate and predict a range of
different disturbances, as long as they are a result of those physical interactions. Examples
for this type of disturbances are described in Section 2.2. Physics simulation has been
applied in the past for simulation of material flows for virtual commissioning of planned
production systems prior to their operation (see, for example, Zäh et al. [44], Reinhart
et al. [33], Hoher et al. [21] or Alkan et al. [1]). It was indicated that using physics
simulation to simulate material flows during the operation of a production system could
result in decreased lead times [15] and reduced downtimes of material handling systems
[44]. However, none of the existing approaches have proved a quantitative evaluation of such
conclusions. In our previous work, the authors addressed this research gap with the aim
of utilizing physics simulation to support the operation of material handling systems. The
python library pyBullet was selected as a suitable environment to implement the envisioned
simulation model [7]. The library pyBullet provides an extensive and adaptable framework
to simulate the mechanical interaction of rigid bodies. Results of our previous work indicated
that pyBullet is able to reliably predict the required types of phenomena. The resulting
physics simulation model of the authors allowed to accurately simulate physical phenomena
during material handling. This model was integrated into a digital twin concept which
enables determination of suitable acceleration values for certain transported workpieces.
This is done with a simulation model of an exemplary conveyor, shown in Figure 3b). The
approach showed the potential of decreasing the required transport times with respect to the
workpiece’s physical attributes [19]. Summarizing, the simulation of material flows prior to
their execution offers the potential of performing material flow processes faster and without
load securing. By estimating respective parameters (e.g. velocity or acceleration), loads
can be transported with increased yet safe velocity. This may result in improved material
handling system utilization and decreased lead times. However, the systematic effect that
this approach has on a production system level has not yet been investigated. For this
purpose, the use of discrete-event simulation in combination with physics-based simulation is
investigated in this paper.
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Figure 3 a) Simulation loop of a time step in physics simulations [4]; b) Physics simulation
showing a workpiece on a conveyor [19].

2.4 Discrete-event simulation
Discrete-event simulation is a simulation technique, in which the temporal evolution of a
system is modeled via state variables that change instantly at certain times. At each instant
of time, the occurrence of certain discrete events changes the state of the overall system
[30]. This allows modeling and simulation of the operation of complex systems and the
tracking of individual resources. Various performance indicators can then be used to provide
a comparison between different system parameters or alternatives, for example with regards
to a system configuration. Discrete-event simulation is, therefore, suitable for simulating
complex production systems [31] both in the planning as well as in the operational stage [29].
Several review papers (e.g. [29] and [28]) list numerous approaches that apply discrete-event
simulation within manufacturing, e.g. for evaluating control strategies or to plan factory
layouts. No approach however evaluates the performance of a production system with
regards to the variation of physical attributes like velocity or acceleration within the material
flow. Furthermore, besides a conceptual outline of the authors [17], no approach combines
discrete-event simulation with physics simulation in order to analyze the effects of the latter
on the performance of a production system. In current literature, few studies investigate the
effect of material flow acceleration or velocity on the production system performance: Um et
al. [39] incorporate AGV acceleration and velocity in the simulation of an FMS and conclude
that especially velocity influences the throughput. Filz et al. [14] also vary AGV velocity
within a matrix manufacturing system in their simulation study. The results indicate that
the utilization of the manufacturing system increases with bigger AGV velocities. In these
studies, the physics of material flows is however neglected and the physical applicability of
the chosen velocities and accelerations is not considered. In addition, evaluating the effects of
varying accelerations is not investigated as all previous studies regard the same values for all
transports within one simulation scenario. Besides a conceptual outline of the authors [17],
no previous approach combines discrete-event simulation with physics simulation in order to
analyze the effects of physics-simulation-based individual accelerations on the performance
of a production system.

2.5 Research Gap
After reviewing the state of the art, it can be concluded that characteristics of CPPS may lead
to physically induced disturbances within material flow processes. This can result in accidents
and can hamper the operation of a CPPS. Using physics simulation, the authors have shown
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that individual material flows can be simulated with the purpose of determining fast but safe
acceleration and velocity values [19]. A promising approach is, therefore, to simulate each
material flow process prior to its execution with the purpose of finding the maximum safe
acceleration. The effect of these measures on the performance of a production system need
to be investigated for the following reasons: Higher velocities and accelerations obviously
decrease the time that is needed to transport one object from one place in the production
system to another. The overall performance of a manufacturing system is however affected by
more factors than just transport time (e.g. wait times). Changed velocities and accelerations
might affect the behavior of the entire material flow, which can even influence other aspects
such as wait time in buffers. Furthermore, product-individual material flow speeds and
velocities omit the commonly chosen practice of selecting one equal speed configuration for
all material flows. It needs to be analyzed how this inhomogeneous distribution of velocities
and accelerations affects the overall production system performance. For the purpose of
analyzing effect of certain organizational configurations on a production system, discrete-
event simulation has been widely applied in manufacturing. This paper aims at addressing
this research gap by performing a simulation study that combines physics simulation with
discrete-event simulation. The approach to address this question is elaborated in the next
Section.

3 Approach

This Section describes the approach that is chosen to investigate, whether the application of
physics simulation can lead to improved production system performance, which is expressed
through the measurement of throughput times and conveyor utilizations. Therefore, the
approach consists of two simulation models (see Figure 4):

A discrete-event simulation model is implemented that contains the structure and the
control architecture of a customized small series production system. On this foundation,
the operation of a production system over a certain amount of time can be simulated
and different scenarios can be compared. The objects of interest in this case are not the
value-adding process such as manufacturing or assembly, but the material flow processes in
between these steps. The kinematical characteristics of these material flows, e.g. velocity
and acceleration are to be varied in different scenarios. Finally, the effects that these
different scenarios have on throughput time and conveyor utilization will be quantified.
The discrete-event simulation is enhanced with a physics simulation model that is
able to simulate the physics of the material flows in the production system. For this
purpose, the maximum safe accelerations of all workpieces that are transported in the
production system are determined. The resulting parameters are then transferred to the
discrete-event simulation model.

The following Section describes the application of this approach in a simulation study.

4 Simulation study

4.1 Characteristics of the considered production system
The considered production system produces parts of transmission systems, which includes
shafts, gears, plates, housings and blocks. Due to customization, a total range of 50
parts within these categories is being manufactured. All parts vary in terms of their
physical attributes as a result of different shapes, mass distributions and surface structures.
Furthermore, the parts require different process sequences. To enable this flexibility, the
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Figure 4 Approach.

production system consists of several workstations with universal processes like milling,
turning or assembly. In the production system, an agent-based control architecture is
implemented. Using an agent based control, parts, workstations and conveyors automatically
find suitable production sequences. This makes the considered production system a CPPS
[40]. Further flexibility is introduced through the material flow: The workstations are
connected via a network of conveyors. These conveyors transport individual workpieces on
workpiece carriers. The conveyors are driven by electric motors and all conveyors have a
length of 6 m. When a workpiece is being transported, the respective conveyor accelerates
the workpiece carrier with a constant acceleration “a” until a desired constant conveying
velocity “vc“ is reached. At the end of the conveyor, the pallet is decelerated with the same
deceleration “-a”. The resulting kinematic characteristic of the conveyors is shown in Figure
5. The graph shows that with increased accelerations, vc is reached faster, which leads to a
higher average transport velocity and shorter transport times. This difference in required
transport time between a = 1m/s2 and a = 3m/s2 (vc = 2m/s in both cases) is indicated in
the figure.
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4.2 Discrete-event simulation model
Implementing the discrete-event simulation included both the structure as well as the control
architecture of the production system.

4.2.1 Structure of the discrete-event simulation model
The production system in the simulation model is a CPPS, in which the production of
individual transmission components takes place. It is assumed that five fundamentally
different product types are produced in the production system under consideration: Block,
gear wheel, housing, plate and gear shaft. These product types are mutually characterized
by different functions and geometries. Within a product type, the components are designed
according to the customer’s individual requirements, so that a distinction can be made
between different characteristics. Thus, each component of a particular product type in turn
has individual properties such as height and width. The product type distribution is listed
in Table 1.

Table 1 Used part types and distribution.

Part type Number of individual components within part type
Block 10
Gear wheel 11
Housing 10
Plate 6
Gear shaft 13
Sum 50

The individual components influence the selection of a motion profile, since the calculation
of a component-specific acceleration is possible based on its geometry and other physical
attributes like e.g. the friction coefficient between the part and the conveyor. During the
simulation, each of the 50 individual components is produced four times in the production
system under consideration. Here, production is carried out with batch size 1, so each job
enters the production system at a different point in time. Consequently, a total of 200 jobs
that lead to 200 individual components are performed in the simulation study. Furthermore,
the components also influence the sequence of the steps to be performed. The production
system comprises eight different production processes: Milling, turning, drilling, grinding,
deburring, washing, forging and assembly. Each job is randomly assigned to one of 16
workstations (WS). Table 2 gives an overview over the WSs in the production system and
the respective capabilities of the respective WS. For example, “Milling” can be performed on
WS 1, WS 3 and WS 8, while “Washing” is exclusively performed on WS 9.

In order to enable transport between the individual WSs, networked conveyors are used.
Customer-specific production with different routings and correspondingly different routes
through the production system requires the use of decentralized control. Accordingly, the
conveyors themselves determine the route that the respective workpieces take through the
system. The workpieces are placed on a flat workpiece carrier for transport, which in turn
moves through the production system on conveyors. Since individualized fixtures or recesses
for inserting and securing the workpieces are very costly in customized production and
the alternative of fixing the workpieces on the workpiece carrier takes a certain amount
of time, the components are instead secured by selecting the suitable acceleration profile.
Consequently, the appropriate values for acceleration have to be chosen with regards to
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Table 2 Processes and respective workstations.

Process workstation
Milling WS 1, WS 3, WS 8
Turning WS 2, WS 4, WS 5
Drilling WS 6, WS 7,
Grinding WS 12
Deburring WS 11
Washing WS 9
Forging WS 10
Assembly WS 13, WS 14, WS 15, WS 16

the transported workpiece to prevent it from tilting or slipping off the workpiece carrier
without securing them. All conveyors that connect the WSs are assigned the length of 6
m. The conveyors are connected by transfer devices, which can move the loaded workpiece
carriers to the next conveyor as well as to the adjacent WS. Since only one workpiece carrier
can be on a conveyor at a time, buffers are placed in front of the respective WSs to avoid
conveyor downtimes due to blocking. The buffers follow the first-in-first-out principle and
transfer the workpiece with the longest waiting time immediately when the corresponding
WS becomes vacant. A simplified overview of the production system is depicted in Figure 6.
As shown in this Figure, individual WSs are arranged in an O-shape connected by a system
of rectangularly structured conveyors. Individual stations with odd numbers are located in
the lower area, whereas the remaining stations are located in the upper area. A centrally
running conveyor line and cross-connections between the individual stations enable a greater
variety of transport routes. The workpieces enter the production system through the source
(left) and leave it again via the sink (right) after completing the last production step.
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Figure 6 Simplified overview over the production system structure (transfer stations and buffers
not included).

The described production system is implemented as a runnable discrete-event simulation
model with the help of the simulation software SIEMENS Plant Simulation version 15.0
[35]. The implemented structure of the production system in the simulation model is shown
in Figure 7. In order to design a runnable model from the simulation model, it is further
necessary to control the working steps to be performed. This is outlined in the following
subsection.
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Figure 7 Structure of the production system in the implemented discrete-event simulation model.

4.2.2 Control of the discrete-event simulation model
To control the processes of the described production system, several methods and tables
were added to the described simulation environment. In this context, methods refer to pieces
of executable code that are being triggered by certain events (e.g. a conveyor passing a
certain point), while tables are used to provide numerical values and other information that
is required to run a discrete-event simulation. Plant Simulation requires different methods
and tables which ensure the processing of the component-specific work plan as well as the
coordination of the material flows. For the sake of clarity, all tables are preceded by the
letter “T” and all methods by the letter “M”. In the following, all methods that are utilized
in the simulation model are explained. In addition, the most important method for the
control is described with the help of a flow chart. The methods can be integrated as input or
output control modules of the individual blocks and are executed before the workpieces enter
or leave the corresponding block. In this context, a module is understood to be a source,
sink, an individual station, a conveyor, a converter as well as a transfer or an unloading
station. The components first enter the production system through the source SWS. For this
purpose, each of the 200 components is randomly assigned an entry time in the table TSource
using the method Minit, for which an equally distributed random number is generated in
the interval from 1 min to 200 min. This means that on average one new production order
with a workpiece to be produced enters the system every minute. The workpiece carriers
that are necessary for the transport of the workpieces are generated within the first 100 s
in the source SWPC and then wait in buffer BWPC for a workpiece to be loaded. As soon
as a workpiece is generated, the method MWPC provides a workpiece carrier on which the
workpiece is transported through the production system. The workpiece is loaded onto the
workpiece carrier via the reloading station and the conveyor CStart. In combination with
method MWP, the output control MCStart ensures that the name of the loaded workpiece
can be accessed. To do this, the name is entered to the Tcount table, which is necessary
for processing the individual work plan. The workpiece and its carrier wait in the buffer
BStart until the first conveyor section CStart is free and both can enter the actual production
system. When they enter, the number of workpieces in the system nWP is increased by one
using the method “MnWP” in order to improve the traceability of the production process. In
the following, the terms “workpiece” and “workpiece carrier” are used analogously. What is
always meant here is the combination of a workpiece and its workpiece carrier, which pass
through the production system together from the transfer station to the unloading station.
When entering the area of the WSs, the workpiece carrier is transported to the first transfer
station. Like all other conveyors and transfer units, the first transfer unit has the method
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Mav assigned as input control. According to the examined movement profile with velocity
and acceleration, the appropriate values from the tables Tacceleration and Tvelocity are set for
the transfer unit or conveyor and result from physics simulation as described in the following
subsections. When leaving the transfer unit, MDestination is called up, which is decisive for
the processing of the work plan and the control of the workpiece carriers by the production
system. This method can be seen as the most important control method of the present
simulation model and in this case, it implements the decentralized control of the conveyors
by the production system in the simulation model. The control system integrated with each
conveyor and transfer unit consists of two parts: In the first part, the next processing station
for the present workpiece carrier is determined by means of several table comparisons. In
the second part the transfer to the next conveyor is carried out according to the destination.
As shown in the flow chart in Figure 8 , the first part checks whether any work steps are still
pending. If this is not the case, the conveyor CEnd is selected as the next destination and the
workpiece carrier moves to the sink. Otherwise, the next work step and the corresponding
processing station are selected by comparing several table values. Now all possible processing
stations are checked for their assignment. The station first recognized as free is selected as
destination and entered in the table TNextDestination. If all stations are occupied, the first
possible station is again selected as destination and waiting times are accepted.

The second part of the method MDestination is based on three binary questions:
1. On which module is the workpiece carrier currently located?
2. What is the next destination of the workpiece carrier?
3. How must the workpiece carrier be transferred in order to reach its destination by the

shortest route?
To implement this method, corresponding work plans are necessary, which are stored for
each component in the table TProperties. Table 3 shows an example of the working plan for a
housing workpiece. Via TWS, the corresponding individual stations are assigned to the work
steps. For the component in question, the milling step must first be carried out, which can
be performed on the stations “WS 1”, “WS 3” or “WS 8” according to the information in
Table 2.

Table 3 Exemplary work plan.

Step number Process
1 Milling
2 Drilling
3 Deburring
4 Washing
5 Assembly

To select a station, the method MDestination is used and the cycle described in Figure 8 is
performed: First, the method checks whether station “WS 1” is free. Assuming that this is
the case, the second part of the method decides on which conveyor the workpiece carrier is
transferred. Following the principle of the shortest way, the workpiece carrier is transferred
to the conveyor “CM1”. If again station “WS 2” or “WS 4” were the next destination, the
workpiece carrier would be transferred to conveyor “CM13”. Via the conveyors (where again
Mav selects the respective acceleration-velocity constellation), the transfer units and the
upstream buffer, the workpiece is brought to the corresponding WS. There, in addition
to processing, the current individual station is entered in TCount via MCount as the input
control of the individual station. This table is used to enable a comparison between the
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Figure 8 Flow chart of MDestination.

number of steps already completed and the total number of steps in MDestination. The method
MOutputWS, which is integrated into the individual stations as output control, removes the
current destination from TNextDestination and transfers the workpiece carrier to the next
conveyor. This sequence of operations is repeated until all steps of a work plan are completed
and the workpiece carrier is directed to the conveyor CEnd. Via the input control of this
conveyor, the number of workpieces in the system nWP is reduced by 1 with MnWP. The
output control MEvaluationWS enters the key figures required for the evaluation in relation to
the utilization of the WSs and conveyors in the tables TEvaluationWS or in TEvaluationConveyors
as soon as the processing of all 200 workpieces has been completed. Afterwards, the finished
workpiece is taken from the workpiece carrier via the unloading station and the downstream
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buffer. Both are conveyed to their respective sinks using the MBuffer method. The method
MMEvaluation_throughput computes and enters the key resulting figures related to the actual
workpiece in the table TEvaluation_throughput. The discrete-event simulation model performs
the operation of the production system. As described above, this requires product-individual
acceleration values that are derived with a physics simulation model which is described in
the next Subsection.

4.3 Physics simulation model
In order to determine optimal parameters, each material flow process needs to be simulated
using physics simulation. This requires physical models that consist of the respective material
handling systems as well as of the transported work pieces. Regarding the material handling
systems, pallet-type conveyors were used. These conveyors use workpiece pallets that are
conveyed on rails and are used to carry the workpieces. To determine the physical behavior
of components during transport, it is sufficient to model just one instance of the conveyor, as
all conveyors in the production system are alike. Therefore, the conveyor was modeled in
pyBullet including the length of the conveyor track and the area of the load bed. Furthermore,
a control module was implemented that is able to perform material handling processes with
specific parameters of “a” and “vc” according to the kinematics of Figure 5. In addition,
physics simulation models of the produced components (workpieces) were created, including
attributes like mass, inertia or friction. For each manufactured component, the ideal transport
parameters are defined. For this purpose, the previously described and validated physics
simulation model was adapted [16]. Figure 9 shows an exemplary workpiece that is being
transported on the conveyor model. Each part that is being produced and transported in
the production system was simulated within the physics simulation environment.

workpiece

workpiece
palletconveyor

track

Figure 9 Physics simulation model of the conveyor.

In order to determine the optimal acceleration for each component, a predictive rule-
based approach as described in [19] was used (see Figure 10). Using physics simulation, the
effect of different acceleration values on the stability of the workpiece is investigated. If the
simulation suggests that this stability cannot be maintained for the respective configuration
(e.g. the workpiece tips over due to acceleration), this consequence is considered a disturbance
and the selected acceleration value cannot be used for the real process. Determining the
chosen acceleration is achieved using an iterative approach. For this purpose, a list of
different acceleration values from 0.5 to 10.0 m/s2 in steps of 0.5 m/s2 is generated. For each
acceleration value, a simulation run is performed, evaluating the effects on the stability of the
transported workpiece. All accelerations that resulted in a disturbance are neglected. Within
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the acceleration values that did not cause any disturbance, the highest value is selected as
the acceleration for the respective component. This resulted in a list of components and
respective maximum acceleration values. The contents of this list are given in Table 4 and
serve as input for the discrete-event simulation in the subsequent Section.

�

✓Planned
Material 

flow process

Physics
simulation

Selected	
acceleration

Changed
parameters

Acceleration	(m/s²)
0.5 1.0
1.5 2.0
2.5 3.0
3.5 4.0

Part 
information

Figure 10 Logical sequence for determining suitable acceleration values.

Table 4 List of simulated components (Id) and the respective identified maximum acceleration
value in m/s2.

Id aind Id aind Id aind Id aind Id aind

Block01 2.0 Gear01 4.5 Housing01 5.5 Plate01 8.5 Shaft01 2.5
Block02 2.5 Gear02 7.5 Housing02 2.5 Plate02 4.5 Shaft02 2.5
Block03 2.5 Gear03 5.5 Housing03 6.5 Plate03 7.5 Shaft03 2.5
Block04 2.5 Gear04 8.5 Housing04 6.5 Plate04 3.5 Shaft04 2.0
Block05 2.0 Gear05 4.5 Housing05 8.5 Plate05 7.5 Shaft05 2.0
Block06 4.0 Gear06 8.5 Housing06 3.5 Plate06 4.5 Shaft06 7.5
Block07 5.0 Gear07 3.5 Housing07 4.5 Shaft07 5.5
Block08 3.0 Gear08 5.5 Housing08 3.5 Shaft08 2.0
Block09 2.5 Gear09 5.5 Housing09 3.5 Shaft09 2.5
Block10 2.5 Gear10 5.5 Housing10 8.5 Shaft10 2.0

Gear11 7.5 Shaft11 4.5
Shaft12 5.5
Shaft13 7.5

4.4 Connection of the models
As described before, the discrete-event simulation model performs production tasks that are
performed on various WSs. The transports between those WSs are performed via conveyors.
Based on a table that contains physical properties of the 50 produced components, physics
simulations are performed and the acceleration parameters are derived as described in Section
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4.3. The component-individual physics simulation results shown in Table 4 are exported to
an excel file, which can be imported into SIEMENS Plant Simulation. Here, the simulation-
based values for acceleration (aind) are entered in the Tacceleration table and are used for the
discrete-event simulation.

4.5 Simulation run and results

In order to analyze the effect of acceleration and velocity, 16 scenarios were considered,
that are all characterized by a specific acceleration-velocity-pairing. Besides considering the
parameters that resulted from the physics simulation (Scenarios 13-16, values from Table 4),
fixed accelerations from 1 to 3 m/s2 were also incorporated (Scenarios 1-12). All scenarios
are summarized in the following Table 5.

Table 5 Simulation scenarios.

Acceleration in m/s2
1 2 3 Individual accel-

eration

V
el

oc
it

y
in

m
/s

0.5 1 5 9 13
1.0 2 6 10 14
1.5 3 7 11 15
2.0 4 8 12 16

For all scenarios, the respective values for acceleration and velocity were passed to the
respective tables to be processed within the discrete-event simulation model. Within each
scenario, the throughput times of all 200 jobs are analyzed and the mean throughput time is
calculated. In order to reduce the impact of random effects, a basic principle in discrete-event
simulation is that an increase in the number of simulation runs and a longer simulation
duration leads to improved quality of results. This is due to the fact that with a larger
sample size the confidence interval becomes smaller and thus the inaccuracy about the exact
location of the target value is reduced [42]. A commonly used number of simulation runs is
10 [25]. In this analysis, this value is doubled and therefore 20 simulation runs are performed
per scenario. In order to consider random influences on one hand and to make the results
comparable on the other hand, the random seed starting value in Plant Simulation, which
starts with 1, is increased by one with each repetition. Therefore, randomized orders of
incoming jobs are considered in the 20 runs per scenario. Afterwards, the average throughput
and utilization values from the 20 runs per scenario are calculated. Figure 11a) shows the
resulting throughput times for the 16 scenarios, clustered by values for same acceleration.

It becomes clear that with constant acceleration, increasing the conveyor velocity leads
to a significant reduction in the throughput time. The influence of acceleration becomes
clearer in Figure 11b), where the diagram shows the throughput time, clustered by values
of same velocity. It can be seen in this Figure that in a class with constant velocity, the
average throughput time decreases when the acceleration is increased. Comparing the four
velocity clusters with each other, it becomes clear that such a decrease compared to the
slowest acceleration scenario of a class (scenario 1, 2, 3 or 4) becomes larger with increasing
velocity. Consequently, in the cluster vc = 2 m/s, the difference between slowest acceleration
and component-specific acceleration (see Table 4) is significantly greater than in the cluster
vc = 0.5 m/s. Besides the comparison between scenario 1 and 5, all relevant differences can
be seen as significant (see Appendix A). Within a cluster of equal velocity, the scenario with



M. Glatt, B. Ravani, and J. C. Aurich 15:19

0

100

200

300

400

500

600

700

T
hr

ou
gh

pu
t t

im
e 

in
 s

a = 1 m/s2 a = 2 m/s2 a = 3 m/s2 a = ind.

vc = 1.0 m/svc = 0.5 m/s vc = 1.5 m/s vc = 2.0 m/s

800

900

1000

1 5 9 13 2 6 10 14 3 7 11 15 4 8 12 16

b)

0

100

200

300

400

500

600

700

800

T
hr

ou
gh

pu
t t

im
e 

in
 s

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

a = 1 m/s2 a = 2 m/s2 a = 3 m/s2 a = ind.

vc = 1.0 m/svc = 0.5 m/s vc = 1.5 m/s vc = 2.0 m/s

900

1000a)

Figure 11 Resulting throughput times; a) clustered by acceleration; b) clustered by velocity.

component-specific acceleration using the physics simulation leads to the shortest processing
time in each case. Overall, the selection of the motion profile in scenario 16 (vc = 2 m/s
and a = component-specific) leads to the shortest processing time of all scenarios. It can be
concluded, that the influence of high accelerations becomes especially important with high
transport velocities. In addition to throughput, capacity utilization is another commonly
chosen performance indicator in a production system. This quantity describes the ratio
of actual to maximum possible utilization of a resource [32]. In this context, the capacity
utilization of the conveyors with regards to velocity and acceleration were analyzed. The
results are shown in Figure 12.
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Figure 12 Resulting capacity utilization of conveyors: a) clustered by acceleration; b) clustered
by velocity.

The choice of the acceleration-velocity constellation has a significant effect on the conveyor
utilization. Figure 12a) shows significant changes in the utilization of the conveyors with
increasing velocity. As the bar graphs in this Figure show, each increase in velocity leads
to a reduced utilization of the conveyors, which means that they have higher capacities
for further production orders. Within a cluster of constant acceleration, in particular the
doubling of the velocity from vc = 0.5 m/s to vc = 1 m/s leads to a strong effect on the
capacity utilization, which is almost reduced by half. A similar effect can be observed when
doubling the velocity from vc = 1 m/s to vc = 2 m/s, which emphasizes the positive effect
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of a possible technical realization of increased conveyor velocities. If the utilization of the
conveyors is clustered by variable accelerations at constant velocities, an influence of the
acceleration is observed (see Figure 12b)). Every increase in acceleration results in a lower
utilization of the conveyors. Although the differences are not as great as between the velocity
variations, a clear tendency can be seen here as well. Apart from the velocity class vc = 0.5
m/s, the correlation can be described as significant. In this case, the effects of acceleration on
the utilization of the conveyors become stronger with increasing velocity. As a consequence,
in the case of a component-specific acceleration (see Table 4) and a velocity of vc = 2 m/s
(scenario 16), the lowest utilization is recorded. All differences regarding capacity utilization
can be seen as significant, excluding the differences in the vc = 0.5 m/s cluster (see Appendix
A). In conclusion, the results indicate that the choice of conveyor velocity has an influence
on the throughput time and its utilization. With increasing velocity, the throughput time
can be reduced and the utilization of the conveyors can be lowered. Also, the influence of
acceleration can be recognized. With increasing acceleration, both the throughput time and
the utilization of the conveyors can be reduced. In general, the effect of acceleration on both
target variables is less than with increasing velocity, but is clearly visible and significant in
the figures. In this respect, the alignment of the acceleration to workpiece-specific conditions
in particular leads to the lowest values in terms of throughput time and conveyor utilization
compared to other acceleration variants. This indicates that using physics simulation to
determine component-specific accelerations can be beneficial to the operation of a production
system.

4.6 Discussion of results
The results indicate that the velocity of the material flow strongly influences throughput
time in a production system. It becomes obvious that the constant velocity vc is the most
important value that has the largest impact on throughput time. In comparison, the effect
of the accelerations which are calculated with physics simulations seems small. However, the
results show that the effect of high accelerations becomes stronger with higher velocities. This
seems reasonable, since high conveying speeds can only be reached quickly with an adequate
acceleration. This is especially true on short transport distances. Therefore, achieving shorter
material flow times benefits from high velocities but is also enabled by high accelerations.

It can therefore be concluded that physics simulation can provide a substantial improve-
ment for material flows in future production systems: Using adequate models of material
handling systems and transported components, the potentials of faster material flows can be
exploited, resulting in better production system performance.

In order to reduce the modeling efforts, all components were assumed to be physically
complete from the beginning of their production. This was done to reduce the physical
modeling efforts, since otherwise, a physical model of each manufacturing sub-step (e.g. raw
parts and semi-finished components) of all 50 products would have to be created. This is a
simplification, since in a real scenario, the physical attributes of a product may change in the
course of a manufacturing process, for instance through removed material and hence changed
mass distribution. Overcoming this simplification would have included to generate three-
dimensional (e.g. CAD) data about the geometry of every sub-step, along with the respective
mass distribution (e.g. by calculating the removed mass during a milling process) and friction
coefficient. While this can be performed manually by assessing every manufacturing step and
the effects on the physical properties of a component, future research could investigate the
utilization of respective simulation or calculation methods (e.g. material removal simulations)
that can derive physical models of sub-steps automatically. Further aspects can be added to
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the simulation study to represent the complexity that is incorporated in industrial settings.
The kinematical characteristic (see Figure 5) might be extracted from real conveyors, which
might show non-linear acceleration. In addition, physical obstacles like curves or slopes
that are often found in real factories can be added to the conveyors. Additionally, machine
failures or maintenance times can be added to the discrete-event simulation. This also affects
conveyors which might need to be repaired as well, which results in a limited availability.

Furthermore, exploiting the operational benefits of faster material flows in real production
systems is connected to certain challenges. It is likely, that higher velocities and accelerations
lead to higher energy consumptions of the material handling systems which need to be
considered. Furthermore, compared to the slow but steady operation of most current
material handling systems, the alternating operation that is connected to component-specific
accelerations needs to be incorporated during the design of these systems (e.g. drives and
bearings).

5 Summary and outlook

Material flows that are performed by material handling systems account for a significant
percentage of the manufacturing cost of a product. For preventing disturbances as a result of
strong accelerations and inertia forces, material flows are usually performed at comparably
low velocities and accelerations. As a result, non-value-adding transport times increase
throughput times and block conveyors. Despite the safety advantages, potentials to improve
the operation of a production system by faster material flows are mostly unexploited. Physics
simulation using physics engines has indicated the potential of determining component-
individual accelerations. However, the effects on the performance of a production system
have not been investigated in the past.

In order analyze these effects, this paper analyzed the influence of velocity and acceleration
on throughput time and capacity utilization of conveyors within a production system. For
this purpose, a discrete-event simulation was combined with a physics simulation. The results
indicate that throughput times can be significantly reduced by choosing faster velocities for
material handling systems. The influence of accelerations was found to be smaller, however it
became increasingly greater with higher velocities. This means that high accelerations serve as
an enabler to allow for performance optimizations through high velocities. A consideration of
component-individual accelerations therefore seems useful when operating material handling
systems with high velocities.

Despite the potential benefits through faster material flows, the optimization of routing
and scheduling still plays a crucial role in production system operation. It seems promising
to further investigate the described coupling of discrete-event and physics simulation with
the goal of optimizing routing and scheduling along with ensuring the physical feasibility of
the material flows. Further research also needs to evaluate the barriers of implementing the
investigated component-individual acceleration control in a factory environment. Furthermore,
sub-steps of manufactured components can be included within the physics simulation (see
Section 4.6).
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A Significance analysis
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Table 6 Significance analysis for throughput time.

Compared scenarios Lower endpoint
welch interval

Upper endpoint
welch interval

Significant
difference?

1 vs. 2 193.49 212.27 yes
1 vs. 3 243.04 261.68 yes
1 vs. 4 257.06 276.75 yes
5 vs. 6 200.21 218.68 yes
5 vs. 7 258.63 277.00 yes
5 vs. 8 278.37 298.00 yes
9 vs. 10 198.27 217.11 yes
9 vs. 11 263.73 281.94 yes
9 vs. 12 294.85 313.40 yes
13 vs. 14 200.56 219.50 yes
13 vs. 15 267.38 285.44 yes
13 vs. 16 295.75 314.06 yes
1 vs. 5 -3.06 17.87 no
1 vs. 9 0.63 21.48 yes
1 vs. 13 0.54 21.45 yes
2 vs. 6 5.97 21.97 yes
2 vs. 10 7.60 24.12 yes
2 vs. 14 9.85 26.43 yes
3 vs. 7 15.00 30.71 yes
3 vs. 11 23.71 39.34 yes
3 vs. 15 27.35 42.73 yes
4 vs. 8 19.53 37.84 yes
4 vs. 12 39.66 56.89 yes
4 vs. 16 40.53 57.46 yes
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Table 7 Significance analysis for capacity utilization.

Compared scenarios Lower endpoint
welch interval

Upper endpoint
welch interval

Significant
difference?

1 vs. 2 0.0067 0.0084 yes
1 vs. 3 0.0089 0.0104 yes
1 vs. 4 0.0096 0.0112 yes
5 vs. 6 0.0070 0.0087 yes
5 vs. 7 0.0095 0.0111 yes
5 vs. 8 0.0109 0.0124 yes
9 vs. 10 0.0071 0.0088 yes
9 vs. 11 0.0098 0.0113 yes
9 vs. 12 0.0110 0.0125 yes
13 vs. 14 0.0073 0.0089 yes
13 vs. 15 0.0099 0.0114 yes
13 vs. 16 0.0111 0.0126 yes
1 vs. 5 -0.0006 0.0013 no
1 vs. 9 -0.0005 0.0014 no
1 vs. 13 -0.0005 0.0014 no
2 vs. 6 0.0001 0.0012 yes
2 vs. 10 0.0003 0.0014 yes
2 vs. 14 0.0004 0.0015 yes
3 vs. 7 0.0006 0.0014 yes
3 vs. 11 0.0010 0.0018 yes
3 vs. 15 0.0011 0.0019 yes
4 vs. 8 0.0013 0.0020 yes
4 vs. 12 0.0014 0.0021 yes
4 vs. 16 0.0016 0.0023 yes



Physical Modeling of Process Forces in Grinding
Praveen Sridhar !

Institute of Computational Physics in Engineering, Technische Universität Kaiserslautern, Germany

Daniel Mannherz
Institute of Computational Physics in Engineering, Technische Universität Kaiserslautern, Germany

Raphael Bilz
Institute of Computational Physics in Engineering, Technische Universität Kaiserslautern, Germany

Kristin M. de Payrebrune
Institute of Computational Physics in Engineering, Technische Universität Kaiserslautern, Germany

Mahesh R.G. Prasad
ICAMS, Ruhr-Universität Bochum, Germany

Juan Manuel Rodríguez Prieto
Mechanical Engineering Department, Universidad EAFIT, Medellín, Colombia

Abstract
This paper deals with material removal mechanisms in grinding by considering single grit-workpiece
interactions. Individual investigations were performed both experimentally and using finite element
simulations. Firstly, a comparison between the Johnson-Cooke material model and a Crystal
Plasticity finite element method was performed with the help of micro-indentation experiments.
Here the research question was answered if an anisotropic material model better describe the
grinding process and process forces compared to an isotropic material model. Secondly, four
discretization approaches were employed: pure Lagrangian (LAG), Arbitrary Lagrange Eulerian
(ALE), Particle Finite Element Method (PFEM), and Smooth Particle Hydrodynamics (SPH), to
simulate a micro-cutting operation of A2024 T351 aluminium. This study aims to compare the
conventional approaches (LAG and ALE) to newer approaches (PFEM and SPH). The orthogonal
cutting models were benchmarked against a micro-cutting experiment presented in literature, by
comparing the obtained cutting and passive forces. The study was then extended to negative rake
angles to study the effect on the discretization approaches for grinding. Thirdly, scratch experiments
were investigated for a brittle material sodalime glass and A2024 T351 aluminium. Effects of the
linear speed of the device, depth of cut, and conical tool angle were analyzed and tendencies are
built. Finally, a realistic simulation of the manufacturing process of a grinding wheel was developed,
starting with the raw material, compression, sintering, and dressing until the final grinding surface.
As a result of the simulations, virtual grinding wheel topographies can be visualized and analyzed
with regard to the output variables from grinding wheels such as bonding strength and static grain
count. The individual research studies help in understanding the material removal mechanisms in a
single grit scratch process as well as in the understanding of the overall grinding wheel topography.
This in turn helps in the developing an overall physical force model for scratching/grinding to predict
mechanical output parameters and hence reduce the need for experimentation.
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1 Grinding and Single Grit Scratch Approach

Grinding is a form of material removal applied to many metals and ceramics, especially
hard-to-machine materials, to obtain smooth surfaces on products within a desired tight
tolerance. Grinding mechanics and material removal mechanisms are complex and the
processes are still not fully understood. In the manufacturing industry, almost 65 % of
machining companies use the grinding process [5] and a significant portion of production cost
is due to grinding or related abrasive processes. However, some experimental observations
are difficult to explain theoretically due to the complex nature of the process mechanisms.
Also, the determination of some of the mechanical characteristics, e.g., stresses, strains, and
temperature distribution across the machined surface are difficult to obtain experimentally
and the grinding process analysis using experimental tests could be both costly, owing to the
high price of grinding tools, and not generally valid as the results obtained might be valid
only for a certain machining condition [17]. Thus, the prediction of mechanical parameters
such as forces, strains, stresses, and surface deformations that occur during grinding using
computer technology is a valuable tool of getting additional insight into the final quality of
machined surface and to reduce costly experiments.
The grinding process is a material removal process using a grinding wheel, which is made up of
a large number of randomly oriented abrasive particles. The grinding operation is performed
at relatively high speed and the undeformed chip thickness is relatively small particularly in
fine grinding operations compared to other machining processes. To measure the grinding
performance, the grinding system behavior must be evaluated properly. The grinding system
behavior is mainly assessed by considering abrasive geometry, kinematics, mechanics, and
energy and material properties[17]. The Overall grinding performance including the finish
surface quality is directly related to the performance of the grinding wheel used during the
grinding operation. The performance of a precision grinding wheel is usually determined by
using the parameters such as grinding force, machining vibration, the temperature in the
cutting zone, and workpiece surface roughness.

Material removal mechanisms for grinding can be categorized into two groups: (i) removal
mechanisms during grinding wheel-workpiece interaction and here investigations will be at
the macroscale, and (ii) removal mechanisms considering single grit-workpiece interaction
and investigations will be at the microscale.
The following individual studies were performed under these two groups:

Parametristaion of a material model employed in the finite elemenet (FE) model is
important in the prediction of the process variables in a single grit scratch process.
Here a research study is performed to compare an isotropic Johnson-Cooke model with
an anisotropic crystal plasticity FEM model with help of micro-indentation tests, to
understand the effect of the choice of a material model (ref section 2).
A FE material removal model is developed to understand the cutting mechanism taking
place during a single grit scratch. The model studies in detail the effect of change in the
tool geometry (rake angle) on the process forces. Furthermore, the individual models
are discretized using different available discretizational approaches, to understand its
advantages and drawbacks, as described in section 3.
Experimental investigations of single grit scratching is performed using shaped tool
geometries with high rake angles between -45° to -75° for a brittle material (glass) and a
ductile material (aluminium), ref section 4.
A realistic simulation of the manufacturing process of a grinding wheel, starting with the
raw material mixing, compression, sintering, and dressing until the final generation of a
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grinding surface is done in section.5. This research studies the effect of different levels of
compression, i.e. the percentage of compression and compression force on grinding wheel
measurements such as static grain count and bonding forces.

2 Material Modelling and Parametrisation

In a finite element simulation, material modeling and its parametrization is an innate aspect in
predicting the material behavior when subjected to different loading conditions. Specifically,
grinding is a surface finishing process involving the interaction of multiple abrasive grains
onto a workpiece. Interestingly, in this manufacturing process, the crystal grain size of
the workpiece material is in the same range as the removal depth. Hence, a fundamental
research question arises: does an anisotropic material model better describe the grinding
process and predict the process forces compared to an isotropic material model? As grinding
is a complex material removal process, initially a simple micro-indentation model is chosen
to validate and compare two plasticity models. To describe the anisotropic polycrystalline
model, the crystal plasticity finite element method (CPFEM) is employed, and to describe
the isotropic model, the Johnson-Cooke plasticity model is chosen. In this study, micro
indentation experiments were performed on twinning induced plasticity (TWIP) steel and
the respective force-displacement curves were obtained. These curves were subsequently used
to validate the chosen plasticity models.

2.1 Experimental Investigations
The experimental investigations of the high manganese HSD600 TWIP steel were performed by
Klein, et al. [11]. Firstly, the microstructure of HSD600 showing the grain size distribution
and grain orientation mapping is obtained by electron backscatter diffraction (EBSD).
The average equivalent grain size was found to be 8.6 µm. The data obtained from the
microstructural analysis were used as inputs in the development of the CPFEM model.
Secondly, cyclic micro-indentation tests were performed on HSD600 using a Vickers indenter.
The specimens were subjected to a maximum load of 1 N for a loading cycle of 6 seconds
and the applied load was gradually reduced during the unloading cycle of the following 6
seconds. The load-displacement curves obtained from the micro-indentation tests (ref Fig.1)
were used as the basis to validate and compare the results from the FEM simulations.

2.2 Simulation Framework
For the isotropic material model, the Johnson-Cooke material model (JC-model) was employed.
This computational model for flow stresses includes the effects of strain hardening, strain
rate hardening, and thermal softening. The von Mises flow stress σ, is expressed as the
product of the three uncoupled terms,

σ = [A + B(ε)n] ·
[
1 + C ln

(
ε̇
ε̇0

)]
·
[
1 −

(
T −Troom

Tmelt−Troom

)m]
. (1)

In here, A is the quasi-static yield stress, B is the modulus of strain hardening, n is the
work hardening exponent, C is the strain rate sensitivity and m defines the temperature
sensitivity. The material parameters were initially obtained from [11, 26], although parameter
optimizations were performed to obtain a better fit to the experimental results. The
simulations of the micro-indentation were performed using the commercial FEM program
Abaqus/Standard (version 2019) with the optimized JC-model parameters listed in Table 1.
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Table 1 Optimized isotropic Johnson-Cook material parameters.

A [MPa] B [MPa] C n m

619.96 1642.68 0.098 0.29 1.402

For the anisotropic material model, to predict the response in a polycrystalline material,
the whole material is approximated by smaller, periodically repeating material elements,
commonly referred to as representative volume element (RVE). The RVE was generated based
on the average grain size and texture obtained from the EBSD analyses. The crystal plasticity
(CP) model employed to reproduce the plastic deformation in the RVE is implemented based
on the model described in [22]. The flow rule that expresses the accumulative shear rate at
each slip system α is given by

γ̇α = γ̇0

∣∣∣∣τα

τ̂α

∣∣∣∣p1

sgn(τα), (2)

where γ̇0 is the reference shear rate, p1 is the inverse of the strain rate sensitivity, τα is the
resolved shear stress and τ̂α is the slip resistance, which describes the hardening behavior of
the material. Simulations were performed using Abaqus/Standard through a UMAT (user
defined material subroutine) with the following optimized CP parameters in Table 2.

Table 2 Optimized CP parameters for HSD600 TWIP steel used in the CPFEM simulations.
The elastic constants were obtained from [18].

C11[GPa] C12[GPa] C14[GPa] p1 p2 γ̇0 [s−1] τ̂α
0 τ̂f [MPa] h0[MPa]

174,000 85,000 99,000 13 2.25 0.001 200 900 1600

2.3 Results

Fig.1. shows the force-displacement curves from the micro-indentation experiment of HSD
600 TWIP steel, in comparison to the simulation results of the isotropic JC-model and the
anisotropic CPFEM model. On first glance, both material models show a good agreement
with the experimental results. Both models closely predict the maximum displacement of
3.6 µm at a maximum load of 1 N. On looking closely at the material response during the
loading cycle, both models show a similar response during the elastic domain. As the curves
progress towards the plastic domain, there is a divergence of the simulation results compared
to the experimental result. The fitting to the experimental data is a little better for the
CPFEM model when compared to the JC-model, because the CPFEM model incorporates
explicitly the polycrystalline microstructure in contrast to the isotropic JC-model, which
does not.

However, the isotropic JC-model is good enough to predict the material behavior of a
ductile material and could further be optimized with the help of the CPFEM model by
parameter linking. In further studies, EBSD analysis and micro-indentation are planned to
be performed on aluminium A2024 T351 and the parameterized isotropic JC-model is used
in the scratch simulation to be validate by experiments.
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Figure 1 Comparison of force-displacement curves from micro-indentation of HSD 600 TWIP
steel between anisotropic CPFEM and isotropic JC-model.

3 Numerical Simulations and 2D Cutting Model

Simulating dynamic machining processes by simplifying the real system is quite commonly
used to predict machine behavior and understand the influence of machining parameters on
both, tool and workpiece. With increasing computational power it is easier to solve complex
problems such as abrasive grit-workpiece interactions [17]. A well-designed simulation model of
the grinding wheel could largely reduce the cost of experimentation and successfully determine
the grinding process behavior based on the surface finish of the machined part, workpiece
characteristics, material removal mechanisms, and tool wear. In addition, simulations are able
to provide some extra information like stresses, strains, strain rates, and temperature gradients,
which are otherwise extremely difficult to determine by experimental investigations.[17] As
grinding is one of the most complex machining processes, there is no universal model to
comprehensively predict the machining behavior in terms of the grinding forces, material
removal, and surface finish. Hence different numerical approaches are studied in terms of
their advantages and drawbacks in modeling grit workpiece interactions.

3.1 Discretization Approaches
In continuum mechanics, the motion of a material point can be described using three
algorithms namely the Eulerian, Lagrangian, and Arbitrary Lagrangian-Eulerian methods.
In addition, meshless methods like smooth particle hydrodynamics and particle finite element
can be employed to describe the material motion.
As part of the comparative study, the two mesh-based methods Lagrangian (LAG) and
Arbitrary Lagrangian-Eulerian (ALE) approach, and two particle-based methods Smooth
Particle Hydrodynamics (SPH) and Particle Finite Element Method (PFEM) are used to
perform cutting simulations of A2024 T351 aluminium. As an outcome of the study, the
solution accuracy of the forces, stresses, and temperatures inside the workpiece is compared
between the mesh-based methods and particle-based methods for different cutting conditions.

3.1.1 Mesh Based Methods
The Lagrangian (LAG) approach is most often used in solid mechanics problems, where the
displacement vector tracks the individual material points. However, its inability to follow
large deformation can lead to simulation failures. Possible solutions, as implemented by
[15], are either element deletion, which leads to a reduction of mass, or adaptive remeshing.
However, in adaptive remeshing, the diffusion of internal variables while mapping from mesh
to mesh may invalidate the numerical results of the simulation.
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In the Arbitrary Lagrange Eulerian (ALE) approach, the mesh is neither constrained to a
fixed space (Eulerian approach) nor does it move along with material points (Lagrangian
approach). The ALE approach helps to maintain the mesh topology and avoid iterative
meshing. A smoothening algorithm is applied to relocate the nodal positions of the mesh to
avoid problems of mesh distortion and hour glassing, as in a similar implementation of [16].
Although the ALE method is computationally effective, the accuracy is still limited to the
underlying mesh and the choice of the smoothening algorithm. For the cutting simulations
presented in this work, both discretization approaches are used. The workpiece and tool
were both modeled in 2D and discretized with temperature coupled quadrilateral continuum
elements. The thickness of both bodies was set to 1 mm, similar to the feed width of cut ap

of experiments conducted in [1].

3.1.2 Particle Based Methods
The Smooth Particle Hydrodynamics (SPH) method differs from the above-mentioned
techniques since it is categorized as a meshless method. The material domain is discretized
by spheres, which can have a strong connection in the case of solids or a weak connection in
the case of liquids. Due to the weak bonding of the adjacent particles, a failure criterion is
not necessary, since the material separation occurs due to the loss of cohesion between the
particles. In the SPH simulation, the cutting tool is modeled as a rigid body, which means
that the heat transfer between tool and workpiece cannot be simulated. However, material
parameters are provided for the contact analysis.
The Particle Finite Element Method (PFEM) was first introduced by [7] for fluid-structure
interaction problems. It combines the benefits of continuum based methods and discrete
modeling techniques, therefore it is well suited for problems with large deformations and
large configuration changes. In contrast to classical finite element approximations, in PFEM
the deformation of the body is calculated by the underlying set of particles. At the end
of each time step, a mesh is built upon the particles with their centerpoints as nodes. For
this reason, a fast and robust algorithm is essential to build a new mesh. In this work, the
Delaunay Tessellation method is chosen to connect all particles at the current time step
position and creating the new mesh. The particles of the PFEM simulation are spheres and
the generated mesh is an unstructured mesh with 2D triangular elements. The diameter of
the particles and the thickness of the mesh elements were again set to a feed width of cut
ap = 1 mm. The resulting mesh not only works as support where the differential equations
are integrated, but is also used to identify contacts and to track free surfaces. The track of
the surface is accomplished with the help of a technique called alpha-shape as implemented
by [7]. An application of PFEM to the numerical modeling of metal cutting processes can be
found in [20].

3.2 Material Model and Damage Model
In metal cutting large strains, large strain rates and high temperatures occur in the primary
and secondary shear zones. A material model that describes the material behavior under
these conditions is the Johnson-Cook material model, with its mathematical description
provided in the previous chapter (Eq.1) [9].

In order to consider material damage, the Johnson-Cook damage model [9] is used in
conjunction with the Johnson-Cook material model. Eq. 3 provides the expression for the
failure plastic strain ε̄,

ε̄ =
(

D1 + D2 exp
(

D3
σ

σ̄

))
·
(

1 + D4 ln ε̇

ε̇0

)
·
[
1 − D5

(
T − Troom

Tmelt − Troom

)m]
. (3)



P. Sridhar et al. 16:7

The fracture energy model proposed by Hillerborg [6, 3] is included in the model to
determine the damage evolution. After damage initiation, the damage variable D varies by
the ratio of the yield plastic deformation to the failure of plastic deformation. After damage
has been initiated for D > 0, the new values for yield strength σ and Young’s modulus Ẽ

can be calculated using σ = (1 − D)σ̄ and Ẽ = (1 − D)E. Hence, the Johnson-Cook material
model and the Johnson-Cook damage model describe linear elasticity, strain hardening and
thermal softening, damage initiation, damage evolution, and eventually fracture. The used
material and damage parameters are listed in Table 3.

Table 3 Johnson-Cook material parameters and damage coefficients for A2024 T351 aluminium.

A [MPa] B [MPa] C n m D1 D2 D3 D4 D5

598 768 0.0137 0.2092 0.807 0.01 0.13 3.1 0 0

3.3 Contact Model and Heat Generation

The contact between tool and workpiece is described by a penalty contact algorithm. The
tool is defined as master surface and the workpiece is defined as slave surface. It is to be
noted that the mesh of the workpiece is fine enough to avoid penetration of the tool during
contact. The Coulomb friction law is used in the contact model. It relates the frictional
stress τf to the normal stress σn times a constant coefficient of friction µ, where µ = 0.23 is
chosen based on the previous works of [1, 21].

Since the temperature has a large impact on the accuracy of the machining simulations,
a thermo-mechanical coupled problem is solved. The total heat flux q̇ is calculated as the
sum of the heat flux due to plastic strain with q̇p = ησ̄ε̇p, and the heat flux due to friction in
the tool-chip interface with q̇f = τf vrA. In here is η the inelastic heat fraction with η =0.9,
σ̄ the effective stress without damage, ε̇p the plastic strain rate, τf the frictional stress, vr

the relative velocity and A the contact area between tool and chip. The temperature rise in
the chip can be approximated as adiabatic heating according to [17] and the thermal energy
generated is distributed evenly over the tool and the workpiece.

3.4 2D Micro Model of Single Scratches

This section provides information on the simulation framework of the 2D micro-cutting
model, the performed benchmark simulation and sensitivity analysis. The model parameters
of an orthogonal cutting process were chosen according to [25]. In an experiment by [25], a
straight turning operation was performed on A2024 T351 aluminium (Young’s modulus=
73 GPa, Poisson ratio= 0.3 and density=7800 kg/m3) by a high speed steel (HSS) insert
(Young’s Modulus= 680 GPa, Poisson ratio= 0.33 and density= 7830 kg/m3) with the
orthogonal rake angle γ = 20◦ and a clearance angle α = 5◦. The feed per revolution was
set to f = 50 µm typically seen in grinding processes, with a constant ap = 1 mm along the
thickness of the workpiece and a cutting speed vc = 180 m/min. The simulation results are
validated according to this experiment. In the simulation framework the element spacing
de for the LAG/ALE models and particle spacing dp for the SPH/PFEM models where
de = dp = 0.003 mm.
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3.4.1 Benchmark Simulation
To validate the different discretization approaches LAG, ALE, SPH, and PFEM with real
data, a benchmark analysis was conducted for the dry-turning operation of A2024 T351
aluminium with rake angle γ = 20◦ and compared with the results from literature [25]. Fig.2
illustrates the calculated process forces and the measured forces from [25] of the reference
cutting process with γ = 20◦. The average measured cutting force in x-direction is 50 N in
the stationary state of the experiment. The discretizations LAG, ALE and SPH predict the
cutting force in good agreement with the experiment, with a minor error of 1 %. Only the
PFEM approach underpredicts the cutting force with an error of 8 %. However, comparing
the passive force, all the discretization approaches underpredict is with an error of 40 %.
The reason for lower prediction of passive forces, in the mesh-based methods could be the
settings of the built-in element deletion during material separation in the sacrificial layer.
As elements are deleted that have been deformed beyond a threshold value or exceed a
predefined stress value, the contact between tool and workpiece reduces and the passive force
decreases. In contrast, the meshless models have a weighting function that determines the
force required to release the cohesive bonds. The progression of the cohesive forces used in
this work decreases in a bell-shaped manner within the area of influence, which could cause
an early separation of the particles.

Figure 2 a) Simulation framework of the benchmark simulation and b) Comparison of the
cutting/passive forces of the discretizational approaches with the experimental results from [25].

3.4.2 Sensitivity Analysis
This section presents the results of the sensitivity study when increasing the tool rake
angles, towards high values between γ = 0◦ to γ = −45◦, typically observed in the cutting
mechanisms in grinding. Comparing the process forces (cutting forces/passive forces) for
the six rake angles, an increase is observed in Fig.3 with an increase in the negative rake
angle γ. As the contact length at the tool-workpiece interface increases for a higher negative
rake angle, this induces higher compressive stresses and plastic strains on the workpiece,
which explains the increase in the process forces. The increase in the process forces is also
confirmed by investigations done by [12].

4 Experimental Investigations

The grinding process involves extremely complex material removal mechanisms because of
the numerous irregularly shaped and sized abrasive grits bonded onto the grinding wheel. A
grinding process can be modeled as a cumulative process of the result of several single grit
actions over the workpiece, thus the single grit interaction with the workpiece is of essential
importance. With an understanding of individual grit-workpiece interaction mechanisms,
the material removal phenomena can be extrapolated to the entire grinding wheel-workpiece
interaction.
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Figure 3 Comparison of the discretization approaches LAG, ALE, SPH and PFEM based on a)
cutting forces and b) passive forces for the tool rake angles γ = 20◦ to γ = −45◦.

4.1 Experimental Setup

In this investigation, single grit grinding tests were performed on two different workpiece
materials, a ductile material A2017-T4 aluminium and a brittle material soda lime glass.
Scratch grooves were cut by single grit actions performed at different speeds and with
gradually increasing depth of cut. A force sensor was used during the single grit grinding
process to record the force exerted during scratching. The experimental setup with an
exemplary force measurement is shown in Fig.4.

Figure 4 a) View of single grit scratch test setup and b) forces recorded with LabView software
(vc=100 mm/s on A2017 T4 workpiece).

The experimental setup consists of a linear motion device of stroke length of 850 mm.
The linear axis is mounted with a z-table on the linear device, to set the depth of cut. A
screw with a resolution of 1 µm drives the vertical movement. The x-table enables the motion
along the horizontal direction, used to demarcate one scratch from the other. A Kistler
3-axis force sensor (Type: 9119AA1) was mounted under the workpiece to measure the forces
during single grit scratching. The aluminium and glass samples are mounted on the specimen
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holder with the help of vacuum, an indenter holder is fixed along a vertical column. The
force measurement acquisition was performed using the LabView 2018 software package. The
sampling rate was 10,000 samples/sec. The Fig.4b shows a sample measurement performed
for a scratch experiment with A2017 T4 (depth of cut ap=50 µm and linear speed vc= 100
mm/sec). The single grain scratch tests were performed with conical indenter geometries,
with cone angles 90◦ and 120◦, as shown in Fig.5.

Figure 5 a) Single grit scratches (vc =50 mm/s to 300 mm/s for ap = 50 µm) on A2017 T4 and
soda lime glass samples and b) conical indenter geometries θ = 90◦ and 120◦.

4.2 Scratch Experiments
The scratch experiments were performed on soda lime glass samples of dimensions 75
mm × 25 mm × 1 mm. Fig.6 show process forces measured during scratch experiments
performed on soda lime glass for the depth of cuts 50 µm, 70 µm and 80 µm. The scratch
experiments/measurements were performed three times for all depth of cuts at various linear
speeds. The statistical average of the process forces obtained, is used for the analysis. In the
3D bar plots the x-axis shows the speed of the linear device, the y-axis shows the rake angle
of the indenter tool and the z-axis shows the cutting forces and passive forces in N.
According to Fig.6a, it can be seen that the cutting forces reduces with increase in speed
of the linear device, for all the three depth of cuts ap=50 µm, 70 µm and 80 µm. While
comparing the cutting forces between the two conical angles (90◦ and 120◦) for the lowest
depth of cut ap=50 µm, it is observed that the cutting forces is higher for the conical angle
of 120◦ than for 90◦. This is because the 90◦ conical angle appears to have the sharper tool
tip, which reduces the cutting forces. However this tendency seems to invert for the higher
depth of cuts ap=70 µm and 80 µm . With the higher depth of cuts, it is observed that the
90◦ conical angle has undergone higher wear in comparison to the 120◦ conical angle. As a
results the cutting action is performed by blunter cutting edges, leading to higher cutting
forces measured for the indenter with the 90◦ conical angle.

According to Fig.6b, it can be seen that, the passive forces more or less remains constant
with increase in speed of the linear device, for the depth of cuts ap=50 µm and 70 µm.
Although for a higher depth of cut of ap=80 µm, there is a reduction in the passive forces
with increase in speed of the linear device. This is observed due to formation of local damage
in the scratched glass specimen. The cracks developed and propagated between the individual
scratches can explain this change in the tendency. From the indenter geometry pictures in
Fig.5b, we can observe that the 90◦ tool has higher roundness compared to the 120◦ tool
at the tool flank. This also exerts a higher contact area on the workpiece while scratching.



P. Sridhar et al. 16:11

Figure 6 3D bar plots showing the measured a) cutting forces and b) passive forces, for the linear
speeds vc=50 mm/s-300 mm/s and depth of cuts ap=50 µm, 70 µm and 80 µm.

Taking this into aspect, while comparing the passive forces between the two conical angles
(90◦ and 120◦) for depths of cut ap=50 µm and 70 µm, the passive forces for the 120◦ conical
angle is lower than for the 90◦ conical angle. Although for a higher depth of cut ap=80 µm
and for higher speeds vc= 200-300 mm/sec the passive forces is observed to be higher for
the 120◦ conical indenter. As the with the higher depth of cuts, it is observed that the 90◦

conical angle has undergone higher wear in comparison to the 120◦ conical angle, thereby
the cutting forces increases and the passive forces decreases.
Beside the analysis of the conical angle and linear speed on the process forces of brittle soda
lime glass, the effect of the speed on the process forces is additionally evaluated on aluminium
2017 T4 samples. The scratch experiments were performed on the aluminium 2017 T4
samples of dimensions 75 mm × 25 mm × 5 mm. Fig.7 shows process forces measured during
scratch experiments for various speeds of the linear device vc= 50-1000 mm/sec. According
to Fig.7 and the experiments performed by [17], it can be observed that the cutting and the
passive forces reduce with an increase in the speed of the linear device.

5 Virtual Grinding Wheel Modeling

Grinding wheels are one of the most important tools in the manufacturing process of high
precision and high quality surfaces. This study aims to provide a realistic simulation of the
manufacturing process of a grinding wheel, starting with the raw material, compression,
sintering and dressing until the final grinding surface. Furthermore, it researches the effect
of different levels of compression and grit sizes (F24 to F60) on the surface topography.
The analysis of static grain count and bonding forces were made on the generated grinding
wheel topographies. The quality of grinding wheel topographies were assessed and practical
consequences were drawn for improving the manufacturing process.

iPMVM 2020



16:12 Physical Modeling of Process Forces in Grinding

Figure 7 Process force measurements with an 120◦ conical angle indenter for the linear speeds
vc =50 mm/s-300 mm/s and depth of cuts ap=50 µm on A2017 T4 specimens.

5.1 Simulation Framework

To create a realistic model, but also one that is feasible and computable without high amounts
of computation power, only a cut-out of a real grinding wheel is simulated. The cut-out is
displayed in Fig.8 and contains a surface-side, which is equal to the grinding surface of the
grinding wheel.

Figure 8 Grinding wheel cut-out used for simulation.

The first step in the manufacturing of a grinding wheel is weighting the raw material, i.e.
the amount of bond material and abrasive particles. Afterwards, the materials are being
mixed. During this process, pores are being created and their distribution is defined by the
natural packing between the two components [2]. In the third step, the mixture is put into a
steel form of the desired grinding wheel shape and compressed by a hydraulic press. The first
three steps of the simulation were conducted with the discrete element (DEM) simulation
software LIGGGHTS. After this, particles are being fired (sintered) and dressed resulting in
the final grinding wheel surface. Those two steps were simulated with MATLAB, using the
particle output from LIGGGHTS.
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5.1.1 Particle Packing and Compression
The material mixing in the simulation was done by creating particles where the bonding
material is already surrounding the grain, in comparison to the real manufacturing, where
this step is happening while mixing the materials. The creation of particles in LIGGGHTS
was done by a stepwise creation of new particles. The particles were randomly distributed in
a certain area above the form, representing the natural distribution of the materials. The
particles start falling immediately after their creation and the whole system is settled down
after the creation of particles is stopped. Additional particles outside the desired shape were
removed. The particles created are composite of the abrasive grain with radius Rgi and
the correspondent amount of bond material, resulting in the total particle diameter Rpi, as
displayed in Fig.9a .The total particle diameter Rpi is dependent on the distribution of bond
material fb and abrasive grain fb, as well as the grain diameter Rgi [14]

Rpi = Rgi ·
(

1 + fb

fg

)(1/3)
· (4)

The applied hydraulic pressure is usually between 100-5000 PSI (0.69 − 34.5 N/mm2) and is
applied for about 10-30 seconds [14, 8]. The simulation in this study was volume controlled,
i.e. the top cylinder is moved by a certain distance per unit time towards the bottom, which
is a good representation of the real manufacturing process [10]. A visual example of the
compression process is displayed in Fig.9b. The maximum feasible compression is defined as
the compression reached when more than 0.5 % of the particles had a radius less than their
initial grain radius Rgi. Thus, the simulation represents the difference in material properties
of the outer bond material and inner abrasive grain, as the abrasive grain is by far less
compressible. Abrasive grains, e.g. silicon carbide, have a Young’s modulus of 400 GPa [23],
whereas the bond material, e.g. epoxy resin, only has a Young’s modulus of 6.2GPa [19].

Figure 9 a) Representation of particle and bond material and b) particle packing and compression
simulation.

5.1.2 Firing
The firing (sintering) of the specimen is simulated using MATLAB and uses the exported
particle data from LIGGGHTS, containing the position and radius of every particle, as well
as the contact surface area of the connection. The first step in the firing algorithm is the
calculation of the new neck radius a, as displayed in Fig.10. The characteristic time for the
grain-boundary diffusion tg is used as a material property [27] and the sintering (firing) time
for the grain-boundary diffusion [27] needs to be set. With the use of the old (initial) neck
radius a0, the formula for the new neck radius calculation is [14, 27]
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a = a0 ·

(
192t

tg

)(1/6)

· (5)

Figure 10 Change in the topology a) before and b) after the firing process with displayed
characteristic geometrical values.

In Fig.10. the formation of multiple particles before and after firing is displayed. Each
particle i in the set of n particles has a radius Rpi before firing and a radius R′

pi after firing.
Every connection of a particle (bond j in the set of m connections has a neck radius a0j

before firing and neck radius aj after firing). The calculation of the particle radius Rni (see
Fig.11), which connects the particle centre with the respective middle point of the neck, is
calculated using Pythagoras Rn =

√
(R2

p − a02). The calculation of the new particle radius
is based on mass conservation.(

4
3 · π · Rpi

)3
=
(

4
3 · π · R′

pi

)3
+

n∑
i=1

m∑
j=1

(ai
2π · (Rni − R′

ni) − π

3 hj
2 · (3R′

pi − hj)) (6)

5.1.3 Dressing
The dressing of the grinding wheel is usually conducted by a single-grit diamond [13] to
reduce thickness, to correct balance or parallelism, or to create special contours (e.g. sharp
edges) [14]. When the dresser hits a particle, there are three different possible situations.
The first possibility is that the dresser hits the particle at its full surface, resulting in a
removal of the grit, independent from dressing force or bonding force. The second option is
that the dresser partly hits the particle, but the dresser force is higher than the bonding
force of the particle, resulting also in a removal of the grain. The third option is that the
dresser partly hits the particle, but the bonding force is higher than the force of the dresser,
resulting in a grain that is being cut (broken). For the calculation of the dressing force Ft,
an empirical formula was used [35]. It is based on the dressing depth adp (in mm) and the
dresser travel speed fd (in mm/min)

Ft = 9.631 · adp
−0.1992 · fd

−0.1774 (7)

The bonding force is dependent on material-specific properties for the bonding material [15].
In this study, a specific bonding force for the material of 800 N/mm2 was used, depending on
the surface area of each bonding aj of a particle. Thus, the bonding force of a particle i is

Fbi = 800 N/mm2 ·
∑

m
(j=1)aj . (8)
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5.1.4 Surface Calculation and Modelling
For the modelling of the grinding wheel topography, the software ParaView 5.7 was used.
To properly display the surface, output points had to be defined in the MatLab simulation.
Fig.11 displays how output points for different particles were created and how the surface was
visualised using these points. In the first step, particles visible on the surface (top view) were
identified. In the second step, the tip height of the particle was identified. In a third step,
up to 16 additional data points were created to properly and realistically visualise the shape
of the abrasive particles. Afterwards, these additionally created data points were checked
for their spacing and eventually removed for smoothing the surface output and unintended
spikes. In the last step the exported data points were connected and result in the topography.

Figure 11 Visualization of the calculated surface.

All steps conducted during the simulation were visualised to enhance the understanding
as well as checking for the reliability of the calculations and assumptions. Fig.12 shows an
example of all the steps using the grit size 30 with a 5% compression.

Figure 12 Visualization of the simulation steps.

5.2 Results and Discussion
The simulated grinding wheel topographies are assessed based on the output variables bonding
strength and average grain count. The average bonding strength is the average of the bonding
force of all the particles in the grinding wheel and their respective bondings. The static grain
count is the number of grains on the wheel surface in a certain area [26].

In Fig.13 the average bonding strength is compared to different percentages of the
compression strength for all grain sizes. The graph shows that an increasing particle size
leads to higher average bonding strength. Thus, grit 24 had the highest maximum feasible
average bonding strength with 149 N, and grit 60 the lowest, with 37 N. The characteristic
slope of the bonding strength is very similar for different percentages of compression and is
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Figure 13 Average bonding strength depending on compression for different grit sizes and
compared to values from [24].

very similar compared to empirical results [24]. The characteristic slope and maximum values
fit well to the simulation of maximum compression, slightly varying along with different grit
sizes.
The static grain count per cm2, in comparison to the percentage of compression is displayed
in Fig.14. For the maximum possible compression, the static grain count is the highest for
grit 60, decreasing with grit size and having the lowest for grit 24, which is in line with
empirical analysis [4], simulation [14] and theory [4]. Remarkably, all slopes for the different
grit sizes show a similar characteristic. In the very beginning there is a slight, but constant
increase, followed by an exponential increase, which turns into a constant value. Eventually,
the slope remains constant for further compression. Thus, a value close to the maximum
static grain count is reached before the maximum feasible compression.

Figure 14 Static grain count dependent on different percentages of compression.
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The surface calculated with Matlab was exported as a VTK file and processed using
Paraview and its elevation grid filter, to provide a realistic surface of the exported data.
The visualisation was enhanced by different colouring, according to height, bonding force,
protrusion height and alternative protrusion height. The standard surface representation is
coloured based on the lowest surface point in the respective area along with all compression
percentages. It is visible that the surface is rather unstructured for low percentages of
compression and a more even and structured surface is created with higher compression (see
Fig.15). A very even and uniform surface is usually reached above 50 % of the maximum
compression. It is also visible that with increasing compression, random surface caverns start
disappearing, reducing the pore volume of the surface, as visible in Fig.15 Low percentages
of compression might contain single grains that protrude from the surface which might
leave unintended scratches while grinding. The surface topography appears to be similar to
previous surface simulations with [14].

Figure 15 Exemplary surface topography of grit 30 for 0 %, 2% amd 8 % compression. Colormap
indicates height above/below surface level in mm.

Figure 16 Bonding force of grit 30 for 0%, 2% and 8% compression. Colormap indicates the
bonding forces in N.

To analyse the bonding strength of the grinding wheel, the surface was coloured to the
respective bonding strength of a particle and the surrounding area, see Fig 16. For all grit
sizes the characteristic development of the bonding force and the distribution is similar, just
as the analysis of the bonding strength has shown. While the bonding force is very low at low
compression, it increases with increasing compression. Although the distribution is evenly in
the beginning, at higher compressions the differences in bonding force of the particles are
visible. Though occasional particles stand out with a higher bonding force, but particles
with low and higher bonding forces are equally distributed across the surface area.

6 Overview and Future work

To give a brief overview of the paper, four individual research studies were performed, and
the most important findings are as follows:

The first study was performed to parameterize the JC-model with respect to a micro
indentation experiments. EBSD and CPFEM simulations were performed to understand
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if the micro-structure of the workpiece material has an influence in material removal
mechanism in a micro-indentation process. The fitting to the experimental data is only a
little better for CPFEM model when compared to the JC-model. In the future studies,
an extension to this comparative study will be done for a single grain scratch process,
to understand the capabilities of both models to describe complex material removal
mechanisms.
In the second study, the influence of higher tool rake angles on the process forces in a
micro-cutting process was analyzed with the help of a 2D orthogonal cutting model. Four
different discretizational approaches (LAG, ALE, SPH and PFEM) were employed to
model the workpiece A2024 T351 and to understand which approach is most suitable
for metal cutting simulations. As a conclusion to this study, all the discretizational
approaches were benchmarked with micro-cutting experiments found in literature [25].
The simulation models successfully predict the cutting forces with a maximum error of
8 % and the passive forces with an error of 40 %. From the sensitivity analysis performed
with higher tool rake angles, the tendency is observed that the process forces increase
with an increase in the negative tool rake angle from γ = 20◦ to γ = −45◦. This tendancy
is also confirmed by the investigation performed in [12]. The model needs to be extended
to a 3D simulation to also simulate material removal mechanisms such as plowing and
rubbing, which is typically observed in a grinding/scratching process.
In the third study, scratch experiments was performed to analyse the material removal
process for a ductile material aluminium A2017 T4 and a brittle material soda lime
glass. The experiments help to analyse the effect of change in the process forces (cutting
forces, passive forces) under the influence of change in linear speed and changes in the
depth of cuts ap. Two conical indenter geometries (θ = 90◦ and θ = 120◦) were used to
understand the effect of the change in the tool geometry. During the single grit scratching
of glass, it is observed that the cutting forces reduce and the passive forces remains
constant with increasing linear speeds. The cutting forces measured for the indenter
geometries θ = 120◦ is higher in comparison to θ = 90◦, whereas the passive forces show
an opposite tendancy. While performing the scratch experiments with aluminium, it was
observed that the process forces reduce with the increase in the linear speed, which is
also confirmed by literature [17].
Finally for the fourth study, a realistic simulation of the manufacturing process of a
grinding wheel was carried out, starting with the raw material, compression, sintering and
dressing until the final grinding surface was developed. The bonding strengths and static
grain count were analyzed and the tendencies were observed that an increasing percentage
of compression was found to increase the bonding strength of particles. Furthermore,
the larger the size of the abrasive particles, the higher is the bonding strength. The
static grain count was found to increase with increasing compression and with decreasing
particle size.

In conclusion, the first three research studies focuses on the microscopic scale of single
grit-workpiece interactions. These studies help in the understanding of the single grain
scratch process and thereby contributes to the final goal of developing a physical force
model for single grit scratching. In future, these studies will be extended to enhance
the capabilities of the physical force model for the single grit approach. The final study
focuses on the macroscopic scale of grinding-workpiece interactions. The development
of a virtual wheel topography is the first step that aids for upscalling the physical force
model from the single grit scratch process to a complete grinding process.
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Abstract
The influence of the scratching velocity on mechanical and thermal properties of a nanoscopic contact
process was studied by molecular dynamics simulations. Simulations with different scratching
velocities were conducted in dry and lubricated systems. The contact process consisted of a lateral
scratching of a spherical indenter on a planar substrate. All molecular interactions were described
by the Lennard-Jones truncated and shifted potential. The forces on the indenter, the coefficient of
friction and the work done by the indenter as well as the power applied on the indenter were sampled.
Furthermore, an analysis of thermal properties was conducted: The change of the energy of the
substrate, the indenter and the fluid was evaluated and the local temperature field was determined.
The forces, the coefficient of friction and the work done by the indenter show practically no influence
of the scratching velocity. The work done by the indenter was found to be the same for all velocities.
As a consequence, the power supplied to the system depends linearly on the scratching velocity,
which affects the temperature of the contact zone. As expected, the presence of a lubricant reduces
the temperature of the substrate in the vicinity of the contact.
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17:2 MD-Study on the Influence of the Scratching Velocity on Contact Processes

1 Introduction

Contact processes play an important role in different fields of technology, e.g. during
machining processes between the cutting tool and the workpiece and in bearings between
roughness asperities of two macroscopic surfaces. Because of the small dimensions of the
actual contact zone, the processes therein can barely be investigated experimentally and,
therefore, molecular dynamics (MD) simulations are usually used to investigate nanoscopic
contacts [42]. In molecular dynamics simulations, Newton’s equations of motion are solved for
an atomistic many-particle system. The interactions of the particles in molecular dynamics
simulations are often described by classical force fields. Molecular dynamics simulations
are known to have good predictive capabilities and are widely used to simulate material
properties [23, 39, 41] as well as nanoscale processes [15]. In molecular simulations of contact
processes, the macroscopic contact is usually reduced to a single surface asperity in contact
with a flat surface [13]. The actual contact process is usually modeled by a sequential
movement of the indenter: (1) The indenter is brought into contact with the substrate during
the indentation phase; (2) the indenter carries out a lateral scratching through the substrate
surface during the scratching phase. The present work studies the influence of the indenter
velocity during the scratching.

There are many studies focusing on different aspects of dry nanoscratching. They
address the influence of the indenter geometry [2], different substrate materials [1, 49], the
surface orientation [16] and dislocations [18]. There are few studies available in the literature
addressing the comparison of lubricated and dry nanoscratching processes [27,28,34,35,38,40];
most studies on nanoscopic contact processes do not consider the presence of a fluid as
lubricant and cooling agent [45]. The influence of the lubricant on both mechanical and
thermal properties like the coefficient of friction or the temperature field were studied in the
present work at different scratching velocities.

The influence of the scratching velocity in nanoscopic scratching processes was subject
of several studies [19, 29, 31, 32, 47, 48, 50], however, mostly for dry contacts. Only Ren et
al. [34] investigated the influence of the scratching velocity on mechanical properties (the
forces on the indenter and the coefficient of friction) in a system with a thin water film as
lubricant. Overall, scratching velocities in the range of 1 – 400 m/s were applied [34, 48].
The influence of the scratching velocity on different mechanical properties were investigated,
whereas little is known on the influence on thermal properties. Only the influence of the
scratching velocity on the temperature of the substrate has been studied [29, 31]. Most
authors report a decrease of the coefficient of friction with increasing scratching velocity
in the dry case [32, 50]. As expected, the temperature in the contact zone increases with
increasing scratching velocity [19, 48]. For lubricated systems, Ren et al. [34] found that the
coefficient of friction does not depend on the scratching velocity. Besides the influence of the
velocity in a scratching process, the influence of the velocity on a process of indentation has
been studied more thoroughly, e.g. Refs. [3, 17,36].

Most molecular simulation studies on contact processes investigate mechanical properties
focusing on the impact on the substrate, e.g. elastic and plastic deformation, the dislocation
behavior, the friction forces and the coefficient of friction [18,49]. Thermal properties such
as the temperature field in the contact zone or the energy balance of the process have been
investigated only by few authors [35,38]. The energy balance of the process is of particular
interest in the lubricated case to evaluate the cooling capability of the fluid, which is of
fundamental importance in tribological and machining applications [7, 24,30].

In the present study, molecular dynamics simulations of a generalized model system
were used to study the influence of the scratching velocity on both mechanical and thermal
properties. Both dry and lubricated cases were considered. By systematically investigating
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the influence of the scratching velocity on both dry and lubricated contact processes, this
study stands out from previous studies in the literature. The lateral scratching movement of
a spherical indenter on a planar surface was analysed in detail. All occurring interactions
were modeled with the Lennard-Jones truncated and shifted (LJTS) potential. The LJTS
potential is frequently used in the literature [12, 21, 26] as it is computationally particularly
cheap and can describe the properties of small, spherical molecules well [46]. The studied
scratching velocities are in the range of 20 m/s – 100 m/s, which are typical conditions
in grinding processes in manufacturing applications [25]. Within this range, five different
velocities were chosen and applied in both the dry and the lubricated case.

2 Methods

2.1 Molecular Model
The simulation scenario includes three different substances: The solid substrate, the spherical
solid indenter and the fluid (cf. Fig. 1). The latter is only present in the lubricated cases.

x*
y*

z*

ind
scr

fluid (F) or vacuum

repulsive wall

thermostated layer
fixed layer

substrate (S)

depth

indenter (I)

thermostated

prescribed movement

unconstrained

indenter:

thermostated fluid

R*

Figure 1 Simulation scenario (not true to scale) with substrate (grey), indenter (green) and
vacuum (dry cases, blue) or fluid (lubricated cases, blue). Simulation procedure: First indentation
(ind) of indenter, then scratching (scr).

All occurring intermolecular interactions are modeled with the LJTS potential

ULJTS (r) =
{

ULJ (r) − ULJ (rc) r ≤ rc

0 r > rc

with ULJ (r) = 4 ε
[
(σ/r)12 − (σ/r)6

]
,

(1)

where σ is the size parameter, ε the energy parameter and r the distance between two
particles. The full Lennard-Jones potential is denoted by ULJ (r). The cut-off radius is
rc = 2.5 σ for all site-site interactions except the solid-solid interaction between the substrate
and the indenter particles. For the solid-solid interaction the cut-off radius is chosen as
rc = 21/6 σ such that the indenter-substrate interactions are purely repulsive (the potential
is truncated at the potential minimum). All occurring physical quantities in this work are
reduced using the parameters of the potential of the fluid particles σF, εF and the mass of
a fluid particle mF [4] using the relations given in Table 1. The size parameter σ of the
potentials of all three substances as well as the masses m of all particles were equal.
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Table 1 Definition of physical quantities in reduced units. The asterisk (∗) indicates a reduced
quantity. kB is the Boltzmann constant.

Length L∗ = L/σF

Temperature T ∗ = T/(εF/kB)
Force F ∗ = F/(εF/σF)
Time t∗ = t/(σF

√
mF/εF)

Velocity v∗ = v/
√

εF/mF

Energy E∗ = E/εF

Power P ∗ = P/σF
√

mF/ε3
F

Table 2 shows the energy parameters for the interactions between particles of the substrate,
the indenter and the fluid. Both interactions with particles from the same substance (diagonal
elements) and with particles from another substance (off-diagonal elements) are included
in Table 2. The energy parameter for the fluid εF was chosen such that it models the
thermodynamic properties of methane [46]. The energy parameter of the substrate particles
εS was adopted from Ref. [20] such as to represent iron. The energy parameter for the
indenter εI was chosen sufficiently large such that no plastic deformations or dislocations
occur in the indenter and that there is no wear of the indenter in the process (this was
tested in preliminary simulations). The chosen solid-fluid interaction energy between the
fluid and the substrate particles εS-F as well as between the fluid and the indenter particles
εI-F was chosen to be in the domain of total wetting [5]. All simulations were carried out
using LAMMPS [33].

Table 2 Pairwise interaction energy parameters used in the simulations. The size parameter σ of
all potentials and the molar mass M of all particles were σ = 3.7241 Å [46] and M = 16.043 g/mol,
respectively.

Substrate Indenter Fluid

Substrate ε∗
S = 34.89 ε∗

S-I = 300 ε∗
S-F = 1.5

Indenter ε∗
I = 200 ε∗

I-F = 1.5
Fluid εF = 175.06 K/kB

2.2 Simulation Setup
The dimension of the simulation box in x∗, y∗ and z∗-direction was L∗

x = 241.30, L∗
y = 120.64

and L∗
z = 194.81. In x∗ and y∗-direction, periodic boundary conditions were applied. At the

top, the simulation box was enclosed by a soft repulsive wall with a harmonic potential. The
substrate block comprised the whole x∗-y∗ plane and had a height of ∆z∗ = 116.56. The
principles of the simulation setup were adopted from Ref. [40]. The simulation procedure
was as follows: In a first step, the initial density of the fluid (ρ∗ = 0.804, which is a liquid
state at the given temperature) was adjusted (only in the lubricated cases) by moving the
upper repulsive wall in negative z∗-direction. Subsequently, the entire simulation box was
equilibrated at the initial temperature T ∗ = 0.8. The equilibration was carried out for 5×105

time steps. The time step was ∆t∗ = 0.0008 in all simulations. After the equilibration,
the indentation started by moving the indenter in negative z∗-direction until the depth
of penetration z∗ = −6 was reached (cf. Fig. 1). Two different simulation setups were



S. Schmitt et al. 17:5

considered in the present work: Dry cases and lubricated cases. To study the influence of the
scratching velocity, two base simulations were equilibrated and indented: One dry and one
lubricated. These two equilibrated setups were used in several scratching simulations. Hence,
the initial conditions for each of the dry and lubricated cases, respectively, were identical
at the beginning of the scratching process. The indenter scratched in lateral, i.e. positive
x∗-direction, for a total length of L∗

max = 80.56 in all simulations. Five different scratching
velocities v∗

scr = 0.066, 0.133, 0.204, 0.266 and 0.332 were studied – each for the dry and the
lubricated cases. These scratching velocities correspond to 20, 40, 60, 80 and 100 m/s (using
the potential parameters of Table 2).

The origin of the Cartesian coordinate system was defined such that z∗ = 0 was the
height of the initial undeformed surface of the substrate and x∗ = 0 and y∗ = 0 were located
in the corner of the simulation box. The substrate consisted of 3.65 × 106 particles arranged
on a single crystal face cubic centered (fcc) lattice, which is the equilibrium lattice at the
given state [37, 43]. The surface orientation was (100). The scratching was conducted in
[1 1 0] surface direction. To fix the substrate block in place, layers with fixed atom positions
were employed at the simulation box boundaries. To model the heating of the surrounding
material, thermostated layers were located between the actual substrate and the fixed layers
(cf. Fig. 1).

The spherical indenter had a radius of R∗ = 12.08 and, similar to the substrate, consisted
of three parts. For particles in the core (R∗ ≤ 2.69), the motion was prescribed to realize
the relative motion of the indenter with respect to the substrate. Around the core, there
was a thermostated shell with a thickness of ∆R∗ = 2.69. The particles of the outer shell
(R∗ > 5.38) were unconstrained and moved freely following Newton’s equations of motion.
The thickness of the thermostated layer was chosen such that the particles of the outer shell
did not interact with the rigid core. The indenter consisted of 7935 particles which were, as
the substrate, arranged on an fcc lattice.

In the lubricated cases, the indenter was fully immersed in the fluid, which consisted of
1.78 × 106 particles. A fluid region at the top of the simulation box below the soft repulsive
wall (62.14 < z∗ < 78.25) was thermostated. The thermostating in all three thermostated
zones (substrate, indenter and fluid) was carried out using the Berendsen thermostat [6] to
constrain their temperature constant at T ∗ = 0.8. The thermostated layers removed the
dissipated thermal energy from the simulation box.

2.3 Definition of Observables
To examine the influence of the scratching velocity on the contact process and to compare
the results from the dry and the lubricated cases various mechanical and thermal properties
were used. They are defined in the following. The total tangential and normal forces on the
indenter F ∗

t and F ∗
n were computed as the sum of the forces in x∗ and z∗-direction acting on

all indenter particles, respectively. From the forces on the indenter, the coefficient of friction
was calculated from µ = −F ∗

t /F ∗
n . The work done by the indenter was calculated from

W ∗
I =

∫
−F ∗

t dx∗. The power supplied to the system was calculated from P ∗
I = dW ∗

I /dt∗.
Furthermore, the change of the energy ∆E∗

j in the three parts of the simulation box was
calculated as: ∆E∗

j = ∆U∗
j + ∆E∗

thermo,j for j = S, I, F (substrate, indenter and fluid). The
change of the energy ∆E∗

j is composed of the change of the internal energy ∆U∗
j (sum of

kinetic and potential energy) of the respective part and the energy removed by the respective
thermostat ∆E∗

thermo,j . The change of the internal energy ∆U∗
j includes the change of the

kinetic energy of the respective parts as well as the energy of the elastic and the plastic
deformation (only for the solids), which is part of the potential energy. For simplicity, all these
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contributions are summarized in the single observable ∆E∗
j although this reflects different

phenomena of the process such as the dissipation of the work done on the system, elastic
and plastic deformation of the solids and the heat flow to the surroundings as represented
by the action of the thermostats in the thermostated zones. The corresponding change of
the energy per time dE∗

j /dt∗ is defined as the derivative of the change of the energy with
respect to time.

To characterize the thermodynamic behavior of the system, the temperature in the
contact zone T ∗

contact was evaluated as the mean temperature of the substrate particles in a
volume V ∗

contact in front of the indenter (cf. Fig. 2), whereas the directed velocity from the
particles is subtracted from the total average kinetic energy for the computation of the local
temperature by the thermal motion, cf. Ref. [38] for details. The contact volume V ∗

contact
has the dimensions 2 R∗ × 2 R∗ × 3 R∗, where R∗ is the radius of the indenter. Furthermore,
the temperature distribution in the x∗-z∗ plane was sampled during the simulations: A
stripe at y∗ = L∗

y/2 with an extend of ∆y∗ = 2.15 was segmented into cuboid bins (with
∆x∗ = ∆z∗ = 1.34), in which the temperature was averaged over 5000 time steps in every
bin (cf. Fig. 2). The gap between the indenter and the substrate was defined as the space
between the two bodies below the undeformed surface level and in front of the center of the
indenter. This lubrication gap definition is used to count the fluid particles trapped between
the two solid bodies, cf. Fig. 2.

y*

x*

x*bin

top view

2 R*

side view
binz*

R*

Δy*
Δz*

Δx*

Δx*

V*
contact

gap

Figure 2 Scheme for illustrating the observables and bins to spatially evaluate the temperature.
Left (top view): Definition of the bins in the x∗-y∗ plane with ∆x∗ = 1.34 and ∆y∗ = 2.15. Right
(side view): Definition of the gap between the indenter and the substrate (blue), the volume V ∗

contact
(light grey) and the bins in the x∗-z∗ plane with ∆x∗ = ∆z∗ = 1.34.

3 Results and Discussion

3.1 Mechanical Properties
The results for the tangential and normal forces on the indenter F ∗

t and F ∗
n as well as the

coefficient of friction µ as a function of the scratching length L∗
scr are shown in Fig. 3. At the

beginning of the scratching (L∗
scr < 5), the tangential force F ∗

t in the dry and the lubricated
cases shows a steep decrease. During the ongoing scratching process, the tangential force
fluctuates in the range −4 < F ∗

t /103 < −2 in the dry and the lubricated cases. As expected,
the value of the tangential force is negative such that it acts as a force against the direction
of motion. No significant differences between the results for the dry and lubricated cases are
observed. The scratching velocity has no significant influence on the forces of the contact
process in the studied range of scratching velocities.

The normal force F ∗
n in the dry cases is approximately 6.5 at the beginning of the

scratching and decreases within L∗
scr < 10 to values in the range 2 < F ∗

n /103 < 5. The
normal force in the lubricated cases has a similar behavior. The values of F ∗

n after the
indentation (L∗

scr = 0) are higher in the lubricated cases due to fluid particles confined
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Figure 3 Tangential force F ∗
t (top), normal force F ∗

n (middle) on the indenter and coefficient of
friction µ (bottom). Results of simulations for dry cases (left) and lubricated cases (right) from all
five considered scratching velocities as function of the scratching length L∗

scr.

between the indenter and the substrate, cf. Ref. [40] for a detailed discussion. Additionally,
the decrease of the normal force F ∗

n is less steep in the lubricated cases and only reaches
a constant level for L∗

scr > 20, where the values are in the range of 2 < F ∗
n /103 < 5 like

in the dry cases. The difference of the decrease of F ∗
n in the lubricated cases is due to the

presence of fluid particles in the gap between the substrate and the indenter. These fluid
particles are squeezed out during the starting phase of the scratching [40]. The normal force
on the indenter exhibits stronger fluctuations compared to the tangential force during the
scratching.

The coefficient of friction µ was calculated from the tangential and normal force and
therefore shows similar characteristics. In the dry cases, the coefficient of friction µ increases
within L∗

scr < 10 up to µ ≈ 0.6 and then fluctuates in a range between 0.5 and 1.2. The
differences between the individual simulations build up to a scratching length of L∗

scr = 80.
As already observed for the normal force, the starting phase in which the coefficient of friction
increases from µ = 0 at L∗

scr = 0 is longer in the lubricated cases. Up to a scratching length
of L∗

scr ≈ 20, the coefficient of friction increases and fluctuates in the range 0.5 < µ < 1.2 for
L∗

scr > 20.
For a better comparison, the simulation data were averaged in the quasi steady state

regime. This regime is defined as L∗
scr > 20. It has been shown that the number of fluid

particles in the gap between the indenter and the substrate is practically constant in this

iPMVM 2020



17:8 MD-Study on the Influence of the Scratching Velocity on Contact Processes

steady state regime [40]. Fig. 4 shows the number of fluid particles in the gap between the
indenter and the substrate. Starting at the beginning of the scratching, the fluid particles are
squeezed out of the gap. At the beginning of the scratching, there are around 90 particles
in the gap that are rapidly squeezed out of the gap with ongoing lateral movement. In the
simulations with higher scratching velocity, there is a tendency that the particles are squeezed
out slightly faster – especially from L∗

scr = 10 up to L∗
scr = 40. Until L∗

scr = 20, the number
of particles remaining in the gap is reduced to less than 20 particles in all simulations. These
few isolated atoms are scattered in the contact zone. Consequently, the actual contact zone
is mainly dry and there is no fluid flow in the contact zone. For L∗

scr > 20, the number of
particles in the gap remains approximately constant. This establishes the steady state regime.
The results for the friction forces and the coefficient of friction (cf. Fig. 3) corroborate this
classification.

v* = 0.066
v* = 0.133
v* = 0.204
v* = 0.266
v* = 0.332

N
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p

0
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100

Lscr
*
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Figure 4 Number of fluid particles in the gap Ngap between substrate and indenter as function
of scratching length L∗

scr in the lubricated cases (cf. Fig. 2).

Fig. 5 shows the mean coefficient of friction µ as a function of the scratching velocity v∗

averaged in the steady state regime. No distinct dependency of the coefficient of friction on
the scratching velocity is found in the considered velocity range. For a scratching velocity
v∗ = 0.066 the coefficients of friction in the lubricated and the dry case are almost equal and
lie around µ ≈ 0.85. Nearly equal values for the coefficient of friction at this velocity have
also been observed in a previous work of our group [38] with a similar simulation scenario.
Therein, a cylindrical indenter with a slightly smaller indenter radius was used. Furthermore,
for the simulations reported in Ref. [38] no thermostats were applied in the indenter and
the fluid. For the higher scratching velocities, the coefficient of friction in the dry and the
lubricated cases remains nearly constant, but scatters intensely. The values fluctuate in the
range 0.7 < µ < 0.9 for the dry and the lubricated cases. For moderate scratching velocities
(0.1 < v∗ < 0.3), the lubricated cases yield a slightly lower coefficient of friction. Nevertheless,
these differences are probably within the uncertainty of the data. Noreyan and Amar [32] and
Zhu et al. [50] have performed dry scratching simulations at different scratching velocities
and found a decrease of the coefficient of friction by at least 25 % with increasing scratching
velocity in the range v∗ = 0.16 – v∗ = 1.42. This decrease was reported [32,50] to be more
pronounced at high scratching velocities, i.e. v∗ > 0.332 (which corresponds to approximately
v > 100 m/s). However, it should be noted that the simulation scenarios from Refs. [32, 50]
and from this work differ regarding the indenter shape and the molecular force fields which is
known to influence the coefficient of friction [2]. For indentation processes, it has been found
that the effect of the indenter velocity on the simulation results is small as long as it is below
around 100 m/s [3,17,36]. The reason hereto is that the plastic deformation processes in the
sample are based on dislocation generation, which are only little affected by the indenter



S. Schmitt et al. 17:9

dry
lubricated

μ

0.5

0.6

0.7

0.8

0.9

1.0

1.1

v*
0.05 0.10 0.15 0.20 0.25 0.30 0.35

Figure 5 Mean coefficient of friction µ as function of the scratching velocity v∗ for the dry and
the lubricated cases. Lines are a guide to the eye.

velocity in the regime of around 0.01 – 100 m/s. At smaller indenter velocities, however,
thermal effects may influence dislocation generation, reaction and migration, while at higher
velocities, the sample starts to amorphize locally.

Fig. 6 shows the work done by the indenter W ∗
I as function of the scratching velocity v∗.

All values lie in the range 2.1 < W ∗
I /106 < 2.4. For both the dry and the lubricated case,
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Figure 6 Work done by the indenter W ∗
I (top) and power supplied to the system by the indenter

P ∗
I in the steady state regime as function of the scratching velocity v∗ for the dry and the lubricated

cases. The dotted lines indicate the average of the work done by the indenter W ∗
I = 2.28 × 106 (top)

of all simulations and a linear function (bottom) P ∗
I = a · v∗ fitted to the data of the dry simulations

(a = 37.1 × 103).

no dependency on the scratching velocity is observed as expected from the results for the
tangential force (cf. Fig. 3). The power P ∗

I supplied to the system by the indenter motion
is also shown in Fig. 6. The power P ∗

I in both the dry and the lubricated case is linearly
dependent on the scratching velocity v∗ as expected from the nearly constant work done
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by the indenter shown in Fig. 6 and the shortening of the simulation time with increasing
scratching velocity. The values of the power reach from P ∗

I = 2.6 × 103 at v∗ = 0.066
to P ∗

I = 12.2 × 103 at v∗ = 0.332. No significant differences between the dry and the
lubricated cases are observed. The dotted line shown in Fig. 6 represents the linear function
P ∗

I = 37.1 × 103 · v∗ that was fitted to the results of the dry cases. The form of the function
was chosen such that it reflects the limit P ∗

I = 0 for v∗ → 0. For v∗ → 0, the scratching time
becomes infinite and the power goes to zero.

3.2 Thermal Properties
Besides the mechanical properties, also thermal properties of a contact process play an
important role in technical applications. First, the change of the energy ∆E∗

j in the three
parts of the simulation (substrate, indenter and fluid) are shown in Fig. 7 for the steady state
regime (L∗

scr > 20). The sampled changes of the energies are found to be independent of the
scratching velocity. The work done by the indenter is portioned into a change of the energy
of the substrate, of the fluid and of the indenter. The largest portion of the energy supplied
to the system by the indenter goes into the substrate with about ∆E∗

S = 2.1 × 106 in the
dry cases and ∆E∗

S = 1.94 × 106 in the lubricated cases. The increase of the energy of the
indenter ∆E∗

I are much smaller than the increase of the energy of the substrate ∆E∗
S and are

around 0.08 < ∆E∗
I /106 < 0.16. The change of the energy of the fluid ∆E∗

F is about twice
the change of the energy of the indenter ∆E∗

I in the lubricated cases and lies in the range
0.2 < ∆E∗

F/106 < 0.25. The energy increase of the substrate and the indenter is significantly
reduced in the lubricated cases compared to the dry ones. This reduction is simply due to
the fact that a significant portion of the work done by the indenter goes into the fluid – if
such is present. The reduction of the energy increase of the substrate and the indenter is
fairly independent of the scratching velocity.
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Figure 7 Change of the energy in the substrate ∆E∗
S , the indenter ∆E∗

I and the fluid ∆E∗
F in

the steady state regime (L∗
scr > 20) as function of the scratching velocity v∗ in the dry (red) and

the lubricated (blue) cases. The dotted lines represent the mean over all scratching velocities of
the respective data (dry: ∆E∗

S = 2.12 × 106, ∆E∗
I = 0.12 × 106; lubricated: ∆E∗

S = 1.94 × 106,
∆E∗

I = 0.11 × 106, ∆E∗
F = 0.23 × 106).

To evaluate the energy balance in more detail, we compare the sum of the means over all
scratching velocities of the changes of the energy to the work done by the indenter using the
following equation: W ∗

I = ∆E∗
S + ∆E∗

I + ∆E∗
F + δ. Here, δ represents the numerical error

which arises from rounding errors as well as the error occurring during numerical integration.
The error is less than 1 % in all simulations. The energy balance reveals that in the dry
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cases around 94.2 % of the work done by the indenter causes an increase of the energy of
the substrate. The remainder of the work done by the indenter leads to an increase of the
energy of the indenter. In the lubricated cases, 10 % of the work done by the indenter
causes an increase of the energy of the fluid. Therefore, less energy goes into the substrate
(about 84 %) and into the indenter (only about 5 %). These values are similar to results
obtained in a previous work of our group [38]. Comparing the dry and the lubricated cases,
the energy increase of the substrate ∆E∗

S is reduced by 8.5 % and the energy increase ∆E∗
I

of the indenter is reduced by 9.5 %. This is due to the increase of the energy of the fluid
∆E∗

F and leads to the expected cooling effect for both the substrate and the indenter.
The results obtained from the simulations with different scratching velocities for the

change of the energy per time dE∗
j /dt∗ in the steady state regime (L∗

scr > 20) are shown in
Fig. 8. The numbers obtained from dE∗

j /dt∗ for the substrate, the fluid and the indenter
show a linear dependency on the scratching velocity. This is expected as the power supplied
to the system also increases linearly with increasing scratching velocity. As expected from
the changes of the energy ∆E∗

j shown in Fig. 7, the values dE∗
j /dt∗ of the substrate (j = S)

are highest for all simulations (cf. Fig. 8). This is probably due to the fact that the main
part of the work done by the indenter dissipates in the substrate in the vicinity of the contact
as a consequence of elastic and plastic deformation.
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Figure 8 Change of the energy per time in the substrate dE∗
S/dt∗, the indenter dE∗

I /dt∗ and the
fluid dE∗

F/dt∗ as function of the scratching velocity v∗ in the dry (red) and the lubricated (blue)
cases. The dotted lines represent linear functions of the form dE∗

j /dt∗ = a ·v∗ fitted to the respective
data (dry: aS/103 = 35.2, aI/103 = 2.1; lubricated: aS/103 = 32.2, aI/103 = 1.9, aF/103 = 3.8).

Fig. 9 shows the temperature of the contact zone of the substrate as a function of the
scratching velocity. The contact zone temperature was averaged both spatially (cf. Fig.
2) and over time; during the steady state regime. The results of the simulations with a
scratching velocity of v∗ = 0.066 show that the contact zone temperature (T ∗

contact ≈ 0.85) is
slightly increased compared to the initial temperature of T ∗ = 0.8, which was also applied to
the thermostats during the contact process. With increasing scratching velocity, the contact
zone temperature increases linearly. This is a consequence of the dependency of the change of
the energy per time on the scratching velocity, cf. Fig. 8. The contact zone temperature can
be described by a linear function which assumes no temperature change of the contact zone
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Figure 9 Temperature of the substrate in the contact zone T ∗
contact (cf. Fig. 2) as function of

the scratching velocity v∗ in the dry and the lubricated cases averaged in the steady state regime
(L∗

scr > 20). The black dotted line indicates the preset temperature of the thermostats. The red and
blue dotted lines represent linear functions T ∗

contact = a · v∗ + 0.8 fitted to the respective data (dry:
a = 1.04; lubricated: a = 0.92).

in the limit v∗ → 0. For most scratching velocities, the contact zone temperature is higher in
the dry cases than in the corresponding lubricated cases (except the scratching velocity of
v∗ = 0.266). This effect is due to the presence of the fluid since a part of the work done by
the indenter goes into the fluid (cf. Fig. 8), which confirms the findings from Ref. [38]. The
cooling of the substrate in the contact zone is the primary task of the fluid in macroscopic
cutting processes [8, 9, 22]. The absolute difference of the contact zone temperature between
the dry and the lubricated cases slightly increases with increasing scratching velocity. This
is also in accordance to the increase of the change of the energy per time of the fluid with
increasing scratching velocity (cf. Fig. 8). The increase of the contact zone temperature with
increasing scratching velocity has already been reported by several studies [19, 29, 31, 48, 50]
for dry cases. The results from the present study extend this phenomenon to lubricated
systems, where the thermal balance is influenced by several additional phenomena at the
interface and in the fluid [38].

The spatial temperature distribution is discussed by means of snapshots of the x∗-z∗

plane at the scratching length of L∗
scr = 77, cf. Fig. 10. The setup of the bins used for the

spatial discretization is shown in Fig. 2. Surface lines of the substrate and the indenter are
directly extracted from the position data of the particles using an alpha shape algorithm.
Details of the applied post-processing algorithm can be found in Ref. [14]. The snapshots are
shown for the scratching velocities v∗ = 0.066, 0.204 and 0.332. For the velocity v∗ = 0.066,
there is a slight increase of the local temperature up to T ∗ ≈ 0.96 observed in the tip of the
chip in the dry case. In the bulk of the substrate, no significant change of the temperature
compared to the initial temperature (T ∗ = 0.8) is found. In the lubricated cases, the increase
of the local temperature in the contact zone is reduced by the presence of the fluid (cf.
Fig. 10). Increasing the scratching velocity yields an increase of the temperature in the chip
in the dry cases (cf. Fig. 10 at v∗ = 0.204 and 0.332). The maximum local temperature at
the velocity of v∗ = 0.332 is T ∗ = 1.77 and is reached in the chip. Overall the warming of
the substrate is mainly limited to the chip and the direct vicinity of the contact zone, which
is the most plastically deformed zone of the substrate. The concentration of warming of the
substrate in the chip has also been reported by Refs. [11,28]. For the temperature field of
the fluid in the lubricated cases, the temperature is mainly increased in the area around the
chip. This indicates that the increase of the internal energy of the fluid mainly takes place
by a heat flux from the chip. Therefore, only a small portion of the increase of the internal
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energy of the fluid results from actual energy dissipation in the fluid in the contact zone,
as practically no fluid is present there. The dissipated energy which increases the internal
energy of the fluid during the scratching is hence mainly indirectly transferred to the fluid
via the chip and the substrate surface (cf. Fig. 4). The warming of the fluid includes larger
spatial dimensions compared to the substrate, which is a direct result of the differences of
the thermal conductivity of the substrate, the indenter and the fluid [38]. The fluid has a
significantly lower thermal conductivity than the substrate [10,44].
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Figure 10 Temperature in x∗-z∗ plane for the scratching length L∗
scr = 77 for dry (left) and

lubricated (right) cases for the scratching velocities v∗ = 0.066 (top), 0.204 (middle) and 0.332
(bottom). Black lines indicate the surface of the substrate and the indenter.

4 Conclusions

In the present work, the influence of the scratching velocity on dry and lubricated contact
processes was studied by molecular dynamics simulations. All intermolecular interactions
were modeled by the LJTS potential such that the model is a simplified yet representative
system. Mechanical properties like the occurring forces, the coefficient of friction and the
power supplied to the system as well as thermal properties like the change of the energy, the
energy balance and the local temperature field were evaluated.

The mechanical properties show only a weak dependency on the scratching velocity in the
considered velocity range. No significant dependency on the scratching velocity was observed
for the coefficient of friction in both dry and lubricated cases. The power supplied to the
system by the indenter increases linearly with increasing scratching velocity, which is expected
from the shortening of the total scratching time while the total energy supplied to the system
remains fairly constant. This independence can be traced back to the plastic deformation
processes in the material, which do not change in the velocity regime considered here. The
increase of the power supplied to the system by the indenter directly affects the temperature
in the contact zone which also shows a linear increase with increasing scratching velocity
both in the dry and in the lubricated system. In the lubricated cases, the local temperature
in the vicinity of the contact zone is slightly reduced due to the presence of the fluid. The
cooling effect of the lubricant is weaker than could have been expected from macroscopic
experience. This could indicate that the macroscopic cooling effect of the lubricant is mainly
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indirect, i.e. due to a cooling of the substrate and the indenter not in the vicinity of the
contact zone but in its surroundings, leading to an increased removal of heat by conduction
in the macroscopic system.
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Abstract
The Morse complex can be used for studying the topology of a function, e.g., an image or terrain
height field when understood as bivariate functions. We present an algorithm for the computation
of the discrete Morse complex of two-dimensional images using an edge-based data structure. By
using this data structure, it is possible to perform local operations efficiently, which is important to
construct the complex and make the structure useful for areas like visualization, persistent homology
computation, or construction of a topological hierarchy. We present theoretical and applied results
to demonstrate benefits and use of our method.
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1 Introduction

Morse theory [37] is primarily used for the study of a function’s topology by establishing the
topological relationships between its critical points, i.e., its extrema and saddles [18]. Algo-
rithms and models for Morse complexes have become increasingly important as fundamental
building blocks of computational topology with applications in image analysis, e.g., for image
segmentation, object skeletonization and classification. Relevant literature for Morse-Smale
complexes includes [8, 27, 42], discrete Morse complexes are covered in [17, 30, 50] and
persistent homology is discussed in [11, 15, 19, 20, 33, 50].

In many image processing problems, functions represent a space with scalar measures over
it. This is, for instance, the case of height fields (terrains). The domain of such functions is
sampled and, therefore, the continuous Morse theory is not directly applied. The adaptation
of the continuous theory to sampled data has been studied in [9, 18, 53], for example, where
the authors use the simulation of smooth notions to guide the computation and produce
what is called a Morse-Smale complex [53].

The discrete Morse theory, formulated by Forman [21, 22], is another adaptation of the
Morse theory to discrete structures. It was explored in works such as King et al. [31] and
Lewiner et al. [34]. Robins et al. [44] provided algorithms for computing discrete Morse
complexes through an image analysis approach.

Our contribution is an algorithm- and data structure-driven approach to compute the
discrete Morse complex of two-dimensional images. The complex is similar to the Morse-
Smale [9, 18, 26, 45, 53] approach and the method described by Robins et al. [44]. We
introduce a specialization for the specific case of 2D image functions of the approach
described by Robins et al. [44] and show that the specialized algorithms are optimized for the
case where paths emanate from saddles, instead of using the breadth-first search discussed
in [44]. We contribute a complete, detailed description of an algorithm to extract paths
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18:2 The Discrete Morse Complex of Images: Algorithms, Modeling and Applications

from a vector field given as input, resulting in the discrete Morse complex of an image. The
idea is similar to the one presented by Edelsbrunner et al. [18] for Morse-Smale complexes;
we differ by using the discrete approach of [44]. In addition, we show that the complexes
can be easily implemented by means of an edge-based data structure. Furthermore, since
we use an edge-based data structure, the complex is suitable for computing topological
persistence [6, 10, 12, 14, 35, 40, 51] and topological hierarchies [43, 49], as well as for
visualization purposes.

In Sections 2 to 4, we present basic concepts on topology of images, discrete Morse
complexes and data structures. These concepts are used in the algorithms and in the
modeling of the resulting complexes, which are discussed in detail in Sections 5 to 7. In
Section 8, we show the application of the discrete Morse complex to compute the persistence
and hierarchical representations of images. Finally, we present some concluding remarks in
Section 9.

2 Images as Cell Complexes and Topological Data Structures

A p-cell, of dimension p, is the basic element to construct the discrete domain which is a cell
complex. It is defined as a topological space homeomorphic to a p-ball Bp = {x ∈ Rp : |x| ≤ 1}.
The first three low-order p-cells are 0-cells (also known as nodes), 1-cells (edges) and 2-cells
(faces). Even though the secondary names are commonly used in computer science, the
concept of a face is a different one in topology, as we will state soon. Therefore, to be
consistent with the topology and computational topology literature, we choose to use the
primary names. We will denote a p-cell as αp or simply α whenever the dimension is clear
from the context.

The boundary of a p-cell consists of cells of lower dimension that limit the cell. A face of
a p-cell σp is a cell τk, with k ≤ p, which is part of the boundary of the p-cell. The p-cell σp

is called a coface of τk. The bounding relations of face and coface will be stated as τk ≺ σp

and σp ≻ τk.
A cell complex K is a finite collection of cells that satisfies the following requirements:

(1) all the faces of a cell in the complex also belong to the complex, and (2) the intersection
of any two cells is either empty or a face of both cells. A p-complex is a cell complex such
that all its cells have dimension less than or equal to p. A subcomplex of a cell complex K is
a subset of cells L ⊆ K such that L is also a cell complex.

An image is viewed as a function f : D → R, defined on a subset of the discrete lattice,
D = {(x, y) ∈ Z2 | 1 ≤ x ≤ M, 1 ≤ y ≤ N}. A point in D, and its value, is called a
pixel. An image can be modeled by a regular two-dimensional cell complex K, as described
by Kovalevsky [32]. Kovalevsky adopts a model where pixels are 2-cells since both are
area-related elements. The dual of this representation is also commonly used, for example,
in Robins et al. [44]. We adopt this latter model, such that an image is a regular complex K

with 0-cells corresponding to the pixels in D. The 2-cells are usually squares or triangles
defined by a pixel and some of its closest pixels in D. The 1-cells are faces of the 2-cells. An
example of such a model is shown in Figure 1.

Different data structures can be used to model cell complexes [16, 20, 24, 27, 52]. Since
we are interested in two-dimensional cell complexes, planar edge-based data structures, such
as the half-edge or the quad-edge, are efficient for our purposes [5, 25, 36]. As we will show in
our algorithms, efficient computation can be performed through an edge-based data structure,
since it allows adjacency operations to be computed in constant time. Hereafter, we will
assume that the complexes are all modeled by means of an edge-based data structure.
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0-cell

1-cell

2-cell

Figure 1 Digital image modeled as a cell complex K. Pixels are 0-cells of the complex which also
have cells of dimension 1 and 2 to explicitly define the topology of the image.

3 Discrete Morse Theory

The discrete Morse theory, formulated by Forman [21], is an adaptation to discrete structures
of the Morse theory [37], which relates the critical points of a function f to the topology of
the domain.

A discrete Morse function on a cell complex K is a function f : K → R such that, for
every σ ∈ K, f takes a value less than or equal to f(σ) in at most one coface of σ and takes
a value greater than or equal to f(σ) in at most one face of σ. Figure 2 shows an example of
a discrete Morse function.
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Figure 2 Example of a discrete Morse function. The values of the function are placed over each
cell.

Given a discrete Morse function f , a discrete vector field V is a collection of pairs of cells
(αp, βp+1) in K defined whenever αp ≺ βp+1 and f(βp+1) ≤ f(αp). A pair (αp, βp+1) can
be thought of as a discrete tangent vector leaving α and oriented towards β. Pictorially, the
vector is represented by an arrow from α to β. Figure 3 shows the vector field of the Morse
function presented in Figure 2.

minimum

minimum

minimum

saddle

saddle

saddle

maximum

Figure 3 Example of a discrete vector field and critical cells of a discrete Morse function. A
V -path is shown in blue.
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A cell σp ∈ K is critical of index p if all of its cofaces take strictly greater values in
f and all of its faces are strictly lower in f [21, 22, 44]. In a two-dimensional cell complex,
minima are 0-cells, saddles are 1-cells and maxima are 2-cells. Figure 3 shows examples of
critical cells of a discrete Morse function. Every cell belongs to a pair in the vector field,
except for critical cells.

Another important concept related to vector fields is that of flow. The analogue of
a streamline in a continuous function is called a V -path, which is a sequence of cells
αp

1, αp+1
1 , αp

2, αp+1
2 , αp

3, . . . , αp+1
r−1, αp

r , such that (αp
i , αp+1

i ) ∈ V , αp+1
i ≻ αp

i+1, and αp
i ̸= αp

i+1,
for all i = 1, . . . , r − 1. A V -path is a non-trivial closed V -path if αp

r = αp
1 for r ≥ 2.

Forman [21] presented a discrete vector field V without non-trivial closed paths as the
discrete analogue of the continuous gradient vector field. Notice that V -paths alternate
between cells of dimension p and p + 1, therefore, we could explicitly refer to a type of path
as a (p, p + 1)-path, for instance, a (0, 1)-path alternates between cells of dimension 0 and 1.
Figure 3 shows a V -path in blue. The vector field V of the input complex K is computed
using the algorithm presented by Robins et al. [44], which returns the pairs of cells in V and
the critical cells.

4 Modeling the Discrete Morse Complex

We process two complexes. The first one is the complex K of the input image with its
discrete vector field V derived from a discrete Morse function. Pairs of cells can be stored as
an attribute of cells in K. The second complex is the discrete Morse complex M that we
will compute. Both complexes are modeled through an edge-based data structure, such as
the half-edge or the quad-edge.

In order to avoid confusion when referring to cells in K or cells in M , from now on, we
will use Greek letters for cells in K and Latin letters for cells in M . Particularly, we will use
vp or up to denote a 0-cell in M and e to denote a 1-cell in M . A cell vp will correspond
to a p-cell in K and e will denote a boundary relation between cells in K. Figure 4 shows
two complexes K and M and the corresponding cells. The 0-cells in M can be regular or
critical according to the cells they correspond to in K. The 1-cells in M explicitly model the
boundary relation between two cells in K. The symbols ⊚, ⊕ and ⊙ will henceforth denote
critical 0-cells in M related to 0-, 1- and 2-cells, which are also critical in K. If not critical,
the 0-cell will be drawn with the symbol ◦.

⊕ ◦◦
◦
◦
⊙ ◦
◦
◦
⊕ ◦◦◦◦◦◦◦◦

◦
◦
◦
⊚
◦
◦ ◦ ◦ ◦ ◦ ◦

◦ ⊚
◦
◦
⊕◦
◦
◦
⊚◦

critical 0-cell v0 (minimum)

critical 0-cell v1 (saddle)
critical 0-cell v2 (maximum)

1-cell e (boundary relation)

regular 0-cell v1

regular 0-cell v0

regular 0-cell v2

Figure 4 Complex K with M placed over it. The index p of a cell vp in M is related to the
dimension of the corresponding cell in K.

Before presenting the algorithms, we introduce alternative definitions of V -paths to reflect
the explicitly modeled paths used in the algorithms. In two dimensions, a discrete Morse
complex can have two types of V -paths: (0, 1)-paths and (1, 2)-paths. We denote such paths
as QV -paths in the complex M we are computing. Definitions for both cases are presented
next.
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▶ Definition 1. Given a (0, 1)-path α0
1, α1

1, α0
2, . . . , α1

r−1, α0
r in V , a (0, 1)-path in M , leaving

v1
0, is a sequence of 0-cells (denoted by v

{0,1}
i ) and 1-cells (denoted by arrows) v1

0 → v0
1 →

v1
1 → v0

2 → . . . → v1
r−1 → v0

r where v0
i → v1

i are the cells related to a pair (α0
i , α1

i ) ∈ V and
v1

0 is related to a critical cell α1 ≻ α0
1, α1 ̸= α1

1.

Notice from this definition that the (0, 1)-path leaves a 1-cell and arrives to a 0-cell,
making explicit the connection of critical endpoints and following the intuitive notion of
a flow going downwards from a saddle to a minimum cell. In a similar way, a (1, 2)-path
definition is presented, but now the path leaves a 2-cell towards a 1-cell.

▶ Definition 2. Given a (1, 2)-path α1
1, α2

1, α1
2, . . . , α2

r−1, α1
r in V , a (1, 2)-path in M , arriving

to v1
r , is a sequence of 0-cells (denoted by v

{1,2}
i ) and 1-cells (denoted by arrows) v2

0 → v1
1 →

v2
1 → v1

2 → . . . → v2
r−1 → v1

r where v1
i → v2

i are the cells related to a pair (α1
i , α2

i ) ∈ V and
v2

0 is related to the cell α2 ≻ α1
1, α2 ̸= α2

1.

5 Extraction of QV -Paths

The algorithm for extracting the QV -paths connecting critical cells is based on searching
the paths out of 1-cells. This approach enables efficient computation of the paths in the
2D setting when compared to a breadth-first search [44], since the algorithms consider only
paths that may connect critical cells and avoid multiple traversals of cells along sub-paths
common to more than one path.

5.1 Initializing QV -Paths from a Saddle

The initialization of QV -paths out of a saddle in K is performed by identifying all of its
possible V -paths and including them in the resulting complex M . Up to four V -paths can
be expected to go out of a 1-cell since a 1-cell has two faces and at most two cofaces [4].
Given a critical 1-cell α1 of K, we start all QV -paths arriving and leaving a 0-cell v1

α ∈ M

related to α1 (see Figure 5). In our examples, we use cell complexes of triangles. Regardless,
the concepts discussed are not dependent on an image’s representation by triangular or
quadrilateral 2-cells.

α1
β0γ0

σ2

τ2

(a)

⊕ ◦vα vβ

(b)

⊕◦ vαvγ

(c)

⊕
◦

vα

vσ

(d)

⊕
◦

vα

vτ

(e)

⊕◦ ◦
◦

◦vα
vβvγ

vσ

vτ

(f)

Figure 5 Given a critical 1-cell in V (a): create the QV -paths out of it (b)-(e) and arrange them
in the ring of edges out of the vertex related to the 1-cell (f).
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The 1-cell α has two faces, β0 and γ0; and also two cofaces, σ2 and τ2 (Figure 5a). We
create the 0-cells in M related to each face and coface of α1 in K, as well as the four 1-cells
that model the boundary relations. This can be observed in Figures 5b to 5e. At the end,
the ring of 1-cells out of vα (a cyclical ordering of the 1-cells leaving a 0-cell v) needs to be
adjusted to maintain consistency of the edge-based data structure. All the operations take
constant time when using an edge-based data structure. For a better understanding of the
operations to create and connect the cells, one could refer to [25]. The connection of cells,
for example, can be easily performed through the Splice operation described by Guibas and
Stolfi [25]. As part of the creation of 0-cells their attributes are properly set, i.e., index p of
vp and indicator of a cell’s critical status.

It is important to note that the resulting paths agree with Definitions 1 and 2. Let vα

be v1
0 in Definition 1, two QV -paths of the form v1

0 → v0
1 are now in the complex M , with

v0
1 being vβ in one path and vγ in another. Both paths are related to a trivial V -path of

the form α0
1 in V . Similarly, we have two paths of the form v2

0 → v1
1 . However, as explained

as part of the discussion of the path extraction algorithm, it is more convenient to think of
(1, 2)-paths as being computed in a backwards fashion. In such a manner, one could think
of vα to be v1

r and vσ and vτ to be v2
r−1 in Definition 2. Therefore, two paths of the form

v2
r−1 → v1

r are obtained, both related to a trivial V -path of the form α2
r in V .

5.2 Expanding QV -paths
After the initialization, we will iteratively expand the QV -paths. From the previous discussion,
we recall (0, 1)-paths are initialized to grow in a forward manner and (1, 2)-paths are to be
grown backwards. Expanding forward a (0, 1)-path means to grow the initial QV -path to
v1

0 → v0
1 → v1

1 → v0
2 (related to a path α0

1, α1
1, α0

2 in V ), according to Definition 1. Likewise,
expanding backwards the initial (1, 2)-path means to grow the QV -path to v2

r−2 → v1
r−1 →

v2
r−1 → v1

r (related to a path α2
r−1, α1

r−1, α2
r in V ), according to Definition 2. Therefore,

the expansion of the QV -paths is basically obtained by considering a pair (α0, α1) or a pair
(α1, α2), in the input vector field V , as well as a face or coface of α1 that is not paired with
it.

▶ Definition 3. Given a (0, 1)-path v1
0 → v0

1 → . . . → v1
k−2 → v0

k−1 and its related V -path
α0

1, α1
1, . . . , α1

k−2, α0
k−1, the expanding triple of the path is the set of cells {α0

k−1, α1
k−1, α0

k}
such that (α0

k−1, α1
k−1) ∈ V and α1

k−1 ≻ α0
k, with α0

k−1 ≠ α0
k, that allows growing

the QV -path to v1
0 → v0

1 → . . . → v1
k−2 → v0

k−1 → v1
k−1 → v0

k with related V -path
α0

1, α1
1, . . . , α1

k−2, α0
k−1, α1

k−1, α0
k.

Consider the (0, 1)-path vα → vβ in Figure 5b. The cells in the expanding triple are
shown in Figure 6a following the V -path out of β0

o , namely, β0
o , β1 and β0

d. The endpoints
of an expanding triple are indexed with an “o” or a “d” to make it explicit where the flow
enters the path and where it goes to.

α1
β0

o
β1

β0
d

γ0

σ2

τ2

(a)

α1
β0γ0

σ2
d

σ1σ2
o

τ2

(b)

Figure 6 Expanding triples for a (0, 1)-paths and a (1, 2)-path.
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▶ Definition 4. Given a (1, 2)-path v2
k+1 → v1

k+2 → . . . → v2
r−1 → v1

r , its related V -path
α1

k+2, α2
k+2, . . . , α2

r−1, α1
r and α2

k+1 related to v2
k+1, the expanding triple of the path is the set

of cells {α2
k, α1

k+1, α2
k+1} such that (α1

k+1, α2
k+1) ∈ V and α2

k ≻ α1
k+1, with α2

k ̸= α2
k+1, which

allows growing the QV -path to (0, 1)-path v2
k → v1

k+1 → v2
k+1 → v1

k+2 → . . . → v2
r−1 → v1

r

related to a V -path α1
k+1, α2

k+1, α1
k+2, α2

k+2, . . . , α2
r−1, α1

r.

The expanding triple for the (1, 2)-path vσ → vα in Figure 5d is composed of the cells σ2
o ,

σ1 and σ2
d, as shown in Figure 6b.

A QV -path may not have an expanding triple, however, if it does, then it is unique.

▶ Proposition 5. The expanding triple of a (0, 1)-path in M is unique.

Proof. Given v1
0 → v0

1 → . . . → v1
k−2 → v0

k−1 related to α0
1, α1

1, . . . , α1
k−2, α0

k−1 is a (0, 1)-
path that has an expansion, suppose the expanding triple is not unique. Let us then call
two of the expansions α0

1, α1
1, . . . , α1

k−2, α0
k−1, β1

k−1, β0
k and α0

1, α1
1, . . . , α1

k−2, α0
k−1, γ1

k−1, γ0
k.

If β1
k−1 ̸= γ1

k−1, it means there are pairs (α0
k−1, β1

k−1) and (α0
k−1, γ1

k−1) in V . However, by
definition of a vector field, any cell is paired once in V . Consequently, α1

k−1 = β1
k−1 = γ1

k−1.
The paths can still be different if β0

k ̸= γ0
k. In such a case, the 1-cell α1

k−1 should have three
faces: α0

k−1, β0
k and γ0

k. That is not possible by definition. ◀

▶ Proposition 6. The expanding triple of a (1, 2)-path in M is unique.

Proof. Given v2
k+1 → v1

k+2 → . . . → v2
r−1 → v1

r related to α1
k+2, α2

k+2, . . . , α2
r−1, α1

r is a (1, 2)-
path that has an expansion, suppose the expanding triple is not unique. Let us call two of these
expansions β1

k+1, β2
k+1, α1

k+2, α2
k+2, . . . , α2

r−1, α1
r and γ1

k+1, γ2
k+1, α1

k+2, α2
k+2, . . . , α2

r−1, α1
r. If

β2
k+1 ̸= γ2

k+1 then the 1-cell α1
k+2 should have three cofaces: α2

k+2, β2
k+1 and γ2

k+1. That is
not possible. Since α2

k+1 = β2
k+1 = γ2

k+1, the paths can still differ if the pairs (β1
k+1, β2

k+1)
and (γ1

k+1, γ2
k+1) are in V and β1

k+1 ≠ γ1
k+1. Again, by definition of V , any cell is paired

once, and β1
k+1 = γ1

k+1 since β2
k+1 = γ2

k+1. ◀

Given a cell α0 in the input vector field V , we are able to retrieve the 1-cell paired with
α0 in constant time. The second face of a 1-cell can also be computed in constant time with
an edge-based data structure. Therefore, retrieving the expanding triple is an O(1) operation.
Retrieving the expanding triple in a (1, 2)-path is similar and also efficient.

Considering again the paths obtained after the initialization steps, these were of the form
v1

0 → v0
1 and v2

r−1 → v1
r . Now, given the paths in Figures 5b and 5d, the vertices vβ and vσ

and the expanding triples of Figures 6a and 6b, we are able to form v1
0 → v0

1 → v1
1 → v0

2 and
v2

r−2 → v1
r−1 → v2

r−1 → v1
r , as shown in Figures 7a and 7b.

⊕ ◦

◦

◦

v1
0 v0

1

v1
1

v0
2

(a)

⊕
◦

◦
◦

v1
r

v2
r−1

v1
r−1

v2
r−2

(b)

Figure 7 One step expanded QV -paths obtained with the expanding triples of the initial (0, 1)-
and (1, 2)-paths shown in Figures 5b and 5d.
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5.3 Stop Conditions
The paths must be expanded until a termination condition is met. An expanding triple is
not found for a (0, 1)-path when the path reaches a critical cell. A (1, 2)-path does not have
an expanding triple either when it reaches a critical cell or the boundary of the cell complex.

▶ Proposition 7. A (0, 1)-path v1
0 → v0

1 → v1
1 → v0

2 → . . . → v1
k−1 → v0

k has no expanding
triple if the 0-cell, α0 ∈ K, related to v0

k is critical.

Proof. If α0 is not critical, then, by definition, it is paired in V . A pair (α0
i , β1

i ) in a V -path
is always followed by a 0-cell α0

i+1 which is a face of β1
i other than α0

i which must also exist
since every 1-cell has two faces. If α0 is critical, then it is not paired in the vector field and,
therefore, no expanding triple can be found. ◀

▶ Proposition 8. A (1, 2)-path v2
k → v1

k+1 → v2
k+1 → v1

k+2 → . . . → v2
r−1 → v1

r has no
expanding triple if one of two conditions is true:
1. the cell α2

k, related to v2
k, is critical;

2. the cell α2
k is paired with a 1-cell, α1 ∈ V , which has no coface in K other than α2

k.

Proof. Condition 1. If α2 is critical, then it is not paired in V and, therefore, no expanding
triple out α2 can be found. Condition 2. If α2 is not critical, then it is paired in V , with a
1-cell α1. The 1-cell is in K since all the faces of a cell must be in K. Given the pair cell α1,
if its two cofaces are in K, then an expanding triple for the path is found, since there is a
coface α2

k−1 ̸= α2
k. Otherwise, if there is no other coface other than α2

k, then no expanding
triple can be found. ◀

From these conditions, it possible to expand a whole QV -path. However, some additional
stop conditions will be introduced. These are based on the fact that V -paths can merge and
branch.

Consider a particular 0-cell α0 in a complex K and suppose it is paired with a 1-cell in
the vector field V of the complex. Let also α0 be a face of k 1-cells in the complex. Except
for the 1-cell paired with α0, each one of the other 1-cells either is paired or is a critical
1-cell. If l ≤ k of these 1-cells are paired with a 0-cell, then there are l V -paths containing
the cell α0 and, therefore, at least l paths merge into α0. Figure 8a shows an example of a
cell at which three V -paths merge.

α0

(a)

α2

(b)

Figure 8 Example of an 0-cell shared by three V -paths and a 2-cell shared by two V -paths.

Now let α2 be a 2-cell in K paired in V with one of its 1-cell faces. If the α2 has k 1-cell
faces, then these cells may be paired with a 0-cell, paired with a 2-cell or be a critical cell. If
l ≤ k of them are paired with 2-cells, the V -path containing α2 will have l V -paths out of it,
in other words, the path branches into l V -paths. Figure 8b show a V -path which branches
into two V -paths.
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Both merging and branching cases are considered stop cases when a QV -path reaches a
cell in a path already processed. In Figure 9a, the path ending at the 0-cell v is currently
being processed. When the path is expanded from v, it merges with a second path that has
been already computed (Figure 9b). From that point on, the expansion of both paths is
exactly the same (a consequence of a unique expanding triple). It is also simple to deal with
branching cases. The two (1, 2)-paths shown in Figure 9c become one in Figure 9d. Notice
that, since (1, 2)-paths are traversed in a backward fashion, the branching case of (1, 2)-paths
is algorithmically similar to the merging case of (0, 1)-paths and we are able to deal with
both cases in a similar way.

◦ ◦ ◦ ◦

◦

◦

◦

v

(a)

◦ ◦ ◦ ◦ ◦

◦

◦

◦

v

(b)

◦
◦

◦
◦

◦
◦

◦
◦

◦
◦

◦

◦
◦

◦
◦v

(c)

◦
◦

◦
◦

◦
◦

◦

◦
◦

◦
◦

◦

◦
◦

◦
◦

v

(d)

Figure 9 Examples of QV -paths that merge and branch.

A path can be fully extracted by iteratively computing the expanding triples and testing
the stop conditions. All these computations can be performed in constant time, therefore,
extracting a path takes linear time on the size of the V -path.

The paths of a discrete Morse complex are exactly the QV -paths with critical cells as
endpoints. However, there may be (1, 2)-paths that do not end at a critical 2-cell. That
follows from the second condition of Proposition 8. In order to obtain only the paths of the
Morse complex, it suffices removing a (1, 2)-path if one of its endpoints is not a critical cell
(see Figure 10). This process can be easily performed with the data structure in linear time
on the size of the path. Alternatively, one could add a dummy critical cell when the second
condition of Property 8 is satisfied.
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Figure 10 The rightmost path does not end in a critical cell. That could happen in case the
path reaches the image boundary.
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It is now possible to extract all QV -paths in a discrete Morse complex. It suffices to
go through all the saddles of the input complex extracting all of its paths. If the complex
has N saddles, then 4N paths will be processed. If the size of the i-th path is Li, then the

algorithm will require O(
4N∑
i=1

Li) time.

6 Disentangled Complex

Since the extracted paths can merge or branch, we call the complex described in the previous
section an entangled complex. For some applications, it is important that certain cases, such
as merging and branching, do not occur. In the following, we will show how to separate
merged and branched paths and keep them independent of each other.

QV -paths merge or branch at a given 0-cell along their extent. We will define that 0-cell
v ∈ M a knot if it is not critical and its degree (number of paths arriving and leaving) is
greater than two. Figure 9b shows a knot v of degree three. A knot of branching paths is
shown in Figure 9d.

If a knot is present, it means that l paths have a common subpath that occurs after a
merging case or before a branching case. The idea to disentangle all knots can be thought of
as a method that pushes forward (backward) a knot, along the common subpath of merging
(branching) paths, until a critical endpoint is reached.

The basic operation works locally at a knot separating the paths one step forward
(backward). For such, we need a knot v1 and the 0-cell v2 towards which v1 is pushed. The
edge e1 between v1 and v2 is the common subpath to be separated into the k paths entangled
in v1. For the case shown in Figure 11a, two paths merge into v1, the knot is pushed forward
to v2 along the edge e1. Using the edge-based data structure, it suffices to disconnect each
one of the k paths from the ring of 1-cells of v1. A new 0-cell v is then created for each path
in order to substitute v1 in that path. A 1-cell e is created to connect v to v2. In such a
manner, all paths are disentangled by one step. Figure 11b shows the result for the example
path. A new application of the process will disentangle the paths one step further, resulting
in the paths shown in Figure 11c. The operation involves traversing the rings of 1-cells of v1
and applying constant time computations. The operation takes constant time on average,
since the average degree of a planar graph is strictly less than six [28].

It suffices to continue pushing forward (backward) the knot vertices to fully separate
paths. Similar to the approach to extracting the QV -paths, we proceed from saddles in M

and follow all of its paths disentangling the knots until another critical cell is found. The
resulting paths are then disjoint. For visualization purposes and to maintain the planarity
of the complexes, the geometrical position of the paths can be perturbed infinitesimally, so
that they are positioned parallel to each other. Figure 11d shows the result of disentangling
the knots. If the number of saddles is N and each saddle can have up to four paths, the

algorithm again will require O(
4N∑
i=1

Li) time.

7 Simplified Morse Complex

The complex obtained by the method discussed above can be used for simple visualization,
but it is not efficient for many practical tasks, such as computing Betti numbers or hierarchies
of the complex. For such tasks, one would intend to obtain the critical cells connected by
QV -paths in constant time, without traversing all paths.
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Figure 11 Example of untangling knots of a merged path. In (a), the common subpath between
v1 and v2 is split so that the two paths arriving at v1 are then separated in (b). The process is
applied once again to obtain the separated paths in (c), and, by iterating along the whole common
subpaths, fully separated paths are obtained (d).

We present a simplified version of our discrete Morse complex such that the 1-cells connect
critical cells. The path between the critical cells are stored in a list as an attribute of the
1-cells. With such a complex, we obtain the objective of a model that is easy to manipulate
through local operations, but that can also be used for visualization purposes.

We consider subpaths called simplification kernels, depicted in Figures 12a and 12b. The
kernel is formed by the set of cells {e, v1, e1, v2, e2, v3}. We chose such a kernel to maintain
the property that a path alternates between cells of different dimensions. If the destination
of e is not a critical cell, then we can argue that a kernel can be found. Consider a (0, 1)-path
u1

0 → u0
1 → u1

1 → u0
2 → . . . → u1

r−1 → u0
r, as in Definition 1. The saddle in the origin of e is

u1
0 and the destination is u0

1 in the path. By definition, the subpath u0
1 → u1

1 → u0
2 should be

present in the path. These are exactly the cells needed to form the kernel. The same ideas
can be applied to a (1, 2)-path.

The 1-cell e has as origin a saddle in M . The cells v1 and v2, as well as e1 and e2, are
removed from the complex and the 1-cell e is connected to v3. The result of the simplification
of the complex from Figure 12a is shown in Figure 12b.

Finding kernels and simplifying them must be repeated until the 1-cell e finally connects
critical 0-cells. The endpoints of e shown in Figure 12b still are not both critical. Therefore,
a new kernel is found and simplified. The result is the edge e shown in Figure 12c that
connects critical cells and the process stops. The time complexity is linear in the size of the
path. Again, the process must be repeated for each path, implying that a fully simplified

complex is obtained in O(
4N∑
i=1

Li) time. The resulting complex for our example is shown in

Figure 12d.

8 Persistence and Topological Hierarchies

We present applications of the discrete Morse complex for analysis of image functions and
important topological computations, such as persistence of critical cells [13, 23, 38, 39] and
simplification of a topological structure to produce a hierarchical representation [35, 46, 49].
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Figure 12 Simplification of subpaths and resulting discrete Morse complex. In (a) a kernel is
used to exchange a subpath by a unique 1-cell (b). The process is repeated in (b) and stops since
critical cells are now directly connected (c). In (d) the discrete Morse complex connects only critical
cells.

We use elevation functions comprising one synthetic image and four real-world terrain
height field data [41, 48]. The synthetic image was computed as h(x, y) = sin x + sin y

multiplied by an exponential g(x, y) = exp
(

− x2+y2

2σ2

)
, with x and y in the interval [−40, 40]

and σ = 6. The image is shown in Figure 13a and its resulting discrete Morse complex in
presented in Figure 13b. The information on the image set and the number of critical cells
of each type in the resulting discrete Morse complexes are given in Table 1.

(a) (b)

Figure 13 Discrete Morse complex (b) of the synthetic sinusoidal image (a). The colors in (b)
represent the persistence of critical points, ranging from low persistence (blue) to high persistence
(red), with intermediate values in yellow and green.

The complexes were employed to compute the persistence of critical points and hierarchical
decompositions of the complexes through cancellation of low persistent topological features.
These topological features are 0-cycles and 1-cycles, which, in a two-dimensional space, are
related to connected components and holes in the level sets of the images. The number of
cycles in the level sets, along with persistence, was computed with the algorithm described
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Table 1 Images used in the experiments. The second column lists the resolution (in pixels) of
the images, third to fifth columns report the number of cells in each dimension in the respective
cell complexes, whereas sixth to eighth columns report the number of critical points in the Morse
complex.

Image
Resolution Image Complex Morse Complex

(pixels) 0-cells 1-cells 2-cells Minima Saddle Maxima

Sine 256 × 256 65536 130560 65025 49 84 36
Crater Lake 336 × 459 154224 307653 153430 355 713 359
Cumberland 1201 × 1201 1442401 2882400 1440000 8058 23138 15081
Death Valley 1201 × 1201 1442401 2882400 1440000 27964 46319 18356
Mars 936 × 949 888264 1774643 886380 568 4293 3726

by Zomorodian [54]. The algorithm requires a total ordering of the critical points in the
Morse complex, which was obtained by assigning the grayscale value of each critical cell to
the corresponding point in the Morse complex. For details on the subject, one should refer
to specialized literature [29, 53, 54].

The image in Figure 13b depicts in different colors the persistence of each critical point in
the discrete Morse complex of the sinusoidal image (Figure 13a). The color scale varies from
blue to red, representing low persistence and high persistence. Intermediate values are shown
in yellow and green intensities. The critical points of higher persistence are positioned in the
center of the image and the persistence decays from these points to points in the boundaries
of the image. This effect is due to the exponential function added to the sinusoidal function.
The 0-cycles and 1-cycles of the image are summarized in the graphs of Figure 14. The cycles
are sorted by persistence and it can be noticed that the persistence increases following an
exponential behavior, as expected.
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Figure 14 Graphs that illustrate the respective persistence for each 0- and 1-cycle in the sinusoidal
image. The sorted persistence of the cycles grows exponentially, except for the last 0-cycle, which
has infinite persistence. The horizontal line presents the median for reference.

The graphs for number of cycles versus persistence for the real images are shown in
Figure 15. The persistence axis is shown in logarithmic scale, so that the values can be
better analyzed. These graphs show a common characteristic: a small amount of cycles with
high persistence and a great amount of cycles with very low persistence. These very low
persistent cycles may be due to topological noise of the data. An important task is then the
removal of such topological noise, as explored in [9] and [18]. Cleaning the topological noise
may be interesting for better understanding the function or the phenomenon being studied.
The data structure of our complex allows easy and fast manipulation of the complex for
simplifications. We implemented the operation as described in [18].
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Figure 15 Graphs that illustrate the respective persistence for each 0- and 1-cycle of real elevation
terrain images. The sorted persistence shows a small amount of cycles with high persistence and
a great amount of cycles with very low persistence. The horizontal line presents the median for
reference.

It can be noticed that noisy topological features are mostly concentrated in low persistent
points. By suppressing low persistent features, the discrete Morse complex becomes cleaner.
This effect is reflected in the hierarchy of simplified discrete Morse complexes, shown in
Figure 16. In the initial complexes, the island in the middle of the lake does not stand out,
since there are many low persistence features. As the simplification progresses, topological
features of low prominence are removed and important topological features are preserved.

We have also computed the hierarchy for a face image, as shown in Figure 17. Initially,
there is a high concentration of feature areas with non-relevant details. The details are
removed as the levels in hierarchy are traversed and features located at the eyes, nose and
mouth stand out. This example shows how the simplification of the complexes can be used
to capture significant topological information of images and suggests that it can be useful for
image classification. The image was obtained from the AT&T Laboratories Cambridge [2].
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(a) DEM (b) original (c) pers. > 8 (d) pers. > 16 (e) pers. > 32

Figure 16 Hierarchy for the Crater Lake image.

(a) face (b) original (c) pers. > 8 (d) pers. > 16 (e) pers. > 32

Figure 17 A hierarchy of discrete Morse complexes computed for a face image.

Finally, we discuss computational time and memory usage (Table 2) for each step in
the construction of the discrete Morse complex. The algorithms were implemented1 using
the C programming language and the experiments were performed on a computer with an
Intel i7 core (1.8GHz and 8GB RAM memory) with Ubuntu 18.04. The quad-edge [25] data
structure was used for the complexes. In addition, for the images already covered in the
previous discussion, we provide information for the Berkeley Segmentation Data Set and
Benchmarks 500 (BSDS500) [1]. The dataset consists of 500 images of two different sizes,
i.e., 152 images of 312×481 pixels and 348 images of 481×312 pixels.

Table 2 shows the mean computational time and memory usage for the BSD dataset. Even
though our implementation used the quad-edge data structure for the image complex and for
the discrete vector field, it would be possible to reduce memory cost with memory-efficient
data structures [20]. In addition, the image complex and the vector field are no longer
necessary after computing the discrete Morse complex. The Topology Toolkit (TTK) [7, 47]
supports Morse-Smale computation. In Table 3, we provide execution time and memory usage
using TTK (version 0.9.8) filters in the ParaView software (version 5.6.1) [3]. The software
output values are reported. Our implementation of our algorithms is efficient, as can be seen
in columns 4 to 6 in Table 2. The computation of the vector field, the input to our algorithms,
needs to be improved, as has not yet been optimized for images of large dimensions. This
efficiency improvement is possible, since TTK also computes the vector field at the reported
times. TTK triangulates complexes as well, instead of using a quadrilateral grid, which could
potentially increase computational time. It is our plan to improve efficiency related to path
computations and fine-tune our implementation for better run time performance.

1 Code available at https://pessoal.dainf.ct.utfpr.edu.br/rdsilva/codes/morse.zip.
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Table 2 Computational time and memory usage for each step of the algorithm. Time and
memory is reported for each step: image cell complex (Img), computation of the vector field (VF),
computation of the paths (Paths), disentangling the paths (Dis.) and contracting the paths (Con.).
The contract step does not increase the memory, therefore we report the complex storage size after
disentangling and contracting steps as a unique value.

Time (seconds) Memory (megabytes)

Image Img VF Paths Dis. Con. Img VF Paths Dis./Con.

BSD 0.067 1.542 0.500 0.427 0.377 92.90 169.49 119.04 173.14
Sine 0.027 0.569 0.114 0.004 0.004 39.30 70.97 4.98 4.98
Crater Lake 0.067 1.493 0.330 0.089 0.064 92.88 168.80 26.13 44.43
Cumberland 0.611 15.743 3.737 2.117 1.711 868.94 1571.61 428.79 1091.62
Death Valley 0.618 15.948 4.349 2.030 1.786 868.93 1572.64 609.087 998.90
Mars 0.383 9.236 2.075 0.682 0.514 534.81 967.08 148.58 345.81

Table 3 Computational time (four threads) and memory usage from TTK using ParaView.

Image Time (seconds) Memory (megabytes)

Sine 0.158 1.48
Crater Lake 0.458 6.38
Cumberland 4.841 148.10
Death Valley 5.479 132.16
Mars 2.733 -

9 Conclusions

We have presented and analyzed algorithms for computing the discrete Morse complex for
two-dimensional images. We model a Morse complex with an efficient edge-based data
structure, e.g., a winged-edge or a quad-edge structure, to guarantee constant-time local
operations applied to a Morse complex.

The presented algorithms ensure that only paths in a vector field that may lead to paths
in a Morse complex are processed. The algorithms deal with merging and branching in
order to produce a consistent representation of the model. The simplified Morse complex
can be manipulated in a straightforward manner and is useful to perform local topological
operations. The model used for the complex is suitable for data analysis and visualization.

The presented theoretical and experimental results show the effectiveness of our algo-
rithms. For example, the complex is suitable for the computation of homological persistence
numbers [53], removal of topological noise [51], and hierarchical representation of the dis-
crete Morse complex [18]. Computation times show that our algorithm has a performance
comparable to that used in the Topological Toolkit (TTK). However, memory requirements
of our algorithms should be reduced, and we plan to address this issue in future work.
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Abstract
This paper explores how recent convolutional neural network (CNN)-based techniques can be used
to interpolate images inside scientific image databases. These databases are frequently used for
the interactive visualization of large-scale simulations, where images correspond to samples of the
parameter space (e.g., timesteps, isovalues, thresholds, etc.) and the visualization space (e.g., camera
locations, clipping planes, etc.). These databases can be browsed post hoc along the sampling axis
to emulate real-time interaction with large-scale datasets. However, the resulting databases are
limited to their contained images, i.e., the sampling points. In this paper, we explore how efficiently
and accurately CNN-based techniques can derive new images by interpolating database elements.
We demonstrate on several real-world examples that the size of databases can be further reduced by
dropping samples that can be interpolated post hoc with an acceptable error, which we measure
qualitatively and quantitatively.
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1 Introduction

Today, almost any domain of research and engineering is using scientific simulations. The
complexity and scale increased over time due to innovations and continuous improvements in
both hardware and algorithmic solutions. With this, the results also grew in size. Now, the
management of data is increasingly becoming a major concern for large-scale applications. It
has been examined that persistently saving or archiving data produces over-proportionally
high costs (Kunkel et al. [13]), which strain institutional resources. Approaching exa-scale
computing capabilities, it becomes apparent that storage constraints limit the scope of more
and more simulations. Researchers are forced to decrease data output frequencies, shorten
the simulation time, or shrink the region and ensemble sizes, which in return hinders the
analysis and scientific workflow in general.

Scientific simulations are a valuable tool for researchers of many domains to derive and
verify hypothesis, which are otherwise unobservable. Therefore, there were many techniques
proposed to mitigate this problem [6][14][7][31][10][12] (further discussed in related work).
One of them by Ahrens et al. [2], who proposed the creation of a image databases. These
contain in situ rendered visualizations of the simulation for e.g. each timestep. Those images
are then directly used to visually analyze the results afterwards. This has several benefits
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over the storage of raw simulation data. Adhinarayanan et al. [1] confirmed through a
theoretical model the overall lower power consumption, hardware- and storage requirements
in comparison to conventional methods.

But the creation of image databases also introduces a new trade-off between the sampling-
rate and the required storage space. The denser the simulation is sampled, the more intuitive
and detailed is the post hoc analysis. But excessive sampling over a large number of
parameters (e.g. isovalues, thresholds, timesteps, camera angles) requires potentially the
same or more disk space.

In this paper we explored how image interpolation can resolve or mitigate this trade-off.
The reconstruction of intermediate frames through interpolation could be used as compression
to reduce the size of these image databases. This allows in return to effectively save more
samples. The creation of new frames is also possible, which allows the arbitrary change of the
sampling rate. More frames usually mean smoother transitions and improved user experience.
In general, image interpolation could be used for compression and data augmentation on
these specific or any other image databases. It may be employed as a compression or pre/post
processing step for an analysis or visualization.

However, we are not aware of any image interpolation technique that was developed for
scientific visualizations. Also, to our knowledge, general purpose image interpolation has not
yet been applied on scientific image datasets. Common images and scientific visualizations
differ substantially in the depicted objects and the way they were rendered. Hence, we
examined the feasibility and properties along minor improvements in the following. In
particular we present the following contributions:

Feasibility of image interpolation on scientific image databases
Comparison between state-of-the-art approaches on scientific visualizations
Publicly available docker images for reproducible results
Case study on background substitution for algorithmic approaches
Case study on fine-tuning CNNs for scientific visualizations

2 Related Work

The increasing demand of disk space for large-scale simulations has naturally gained the
attention of many researchers. Several mitigation techniques have been developed to reduce
the memory consumption of high-performance systems. Burtscher et al. [6] presented a
floating point compressor, which can also be used for inter-process communication. Sequences
of floating point numbers are packed and compressed together to reduce size. Lossy techniques,
like the SZ compression by Di et al. [7], provide even greater data reduction. Sophisticated
approaches like the “In situ Sort-And-B-spline Error-bounded Lossy Abatement” (ISABELA),
developed by Lakshminarasimhan et al. [14], or the work of Tao et al. [31] reveal correlations
of seemingly random data and provide very high compression for general data assemblies.
Approaches that are specialized on a certain domain can often exploit similarities in the data
more and therefore reach better results. For example, Jeruzalski et al. [10] introduced a
novel compression for contact-dominated rigid body simulations. Since it can operate on a
subset of the data, the resulting memory overhead is minimal. Kumar et al. [12] on the other
hand proposed a lossy compression, that utilizes discrete cosine transform and principal
component analysis on molecular dynamics simulation data.

This work is motivated by the approach of Ahrens et al. [2], who rendered the simulation
data in situ and created image databases. Instead of storing raw data (e.g. position/velocity
of every particle in a simulation), everything is captured through images, which are sampled
along the parameter space of interest (e.g. timesteps, camera locations, isovalues, thresholds,
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etc.). Adhinarayanan et al. [1] confirmed the lower storage and power requirements of in
situ rendered simulation analysis in comparison to other methods. However, the denser the
simulation is sampled, the more precise is the analysis. This imposes a strong trade-off
between accuracy and the required storage space. Storing more images eventually becomes
inefficient.

Our approach, to use general purpose image interpolation on these scientific image
databases, mitigates the described predicament. The most similar techniques to our method
include the work of Lukasczyk et al. [20]. They proposed a view approximation approach to
reduce the spacial sampling rate. Through depth images, the scene is reconstructed. This
enables the free exploration of the data with arbitrary viewpoint. But the generation of
depth images is infeasible for e.g. volumetric datasets, which limits the applicability of
this approach. Methods specialized on volumes, like from Fernandes et al. [8], enable post
hoc camera changes through i.e. space-time-coherent volumetric depth images. But this
solution is limited to volumes and can only be applied in situ. The compression of image
databases through video codecs was evaluated by Berres et al. [5], which resulted in great
data reduction rates. The video compression of image databases works also post hoc, but
does not improve on user experience. Our image interpolation approach enables post hoc
changes in frame rate, which augments the data and increases the expressiveness of data.
Similar techniques are used on medical data from CT or MRT scans to improve the hardware
restricted resolution of scans. A specialized technique for this was developed by Leng et al.
[15], which focuses on the transformations of these scans.

The application of image interpolation on scientific datasets can compress its size and
improve user experience. It is also applicable regardless of the underlying data type. It
can be applied in situ as well as on existing datasets. Also, advancements in interpolation
techniques can directly be incorporated due to the high modularity.

Image interpolation is an ongoing challenge in image processing and finds its application
commonly in slow motion generation or the resampling of movies. The active research
community continuously publishes ever improving solutions to this problem. Inspirational
papers include the work of Mahajan et al. [23], which presented a algorithmic path-based
technique and most recently the RRIN model of Li et al. [16].

Among numerous other techniques the following image interpolation techniques were
chosen to test their applicability on scientific visualizations. Their source code is publicly
accessible, which allows our results to be reproduced and extended.

Intersepconv : Video Frame Interpolation via Adaptive Separable Convolution
by Niklaus et al. (2017) [27] is a convoluational neural network for image interpolation.
They use separable kernels to reduce the memory complexity to O(2n). With this, larger
motions can be detected. The approach is set to interpolate a single frame in the middle
between two reference frames. Benchmarks show a performance of 0.9 seconds for a
1920x1080 frame on a Nvidia Titan X (Pascal). In this paper, we will refer to this
approach by “Intersepconv” for convenience.
Interphase : Phase-based frame interpolation for video of Meyer et al. (2015)[25]
solves the interpolation of images algorithmically. The core idea is to interpret the color
of images as functions and motion as the phase shift of these functions. Interpolation
of the images is then solved by interpolating the phase. Without global optimization,
peak performance of 1 seconds for a image of 720p can be reached on a Nvidia GeForce
GTX 770. The approach allows for arbitrarily many equally spaced interpolated frames
between two reference frames. In this paper, we will refer to this approach by “Interphase”
for convenience.
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Intervoxel : Video Frame Synthesis using Deep Voxel Flow is the initial work of
Liu et al. (2017) [19] and involves a convolutional neural network for image interpolation
and extrapolation. It is implicitly trained end-to-end on voxel flow by images directly.
Although theoretically arbitrary interpolation is possible, the open source implementation
only supports one intermediate frame. The authors did not make statements about the
performance of the model aside from quality evaluations. In this paper, we will refer to
this approach by “Intervoxel” for convenience.
Intercyclic : Deep Video Frame Interpolation using Cyclic Frame Generation is
the later work of Liu et al. (2019) [18], which introduced a forward-backward consistency
as a mean for regularization. The model is by design restricted to a single interpolation
between two reference frames. The authors did not make any statements about the
performance of the model. In this paper, we will refer to this approach by “Intercyclic”
for convenience.
Interdain : Depth-Aware Video Frame Interpolation by Boa et al. (2019) [4] is a
composed image interpolation approach. It uses four existing models to estimate depth,
optical flow, context, and the kernels. The approach allows for arbitrarily many equally
spaced interpolated images between two reference frames. A peak performance of 0.125
seconds for a 640x480 image can be achieved on a Nvidia Titan X (Pascal). In this paper,
we will refer to this approach by “Interdain” for convenience.
Internearest : Nearest Neighbor Interpolation is the most basic interpolation tech-
nique. The intermediate image is constructed by copying the temporally closest reference
frame. It is used as a baseline method to compare the other approaches against it. In
this paper, we will refer to this approach by “Internearest” for convenience.

The publicly available open source implementations of the aforementioned techniques
have been modified to provide compatibility and a uniform user interface. The encapsulation
into docker images assures consistent behavior across systems without complex dependencies.
They are available on: https://github.com/EricKinner/InterpScImgDB

3 Method

Since the domain of scientific visualizations considerably differs from real world images, it
has to be evaluated if image interpolation techniques work in this context. For that, the
comparison of the aforementioned approaches is most naturally done by comparing the
interpolated results to ground truth images.

The similarity of two images is measured through metrics. A multitude of metrics
have been developed and each of them has its own characteristics, which highlight certain
properties (e.g. sharpness) and hide others. To prevent a bias caused by one of these
properties, multiple metrics are used instead. They ideally cancel each others shortcomings
out and provide comparability to other studies.

SSIM - Structural Similarity Index [35]. A perception-based metric widely used in image
processing. (range [0-1], where higher values are good; one is perfect response)
MS-SSIM - Multiscale Structural Similarity Index [33]. A development of SSIM with
multiple stages of subsampling. (range [0-1], where higher values are good; one is perfect
response)
VIFP - Visual Information Fidelity in Pixel Domain [30]. Part of the commercial FVQA
(Fusion-based Video Quality Assesment) [17] by Netflix for video quality monitoring.
(range [0-1], where higher values are good; one is perfect response)

https://github.com/EricKinner/InterpScImgDB
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MSE - Mean Squared Error. Basic absolute image error metric used in many applications.
(range [0-2552 × width × height], where lower values are good; zero is perfect response)
PSNR - Peak Signal to Noise Ratio. Used by image compression algorithms and derived
from MSE (10 × log10(2552 ÷ MSE)) (range (0-inf], where higher values are good)
UQI - Universal Quality Index [34]. Predecessor of SSIM. (range [0-1], where higher
values are good; one is perfect response)

It is to be expected that a given interpolation approach achieves different quality for
different types of visualizations. For that, a variety of datasets were chosen so that common
classes of scientific visualizations are represented. The testing size is of course not exhaustive,
but it is large enough to evaluate the feasibility in this domain and deduce tendencies.

Asteroid - Volume rendering of asteroid impact with changing turbulences. Published
by Patchett et al. [28].
Middlebury - Standard dataset for optical flow estimation and image interpolation by
Baker et al. [3].
MPAS - Model for Prediction Across Scales [26]. Static mesh with maps of atmospheric
and oceanic currents.
Nyx - Cosmological simulation data of contracting mass into galaxy structures, provided
by Lukic [22].
Viscous Fingers - Isosurface rendered example dataset of ttk library [32] [21], originally
generated for the 2016 IEEE visualization contest [9].

The comparison of image interpolation techniques and any other complex system involves a
multitude of variables and variations. The analysis can be performed over several dimensions.
The presented results are therefore only a summary of the measurements that were conducted.
The full set of the results is available in the repository (https://github.com/EricKinner/
InterpScImgDB). For the creation of new data, generalized docker images provide comfortable
interfaces and allow the validation and continuation of this work.

Feasibility. The first step towards the deployment of image interpolation techniques on
scientific visualizations is the examination of its feasibility. For this, it has to be compared
against suitable alternatives. Scientific image databases are usually not resampled. Leaving
the frame rate untouched is equivalent to the nearest neighbor interpolation (Internearest).
The normalization with this baseline approach gives insight on the amount of improvement
and ensures the interpolation is not worse than actually doing nothing. Note that normalized
results are only comparable in the amount of improvement over the baseline approach and
not over their absolute error values.

Background Substitution. The background of scientific visualizations is usually a plain
color. This is a distinct difference to common images, which might negatively influence the
quality of the interpolated frames. The color of the background usually does not hold any
information, that is of interest to researchers. Therefore, if more favorable configurations
lead to better interpolation results, it could simply be exchanged. Background substitution
can be a low-cost improvement for the adaptation of image interpolation techniques on this
domain of visualization.

To explore this, a set of different background images were generated synthetically. The
background is substituted by the color value, which leaves translucent pixels with the original
background.

iPMVM 2020
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none - Original image background.
green - Color, which is unique in the image.
colorGrad - Gradient between two unique image exclusive colors.
black - Uniform black background.
white - Uniform white background.
grad - Gradient between black and white.
grid - Original image background with rectangular white grid.
photo - Photograph of real world scene with house and trees.

Fine-tuning. The majority of image interpolation techniques is based on convolutional
neural networks as seen in the ranking of the middlebury dataset [3]. Fine-tuning is an
established method to adapt neural networks to similar, but different domains of operation.
Therefore, we examined how well fine-tuning can be used to adapt neural-network based
image interpolation approaches to scientific visualizations. For this, the Interdain method
was trained on synthetic simulation-like data. Because quality and importantly, quantity is
critical for successful machine learning, a collection of public and custom datasets were used.
To extend the dataset with as many samples a possible, variations (e.g. volume, isosurface,
etc.) of the underlying data were generated.

blender scene 1 - Custom blender scene of moving light sources and primitives. The
intent with this dataset is to train the model on hard edges of solid meshes.
blender scene 2 - Custom blender scene of primitives, which emerge from each other
and change in size over time. The intended effect of this dataset on the model is to
introduce changes in mass and volume to the network. This is uncommon for real images,
but a common occurrence in scientific simulations of e.g. isosurfaces or turbulences.
mrBrain - Sliced scan of brain tissue, provided by [24]. Static frame with changing
texture is meant to increase stability for semi-static scenes.
bonsai - CT-Scan of a bonsai tree, provided by[11]. Rendered as volume with moving
camera and changing isosurface.
lobster - Resin embedded CT-Scan of a lobster, provided by [11]. Variations include
moving volume rendering and changing isosurface.
csafe heptane - Simulation step of combusting jet of heptane gas [11]. Training samples
include volume renderings, sliced layers, and changing isosurfaces.

4 Results

Feasibility. The quality of a given image interpolation approach on scientific visualizations
varies heavily. A positive example is displayed in Figure [1], which displays the Internearest
normalized MSE error of Intercylcic for all datasets. The scaling of the graph is below one.
This indicates for the given normalized error metric, that the produced results are consistently
better than the baseline approach. The least error is accumulated for the asteroid and nyx
datasets. They even outperform the middlebury datset, which is the de-facto standard
dataset for the comparison of image interpolation techniques. This confirms the general
applicability of image interpolation on scientific visualizations. On some of the tested datasets
an improvement of up to ten times could be achieved.

Yet for other approaches results like the ones displayed in Figure [2] can be observed.
The normalized PSNR metric displays the lack of quality of Interdain on all datasets. For this
metric, values below one indicate worse quality in in comparison to the baseline (Internearest).
It can be seen that the interpolation of some datasets yield results worse than Internearest.
This technique is, therefore, not suited for the application on scientific visualizations.
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Figure 1 Evaluation of MSE error on single
frame skipped interpolation by Intercyclic. Lower
values are good (zero is perfect response).

Figure 2 Evaluation of PSNR quality metric
on single frame skipped interpolation by Interdain.
Higher values are good.

In conclusion, it can be seen that the feasibility of general purpose image interpolation
on scientific visualizations is heavily dependent on the dataset and method. Results range
from much worse to up to ten times better than the baseline alternative (Internearest). In the
following we present suggestions for the selection of interpolation techniques. These aim to
reduce the time to find an optimal configuration of data and approach.

Figure 3 Evaluation of SSIM quality metric
on the asteroid dataset with single frame skipped.
Higher values are good. (one is perfect response).

Figure 4 Evaluation of UQI quality metric on
the asteroid dataset with single frame skipped.
Higher values are good. (one is perfect response).

Limitations. The application of general purpose image interpolation techniques on scientific
visualizations is in general feasible, but their results range a lot in quality. A closer look on
their limitations and artifacts lead to a deeper understanding on favorable configurations.

For that, Figure [3] displays the quality of the interpolation approaches on the asteroid
dataset in form of the SSIM metric. The asteroid dataset displays a volume rendered asteroid
impact with subsequent atmospheric turbulences. A low quality and high variance of Intervoxel
reveals its poor performance on volume-rendered images. Strict pixel- and voxel-flow based
approaches enforce consistencies, which are not fulfilled in scientific simulations. There,
colors are calculated through density functions of e.g. turbulences rather than being the
product of previous motions.

The same configuration of dataset, approach, and frames skipped is displayed in Figure
[4]. Here the the UQI quality metric is used. The Interphase approach stands out with
a high variance. A side-by-side comparison of the reconstructed frame with the original
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Figure 5 Difference from interpolated frame to ori-
ginal of the MPAS dataset with Interdain. Note: En-
hanced contrasts for visibility.

Figure 6 Interpolated frame (top) of the
asteroid dataset with Interphase. Original
frame (bottom) shows color difference.

one is shown in Figure [6]. It reveals that the colors of the interpolated frame are more
saturated in comparison to the original. After the simulation progressed and a bigger portion
of the screen is occupied by objects, the color difference becomes less distinct. Compression
artifacts cannot be the reason for this anomaly, since lossless PNG compression [29] was used
throughout the study. This suggests that the uniform colored background, which is most
prominent in the first frames of the simulation, is the cause for this artifact.

A static mesh of the earth with changing textures of atmospheric and oceanic currents
is displayed in the MPAS dataset. The Interphase approach generates frames with slightly
different color for this dataset as well. A different artifact is produced by Interdain. Because
the general motion of the texture is directed towards a single direction, motion is falsely
detected and corrected for the worse.. This causes the mesh to slightly change its position as
a consequence. Figure [5] shows an example frame of the difference to ground truth. The
fake motion causes a high error at the edges. Complex compound systems like Interdain are
capable of perceiving scenes very well. This generally increases the interpolation quality but
may also lead to artifacts specific to scientific visualizations as the consistency of the scene is
not necessarily preserved.

The Nyx dataset displays changing cosmological formations through sliced textures. The
Intervoxel approach shows for this dataset a particular low quality. Figure [7] displays a
interpolated frame of this dataset. It can be seen that the edge of the simulation region is
fragmented and merged with the background. The temporal perception of the dataset is most
probably related to this phenomenon. It displays the formation of cosmological structures.
Through the accumulation of mass into stellar structures the texture seems to contract. The
perceived contraction then causes Intervoxel to ’suck’ pixels from neighboring regions (i.e.
the background) into the simulation region. This did not occur for the motion of the MPAS



E. G. Kinner, J. Lukasczyk, D. H. Rogers, R. Maciejewski, and C. Garth 19:9

Figure 7 Interpolated frame of the nyx data-
set, generated by Intervoxel approach. Areas on
the edges are fragmented and merged with back-
ground.

Figure 8 Interpolated frame of the viscous
finger dataset, generated by Interphase approach.
Expanding fingers produce high frequency noise
around the edges.

dataset. The reason might be the scale of the motion, which can only be perceived scene-wide
and cannot be detected locally. This shows very clearly that strict flow-based approaches
like Intervoxel are unable to deal with differences between optical flow and relative motion,
which is not uncommon in scientific visualizations.

The most difficult dataset for all approaches is the viscous finger dataset. The isosurface
rendering of mixing fluids (oil and water) shows expanding, contracting, and vanishing fingers,
which appeared to be a challenge for most approaches. Each approach, however, reacted
with different symptoms. The intermediate frames of Interphase showed high frequency
artifacts caused by the big ambiguity between consecutive frames like seen in Figure [8].
Other approaches, like Intersepconv and Intercyclic, produced ghosting artifacts similar to
linear blending. The Intervoxel interpolation shows the same artifacts as the ones created
on the nyx dataset. The artifacts are clearly visible in Figure [9]. It shows well how the
approach predicts paths from one image to another. It tries to fulfill the requirement of
consistent voxel transitions. The fluctuations of mass is unlike any real world scenario though.
This prevents matches between the frames, which are interpreted by most strict flow-based
approaches as occlusion. And occluded areas are filled with a prediction of the background.
The best reconstruction is from Interdain, which is capable of interpolating fingers with
the least amount of blur. But it, too, is unstable on uniform backgrounds and produces
fog-like artifacts in the beginning of the dataset as displayed in Figure [10]. Since this is the
only dataset, where Interdain showed these artifacts, it may be possible to adapt for it by
fine-tuning, as seen later in the respective section.

Because every interpolation approach is different, it is not possible to make absolute state-
ments about their applicability on scientific visualizations. But through domain knowledge
and the conducted measurements, tendencies become apparent. With these recommendations
simulation teams can exclude certain approaches and may save some time in the selection of
suitable interpolation approaches.

Volume rendered images can be interpolated best by CNN based approaches, which are
trained on optical flow, like Intersepconv and Intercyclic. These methods are comparatively
basic, but produce solid results for the nyx and mpas datasets as well. Algorithmic solutions,
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Figure 9 Frame interpolated by Intervoxel from
viscous finger dataset.

Figure 10 Interpolated frame of the viscous
finger dataset, generated by Interdain.

like Interphase, should be avoided, since they often rely on constraints and properties common
in images but rare in scientific visualizations. Shown through multiple examples, it is
also apparent that strict voxel or pixel flow based approaches produce heavy artifacts for
changing masses and turbulences. Complex multi-component architectures can deal with
these situations better since scene information is processed as well. But these systems are
less predictable due to the high complexity and require careful fine-tuning to avoid a wrong
perception of the scene.

The accuracy with respect to the desired features should be considered as well. If scientists
want to derive other information from the interpolated images, stability with respect to e.g.
classification, edge detection etc. has to be maintained. High-frequency noise like in Figure
[8] or ghosting artifacts may invalidate the detection of edges, while it may be acceptable
for a segmentation. This is also true for annotated data. Spatially coherent pixel-based
information (like depth) can, in theory, also be interpolated and benefit from this approach.
However, most available interpolation techniques are not designed for floating point images.

Iterative Application. The level of compression and maximum frame rate is directly linked to
the number of intermediate frames. While some approaches allow for arbitrary interpolation
between two reference frames, it is most common to interpolate a single frame in the middle
of two reference frames. These approaches (Intercyclic, Intervoxel, Intersepconv) have to be
applied multiple times consecutively to achieve the same benefits. The number of intermediate
frames through iterative application grows in 2n − 1. Approaches with variable number of
intermediate frames (Interdain, Interphase) are more flexible in the selection of error thresholds
for adaptive compression. In comparison, no definite qualitative difference between variable
and iterative interpolation could be observed.

The maximum number of reconstructed frames is dependent on the initial sampling rate
of the dataset. For very sparsely sampled data, image interpolation might not be a viable
compression technique. But these datasets tend to benefit even more from the augmentation
of their data and increased frame rates. The datasets, which were examined in this paper,



E. G. Kinner, J. Lukasczyk, D. H. Rogers, R. Maciejewski, and C. Garth 19:11

Figure 11 Comparison of example frame of asteroid dataset on Intercyclic with iterative application
and increasing interval of skipped frames.

had an average initial sampling rate. For them, we found empirically that 1-3 skipped frames
result in acceptable quality. Only for densely sampled datasets 7 frames could be skipped
(87% compression). Larger temporal steps between frames then tend to introduce aliasing
artifacts. Figure [11] displays the results of iterative application of Intercyclic on example
frames of the asteroid dataset.

Table 1 Average performance of the interpolation approaches on a 512x512 frame inside the
docker container. Tinit is the time to load the model and all associated resources. Tinterp is the time
to interpolate a single frame. The measurements were conducted on Ubuntu 20.04.1 LTS, 16 GB
RAM, i7-7700HQ @ 2.8GHz * 8, GeForce GTX 1050 Ti Mobile (4GB), Docker version 19.03.13.

approach Intercylcic Interdain Interphase Intersepconv Intervoxel

Tinit [sec] 6.305 3.328 1.473 3.142 5.912
Tinterp [sec] 2.248 23.841 5.352 0.220 3.520

Performance. The speed at which frames can be interpolated determines how the in-
terpolation is used. Fast interpolations may be employed for online applications, while
slower approaches would only be used for archiving data. Some of the approaches (Interdain,
Intercyclic) use large models, which need to be loaded on initialization. Not only do they
require sufficient GPU memory but also require significant time to load.

Table [1] displays the average performance on an 512x512 frame. Tinit is the time needed
for loading the model and other resources. Tinterp is the time needed to interpolate a
single frame. Note that the measurements were conducted inside a docker container. The
virtualization overhead among other factors might influence the actual runtime. It is also
important to note that the execution (Tinterp) of Interdain is most likely much lower. During
the fine-tuning of Interdain a processing speed of ∼1.22 seconds were observed. The training
was conducted on an Nvidia GeForce GTX 2080 (8GB), which provided enough memory to
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load all of the sub-models simultaneously.

Figure 12 Evaluation of MSE error metric on
a single frame of the asteroid dataset. The dataset
was substituted with different backgrounds and
interpolated by Interphase. Lower values are good.
(zero is perfect response).

Figure 13 Evaluation of MSE error metric
on the mpas dataset with a single frame skipped.
Comparison of interpolation approaches including
background substitution for Interphase. Lower
values are good. (zero is perfect response).

Background Substitution. The background of scientific simulations can have a negative
effect on the quality of the interpolation result. (see Figure [10] and [6]). The investigation
and substitution can be of special benefit for algorithmic solutions (Interphase), since they
generally lack other means of optimization. In the following, the effect of background
substitution is examined on Interphase, which produced intermediate frames with slightly
different color and contrast to the original dataset.

An example frame of the asteroid dataset is tested to select an optimal background for the
Interphase approach. Figure [12] displays the MSE error metric of the different substitutions.
Contrary to expectations are the worst results produced by the grid background, which
provides extra reference points. The uniform white background produced the best results for
this approach. It also outperforms the substitution by the real world photo. This was not
expected, since the methods were developed for real images. But this shows that well chosen
synthetic images can actually be used to increase the quality of image processing methods.
And since generally no extra information is encoded in background pixels, a substitution
or initial selection of a favorable background can be a low-cost improvement for the later
analysis framework.

The effect on the total quality of the reconstruction can be seen in Figure [13], which
displays the results of all interpolation approaches aside the white substituted background.
The former high error due to a change in colors is completely corrected and competitive
quality can be achieved. A side-by-side comparison of frames from the MPAS dataset with
the background substitution can be seen in Figure [17]. There, the improvement is not
restricted to the correction of artifacts, but also reduces the error of the object. Background
substitution can be applied to any approach regardless of their type of architecture. It
reduces artifacts an improves the interpolation of the objects in the scene. It is a powerful
tools for maximizing the quality of the reconstruction and is easily integrated into post hoc
analysis frameworks.
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Figure 14 Comparison of fine-tuned Interdain

(indicated by “+”)(orange) against the unmod-
ified version (blue) on all datasets with PSNR
quality metric. Higher values are good.

Figure 15 Evaluation of MS SSIM quality met-
ric on the viscous dataset with 1 frame skipped
and comparison to fine-tuned Interdain. Higher
values are good. (one is perfect response).

Fine-tuning. The adaptation of machine learning approaches to new domains is commonly
done via fine-tuning. In the following, Interdain is fine-tuned. The new results give information
about the magnitude of improvement, that can be expected from fine-tuning approaches or
whether the architecture of the network is more important. The training was conducted on the
provided model with default settings (apart from: num-epochs=32, lr=0.0005, batch-size=1)
and on a Nvidia RTX 2080 with a total runtime of ∼ 6 hours.

The performance of the fine-tuned model (indicated by “+”) in comparison to the
unmodified approach is displayed in Figure [14] with the PSNR quality metric. The graph
is normalized by Internearest to be able to display all datasets side by side. Higher values
indicate better quality. The graphs shows that the quality increased for the fine-tuned version
in comparison to the original model on all tested datasets. The extent of the improvement
is also, as seen by the scale of the graph, of significant magnitude. The median increased,
while variances decreased. Even the results for the middlebury dataset could be improved.
Note that the metrics used in this evaluation are different from the metric used to determine
the ranking of the middlebury dataset. But this shows that synthetic data can positively
impact the training of conventional interpolation techniques. Artificially constructed edge
cases like changing masses and deformations can deepen the understanding of the scene for
the model and improve results. A frame-based side-by-side comparison of the fine-tuned
version is shown in Figure [16].

The resulting performance of the fine-tuned model in comparison to all the other inter-
polation approaches, as well as a background substituted version, is shown in Figure [15].
The MS SSIM quality metric shows a significant increase in quality of the fine-tuned model.
This changes its ranking among the other methods. Interdain+ is now the best choice. The
rise in quality can mostly be attributed to the lack of artifacts, like seen in Figure [10], which
is also achieved by suitable background substitution. Yet also edges and some fingers of the
dataset are interpolated better, which could otherwise not been achieved. A side-by-side
comparison is displayed in Figure [18], which illustrates the new robustness against moving
textures, which previously caused errors like in Figure [5].

Although fine-tuning is able to overcome shortcomings on most datasets, it does not
universally become the best option for every approach. The previous statements about the
general performance of architectures on different datasets still hold. The correct choice of
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Figure 16 Comparison of example frame of
asteroid dataset on Interdain with fine-tuned ver-
sion.

Figure 17 Comparison of example frame of
mpas dataset on Interphase with white background
substitution.

architecture, visualization setting (i.e. background), and data type has a greater effect on
the resulting quality. The application of image interpolation on scientific datasets without
fine-tuning would a waste of potential. It is worthwhile and strongly recommended to adapt
the interpolation approach in some way to the target dataset.

Figure 18 Example images of single frame skipped interpolation of all datasets between original
and fine-tuned Interdain. MPAS and nyx dataset are displayed as enhanced difference images to
increase the visibility of differences.



E. G. Kinner, J. Lukasczyk, D. H. Rogers, R. Maciejewski, and C. Garth 19:15

5 Conclusion

In this paper, we explored the feasibility of general purpose image interpolation techniques on
scientific image databases. A survey over state-of-the-art methods with extensive evaluation
over multiple metrics and datasets demonstrated the successful application on scientific visu-
alizations. Tendencies toward favorable configurations could be observed, which give concrete
recommendations for the selection of suitable interpolation approaches. A measurement
of the runtime classifies the approaches for online application or post hoc data reduction.
Invariably, all utilized approaches are publicly available through unified docker images. This
enables this work to be verified or extended without setting up external dependencies. The
limitations of e.g. iterative application have been examined and clarify how far and when
the application of interpolation techniques is useful. Case studies for low-cost improvements,
such as background substitution and fine-tuning, have shown to adjust systems for this
domain of visualization.

In summary, image interpolation is a viable solution for improved user experience and stor-
age compression of scientific image databases. Further research may include the development
of expert systems for the interpolation of scientific interpolations as well as a composition of
tools like view interpolation [20] and video compression [5] into a unified framework. The
visualization of uncertainty for reconstructed frames would improve the acceptability and
open its usage to more critical domains. Lastly, it may also be of interest to investigate the
applicability of general purpose image interpolation onto volumetric datasets, which often
are already sliced (e.g. MRT, CT) and could potentially be enhanced or compressed.
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