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Preface

This book of proceedings compiles the accepted papers for the Tenth edition of the Symposium
on Languages, Applications and Technologies, SLATE’2021. It is an honour to organize and
host this edition, being a special milestone for the conference.

In the last decade it has shown that there is, in fact, similarities in the techniques used for
processing the different types of languages we use daily, ranging from the natural languages
used for the communication between humans, the programming languages used to instruct
the behavior of computers, and finally the interchange languages, used in the communication
between machines.

The Tenth edition bring us some nostalgic, by this way we want to share the conference
with all. The conference is held in a hybrid mode, as COVID-19 pandemic looks controlled.
We are organizing the conference online and opened the possibility of attending in person
at the School of Media Arts and Design, in Vila do Conde/Póvoa de Varzim, which kindly
hosts this tenth edition.

In this tenth edition of SLATE, we received several interesting contributions which
demonstrate the relevance and interest in the languages processing research and which cover
almost equally the three facets of the languages materialized in the three conference tracks.

The tracks are addressing several applications of the languages like data crawlers, sen-
timental analysis, machine learning applied to languages processing, code generators and
parsers.

We want to thank the many people without whom this event would never have been
possible: all the Members of the Scientific Program Committee for their valuable effort
reviewing the submissions, contributing with corrections and new ideas, and helping on
deciding the final list of accepted paper; the members of the Organizing Committee, for
the help on dealing with the bureaucratic issues; the invited Speakers (Ricardo Correia and
Diana Santos) for accepting our invitation to share their knowledge; and finally, thank you
all the Authors for their contributions to SLATE with their current projects and research
problems.
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Natural and Artificial Intelligence;
Natural and Artificial Language
Diana Santos #

Linguateca
University of Oslo, Norway

Abstract
This text starts by discussing what it means to be intelligent for humans and machines, what
is the purpose of language, and how is human language fundamentally different from artificial
languages. It presents the issue of values as one inescapable property of human language, and of
human categorization in general, after reviewing five distinctive caracteristics of natural language.
Then it proceeds to discuss static word embeddings, raising two questions: is the wisdom of the
crowd an appropriate justification for using the underlying large text collections? And have the
differences between languages been taken into account when intrinsically evaluating Portuguese word
embeddings?

2012 ACM Subject Classification Computing methodologies → Machine learning; Computing
methodologies → Natural language processing

Keywords and phrases Artificial Intelligence, Natural Language Processing

Digital Object Identifier 10.4230/OASIcs.SLATE.2021.1

Category Invited Talk

Acknowledgements I want to thank Alberto Simões for inviting me to SLATE.

1 Introduction

This invited talk gave me the opportunity to reflect on artificial intelligence (AI) and natural
language processing (NLP) after ca. 35 years of having been introduced to both in my
student years in the 80’es.

In fact, I have worked for more than 35 years in natural language processsing, and was a
student of João Pavão Martins, who belonged to the first generation of artificial intelligence
scholars in Portugal. After having launched Linguateca in the end of the 90’s, with the goal
of fostering R&D in the computational processing of Portuguese, I have taught at the Faculty
of Humanities of the University of Oslo for the last ten years.

Therefore I thought it appropriate to share with you some thoughts about natural
language and artificial intelligence, widening the scope of influence to philosopy, psychology,
statistics, medical history and sociology, while somehow following up a previous discussion of
the specificity of natural language as opposed to artificial languages, which I prepared for
PROPOR and SBLP in 2006 [17].

2 A note on terminology

SLATE has a very interesting approach to language seen from a computer science view:
it divides the field among human and computer languages, or better, in a tripartite way:
computer-computer languages, human-computer languages, and human-human languages.
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1:2 Intelligence and Language

However, there’s no denying that natural language is by far the most common term
when dealing with human language. And, considering the four terms in my title, the most
common of all is obviously artificial intelligence. Interestingly, the only call in SLATE which
mentioned intelligence was CCL, which used instead computer intelligence.

Now, the purpose of my title was exactly to point out that, no matter the fact that
natural and artificial are antonyms, natural language does not work as expected, that is,
clustering natural intelligence with natural language, and artificial intelligence with artificial
languages. Quite the contrary, the pseudo-term natural intelligence does not exist (except
perhaps as a pun): one always contrasts artificial intelligence with human intelligence. And
in computer science one generally uses just languages to refer to programming languages. I
would say that artificial languages are rather those natural languages invented by people,
like Esperanto.

So, and despite the apparent symmetry and plausible analogy among the two pairs, in
reality natural language is much more complicated and less predictable. It is the terms
natural language and artificial intelligence which are linked: often natural language processing
is considered a part of AI, or even the hallmark of AI – remember Turing’s test.

Anyway, terms have a history, and evolve, as language in general does. Therefore they
are not defined once and for all and, in fact, they mean very different things forty years ago
and now.

Let me then start trying to discuss intelligence.

3 A linguistic inquiry of intelligence

While the concept of intelligence is something of the realm of philosophy or psychology, the
linguistic approach to meaning is to investigate how the word is used, and to what it is
applied, as Firth aptly expressed in his dictum “a word is defined by the company it keeps”.

I will be using in this talk English and Portuguese, so I should hasten to say that the
meaning depends on language:

in English, there is intelligent and clever and smart, cunny, etc.
in Portuguese, there is inteligente and esperto and sagaz, perspicaz, astuto, etc.

It is rather the clusters represented by these quasi-synonyms that have some sort of translation
relation. The particular shades of meaning in each languge are language-specific, and virtually
impossible to precisely compare.

In any case, and restricting now our look at the words intelligent and inteligente, it is not
hard to see that people use these words in a much broader way than dictionary definitions
would foresee. I give just some random examples, to illustrate that its use is very dependent
on context, and that intelligence can be assigned to a device or to the person who devised it,
and it can even simply indicate a better solution compared to a previous one:

Another classic example of such parallel communications is the device that we will use as
the example in this section, the intelligent liquid crystal display (LCD) module.
(Introduction to Mechatronic Design)
newspaper parlance: sistema de semáforos inteligentes... (intelligent traffic lights)
gadgets smart phones or techniques smart queries, or even environments casas inteligentes
(intelligent homes)

Anyway, the most important point I would like to make about the concept of intelligence
when it appears in human inteligence and artificial intelligence, is that, again, the meaning
of the compounds does not necessarily imply that we are talking about the same concept of
intelligence. One could of course point to the paralellism of human vs. artificial/machine
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and conclude that the difference is who possesses/displays intelligence. But it is not hard
to see that compounds can also completely change the meaning of the noun, like in human
nature vs. tropical nature.

And this reminds me of one of the old lessons of AI: it is not by copying birds that
mankind managed to fly. It was by understanding the physical principles birds use.

For most of the activities we use the word intelligent, either machines or humans are
considered intelligent when they do it, but most often than not, not both. Let me give some
examples:

RoboCup – soccer playing
While this is a display of intelligent robots, who has ever used the word intelligent when
describing how one’s child is good at soccer?
Chess or Go playing
Human champions of chess or Go are usually considered highly intelligent, but computers
have surpassed them by (mainly) the capacity to foresee thousands of outcomes.
Encyclopaedic answer
The possibility of knowing a lot of facts in the past was a hallmark of a learned, intelligent
person, but the access of a computer to more facts than a human can store has given a
computer the lead (cf. the Jeopardy contest)
Poetry writing
Poets like Camões or Shakespeare are considered geniuses, so their poetic intelligence is
high, although sensibility and way with words are ingredients equally necessary. So far
machine poetry is considered funny and sometimes interesting, but not really intelligent.
Lying to protect other’s feelings
Emotional intelligence like the one displayed by people who choose different versions of a
story, or even lie, something that most humans do, is so far outside the realm of computer
communication.
Visually identifying a cancerous tissue
This is an activity that required specific training for radiologists and other medical staff,
and that has been partially taken over by image recognition systems built based on
machine learning over large amounts of data. However, an apparently better-than-human
system got it totally wrong with given images produced by a different vendor, something
that would not fool a human. That forced us to caution “blind” machine learning. See [11]
for more information on this.
Recognizing people in the street
These capabilities are different from human to human, but may be called social intelligence.
The recent surveillance attempts by authoritarian governments using AI systems to identify
populations also call into attention this ability.
Identifying a dialect
A related ability, that of being able to detect a specific dialect, which is being appropriated
by intelligent computers, can also be considered a sign of human intelligence.

The examples could be multiplied at will. Their point is basically that not all these
activities are equally praised – and are obviously differently implemented – in humans and
in computers.

I would like to here support a new paradigm called hybrid intelligence (HI), beautifully
presented by Frank van Harmelen in his 2020 keynote at IC3K, entitled “Hybrid Intelligence:
AI systems that collaborate with people, instead of replacing them”[24]. He suggests
augmenting human intellect and capabilities instead of replacing them, with the aim of
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achieving goals unreachable by either humans or machines alone. Van Harmelen argues that
AI is unaware of norms and values; reasons; and contexts, and that it is absolutely necessary
to have explanations in human society, so that decisions can be disputed. And explanations,
he argues, need to be grounded on values, norms, motives, committments and goals.

4 What is intelligence; what is language

I would briefly suggest four criteria for intelligence, namely
Learning
One of the most mentioned properties of intelligence is learning. An intelligent person
learns from failure. But is learning enough to become intelligent? If we do not know what
a machine has learned, we cannot predict, or explain, unexpected failures. If one does
not critically choose from whom to learn, one can learn things that are wrong, incorrect,
even dangerous if one has no critical sense...
Knowledgeability
At least for a person, the more she knows, clearly the more intelligently she can behave.
Computers can “know” many more facts than humans, but there are several problems
with facts: they depend on theory, they are not consensual, and it requires intelligence
to generalize over them. Humans are extremely good at creating generalizations and
decide, with incomplete information. Plus, knowing is knowing where to find. Who are
the authorities. Who to trust.
Alternative worlds
Humans very easily devise alternative worlds: if / as if. We often decide based on
imagining different realities, computing consequences that are just thought, even pursuing
“impossible” paths. Humans can define intensional concepts, computers so far only
extensional ones.
Context awareness
An intelligent being/device/system changes behaviour depending on the context, reacting
to the environment/situation in a proper way. This is perhaps the property that has
been endowed most artificial systems, but to a certain extent only. Human reactions
embody assumptions, and beliefs. Humans are able to revise and change their beliefs,
and to reason with incomplete knowledge. One of the properties that allow us to do
it are emotions [20]. See for example the paradigm of affective computing proposed by
Picard [12] to endow machines with some emotions.

But let me point out that, anyway and pace Turing, mimicking a human is different from
being a human.

If we look at language – and let me emphasise again that we only talk of natural language
when we process it with computers, therefore doing AI – the first remarkable thing is that
when humans devise languages (programming languages) for computers (which is called
language engineering), they endow them with properties very different from those they use
in human languages.

In PROPOR 2006 I had a keynote [17] on what distinguished between natural and
artificial languages, arguing for the following distinctive properties of atural language:

1. Metaphorical nature
2. Context dependency
3. Reference to implicit knowledge
4. Vagueness
5. Dynamic character (evolution and learnability)
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Here I would like to add a sixth characteristic that I believe is extremely important,
namely that natural language embodies values.

To argue for this, I start by discussing what natural language is for, borrowing heavily from
Ellis [2] and Steiner [22]: language is a pre-requisite, or the way, for humans to understand
the world (through characterization), language allows one to do things (with others), and
language is instrumental to create a shared community, as well as to put others (the onew
that do not speak our language) outside.

Human language is a source of power, as sociolinguists and sociologists have argued for a
long time.

But another characteristic that is not so much discussed, and which may at first look like
a truism, is that it is human-centered, in that the values that constitute it are all relative
to Man.

Let me give two examples of natural language concepts that illustrate this. Take first
disease. As scholars of medical studies have pointed out, disease is a concept related to
humans. As Sedgwick [21] puts it:

There are no illnesses or diseases in nature. (...) The medical enterprise is from its
inception value-loaded; it is not simply an applied biology, but a biology applied in
accordance with the dictates of social interest.
(...) All illness, whether conceived in localized bodily terms or within a larger view of
human functioning, expresses both a social value-judgment (contrasting a person’s
condition with certain understood and accepted norms) and an attempt at explanation
(with a view to controlling the disvalued condition).

Only the states which have an undesired effect for the goals Man pursues receive this
description. In other words, a disease is something natural that is considered bad for humans
(or pets or crops).

Take now the concept of weed: it is a plant that is considered bad for human gardens (or
for the concept that humans have of gardens, or of plants in general). We know that this is
not a biological property of a plant, it is a value that humans attach to it.

Generalizing, the concept of good or bad is something that pervades our language. Values
are essential to communicate among humans. And they are absent from computer languages.

Although we can generalize to language in general (not only human language) that the
purpose of language is knowledge representation, and communication, in order to do things
with others, and to inform or disinform others, it is only among humans that values are
shared and communicated.

As a side remark, and to highlight the importante of values for humans, consider another
keynote at SLATE, on “What Programming Language Design Taught Me About Life”. In
the abstract, Pitman [13] states:

I came to see languages as much more complex entities than mere functional behavior
or stylized syntax. Languages are about community and shared values – and not just
the kinds of values that get returned from a function call. The choices a language
designer makes will attract certain users and alienate others

So, even in the (in principle, value-free) design of programming languages (to communicate
with computers) the issue of values is paramount. (And it is (also?) with humans that
language engineering is preoccupied with, not (only?) computers.)

Following the path of looking into other keynotes at SLATE, in last year’s on “How
Humans Succeed While Failing to Communicate”, Graat [6] concludes:
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The task of making a computer understand human communication therefore seems to
be the hardest thing to do.

My answer to this is that maybe it is not necessary that computers understand our commu-
nication, maybe the right choice is to communicate differently) with them (as we so far have
done). And communicate other things.

Because, I would argue that to assign value is something absolutely human: good and
bad do not exist in nature or reality.

In order to evaluate, you have to compare with something else. Usually, human judgement.
But – and this is a highly relevant detail – not all judgements are consensual. All of us

are aware of ethical paradoxes, different legal opinions, etc.
In fact, and even in a more general sense, cultures have been defined (by Delfim Santos [16])

as different rankings of values.
The bottom line is that human language always includes values, and these values are

inherently human.

5 Word embeddings and the wisdom of the crowd

I turn now to one specific technology used in NLP, which one may say has come to dominate
NLP in the last years: word embeddings, a form of representing context based on co-
occurrence. Based on machine learning over big text collections (the crowd) – see [18] for
looking critically at size.

I am obviously not the first one who looks critically at this technology. In fact, an excellent
presentation this year by Rada Mihalcea [10] has voiced at least the following concerns:
unpredictable, unstable, crowd-dependent, human-ununderstandable, climate-unfriendly,
corporation-owned.

My impression is that often one uses word embeddings in a way aptly described by the
Portuguese expression atirar o barro à parede (let’s see if it sticks, if it works), without even
providing a rationale for using them.

But another criticism I want to raise here is that people “playing” with word embeddings
do not take different languages seriously.

Let us first investigate what underlies the use of word embeddings: the assumption that
the larger the set of texts one uses, the more one (system or person) learns – in other words,
that quantity leads to quality. This is actually backed by a scientific observation done by
statisticians (Galton [3]) more than one hundred years ago, with the name the wisdom of
the crowd, which states that the median estimate of a group can be more accurate than the
estimates of individual experts.

But the application of this “law” has some flaws, as I will proceed to argue.
First, it is not the size itself of the crowd that is the relevant factor: one has to ask the

right crowd. What if had asked SLATE’s audience two simple questions, one dealing with the
meaning of a Norwegian expression, and the other about the family of an Angolan politician?
Assuming that no one in the audience was aquainted with the politics of Angola, neither knew
Norwegian, no matter how many answers I would get, I would not trust them, compared
with those provided by one single Norwegian speaker, or one single Angolan historian.

Second, if one (person) reads a lot of texts, s/he will be able to understand that some
texts oppose the others, or are based on others, and s/he will use her or his intelligence to
make sense of what s/he read. Not taking everything at face value, or considered equally
true or reliable.
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Last but not least, recent studies in psychology have shown that social pressure undermines
the effect of the wisdom of the crowd. The crowds studied by Galton had been independently
asked, and had no idea of what the other respondents had answered.

Lorenz et al. [9] contend, after performing some interesting experiments, that

[a]lthough groups are initially “wise,” knowledge about estimates of others narrows
the diversity of opinions to such an extent that it undermines the wisdom of crowd
effect in three different ways.

The “social influence effect” diminishes the diversity of the crowd without improve-
ments of its collective error.
The ”range reduction effect” moves the position of the truth to peripheral regions of
the range of estimates so that the crowd becomes less reliable in providing expertise
for external observers.
The “confidence effect” boosts individuals’ confidence after convergence of their
estimates despite lack of improved accuracy.

So, if we use (static) word embeddings in Portuguese, what is the crowd? The next tables
show the size of some of the most common WEs (Table 1)1, and how many words/entries
they share with each other (Table 2).

Table 1 How many words have embeddings; removing words with numbers.

Size in words without numbers
nilc 929,606 910,215
nlx 873,910 752,001
pt-lkb 202,001 201,877
cc 2,000,000 1,665,247
base 1,052,405 984,226
lemas 1,613,937 1,374,196

Table 2 Removing words with numbers, how many words are shared.

nilc nlx pt-lkb cc todosbase todoslemas
nilc – 296,157 75,285 380,252 536,720 158,813
nlx 296,157 – 58,716 596,091 231,931 304,249
pt-lkb 75,286 58,726 – 70,217 75,311 65,900
cc 380,252 596,091 70,217 – 365,048 456,284
base 536,720 233,795 75,301 281,097 – 314,314
lemas 158,813 304,249 65,900 390,415 281,097 –

In Tables 3 and 4 one can appreciate the 15 closest words to the Portuguese word
inteligência given by some of these models, as an illustration of what they can do, and of
what they may not do.

But the question remains: who should answer? Should one use the crowd, that is, a lot of
different people who wrote different texts in different contexts and take the average/median?
Or should texts about a particular subject be used when one is interested in that particular
subject?

1 See, respectively, [8, 14, 7, 4] for nilc, nlx, cc, and pt-lkb and [19] for base and lemas.
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It has been argued by Tshitoyan et al. in an interesting letter to Nature [23], that

models trained on the set of all Wikipedia articles (about ten times more text than
our corpus) perform substantially worse on materials science analogies. Contrary to
what might seem like the conventional machine learning mantra, throwing more data
at the problem is not always the solution. Instead, the quality and domain-specificity
of the corpus determine the utility of the embeddings for domain-specific tasks.

Here we are back to one of the most fundamental issues of (at least old) artificial
intelligence: aren’t we confusing language knowledge with world knowledge? Domain vs.
general knowledge?

What do word embeddings encode? World knowledge, or language knowledge? Should
they be used for expert tasks, or for general language? AI has always excelled in specific
domains, domain expertise, and not in general-purpose reasoning or language.

If we look at the closest words to the Portuguese word inteligência given by different
ways of employing the several WEs available, we see that they are widely different depending
on the method, and also depending on the textual base. (The last line gives the range of
similarities.)

Table 3 The closest words in models with 300 dimensions: lemas indicates that the word
embeddings were created after lemmatizing the corpus, and lemasmwe after lemmatizing and
connecting multiword expressions, both done by PALAVRAS [1].

base, w2v lemas, glove lemasmwe, fasttext cc, fasttext
intuição senso ininteligência inteligencia
imaginação habilidade contra-inteligência Inteligência
sabedoria mente desinteligência ainteligência
criatividade criatividade Inteligência perspicácia
sagacidade experiência inteligência-do-cinema inteligência.A
habilidade talento inteligibilidade deinteligência
perspicácia certo inteligXncia intelecto
astúcia capaz deligência contra-inteligência
intelecto imaginação inteligencia intelegência
destreza excelência inteligência super-inteligência
0.68-0.57 0.85-0.76 0.95-0.85 0.77-0.62

While it becomes clear to the naked eye that fasttext finds the morphologically closest
words, while glove and word2vec the semantically closest, and that the common crawl (cc)
embeddings embed a lot of noise (misspellings and tokenization errors), there are all sorts of
choices that provide different results. Further examples can be seen in Table 4.

In order to illustrate the same question now done to a specifialized set of texts, namely
literary texts in Portuguese, I also present the results in Table 5.

But, of course, we are not going to evaluate a set of embeddings based on one word. There
are two standard ways of evaluating (static) embeddings: intrinsic and extrinsic. The intrinsic
approaches for Portuguese have been mainly the use of a set of analogies translated from
English (the google set), and this is something I would like to fiercely criticize – assuming
that word embeddings for Portuguese are conceived as a reflection of the language, and not
primarily of the world.

In my opinion, it is wrong to use translated analogies in at least three counts:
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Table 4 The closest words in further models with 300 dimensions.

nilc, w2v nilc, glove nilc, fasttext nlx, w2v

inteligencia habilidade inteligênciaX criatividade
inteligências intuição geointeligência intuição
astúcia criatividade super-inteligência imaginação
imint força contra-inteligência sagacidade
criptológica sabedoria desinteligência perspicácia
engenhosidade senso ciberinteligência argúcia
laboriosidade sensibilidade foto-inteligência sensibilidade
sagacidade imaginação contrainteligência testreza
intuição capacidade superinteligência lucidez
imaginação talento deligência inventividade
0.68-0.54 0.54-0.44 0.96-0.88 0.71-0.66

Table 5 The closest words in further models with 300 dimensions, trained on 50 millions of
literary text, mainly 19th century.

words, w2v words, glove words, fasttext lemas, w2v lemas, glove
ciência ciência ininteligência espírito espírito
compreensão sensibilidade desinteligência intelectual talento
capacidade compreensão Inteligência talento ’pírito
penetração espírito intelligência inteligente entendimento
perspicácia energia deligência ’pírito capacidade
espírito humana inteligências ciência conhecimento
instrução imaginação vigência capacidade ciência
intelectual capacidade desinteligências compreensão compreensão
sensibilidade superior consCiência aptidão prático
concepção experiência conciência faculdade bastante
0.57-0.47 0.59-0.48 0.97-0.83 0.62-0.50 0.60-0.46

First, because it from the start only caters for what is common in both languages. If
there were an interesting feature of Portuguese one wanted to assess that was not present in
English, it would never pop up from translation.

Second, because it gives unwarranted importance to things, words and concepts that are
key in English but marginal in Portuguese. The most discussed example, that of queen and
king, is striking in that respect: no doubt that this is a much more relevant concept in English
than in Portuguese. And capitals of US states are certainly part and parcel of the average
American’s knowledge, but very far away from what one would expect a Portuguese-speaking
man in the street to know.

Finally, even the structure of concepts so basic as family are different in the two languages,
given that pais means both parents and fathers, and irmãos can be translated by siblings
or brothers. The translation of analogies involving these lexical items will not work, which
means that also translation-related phenomena, like errors or translationese, will impact the
“Portuguese” analogies.

There is, fortunately, one other set of evaluation data, created from Portuguese lexical
resources, TALES [5]. But I hope that the NLP community for Portuguese will join efforts
and develop many more sets of Portuguese-inspired evaluation data to evaluate NLP of
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Portuguese (not necessarily only or even specifically for word embeddings), because different
languages (and cultures) embody different data, categories, and assumptions, and reducing
everything to English would amount to an epistemicide of terrible proportions (for the
concept of epistemicide, cf. the sociologist Boaventura Sousa Santos [15]).

6 Concluding remarks

To conclude, let me restate my most important messages here:
Values are an extremely important feature of any human language. Human language is

fundamentally human centered, on values towards mankind.
Artificial intelligence as a way to replace human intelligence is doomed to failure, because

of the absence of values. Hybrid intelligence, namely cooperation between humans and
machines, is what we should aim for.

Different (human) languages and different cultures, embodying different values and ways
of seeing the world, should not be dismissed as a nuisance. Rather, they are (also) a
manifestation of what is human, and what is intelligence.
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Abstract
Consuming Semantic Web data presents several challenges, from the number of datasets it is
composed of, to the (very) large size of some of those datasets and the uncertain availability of
querying endpoints. According to its core principles, accessing linked data can be done simply by
dereferencing the IRIs of RDF resources. This is a light alternative both for clients and servers when
compared to dataset dumps or SPARQL endpoints. The linked data interface does not support
complex querying, but using it recursively may suffice to gather information about RDF resources,
or to extract the relevant sub-graph which can then be processed and queried using other methods.
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1 Introduction

Two features of the Semantic Web (SW) which make it interesting – being distributed and not
needing a globally defined schema – also make accessing it not trivial. Two main questions
arise from these features: how to access the SW and what to access.

The SW is built on top of general purpose technologies and standards such as HTTP and
Internationalized Resource Identifiers (IRIs), and a small core of additional specifications,
such as RDF(S), OWL and SPARQL. This means that the basic protocols and syntaxes
are universal. However, there are several possible approaches when making semantic data
available (and, consequently, when consuming semantic data). These usually fall into one
of the following categories: (i) downloadable triplesets, (ii) queriable SPARQL endpoints
or other SW interfaces, (iii) custom APIs which return RDF data, and (iv) dereferenceable
resource IRIs.

The same data is frequently available using multiple methods. The requirements for a
Semantic Web application (SWA) will heavily influence which method should be used. Con-
versely, the methods under which data is available strongly dictate the types of applications
which can consume it. A detailed explanation will be provided in the next section.

1 Available at https://github.com/andrefs/derzis.
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Dereferencing IRIs, also known as the linked data interface, or the follow-your-nose
approach, can be used in applications which do not require complex querying support, but
simply need to fetch information about a given set of resources. It allows fetching data
which is up to date and does not require the resources needed to download and process large
tripleset dumps. The level of detail can be increased or decreased by adjusting the depth of
recursion, or by fine tuning which semantic links should be followed and which IRIs should
be dereferenced. It can also be used as as preliminary step on a more complex pipeline,
reducing a possibly very large semantic graph (composed of triples originating for many
connected triplesets) to a sub-graph containing only the relevant data. This data can then
be more easily manipulated and queried.

In this paper we present Derzis, an open source semantic web crawler which, given a
set of seed resources, traverses the linked data cloud, following the semantic links extracted
from the triples resulting from dereferencing IRIs. Parameters such as maximum depth and
property path restrictions can be defined to limit the graph traversal.

This paper is structured as follows. In Section 2 we cover concepts relevant to this work.
Section 3 describes and compares other semantic web crawlers and tools following a similar
methodology. Our approach is detailed in Section 4, where we provide an example of the
crawling algorithm and its formal definition. Section 5 describes the system architecture.
Section 6 describes preliminary results obtained using Derzis. Sections 7 and 8 describe,
respectively, future developments planned for Derzis and conclusions for this work.

2 Background

The origins of the Semantic Web as a research field can be traced back to the early 2000s,
with specifications such as RDF [4] and RDFS [17] being published a little earlier. In a 2001
article in Scientific American [3], Tim Berners-Lee et al. envisioned a web of semantically
annotated data, intelligible to machines, in which automated agents could roam autonomously
to perform tasks. Despite undeniable contributions to the fields of data sharing, discovery,
integration and reuse, the semantic web as a research field has been the subject of much
criticism, as compiled by Hogan [13]. The original vision is still far from fulfilled.

The history of this field can be split into three phases [12]: the ontology phase, the linked
data phase and the knowledge graphs phase. In the beginning the focus was on developing
formal ontologies with the goal of sharing and integrating data. Then the interest shifted to
the publication of datasets linked through the reuse of IRIs. More recently, we have seen the
industry become interested in semantic technologies, which led to the development of their
own knowledge graphs, e.g. Google [22], Microsoft [9], Amazon [16]. In time, more open
versions became available, e.g. Wikidata [24] and DBpedia [18]. Nowadays, the semantic web
is composed of artifacts inherited from these three phases: domain-specific and general scope
ontologies, more shallow vocabularies, linked datasets and knowledge graphs.

Semantic Web Applications can access the semantic web in a number of ways. Choosing
one method over another may severely limit what your application can do or how it operates.
The same is to say that different applications will have different needs in what regards to
consuming semantic data.

One way is to download the knowledge graphs in RDF format in advance. This requires
the computational resources to deal with very large files, and the possibility of data becoming
eventually outdated. Applications relying on queriable endpoints (usually SPARQL or Triple
Pattern Fragments [23]) avoid these shortcomings. However, they become dependent on
servers which must be available and capable of responding to potentially complex queries.
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Integrating information from different sources may be difficult. Custom APIs are similar,
but present one additional disadvantage: they require applications to be even more tightly
coupled with them, as the SWA must have built-in the knowledge of how to interact with
that non-standard endpoint.

The methods previously described are all better suited for applications where the triplesets
to be consumed are known beforehand, either because the triplesets need to be downloaded,
their queriable endpoints must be known and integrated with each other, or because the
applications need to understand the syntax of custom APIs.

The linked data interface (also known as the follow-your-nose approach [25]) allows
gathering data about a resource simply by dereferencing (i.e. performing an HTTP request
to) its IRI, and parsing the resulting RDF content. This behavior is explicitly stated in
the Linked Data principles [2]. This method is light for the servers, as there is no need of
software to parse and perform complex queries, and can even be statically served. It is also
light for the users as it prevents the need to deal with large files or outdated data, and can
reasonably be expected to work more or less uniformly across domains.

A web crawler is a program capable of accessing HTML pages through their URIs, parsing
them, extracting hyperlinks and recursively repeating the process [19]. These are typically
used by search engines to index web page contents and calculate their relevance. To avoid
having crawlers accessing unwanted parts of their sites, domains can indicate which URLs
are off-limits by adding directives to their robots.txt file according to the Robots Exclusion
Protocol [14]. The Crawl-Delay directive is commonly used to rate-limit crawlers performing
multiple requests. Common crawling policies further specify which pages should be visited,
when they should be re-visited, the frequency of the requests and the degree of parallelization
of the crawler [5].

An RDF resource is identified by an IRI. An RDF triple specifies a semantic link between
two RDF resources (the subject and object of the triple) using another RDF resource (the
predicate). Multiple RDF triples make an RDF graph, where the nodes are the subjects
and objects of the triples, and the edges are the predicates2. According to the Linked Data
principles, accessing the IRI of an RDF resource should return an RDF representation of
that resource – i.e. triples relevant to that resource’s understanding. This usually means
triples where the resource appears either as the subject or the object.

A semantic web crawler (SWC) is the application to the semantic web of the web crawler
concept. It starts with the IRIs of RDF resources, and dereferences them – i.e. fetches the
IRIs contents by performing HTTP requests. Instead of a simple HTML page, for each
resource it expects in return an RDF document (which can also be an HTML page with
RDFa metadata). This document contains triples representing semantic links between the
resource and other nodes in the RDF graph. The SWC parses the RDF document and
repeats the process for the new resources found. The crawling process can be limited in a
number of ways, most commonly by defining which resources should be dereferenced and/or
the maximum crawl depth.

2 Actually, a resource appearing in the predicate position of a triple can be (and frequently is) used as
the subject or object of another. This means that the edges of an RDF graph can simultaneously also
be nodes.

SLATE 2021
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3 Related Work

There are several semantic web crawlers described in the literature, some of which are publicly
available. Their core functionality is similar: following links in the semantic web. However,
they differ in more specific features, such as sorting what should be crawled first (e.g. depth-
first or breadth-first), white or black-listing resources to be dereferenced, understanding basic
RDFS and OWL properties (also referred to as RDFS-Plus [7]) or using domain knowledge to
inform the crawl process. Next we present a brief description of notable examples of SWCs.
A comparison of their features can be found in Table 1.

Crawler-LD is a semantic web crawler designed to help linked data publishers finding
vocabulary terms which can be interlinked with their own data [20]. Given an initial set T

of terms, for each Crawler-LD searches the DataHub catalogue of Linked Data triplesets
searching terms which are directly or transitively related to it either by sub-classing or using
properties such as owl:sameAs or owl:equivalentClass. Freire and Silva (2020) describe
a crawler which is initialized with knowledge of the domain in which it is used [10]. This
knowledge is then used to decide which resources and triples to follow and which ones to
ignore. Similarly, Bedi et al. (2012) describe a semantic focused crawler which is also enriched
with domain knowledge [1]. In this case, semantic distance metrics between the crawled
resources and the ones in the domain knowledge are used to prioritize the crawl list. LDSpider
is a generic crawler for linked data [15] which is able to handle a large number of formats,
perform breadth-first or depth-first crawls, include schema information and limit the set of
properties which are followed, or the prefix of resources crawled, or their maximum depth.
In KRaider [6], the maximum resource depth cut-off ignores the properties owl:sameAs,
owl:equivalentClass and owl:equivalentProperty. Squirrel [21] is a distributed crawler
capable of handling RDF formats, compressed files, HTML with RDFa or Microformats,
SPARQL endpoints and CKAN addresses. Crawl priority can be defined based on the IP or
domain of the resources.

Hartig and Pirrò have proposed a formal foundation to extend to SPARQL that leverages
property paths and allows coupling navigation at the data level with navigation on the Web
graph [11]. S-Paths [8] is a linked data browser which supports different representations for
data. It relies on path characteristics to aggregate data and determine the best view for the
results.

Our solution, Derzis, is capable of reducing the size of the graph being crawled without
requiring previous domain knowledge. This is achieved by limiting the number of distinct
properties in each crawl path. As a result, Derzis focuses on the triples and path expected to
contain more relevant information regarding the seed resources.

4 Approach

The goal of this work was the development of a semantic web crawler capable of recursively
extracting information from a set of semantic resources. This SWC should allow reducing
a large graph to a smaller sub-graph containing the most relevant data regarding the seed
resources. The main use case for this is the implementation of graph-based semantic measures.
Due to their algorithmic complexity, such measures are impractical to implement in large
knowledge graphs, and as such would benefit from the ability of reducing said graphs to
more manageable sizes. The base algorithm of this crawler should prove useful in other
applications in which there is the need to focus on the relevant parts of a larger graph, e.g. a
semantic browser capable of inferring which information should be displayed.
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Table 1 Comparison of semantic web crawlers features.

Crawler Publicly
available

Distributed
/ parallel

Crawl
priority

robots.txt
compliant RDFS-Plus Domain

knowledge
Crawl
limits

Crawler-LD ✘ ✔

Freire and Silva ✘ ✔

Bedi et al. ✘ c ✔

LDSpider ✔ ✔ e ✔ ✘ ✔ 134
KRaider ✘ ✔ d ✔ ✔ 1
Squirrel ✔ ✔ ab ✔ ✘ ✘ 12

Crawl priority:
(a) IP

(b) Pay-level domain

(c) Domain knowledge

(d) FIFO

(e) Breadth or depth-first

Crawl limits:
(1) Maximum depth

(2) Black and white lists

(3) Properties followed

(4) Resources prefix

This crawler was developed with the following design goals:
1. recursively dereference RDF graph nodes (subjects and objects),
2. crawl limits based on property path restrictions,
3. parallel and distributed crawling,
4. compliance with robots.txt rules.

Next we describe the strategies used to reduce the crawled graph size. Then we present
an example of the crawling process with a detailed step-by-step description of the sequence of
events that take place. After that we provide a formal definition of the crawling algorithm.

4.1 Reducing the crawled graph
To ensure that priority is given to the relevant parts of the original graph, several strategies
are used, which are described next.

Triples where a resource appears as predicate are discarded. Imagine an RDF property
ex:hasColor which allows specifying the color of a resource, e.g. ex:Sky ex:hasColor
ex:Blue. If ex:hasColor was passed to Derzis as a seed resource, it should find relevant
triples which characterize it such as ex:hasColor rdf:type rdf:Property, ex:hasColor
rdf:subPropertyOf ex:hasPhysicalProperty and ex:colorOf owl:inverseOf
ex:hasColor. These triples are describing the property. However, triples such as
ex:Snow ex:hasColor ex:White or ex:Grass ex:hasColor ex:Green are not describing
ex:hasColor, they are using it to describe the other resources. For this reason, when
dereferencing a resource, triples where it is used as the predicate are discarded.

Crawling follows only subject and object resources. Imagine an RDF resource
ex:Einstein. Suppose that, when dereferencing it, we obtain the triples ex:Einsten
ex:wonAward ex:NobelPrize and ex:Einstein ex:bornIn ex:Ulm. Recursively
dereferencing the properties ex:wonAward and ex:bornIn would gather data about these
properties. This is arguably less relevant for describing the resource ex:Einstein than
dereferencing the resources it is related to, in this case, ex:NobelPrize and ex:Ulm.

Crawling can be limited to paths containing a maximum number of distinct properties.
Homogeneous paths between resources are more likely to represent implicit hierarchy
or a meaningful chain of connections than heterogeneous ones.

Maximum crawling depth can be defined. Resources too far away from the seed resources
are less relevant than those which are closest.

SLATE 2021
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4.2 Crawling example
The IRI http://dbpedia.org/resource/Mozzarella is the identifier for Mozzarella cheese
on DBpedia. Next we describe step by step an example of the crawling process of Derzis,
using this IRI as the only seed. We will limit the crawling to paths with a maximum depth
(maxPathDepth) of 4 and no more than 2 distinct properties (maxPathProps). Figure 1
displays the graph being built by the crawling process. Table 2 presents the triplesets found
when dereferencing each resource IRI. For clarity purposes, the triplesets have been truncated
and displayed in Turtle format. Additionally, we omit several operations related with job
distribution, database housekeeping and request rate-limiting. We also implicitly assume the
following prefix definitions:

@prefix dbr: <http://dbpedia.org/resource/>
@prefix dbp: <http://dbpedia.org/property/>
@prefix dbo: <http://dbpedia.org/ontology/>
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
@prefix owl: <http://www.w3.org/2002/07/owl#>

1. The seed IRI http://dbpedia.org/resource/Mozzarella is added to Derzis as a
seed Resource. This triggers the creation of a Path, containing one single node
(dbr:Mozzarell), and no predicates.

2. The seed resource is then dereferenced. All the triples in which dbr:Mozzarella is either
the subject or object are added to Derzis. The triple
dbr:Calzone dbo:ingredient dbr:Mozzarella will lead to the extension of the path.
This new path will have dbr:Mozzarella as its seed, dbr:Calzone as its head, no other
nodes and dbo:ingredient as the only predicate.

3. The process continues with the dereferentiation of dbr:Calzone. The resulting triples
will give origin to two new paths. One starts in dbr:Mozzarella and reaches dbr:Salami,
with a total length of 3 nodes and a single predicate (dbo:ingredient). Another starts
also in dbr:Mozzarella but leads to dbr:Pizza, also with a length of 3 but containing
2 predicates already: dbo:ingredient and dbo:hasVariant.

4. Dereferencing dbr:Salami will extend the previous path leading here, adding one more
predicate (rdf:type) and one more node (owl:Thing). This new path has reached
the maximum number of nodes and distinct predicates. It is marked as finished and,
consequently, owl:Thing is not dereferenced.

5. The path leading to dbr:Pizza is already maxed out on the number of predicates.
This means that it can only be extended with triples in which the predicate is either
dbo:ingredient or dbo:hasVariant. From the triples obtained from dereferencing
dbr:Pizza, dbr:Pizza dbp:country dbr:Italy and dbr:Neapolitan_pizza dbp:type
dbr:Pizza are ignored. It is extended to dbr:Tomato_sauce and dbr:Panzerotti. Both
paths have now also reached the maximum length. They are marked as finished, and
these resources are not dereferenced.

6. At this point, there are no more active paths. The crawling process finishes and the
crawled graph can be exported.

4.3 Crawling algorithm
Given a set R of seed RDF resources, their linked data graph GR is the graph obtained
by collecting all the triples obtained by dereferencing each resource in R, and recursively
applying the same to each resource included in those triples. This potentially results on a

http://dbpedia.org/resource/Mozzarella
http://dbpedia.org/resource/Mozzarella
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Figure 1 Example of the graph built while crawling.

Table 2 Contents of resources IRIs.

i) http://dbpedia.org/resource/Mozzarella ii) http://dbpedia.org/resource/Calzone

dbr:Calzone dbo:ingredient dbr:Mozzarella .
[...]

dbr:Pizza dbo:hasVariant dbr:Calzone .
dbr:Calzone dbo:ingredient dbr:Salami .
[...]

iii) http://dbpedia.org/resource/Salami iv) http://dbpedia.org/resource/Pizza

dbr:Salami rdf:type owl:Thing .
[...]

dbr:Pizza dbo:ingredient dbr:Tomato_sauce .
dbr:Pizza dbo:hasVariant dbr:Panzerotti .
dbr:Pizza dbp:country dbr:Italy .
dbr:Neapolitan_pizza dbp:type dbr:Pizza .
[...]

very large graph (maybe even the whole Linked Data cloud, given its connected nature).
We can ignore the properties characterization and classification by dereferencing only the
nodes of the graph (subjects and objects of triples). The size of the resulting graph can be
further reduced by considering a set of path restrictions PR which determine, for each new
node discovered, whether it should be followed (dereferenced) or not. Then RGR,PR is the
sub-graph of GR obtained by traversing it while applying the path restrictions PR. Figure 2
presents a simplified view of the semantic web, with a pair of seed resources (A and B),
the linked data graph for A and B (i), the graph reduced by path restrictions (ii), and a
disconnected part of the semantic web, unreachable by recursively following links starting
from A and B (iii).

Path restrictions require Derzis to maintain information regarding each path being
followed during the crawling process: its origin (seed resource), current head (latest resource
appended), the total length and total number of distinct properties.

RGR,P R is built iteratively. It is initialized with a set of paths P containing a path
for each seed resource. Algorithm 1 presents a simplified pseudocode version of Derzis
main behavior (the actual code has small differences mostly regarding optimization of the
distributed work). Initially, a path is created for each seed resource. Then, in each iteration,
each resource phead which is the head of an active path is dereferenced and marked as visited.
For each resulting RDF triple, the property and node (either the subject or object, depending
on the inverse position occupied by phead) are added to p to create a new path p′. If the path
restrictions (maxPathLength and maxPathProps) are not met, p′ is dropped. Is there is

SLATE 2021
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Figure 2 The semantic web and restricted linked data graph of resources A and B.

already a similar path (built with the same properties (or a subset), and with the same or
shorter length), p′ is dropped. If the resource at the head of the new path p′ has already
been visited by Derzis, the path is extended using cached information until an unvisited
head is reached. The process ends when no more active paths exist. At this point, Derzis
can export the restricted graph in RDF format.

Algorithm 1 BuildRG(P ).

global maxPathLength, maxPathProps

global Rvisited

P ′ ← ∅
R← {phead : p ∈ P ∧ p is active}
if R = ∅

then return

for each phead ∈ R

do



triples ← dereference(phead)
Rvisited ← Rvisited ∪ phead

for each node, prop : {node, prop, phead} ∈ triples ∨ {phead, prop, node} ∈ triples

do



if plength ≥ maxPathLength ∨ prop /∈ p ∧ |pprops| ≥ maxPathProps)
then break

p′ ← p ∪ {prop, node}
if ∃q : qseed = p′

seed ∧ q : qhead = p′
head ∧ qprops ⊆ p′

props

then break

if p′
head ∈ Rvisited

then AddExistingHead(p′)

P ′ ← P ′ ∪ p′

p← finished

BuildRG(P ′)



A. F. d. Santos and J. P. Leal 2:9

5 System architecture

The Derzis tool is built around two main components: the Manager and a pool of Workers.
Figure 3 provides a visual representation of Derzis architecture. The Manager is responsible
for accessing the database (Figure 3.5), decides what should be crawled next and distributes
jobs to the workers (Figure 3.2). Workers handle the tasks of retrieving domain robots.txt
files and resource IRI contents (Figure 3.3). Both components were written in Node.js; they
coordinate with each other exchanging messages over Redis, and the data is persisted on a
MongoDB instance. The manager, each of the workers, the database and Redis can all be
distributed across different machines.

Figure 3 UML Communication diagram of the system architecture.

5.1 Worker

A Worker is an autonomous process which communicates with the Manager over Redis. When
it starts, it sends to a configurable channel a message stating the type and number of jobs it
is capable of handling (Figure 3.1). This is repeated periodically. Currently these jobs can be
either trying to retrieve the robots.txt of a domain or dereferencing unvisited resources of
a domain. By default, a Worker accepts a maximum of 10 simultaneous robots.txt checks
and 10 domains with batches of 10 resources each to be dereferenced.

The Worker handles these jobs asynchronously. For each domain, it dereferences each
resource sequentially (Figure 3.3), first checking whether the robots.txt allows it and what
the rate limit is. In the HTTP request that fetches the resource, the Accept header is set to
allow several RDF mime types; frequently, however, servers do not comply. In these cases,
the Worker checks the Link response header in search of alternative URLs (or, if the returned
content is HTML, the <link> tags). If the Content-Type is still unrecognised an error is
raised. The results of each robots.txt check and resource dereference are sent back to the
Manager also via Redis (Figure 3.4).

5.2 Manager

The Manager starts by posting a message in Redis asking for any Workers listening to report
their availability to perform jobs. Anytime it receives an availability message, it retrieves from
the database the appropriate number of domains needing their robots.txt to be retrieved
or resources to be dereferenced. When these jobs are sent to the worker, the Manager marks
them with the Worker identifier, making sure that a domain is only worked on by one Worker
at a time (preventing multiple concurrent requests to the same domain), and starts a timer
for that job. If the Worker does not reply before the timer expires, the domain is reset and
made available for other workers.

SLATE 2021



2:10 Derzis: A Path Aware Linked Data Crawler

6 Preliminary results

Derzis is still in early stages of development. For the time being, we do not yet have
comparisons of its performance against similar tools or using public benchmarks. Nevertheless,
we have already results gathered by running it using a small set of seed resources (5 types
of cheese gathered from DBPedia) and combinations of crawling parameters. These were
obtained on a laptop with an Intel i7-6500U CPU 2.50GHz and 8GB of memory. The system
was configured to spawn 3 workers, each capable of handling 10 robots.txt checks and 10
domains with 10 resources each to be dereferenced. Tables 3, 4 and 5 present these results.

Table 3 Total elapsed times for different combinations of maxPathLength and maxPathProps.

Total elapsed
time

Maximum
path length
2 3

Maximum distinct
properties

1 44s 2h32m
2 – 3h12m

Table 4 Total dereferenced resources for different combinations of maxPathLength and maxPath-
Props.

Total dereferenced
resources

Maximum
path length
2 3

Maximum distinct
properties

1 5 860
2 – 1135

Table 5 Total triples obtained for different combinations of maxPathLength and maxPathProps.

Total triples
Maximum

path length
2 3

Maximum distinct
properties

1 1.7k 510k
2 – 744k

The time required to run the crawler in each of these setups has been mostly dic-
tated by DBPedia’s Crawl-Delay directive, which imposes a 10 second delay between
HTTP requests. Around 70% of triples in DBpedia connect resources using the property
dbo:wikiPageWikiLink, which states that the Wikipedia page of the subject resource links
to the Wikipedia page of the object resource. The property dbo:wikiPageUsesTemplate,
which indicates that a Wikipedia pages has a infobox using a specific template, ap-
pears in 13% of the triples. More meaningful properties follow: dbo:birthPlace (4%),
dbo:deathPlace (4%), rdfs:type (3%) and owl:sameAs (3%). By comparison, in
Wikidata, the most frequent property is http://schema.org/about (40%) followed by
https://www.wikidata.org/wiki/Property:P31 (a Wikidata custom property similar to
rdf:type, 3%).

http://schema.org/about
https://www.wikidata.org/wiki/Property:P31
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7 Future work

We have planned several additional features for Derzis. Better error handling and other types
of crawl limits are some examples. The indexes and queries performed to the MongoDB
instance can also be improve. Given the small number of publicly available semantic web
crawlers, and the distinct features presented by Derzis, we intend to make it easier to use by
other people. Derzis is already open-source. However, usability and documentation needs
to be improved. Real-time visualization tools to have an overview of the crawling process
would also improve the overall experience.

Another focus of improvement is testing and evaluation. Derzis is currently lacking unit
and integration tests. Additionally, real world experiments we have made with it so far are
still only a proof of concept. We plan on evaluating Derzis using available benchmarks for
SWCs and to perform our own comparisons against other SWCs.

Finally, Derzis was developed with the main motivation of being used in the broader
context of implementing graph-based semantic measures. It addresses a need we have of
being able to reduce semantic graph sizes keeping only the data relevant to a set of resources.
We will continue to develop the larger system and evaluate Derzis in the context of this
specific task.

8 Conclusions

The semantic web is a field of research with 20 years of existence. The early promise of a web
understood by machines has not yet materialized. The large size of current knowledge graphs,
the unreliable availability of queriable endpoints and the lack of universal vocabularies all
contribute to this problem.

A semantic web crawler is capable of gathering semantic data using the linked data
interface, a method of accessing the semantic web which is lighter for the clients and the
servers. There have been several SWCs developed, but only a few are both publicly available
and actively maintained. These tend to have in common a core set of features, such as
limiting the depth of crawling, distributed architectures and complying with the Robots
Exclusion Protocol. Other features such as requiring previous domain-knowledge, other
types of crawl limits, customizable crawl priority or understanding RDFS and OWL basic
constructs are present in specific crawlers.

Derzis is open source and available at https://github.com/andrefs/derzis. It presents
as a distinctive feature the ability to reduce the crawled graph size. By keeping paths
information during the crawling process, Derzis is able to limit the crawling to paths with a
maximum number of distinct properties. This means that it can focus on more homogeneous
paths, which provide more relevant information than heterogeneous ones. Additionally, Derzis
does not dereference predicate resources, which usually provide information more relevant to
the predicate than to the other elements of the triples.
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Abstract
The stigma associated with certain minorities has changed throughout the years, yet there’s no
central data repository that enables a concrete tracking of this representation. Published articles
on renowned newspapers are a way of determining the public perception on this subject, mainly
digital newspapers, being it through the media representation (text and photo illustrations) or user
comments. The present paper seeks to showcase a project that attempts to fulfill that shortage of
data by providing a repository in the form of an ontology: RDF triplestores composing a semantic
database (W3C standards for Semantic Web). This open-source project aims to be a research tool
for mapping and studying the representation of minority groups in a Portuguese journalistic context
over the course of two decades.
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1 Introduction

Tim Berners-Lee, director of the World Wide Web Consortium, established the term Semantic
Web and promotes the concept of converting the Web into a big collection of semantic
databases: “People keep asking what Web 3.0 is. I think maybe when you’ve got an overlay
of scalable vector graphics – everything rippling and folding and looking misty-on Web 2.0
and access to a semantic Web integrated across a huge space of data, you’ll have access to
an unbelievable data resource” [9].

“Web 1.0 started as a Read only medium; the next version Web 2.0 established itself
as a Read/Write medium. Now the currently evolving version of web, Web 3.0, is said to
be a technologically advanced medium which allows the users to Read/Write/Execute and
also allows the machines to carry out some of the thinking, so far, expected only from the
humans” [8], introducing the concept of Semantic Web and Linked Open Data.
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Ontologies, the backbone of the Semantic Web 3.0, which contain the vocabulary, semantic
relationships, and simple rules of inference and logic for a specific domain, are accessed
by software agents. These agents locate and combine data from many sources to deliver
meaningful information to the user [5].

This project explores this concept, trying to contribute to the Semantic Web initiative, by
building a web of relational semantic data related to a subject, instead of a traditional web
of documents. Our subject of study is the media representation of minorities in Portuguese
newspapers. For this study 8 minority groups were focused (based on the research fields
of the teams associated with this project): “refugees”, “women”, “Africans”, “Asians”,
“homosexuals”, “migrants”, “gypsies” and “animals”. By “minorities” we refer to macro
groups with some kind of social stigma and/or struggle for equality/rights, in a broad sense.
In the future we would like to add more specific minority groups according to the scientific
community feedback.

Figure 1 Minorities extracted.

Survey data is a common way of studying the public perception of minorities, but “they
are only conducted sporadically and they seldom use a comparable set of questions, limiting
their usefulness for comparing across time, space or minority group” [2]. With this project,
we propose to use ontologies built with the content of digital newspapers, from 1996 to
2019, to analyze the evolution of the representation of identity groups. Ontologies can be a
powerful research tool because not only they store a corpus, but they can also be enriched
with immense semantic information and relationships with additional entities.

An ontology of press clippings from Portuguese newspapers was built with references
to minorities and dozens of defined entities, resulting in a corpus of articles, comments,
and images featuring semantic relationships. The corpus covers the first two decades of
the 21st century. The outcome of this project is an ontological database, that is, a tree of
semantic relations and hierarchical references, which aims to contribute to a portrait of the
representation of minorities by Portuguese media. Currently, our main corpus is the “Público”
newspaper (digital version) from 1996 to 2018 (and the first months of 2019). This data was
crawled through the “Arquivo.pt” national archive which collects the history of Portuguese
World Wide Web (“.pt” domains). This specific newspaper was used due to its popularity
and the fact that it was one of the first journalistic sources to have a digital presence in
Portugal.
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One of the main goals of the Semantic Web initiative (Web 3.0) is to achieve a general
Natural-language Interface, but it suffers from inconsistency, vastness, and vagueness [4].
Linked Open Data attempts to make this ideal come true, but it is still a work in progress.
An endeavor to contribute to this ideal was conducted, following the W3C recommendations
and most recent standards, intuitive interfaces were built in order to achieve an accessible
product. Mainly two ontologies were developed with inferences, using OWL (RDF, Turtle,
etc.) to store the data in a GraphDB database, SPARQL to query it and a VUE interface
generated dynamically and having multiple endpoints to interact with it.

The ontology was built and enriched by automatically identifying thousands of entities
(public figures, political parties, brands, religions, etc.) in different parts of the content
(title, body, preview, tags, etc.) as well as a network of relations between them. Besides the
newspaper articles themselves, two additional corpus were built: one with the photos used to
illustrate the articles and another with the user comments inside the articles.

This data repository, which aims to compile and map the representation of minorities
in the Portuguese press using ontologies, was specially designed to serve as study and
research material for different research groups from different areas, such as Computer
Engineering, Social Sciences, Linguistics, Humanities, Statistics, etc. Some research groups
at the University of Minho are working on specific questions on the topics covered, such as,
NLP and analysis of the evolution of written styles by the Portuguese cyber users during the
last 20 years (user comments); gender studies (articles related to “women” and “sexuality”
representations); post-colonial studies (“racial” representation); G2i is studying the portrait
and image representation (photos used to illustrate the articles reflect the evolution of media
representation of some minorities during the last 20 years); etc.

We invite the scientific community to freely conduct research and new approaches to this
data. Every output was released as open-source.

Like Gillespie said, in her study related to media, minorities, and cultural change, the
“globalization of communications and cultures articulates new kinds of temporal and spatial
relations, it transforms the modes of identification available within societies. Media are being
used by productive consumers to maintain and strengthen boundaries, but also to create
new, shared spaces in which syncretic cultural forms, such as ’new ethnicities’ can emerge.
These processes are uneven and their consequences unforeseeable, though likely to be weighty.
But they cannot be examined in the abstract or at a distance” [3].

This project tries to bring factual data to this subject, attempting to become a useful
research tool. Its main roadmap can be summarized in Figure 2.

In Section 2 a preview of the project outputs and objectives will be summarized. The
remaining sections will cover particular aspects concerning the implementation and develop-
ment stages, namely the Section 3 will focus the data mining steps, the Section 4 will discuss
the data treatment, and the Section 5 will present the ontology results and implementation.
Finally, Section 6 will discuss the results and future objectives.

2 Project outcomes

From this project resulted a website with different services, two ontologies (ontology a) all
the newspaper corpus; ontology b) only the corpus referring minorities) and a public API
(GraphDB / SPARQL). Namely, these are some of the main endpoints/URLs:

Website: http://minors.ilch.uminho.pt
GraphDB (SPARQL public API): http://sparql.ilch.uminho.pt
Visual interface: http://minors.ilch.uminho.pt/search
SPARQL search: http://minors.ilch.uminho.pt/sparql
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Figure 2 Data collection and processing flow of events.

Articles: http://minors.ilch.uminho.pt/articles
Images: http://minors.ilch.uminho.pt/images
Comments: http://minors.ilch.uminho.pt/comments
WebVOWL: http://minors.ilch.uminho.pt/ontology

The main objective of this project is to provide a powerful research tool for the scientific
community. The project compiles and makes complex data publicly available, which would
otherwise be inaccessible to the average user due to the technical complexity involved. In
addition to the project website, which counts with reactive search interfaces, and repositories,
a SPARQL endpoint that allows complex queries and direct download of large amounts of
data is provided.

In a first instance, one can simply navigate the compiled galleries of articles, images, and
commentaries in the main website. Its cached data (JSON), previously extracted through the
query interfaces, with every possible result for each class, ordered by minority and priority
(scoring system).

With the reactive user interface (“Visual navigation”) it is possible to filter and extract
more complex results: the interface dynamically builds the SPARQL queries and requests the
data. One can easily search and download more complex data without technical knowledge
of SPARQL or Ontologies, incorporating three possible levels of data filtering: classes,
individuals, and some relationships (Figure 3).

But the potential of the platform shines when dealing directly with SPARQL. As an
example, with a simple SPARQL query, it is possible to obtain data (XML, JSON, or CSV)
with a set of complex and extensive criteria and deep semantic relationships, for example:
“display all images that appear associated with articles published in the first quarter of 2016,
but only those which are related to “women” minorities and refers in the main text the
public figure “António Costa”, with the profession of politician, but only if it also includes
the keywords “ban” and “abortion” in the body of the text, in addition to mentioning cities
in Portugal, excluding the Algarve (etc.)” – the query could be extended to infinity. In a
traditional database, with simple text matches, this ease in manipulating data and entity
relations, depth, and richness of results would not be possible with the same degree of
precision.

http://minors.ilch.uminho.pt/articles
http://minors.ilch.uminho.pt/images
http://minors.ilch.uminho.pt/comments
http://minors.ilch.uminho.pt/ontology
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Figure 3 Visual navigation.

Figure 4 shows a sample of the ontology, with one of the many articles resulting from a
query that extracted articles related to a specific minority but also mentioning a particular
company brand (“Disney”).

Figure 4 Example of queried data and relationships extracted from the ontology (only two classes
are visually expanded: an Article and the mentioned brand “Disney”).

SLATE 2021
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3 Crawling Phase – Data Extraction

As a starting point, a mean was needed to obtain the raw data that would compose the
ontological database. As mentioned before, the reference platform for data extraction was
“Arquivo.pt”. For that purpose, an open-source crawler for data-mining1 was built.

“Arquivo.pt”, the public repository used for data acquisition, provides a public API for
filtering and data search (exact text matches) in their repository, but after some tests, we
found it very inefficient for our objective. For example, it wasn’t possible to simply search for
“women minorities” or the archive would only return a very limited few pages with this exact
same match, ignoring the ones with, for example, “feminist protest for the right to abortion”
or “young girl was killed by her boyfriend”. There was a need to develop a specific algorithm
to find pages referring to semantic associations with minorities. But first, full access to
the source code of each archived web page was needed in order to be able to interact with
the HTML structure and optimize search criteria (title, description, body, tags, etc.). We
opted to build semantic datasets, with entities related to different subjects, and searching for
them in specific parts of the documents, scoring the results according to an algorithm aimed
at establishing a hierarchy of relevant associations useful to identify relevant results and
navigate them, for this reason, it was important to have a local corpus of the source-code.

For this reason, a personalized crawler was developed from the ground up, downloading all
the “Público” newspaper web pages source-code directly from the “Arquivo.pt”, crawling their
repository itself directly by building a multidimensional array of inner links and recursively
extracting new ones. We started the crawling process from different versions of the “publico.pt”
homepage using different snapshots from the archive (we selected the last snapshot of each
year and/or each website’s new rebranding first edition). For each collected web page, its
source HTML code was extracted and stored, and through the use of regular expressions,
XPATH, “selenium” and the Python library “requests”2, URLs found inside the HTML code
were recursively collected and processed, avoiding any possibility of blind areas.

The crawler was developed using Python, for which there are multiple auxiliary similar
projects (e.g.: Scrappy3). However, a custom web crawler was developed from scratch. This
decision was based on the freedom intended in some aspects, which is maximized when
custom code is used instead of libraries. Thus, full customization on the gathering process
and data manipulation were achieved. The crawler is composed of a recursive algorithm that
dynamically collects pages and linked pages of a specific pre-defined customizable domain. As
mentioned, the used domain was the “Público” newspaper but the algorithm was developed
to operate with any defined domain, so other newspapers can be used in the future. Moreover,
since millions of pages may be collected from a specific domain, a save logs system was
introduced so whenever the crawler stops, the collection can be resumed at any time.

Initially, we ended up with 6 million HTML files, but the majority were repeated content.
The reason for this is related to the snapshot system of “Arquivo.pt”, we extracted annual
snapshots identified by timestamps ending up repeating past content for each one (on purpose,
with the objective of covering non-archived versions from different snapshots). “Público”
newspaper had half a dozen of different website remakes and more than one domain in its

1 Crawler’s GitHub: https://github.com/Paulo-Jorge-PM/crawler-majorminors
2 https://docs.python-requests.org/en/master/
3 https://scrapy.org/

https://github.com/Paulo-Jorge-PM/crawler-majorminors
https://docs.python-requests.org/en/master/
https://scrapy.org/
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history, this also increased the number of the repeated snapshots. A filtering step was needed
to eliminate duplicated content. First, we eliminated non-relevant files (such as marketing
campaigns, technical error pages,etc.), selecting only files possibly with articles. In a second
step, we used two criteria for isolating individual non duplicated articles: filtered HTML files
by their individual unique URIs (but because of the different domains used by the newspaper
in the past this was not enough) and later filtered these by individual non repeated titles
inside the articles.

After this initial filtering process we ended up with 94.309 individual pages URIs and
48.949 individual articles filtered by duplicated titles (see Table 1). We should add that
we ended up with some discrepancies: some years had more extracted content than others
(see Figure 5 for total results referring minorities). For example, the newspaper’s first
year is 1996, but “Arquivo.pt” only has a snapshot of half a dozen pages from that time.
Also, during its first years, the newspaper had not much digital content created. This low
volume of articles continued until 2004. After this period the “Público” newspaper started
many rebranding processes with its digital image and website template, including different
domains (“publico.pt”, “publico.clix.pt”, etc.). This resulted in different HTML source codes,
some of them not fully accessible, others dynamically generated and harder to crawl or not
collected by the snapshot. Also, the newspaper has a subscription system, blocking access to
non-paying users, which nowadays it gives full access to the “Arquivo.pt”, but in past years
many snapshots instead of the full content showed the blocked access message or cut text.
These, and other variables, resulted in different numbers of collected articles for different
years and for this reason, the number of minority references found for each year should
be treated with caution. Also, the comment system changed many times and limited the
archiving, for example after 2010 a login system blocked the “Arquivo.pt” snapshots and we
could not retrieve the most recent user comments.

Table 1 Crawled output.

Type Number
Newspapers articles (individual URIs) 94.309

Newspapers articles (non repeating titles) 48.949
Articles referring minorities (non repeating) 11.496

User comments related with minorities 3.348
Newspapers illustrations related with minorities 9.658

Figure 5 Total number of images and comments filtered per year.
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Listing 1 Time intervals of structural changes in Público’s articles.
end_date_publico2001_2002 = datetime . datetime (2003 , 2, 14)
end_date_publico2003_2004 = datetime . datetime (2005 , 2, 22)
end_date_publico2005_2006_2007_Jun = datetime . datetime (2007 , 5, 18)
end_date_publico2007Jun_Nov = datetime . datetime (2007 , 11, 30)
end_date_publico2007Nov_2008_2009Set = datetime . datetime (2009 , 9, 30)
end_date_publico2009Set_16Nov2012 = datetime . datetime (2012 , 11, 17)
end_date_publico16Nov2012_Out2016 = datetime . datetime (2016 , 11, 21)

4 Scraping Phase – Data Mining

Once the raw HTML pages were collected by the Crawler, further filtration proceeded. For
that purpose we built an open-source scraper for data-extraction4.

Beforehand, in order to perform the filtering, Python dictionaries were created containing
a collection of keywords often associated with the minority groups within the defined scope.
These keywords were the result of a study of word occurrences and textual patterns in
minority-related articles, which can assist with the identification of a possible minority
reference.

In an initial phase, before any cleaning and segregation of elements were preceded, every
HTML file which did not contain any of the selected keywords within its structure were
excluded. This initial filtration avoided unnecessary post-processing of dispensable pages.

Following the removal of unwanted pages, it was noticed that a considerable part of the
collected pages were not article pages, being most of them landing pages, which are also
part of the “Público” newspaper domain. The “Arquivo.pt” APIs[1] from which pages were
collected, does not feature specific page types filtering, resulting in a mixture of multiple
different types of pages. However, the only intended pages were articles, which had a specific
pattern of HTML elements. By checking for article-exclusive patterns of HTML elements it
was possible to perform another filtration process.

As a result of both filtration processes, all the HTML files left were articles that mentioned
minorities-specific keywords. This initial filtering took place before any intensive scraping
due to the posterior use of complex regular expressions which are CPU intensive tasks.

Finally, the main scraping algorithm was executed. This algorithm was developed by
analyzing the structure evolution of the articles pages from Público. Their structure changed
periodically, and a different use case was added to the algorithm for each iteration of the
structural changes.

Before entering the main scraping algorithm the date of the page was verified against the
defined time intervals (see Listing 1) which then invokes the corresponding function. Each
one of the functions start by looking for specific HTML elements, using a combination of
the beautifulsoup 5 library and regular expressions. Depending on the date of the article,
several elements were collected and stored in separate variables. The elements were Main
Title, SubTitle, Preview, Corpus, Tags, Comments and Image URLs.

Once all elements were segregated, each one of them go through a prioritization algorithm.
This algorithm made use of the keyword dictionaries and assigned a priority value to the
article, depending on the element where the keywords were found. Priority values were
assigned as in Table 2.

4 Scraper’s GitHub: https://github.com/leandrocosta16/scraper-MajorMinors
5 https://pypi.org/project/beautifulsoup4/

https://github.com/leandrocosta16/scraper-MajorMinors
https://pypi.org/project/beautifulsoup4/
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Table 2 Priority points associated with each article elements.

Elements Priority points
Main tile 7

Tags/Topics 5
Literal mention of the minority name 4

Subtitle/Headline 3
Preview 3
Corpus 2

Firstly, minorities are detected individually for each collected element of the article. Once
the minorities are identified for a given element, a data structure containing the identified
minorities is iterated and for each one of them the associated element priority value is added
cumulatively. Moreover, if a given article references two or more different minority groups it
will assign a priority value for each one of them separately.

Although the same list of keywords is used to classify the priority rate, there are some
which directly relate to a given entity (e.g.: the literal name of a minority), and those must
hold a higher priority value. For this reason, a separate list containing top priority keywords
was used and articles which mention them would acquire extra priority points.

This points-based prioritization system provided a way of ordering articles by relevance,
with further filtering options in perspective. Higher priority articles are likely to be highly
related to the minority in question.

5 Ontology

The main outcomes of this project are the developed ontologies and interfaces to interact
with them.

“An ontology is a formal description of knowledge as a set of concepts within a domain
and the relationships that hold between them. To enable such a description, we need to
formally specify components such as individuals (instances of objects), classes, attributes,
and relations as well as restrictions, rules, and axioms. As a result, ontologies do not only
introduce a shareable and reusable knowledge representation but can also add new knowledge
about the domain” [6]. For example, the YAGO (Yet Another Great Ontology) [7] is one of
the largest ontologies in the Linked Open Data cloud, being in itself a knowledge base. This
project also aims in being a smaller knowledge base focused on a particular domain of study.

The developed interfaces to interact with the resulted ontologies can be divided in
three layers: a basic UI gallery through the main website; a reactive interface that generates
SPARQL queries automatically in three layers of filtration (general classes, specific individuals
and basic relationships); and a complete SPARQL API and/or visual navigation graph
(through GraphDB).

This project was built upon W3C official recommendations: RDF, OWL, and SPARQL.
RDF represents information using semantic triples: subject, predicate, and object. We opted
for the Turtle syntax for this representation. For storing and managing our triplestores
we opted for the GraphDB database6. From their official documentation: “GraphDB is
an enterprise-ready Semantic Graph Database, compliant with W3C Standards. Semantic

6 GraphDb: https://graphdb.ontotext.com/
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graph databases (also called RDF triplestores) provide the core infrastructure for solutions
where modeling agility, data integration, relationship exploration, and cross-enterprise data
publishing and consumption are important”.

GraphDB has free and commercial versions. We implemented the first one, but it is
limited by a maximum of two queries in parallel. This added to the fact that our project
runs on an older limited server makes the performance not ideal for dealing with many
concurrent connections. We created a caching system for improving this limitation, but even
so, performance is not our target at the moment, due to the lack of budget, our main focus
was accessibility.

In Figure 6 we can see the architecture and inner sequence of the blocks that compose
this platform.

Figure 6 Website: sequence diagram.

Beforehand, preceding the ontology development, datasets were created for each individual
set of entities that we aimed to search and build relationships within the articles (see Table 3).
These entities (political parties, public figures, brands, etc.) were presented in the previous
sections. These datasets were extracted using crawlers, Regular Expressions, XPATH (etc.)
from dozens of sources, and Linked Open Data. They are open source and documented in
GitHub7.

7 Dataset’s GitHub: https://github.com/Paulo-Jorge-PM/datasets-majorminors

https://github.com/Paulo-Jorge-PM/datasets-majorminors
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Table 3 Entities extracted.

Type No. of References
Public Figures 32.648

Political Parties 8.525
Minorities 11.530
Entities 11.473
Brands 46.629

Religions 260
Sports 4.333

Ethnicities 1.345
Car brands 969

Animals 6.199
TV Channels 3.799
Continents 7.119
Countries 28.794

Cities 28.933
Other Places 1.067

Newspapers defined tags 10.186
Weekdays 20.575
Months 24.113

Minorities related keywords 36.897

These entities datasets were used to build the final ontology and the scraper provided
inner metadata related to each article (sections, structure, minorities references, etc.). From
this point, it was time to build a tree of relationships between these articles (and their images
and comments) and the multiple entities referenced in their texts.

For this purpose we built an open-source ontology assembler, that dynamically searched
and compared the dataset files with the article’s metadata (using Regular Expressions,
ontology skeletons, and structured dictionaries) to build the final ontology triplestores and
automatically expand the graph tree. It is open-source and its code can be found in GitHub8.

In Figure 7 a summary of the main classes defined for the ontology is represented
and Table 4 is a summary of the ontology outputs. At http://minors.ilch.uminho.pt/
ontology it is possible to find a more detailed visualization converted to WebVowl with the
classes and their properties.

6 Conclusions and Future Work

The intent behind the development of this project is to provide a powerful research tool for
the scientific community. The project compiles and makes complex data publicly available,
which would normally be inaccessible to the average user due to the technical barrier and
complexity overheads.

One of the goals of the Semantic Web is to achieve a general natural-language interface
that is both intuitive and universal, fed by a global network of semantic databases. W3C
recommended standards like Resource Description Framework (RDF), SPARQL, XML, Web

8 Ontology assembler: https://github.com/Paulo-Jorge-PM/ontology-assembler-majorminors
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Figure 7 Some of the classes defined in the ontology.

Table 4 Ontology output.

Type Number
Ontology (All) triples 5.178.169
Infered (All) triples 2.084.435
Ontology (All) size 650,3 Mb

Ontology (Minorities) triples 1.110.411
Infered (Minorities) triples 453.330
Ontology (Minorities) size 125,7 Mb
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Ontology Language (OWL) (etc.) have been expanding this area and introducing the concept
of Web 3.0, however, the holy grail is still far from being reached: it suffers from inconsistency,
vastness and vagueness [4].

This bridge between Semantic Web and Natural-language User Interfaces is one of the
main challenges for its growth. With this project, we hope to invite new users to explore the
Semantic Web potentialities.

The project currently is in a preliminary stage, with collected data from only one
newspaper as a source of data. For future work, the ideal would be to incorporate more
sources, extracting data from other main Portuguese newspapers besides the “Público”. This
requires time and resources, but the platform and tools were built already with this in mind,
the ontology structure already incorporates a class for different types of newspapers. In
fact, this project was built with flexibility in mind, one could expand it to new languages,
countries, or even themes (instead of “minorities” one could clone a similar semantic database
and interfaces for extraction of other fields of study).

We invite research groups to freely conduct research upon this tool, they are open-source.
On the main website we plan on disclosing research outputs related to the project for future
reference, we gladly invite new additions.

References
1 arquivo. pwa-technologies, April 2021. [Online; accessed 19. Apr. 2021]. URL: https:

//github.com/arquivo/pwa-technologies/wiki.
2 Erik Bleich, Hannah Stonebraker, Hasher Nisar, and Rana Abdelhamid. Media portrayals

of minorities: Muslims in british newspaper headlines, 2001–2012. Journal of Ethnic and
Migration Studies, 41(6):942–962, 2015.

3 Marie Gillespie. Television, ethnicity and cultural change. Psychology Press, 1995.
4 Catherine C. Marshall and Frank M. Shipman. Which semantic web? The fourteenth ACM

conference, page 57, 2003. doi:10.1145/900062.900063.
5 Robin D Morris. Web 3.0: Implications for online learning. TechTrends, 55(1):42–46, 2011.
6 OntoText. What are Ontologies? Ontotext Fundamentals Series, April 2021. [Online;

accessed 12. Apr. 2021]. URL: https://www.ontotext.com/knowledgehub/fundamentals/
what-are-ontologies.

7 Thomas Pellissier-Tanon, Gerhard Weikum, and Fabian Suchanek. Yago 4: A reason-able
knowledge base. ESWC 2020, 2020. URL: http://yago-knowledge.org.

8 Rajiv and Manohar Lal. Web 3.0 in Education. International Journal of Information
Technology, 3(2):973–5658, 2011.

9 Victoria Shannon. A “more revolutionary” Web - The New York Times, 2006. URL: https:
//www.nytimes.com/2006/05/23/technology/23iht-web.html.

SLATE 2021

https://github.com/arquivo/pwa-technologies/wiki
https://github.com/arquivo/pwa-technologies/wiki
https://doi.org/10.1145/900062.900063
https://www.ontotext.com/knowledgehub/fundamentals/what-are-ontologies
https://www.ontotext.com/knowledgehub/fundamentals/what-are-ontologies
http://yago-knowledge.org
https://www.nytimes.com/2006/05/23/technology/23iht-web.html
https://www.nytimes.com/2006/05/23/technology/23iht-web.html




Lyntax – A grammar-Based Tool for Linguistics
Manuel Gouveia Carneiro de Sousa #

University of Minho, Braga, Portugal

Maria João Varanda Pereira1 #

Research Centre in Digitalization and Intelligent Robotics,
Polythechnic Insitute of Bragança, Portugal

Pedro Rangel Henriques # Ñ

University of Minho, Braga, Portugal

Abstract
This paper is focused on using the formalism of attribute grammars to create a tool that allows
Linguistic teachers to construct automatically their own processors totally adapted to each linguistic
exercise. The system developed, named Lyntax, is a compiler for a domain specific language which
intends to enable the teacher to specify different kinds of sentence structures, and then, ask the
student to test his own sentences against those structures. The processor Lyntax validates the
grammar (DSL program) written by the teacher, generating a processor every time the student
defines a new sentence. For that ANTLR is used in both steps, generating not only the specialized
processor but also the visualization of the syntax tree for analysis purposes. An interface that
supports the specification of the language was built, also allowing the use of the processor and the
generation of the specific grammar, abstracting the user of any calculations.
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1 Introduction

Attribute Grammars are a way of specifying syntax and semantics to describe formal
languages [3] and were first developed by the computer scientist Donald Knuth in order to
formalize the semantics of a context-free language [7]. They were created and are still used
for language developing, compiler generation, algorithm design and so on [8]. Due to its
similarity with natural language grammars, it seems natural to explore the possibility to use
them for linguistics purposes [4]. Using attribute grammars, it is possible to specify the way
sentences are correctly written. For instance, using synthesized attributes, it is possible to
represent the gender of an adjective, while inherited attributes can be used to associate the
appropriate meaning to a preposition, depending on the context of the sentence [5]. In this
way, linguistic rules can be modelled with an attribute grammar, and when a sentence is
provided, it is possible to validate its syntax and contextual semantics, adverting for any
errors that may be encountered [2].

Applying attribute grammars to model the syntax and semantics of natural languages is a
technique that has already been practiced, but it demands knowledge in grammar engineering
in order to translate natural languages properties to attribute grammar rules [3]. In spite of
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the existing tools, they are not so easily available and straightforward for those who do not
have programming and computation proficiency – in this specific case, linguists. There are
tools available that use languages with logic components to define linguistic rules but they
are not so easy to use. It is easier to rapidly grasp the concepts that are involved in this
domain an create a domain specific language to allow the definition of linguistic rules in a
higher level of abstraction.

So, the main proposal is to define a new DSL (Domain Specific Language) with a simpler
notation, making it easy to understand and learn and to rapidly use. The main focus is to
keep the syntax as simple and concise as possible, avoiding complex (or not so common)
symbols. This allows the specification of linguistic rules to be done in a much natural manner.
Also, a visually appealing user interface was created, granting the user the possibility of
analysing the generated syntax-tree.

Moreover, since the teacher specification is agnostic it allows the student to map his
sentence written in Portuguese or other natural language to the structure defined by the
teacher. That’s why the processor is regenerated for each student sentence.

Besides this introduction, this paper is divided in 5 sections: one focused on the state-of-
the-art, another one to introduce Lyntax, a fourth one explaining two case studies and a
last one before conclusion for implementation details.

2 State-of-the-art

As the project here reported aims at developing a tool which allows the definition of linguistic
rules in a computational style, it is obvious that such a system can be used to improve the
teaching of linguistics in a classroom context. In this section, it will be discussed available
tools that can also be used for similar purposes, that deserve to be studied and referenced.

PAG is a tool that was created with the purpose of helping two distinct groups of students
from Universidad Complutense de Madrid. One of those groups involves computer science
students, attending a compiler construction course, and the other group involves linguistic
students, from a class on computational linguistics. Teachers from both classes used the same
methodology to teach their classes, and noticed that it wasn’t good enough for the students
to master all the concepts: On one hand, they would have computer science skilled students,
with great aptitude to produce solutions, but leaving aside the respective specifications, which
lead to poor and inaccurate formal specifications, but on the other hand, linguistic students
produced good formal specifications, as they are proficient with the natural language, but
lack computer science skills to well transpose all the knowledge into computacional models [6].
The result was an environment based in attribute grammars that allows the specification of
those same grammars using a language close to Prolog. The main goal was to embed Prolog
into the language and maintain all the familiar basic notation, since both groups of students
were already familiar with the Prolog and attribute grammar syntax and notation. Through
rapid prototyping, which PAG makes use of, it is possible to obtain a functional processor at
a embryonic state of the problem [6]. With this, computer science students can obtain results
quite early, allowing them to apply more time into formal specifications. Moreoever, as the
complexity of the syntax is reduced, this allows for a better and easier learning experience
for students which have less aptitude for the solution codification or programming in general,
which is the case for linguistic students. Overall, PAG solved the problem that was purposed
in an effective way. Despite that, and giving the respective credit to those who built the tool,
the fact is that Prolog can still be quite difficult to grasp for some people, and a challenge
when it comes to learn it. The usage of a specification language that closely resembles the
natural one, could be a great addition.
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CONSTRUCTOR [1] is a Natural Language Interface that accepts and processes English
sentences, using them as instructions for plane geometry constructing. Those instructions
are then transformed into the respective graphical representation. The idea is that these
sentences are issued as commands which represent steps for the creation of a geometrical
construction. CONSTRUCTOR analyses the issued input, translates it into a semantic
representation and, based on that semantic representation, builds a visual construction.
Furthermore, CONSTRUCTOR keeps track of the sequence of inputs issued by the user,
which results in a more controlled construction process, while giving the user feedback within
each step. The purpose of exploring a tool of this type is not directly related to linguistics
nor linguistic rules training. The relevance of this reference is related to the use of attribute
grammars with natural language processing, which techniques could be helpful when tacking
a specific problem of this kind.

Overall, both tools, despite their differences, share the use of attribute grammars as a
basis for a particular system, or even to simplify their use through various techniques. On
account of that, it is compelling to create a friendly way to specify and analyse different
linguistic rules and their examples, which intends to be the purpose of Lyntax.

3 Lyntax: a new proposal to specify linguistic rules

This section presents Lyntax as a DSL based solution to describe and test linguistic rules in
natural language sentences.

In order to specify all kinds of possible sentences/rules, the idea of creating a “meta-
language” emerged. This “meta-language” will be used by the teacher to specify the rules for
sentence construction. These rules will be written (in a single file) according to the following
structure, that is divided into three main components:

1. STRUCTURE – the block where the teacher specifies the structure of the sentences to
be tested.

2. ERRORS/RULES – list of conditions that should be tested over the sentences. Using
ERRORS, if the conditions are matched, an error will be thrown. On the other hand,
using RULES, the conditions expressed need to be true to accept the sentence as a valid
input.

3. INPUT – this block corresponds to the sentence (the lexical part) that the student
wants to test. This will be written by the student and then automatically joined with the
specification previously described by the teacher.

As can be seen in Figure 1, this file will then be processed by an ANTLR (ANother Tool
for Language Recognition – a Compiler Generator) that will work on the information that
was written, and then generate a grammar (also specified in ANTLR syntax). This grammar
corresponds to the translation of the “meta-language” into ANTLR instructions. Afterwards,
the generated grammar will be used to create a validator of sentences; the student can write
his sentences (the INPUT that is used to generate the processor and the student’s sentence
represented in the Figure 1 are the same) and use that validator to obtain confirmation
about the sentence correctness. A new processor will be generated for each sentence the
student wants to test. The results would be the validation of the given sentences and a tree
for a better visualization of the input structure.

SLATE 2021
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Figure 1 System architecture.

3.1 Meta-Language
As it was stated in the introduction of this paper, the main project goal is to create a DSL
that must be easy to learn and to grasp. With this in mind, the structure described is
composed of three parts, where two of them will be written by the teacher, and the third one
is intended to be written by the student; the three parts will be concatenated into a single
file.

3.1.1 Domain Specific Meta-Grammar
The created DSL joins the teacher’s specification with the student’s sentence and its structure
is described next.

Listing 1 Processor production.
p ro c e s s o r : s t r u c tu r e e r r o r s input
;

Firstly, the teacher specification is divided into structure and errors blocks. The
structure block is divided into the main parts of the sentence. Each part has an element
containing the information about a certain component.

Listing 2 DSL structure/part/element productions.
s t r u c tu r e : ’STRUCTURE: ’ ( part )+ ;

part : ’ part ’ ’ [ ’ e lement ’ ] ’ ;

e lement : ’ ( ’ WORD ( ’ | ’ WORD )∗ ( ’ , ’ a t t r i b u t e s )?
( ’ , ’ subparts )? ’ ) ’ ( ’ ? ’ )? ;
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As seen in Listing 2, the element is composed of the name of the component, a possible
set of attributes and possible subparts.

Listing 3 DSL attributes/subparts productions.
a t t r i b u t e s : ’ a t t r i b u t e s ’ ’ { ’ WORD ( ’ , ’ WORD )∗ ’ } ’
;

subparts : ’ subparts ’ ’ [ ’ e lement ( ’ , ’ e lement ) ’ ] ’
;

The subparts production allows injecting more elements inside a single component. So,
one component may be composed of several other components. As shown in Listing 3, the
subparts production is a list of one or more elements.

Secondly, the teacher can define a list of restrictions to be applied to each attribute
defined in the previous structure. A sentence will be valid if it follows the specified structure
and if it obeys to the specified conditions.

Listing 4 DSL errors/conditions productions.
e r r o r s : ( ’RULES ’ | ’ERRORS’ ) ’ : ’ ( c ond i t i on ’ ; ’ )+
;

cond i t i on : ass ignment ( ( ’AND’ | ’OR’ ) ass ignment )∗
;

The errors production will have two meanings“RULES’, then the conditions defined by
the teacher need to be checked in order for a sentence to be correct; on the other hand, if the
keyword is “ERRORS”, then if the conditions are matched, the sentence is not considered
correct within that structure. As shown in Listing 5, the condition production is composed
of a set of assignments that can be joined using the logical operators “AND” and “OR”.
Each condition intends to create logical evaluations for the various attributes defined. Each
assignment is composed of expressions.

Listing 5 DSL assignment/expression production.
ass ignment

: exp r e s s i on ( ’=’ | ’ != ’ ) exp r e s s i on
| exp r e s s i on ( ’=’ ! ’ != ’ ) ’ " ’ WORD ’ " ’

;

e xp r e s s i on : WORD ( ’ . ’ WORD )∗ ’−>’ WORD
;

Each expression is composed of the path to a certain attribute, to a value or to other
expression. If, for instance, the teacher says that an attribute is equal to some value, then
the student can not use other value to that attribute – this would result in an error.

Finally, the input block (Listing 6), which corresponds to the students specification.
This was treated as a different and separate DSL, as its main purpose was to identify the
lexical parts of the sentence written by the student, allowing for a correct and non-subjective
parsing of each word in the sentence.
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Listing 6 DSL input production.
input : ’INPUT: ’ phrase
;

phrase : ( ’− ’ pa r t s )+
;

Each phrase is composed of one or more parts, each of them holding various blocks
(Listing 7), where all the information is stored. Inside, the name of the components and their
required attributes must be specified. It is also important to notice that a correct path must
be specified by the student. If the student specifies a component that is not declared in the
structure defined previously by the teacher, then an error should be thrown.

Listing 7 DSL parts/block/content productions.
par t s : ’ ( ’ b lock ( ’ , ’ b lock )∗ ’ ) ’
;

b lock : WORD content
;

content : ( s l i c e )? ( a t t r s )? ( par t s )?
;

The student can specify the slice of the sentence that corresponds to the component that
is being declared, and a set of associated attributes (attrs). Furthermore, it is possible to
continue to define more parts within one part, just like the teacher’s DSL subparts.

Listing 8 DSL slice/attrs/evaluations/eval productions.
s l i c e : ’ : ’ ’ ‘ ‘ ’ (WORD)+ ’ " ’
;

a t t r s : ’ [ ’ e va l ua t i on s ’ ] ’
;

e va l ua t i on s : eva l ( ’ , ’ eva l )∗
;

eva l : WORD ’=’ ’ ‘ ‘ ’ WORD ’ " ’
;

Inside the slice production shown in Listing 8, a list of words can be written. These are
the words that will then be used to build the lexical part of the generated grammar. Also,
when specifying attributes, the student must assign a value for each attribute that will then
be used to validate each component of the sentence.

4 Case Studies

In order to better explain the architecture proposed in the previous section, some concrete
examples will be presented in this section. The main idea is to show the specifications used
by the teacher and by the student and how the generated processor verifies the correcteness
of the student sentences.
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4.1 Case Study 1
The example showed in Listing 9 contains a structure that is composed of two main parts:
a subject (Sujeito) and a predicate (Predicado). The subject is then subdivided into a
possible determiner (Determinante) and a noun (Nome), which are then matched with a
word (the lexical part identified by the student). The predicate is composed of a verb and a
complement that is directly related to the verb. This complement (Complemento_Direto) is
then composed of a possible determiner (Determinante) and a mandatory noun (Nome).

Listing 9 Example of a possible sentence structure defined by the teacher.
STRUCTURE:

part [ (
Su j e i t o ,
a t t r i b u t e s { t ipo } ,
subparts [

( Determinante )? ,
(Nome)

]
) ]

part [ (
Predicado ,
subparts [

(Verbo , a t t r i b u t e s { t ipo }) ,
( Complemento_Direto , subparts [ ( Determinante )? , (Nome ) ] ) ,

]
) ]

ERRORS:
Su j e i to−>t ipo = " animado "

AND Predicado . Verbo−>t ipo = " inanimado " ;
Su j e i t o−>t ipo = " inanimado "

AND Predicado . Verbo−>t ipo = " animado " ;

In this particular example, both the subject and the verb from the predicate have an
attribute named tipo which purpose is to check if the component is animated or inanimated.
By analysing the ERRORS block (Listing 9), it can be seen that the value of the attribute
tipo must be the same for both components, otherwise an error should be pointed out.

In this case, the sentence:
“O Carlos teme a sinceridade.”

which is in fact a valid sentence, as the name “Carlos” and the verb “teme” are both of the
type animated.

Listing 10 Example of a correct student’s sentence.
INPUT:

− ( Su j e i t o : "O␣Car los " [ t i po = " animado " ]
( Determinante : "O" , Nome : " Car los " ) )

− ( Predicado : " teme␣a␣ s i n c e r i d ad e "
(Verbo : " teme " [ t i po = " animado " ] ,
Complemento_Direto : " a␣ s i n c e r i d ad e "

( Determinante : " a " , Nome : " s i n c e r i d ad e " ) ) )

An example of an incorrect input sentence can be seen in Listing 11.

SLATE 2021
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Listing 11 Example of an incorrect student’s sentence.
INPUT:

− ( Su j e i t o : "O␣Car los " [ t i po = " animado " ]
( Determinante : "O" ) )

− ( Predicado : " teme␣a␣ s i n c e r i d ad e "
(Verbo : " teme " [ t i po = " animado " ] ,
Complemento_Direto : " a␣ s i n c e r i d ad e "

( Determinante : " a " , Nome : " s i n c e r i d ad e " ) ) )

In this structure the Nome component is missing, an error message identifying the missing
component will be printed to the output, as shown in Listing 12.

Listing 12 Example error message of missing component.
ERROR: (INPUT)
− The mandatory component ’Nome ’ has not been de f ined .

4.2 Case Study 2

If, for instance, the main goal of the teacher is to test different attributes despite of the
components of a sentence, a simple structure can be defined for that purpose. The following
structure and rules aim at testing the gender conformance between two components, and
this can be done with very simple sentences.

Listing 13 Example of an arbitrary sentence structure.
STRUCTURE:

part (
Frase ,
subparts [

( Determinante , a t t r i b u t e s { genero }) ,
(Nome, a t t r i b u t e s { genero }) ,
(Verbo )

]
)

ERRORS:
Frase . Determinante−>genero = " mascul ino "
AND
Frase .Nome−>genero = " feminino " ;

Frase . Determinante−>genero = " feminino "
AND
Frase .Nome−>genero = " mascul ino " ;

Frase . Determinante−>genero != " mascul ino "
AND
Frase . Determinante−>genero != " feminino " ;

Frase .Nome−>genero != " mascul ino "
AND
Frase .Nome−>genero != " feminino " ;
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Based on the rules written, we can see that the gender must be equal, or the sentence is
invalid. Furthermore, the rules ensure that the gender can only be male or female (“masculino”
and “feminino” respectively) in order to be a valid sentence. In Listing 14 an example of a
possible valid sentence is presented.

Listing 14 Example of an arbitrary sentence input.
INPUT:

− ( Frase : "A␣Olinda␣come "
( Determinante : "A" [ genero = " feminino " ] ,
Nome : " Olinda " [ genero = " feminino " ] ,
Verbo : " come " ) )

A possible mistake that could be done in this particular example is a missing the
specification of the attribute attribute genero for one of the components as can be seen in
Listing 15.

Listing 15 Example of an incorrect arbitrary sentence input.
INPUT:

− ( Frase : "A␣Olinda␣come "
( Determinante : "A" [ genero = " feminino " ] ,
Nome : " Olinda " ,
Verbo : " come " ) )

Using the input written above (Listing 15), the error message of Listing 16 is displayed
to the user.

Listing 16 Example error message of missing attributes.
ERROR: (INPUT)
− There are a t t r i b u t e s r e l a t e d to the component ’Nome ’

that were not de f ined .

5 Lyntax: Development

This section will present the development process of the system. Firstly, OpenJDK (Open
Java Development Kit) was the Java platform chosen for that. Secondly, in order to
process, execute or translate DSL programs, ANTLR 4.8 was used. Lastly, using the Apache
NetBeans2 (version 10) IDE (Integrated Development Environment), it was possible to build
the user interface that composes the system.

5.1 Meta-Grammar Processor
At first, the DSL grammar defined in 3.1.1 is used by ANTLR to generate a processor. This
processor takes the teacher + student specification and constructs an ANTLR specification
that will be used to generate a specific processor for each student exercise. This new processor
is generated to be used by the student to verify if his sentences are correctly following the
structure defined by the teacher. As consequence of that some errors like the ones presented
in Listing 12 or Listing 16 may occur.

2 https://netbeans.apache.org/
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Listing 17 Processor rule from the meta-grammar.
p ro c e s s o r
@in i t {

/∗ Main data s t r u c t u r e . ∗/
List<RoseTree> s t r u c t = new ArrayList <>();

( . . . )
}

: s t r u c tu r e [ s t r u c t ]
e r r o r s [ s t r u c t ]
input [ s t r u c t ]

{
( . . . )

}

The structure presented in Listing 17 is responsible for storing all the information that is
being parsed from the file given as input (the meta-language file).

The principle of having a tree as the main data structure falls into the need of maintaining
a valid path. For example, if the teacher says that the structure will have a component A,
and this component has two children, B and C, then the paths A→B and A→C should be
stored. In this particular problem, it is required to have a tree that within each node has a
list of children with an arbitrary size of N. This type of structure is denominated as Rose
Tree, which is a prevelant structure within the functional programming community. It is a
multi-way tree, with an unbounded number of branches per node.

Listing 18 RoseTree class.
class RoseTree {

St r ing chosenValue ;
S t r ing path ;
boolean v i s i t e d ;
boolean r equ i r ed ;
Map<Str ing , Str ing> a t t r i b u t e s ;
Set<Str ing> opt ionValues ;
L i s t<Str ing> l ex i c a l_pa r t ;
L i s t<RoseTree> ch i l d r en ;

( . . . )
}

When in the main production (processor), a list of Rose Trees is initialized, with each
tree of the list corresponding to the main components of the sentence. This structure would
travel along the parsing tree, to first be populated with information and then serving as the
main source of validation and checking.

On the first block (STRUCTURE) there are not many calculations happening within the
productions. The main task is to simply validate the syntax and extract data to be stored in
the Rose Tree. For each node, it is stored the name of the component, if it is required to be
declared or not, a group of attributes (could be non-existent), a lexical part (if it is the case),
and finally a list of nodes, referred as the children.

After the parsing of the structure, there is a list of conditions named ERRORS that need
to be validated and converted into Java syntax – this conversion would then be injected
on the main rule of the generated grammar. These logical expressions are based on the
attributes of each component and their relations. For example, if the teacher says that a
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component A has an attribute named a, and this attribute is required to have value x, if
the student assigns it a value of z, then an error should appear. All these conditions can
be combined with the logical operands “AND” or “OR”. The way a logical expression is
parsed is based on the path specified by the teacher when accessing the attribute. Using the
example before, a component A with a child B, with B having an attribute x, in order to
access it, the syntax should be

A.B → x

as the full path is required. This is done in order to calculate the correct path and avoid
ambiguity between attributes. Over the parsing of these rules, the path is being validated,
and in case of any error, the user is notified.

Finally, the last block corresponds to the input that was written by the student. The
goal is to validate the components that were defined, and match them with the structure
created by the teacher. Again, the RoseTree was used as a way to check if the student’s
components and paths were valid. The task of the student was to “parse” his sentence and
divide it by components, identifying the lexical segments and storing them within a node
of the Rose Tree. At last, the main rule of the Meta-Grammar makes use of a generator to
generate all the rules for the Specific Natural Language Grammar. Within this generator,
the various Rose Tree’s are passed as an argument and then traversed recursively.

5.2 Interface
As stated in the introduction of this paper, after the creation of a system capable of testing
various sentences, the goal was to build a user interface that allowed for an easier and simpler
use of the system, without the need of using the command line tool built, which takes
care of runtime compilations. The interface was built using Swing, a GUI widget toolkit
for Java. Swing has a lot of sophisticated GUI components available for use, allowing the
developer to focus on pure functionality (Figure 2). Furthermore, using the Apache NetBeans
IDE for Java, it was possible to use a GUI builder for manipulating Swing components, by
dragging and dropping them to a canvas – this would generate the specific Java code for
each component.

Figure 2 Lyntax user interface.
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After the specification of the rules (in the left side) and input (in the right side), the
user can generate the Specific Natural Language Grammar to be able to create the Sentence
Validator, using the “Generator” button. The text within the two text boxes is concatenated,
and given as input for the MetaGrammar processor. All these operations are done in
background, following the same order as the instructions showed above. If all goes well, the
user should have prompted a message saying that the Grammar was successfully generated
(Figure 3) – it is now possible to test the sentence.

Figure 3 Grammar generation success message.

At last, by clicking the Run button, the validator is created, and the sentence passed as
input. If no errors occur during this process, the user should see the sentence syntax tree as
shown in Figure 4.

Figure 4 Example of a generated syntax tree within TestRig.

6 Conclusion

The definition of a new well-rounded DSL was done in order to allow common users to define
various kinds of sentence structures and linguistic rules. Using AG’s, the processing and
recognition of that DSL enabled for various types of computations to occur. Using ANTLR,
we were able to generate a parser for this DSL that would perform many validations and
generate a specific grammar for the sentence that is intended to be tested. Once again, using
ANTLR, it is possible to generate a parser from the newly obtained grammar, allowing for
the verification of the sentence and the visualization of the respective syntax tree.
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The tool designed to provide these functionalities was named Lyntax. Lyntax is the
name of the tool that merges the Meta-Language processor and validator with a user interface
that allows for the specification of the language, such as an editor. This interface grants
the user the possibility of generating the specific grammar and its respective parser at a
high-level, with just the click of a button. The abstraction offered by Lyntax allows the user
to focus only on the definition and testing of linguistic rules, which is, actually, his main
concern.

One very important task that is still to be done is the conduction of tests with the final
users – this could be both students from secondary schools or university. The main objective
would be to see how the students would react and embrace the tool and its functionalities.
For that, the users would be given a set of exercises to be executed using Lyntax and a
survey with various questions that would try to capture their experience, but also query
them about the usefulness of the tool and how it could help or enhance their linguistics
studies within the classroom.

Moreover, the tool will be tested for both Portuguese and Spanish exercises in order
to prove the versatility of the implemented approach and find commonalities between the
defined rules.
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Abstract
Problem-solving is considered one of the most important skills to retain in the coming decades for
building a modern and proactive society. In this realm, computer programming learning is vital to
enrich those skills. Practicing in this area boils down to solve programming exercises. In order to
foster this practice, it is necessary to provide students with the best of the breed automated tools
and a good set of exercises in a fair quantity covering the curricula of a typical programming course.
Despite the increasing appearance of automated tools such as program evaluators, gamification
engines and sophisticated web environments, access to exercises remains problematic. In fact,
although the existence of several code repositories (most for feed computer programming contests),
the majority of them store the exercises in proprietary formats and without any access facilities
hindering their use. This leaves no other option to teachers but to manually create programming
exercises which is time-consuming and error prone, or simply, reuse the same exercises, from previous
years, which is considered as a detrimental and limiting approach to enhance multi-faceted and
creative programmers.

The article surveys the current interoperability efforts on programming exercises, more precisely,
in terms of serialization formats and communication protocols. This study will sustain the selection
of an API to feed a code playground called LearnJS with random programming exercises.
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1 Introduction

The need for educational resources repositories has been growing in the last years since more
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One of these domains is computer programming. In this realm, the increasing popularity
of programming contests worldwide resulted in the creation of several contest management
systems fed by code exercise repositories. At the same time, Computer Science courses use
programming exercises to encourage the practice of programming. Thus, the interoperability
between these types of systems is becoming, in the last decade, a topic of interest in
the scientific community [12]. In order to address these interoperability issues, several
programming exercise formats and API were developed to expose these resources in a
standard fashion.

This article explores the current state of programming exercise interoperability by sur-
veying the most popular programming exercise serialization formats and API for exercise
consumption. This study will sustain the selection of an API based on its simplicity and
flexibility, to be consumed by a code playground called LearnJS.

The remainder of this paper is organized as follows. Section 2 surveys syntactic interoper-
ability on programming exercises based on how data is serialized and how it is communicated
between systems. In Section 3, one of the APIs previously studied is used to fed a code
playground called LearnJS. Finally, Section 4 summarizes the main contributions of this
research and presents some plans for future work.

2 Programming Exercises

Computer programming is a complex field [2]. One of the most efficient ways to learn to
program is through solving exercises. For the practice to be effective, there must be some
mechanism that provides feedback on the quality of the learner’s resolution. Nowadays, most
programming courses typically have large classes and, thus, it is difficult for the teacher to
provide timely and consistent feedback [1].

In this context, a set of automated tools has emerged that promote the edition, test, and
execution of programs and delivers fast and expressive feedback based on program evaluators.
Moreover, several systems combine gamification elements to promote extrinsic and intrinsic
motivation to foster students’ engagement and loyalty [3]. Despite these advances, the scarcity
of programming exercises is still a problem. Although there are several code repositories [11],
they do not provide any kind of API hindering its automatic consumption. In addition, those
who provide these API return exercises in disparate formats, which leads to the need to use
converters to harmonize formats. With this scarcity of exercises and given the difficulty of
creating promptly good exercises, teachers often reuse exercises from previous years, which
limits creativity.

In the next subsections two surveys on programming exercises interoperability are presen-
ted based on data and communication facets.

2.1 Formats
Nowadays, there is a plethora of exercise formats [9]. Most of them were created to formally
represent exercises for computer programming contests and are often stored in contest
management systems or code repositories.

CATS 1 is a format for programming assignments. The format encoded in XML describes
the exercise metadata and a set of additional resources such as statement, tests, test programs,
etc. All these files are wrapped up in a ZIP file to facilitate deployment.

1 http://imcs.dvgu.ru/cats/docs/format.html
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Freeproblemset (FPS) 2 is a transport file format for the storage of all information
about a programming exercise. It aims to provide free exercises sets for managers of
ACM/ICPC Online Judges by transporting data from one judge to another. The format uses
XML to formalize the description of a programming exercise. It includes information on the
exercise itself, test data, special judge data (optional) and solutions (optional).

Mooshak Exchange Format (MEF) is the internal format of Mooshak 3 defined as a
system for managing programming contests on the Web [5]. Mooshak is being used in several
Universities worldwide to support learning activity. In the competitive context, it was used
as the official evaluation system for the IEEE programming contests for some years. MEF
includes a XML manifest file referring several types of resources such as problem statements
(e.g. PDF, HTML), image files, input/output test files, correctors (static and dynamic) and
solution programs. The manifest also allows the inclusion of feedback and points associated
to each test.

Peach Exchange Format (PEF) is a specific format for programming task packages
used in Peach 4, a system for the presentation, collection, storage, management and evaluation
(automated and/or manual) of assignments [14].

YAPExIL [7] is a language for describing programming exercise packages, which builds
on top of the XML dialect PExIL [10]. Comparatively, YAPExIL (1) is formalized through a
JSON Schema rather than an XML Schema, (2) replaces the logic for automatic test generation
with a script provided by the author, and (3) adds several assets that underpin different
types of programming exercises. Its JSON Schema can be divided into four separate facets:
metadata, containing simple values providing information about the exercise; presentation,
including components that are presented to either the student or the teacher (e.g., problem
statement and instructions); assessment, involving what enters in the evaluation phase (e.g.,
tests, solutions, and correctors); and tools, containing any additional tools that complement
the exercise (e.g., test generators).

In the last years, several approaches appeared to evaluate the expressiveness of program-
ming exercises formats [4]. One of the most notable approaches is the model proposed by
Verhoeff where he describes conceptually the notion of a task package as an unit for collecting,
storing, archiving, and exchanging all information concerning with a programming task. The
choice of the Verhoeff model over the alternatives is due to its more comprehensive coverage
of the required features. This model organizes the programming exercise data in five facets:
(1) Textual information – programming task human-readable, (2) Data files – source files
and test data, (3) Configuration and recommendation parameters – resource limits, (4) Tools
– generic and task-specific tools, and (5) Metadata – data to foster the exercises discovery
among systems. Table 1 presents a comparative study of all the referred formats based on
the Verhoeff model.

This study confirms the diversity of programming exercises formats highlighting both
their differences and their similar features. This heterogeneity hinders the interoperability
among the typical systems found on the automatic evaluation of exercises. Rather than
attempting to harmonize the various specifications, or working on specific data ingestion
approaches, a pragmatic solution could be, for instance, to provide a service for exercises
formats conversion [9] based on a pivotal format in which the conversion is based.

2 http://code.google.com/p/freeproblemset/
3 https://mooshak2.dcc.fc.up.pt/
4 http://peach3.nl
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Table 1 Comparison of programming exercise formats.

Category Feature CATS FPS MEF PEF PExIL YAPExIL

Textual

Multilingual X X X X
HTML format X X X X X X
LaTeX format X
Image X X X X X X
Attach files X X X
Description X X X X X X
Grading X
Samples X X

Data files

Solution X X X X X X
Skeleton X
Multi-language X X X X X
Tests X X X X X X
Test-groups X X X X
Sample tests X X X
Grading X X X X
Feedback X X X

Configuration
Recommendation

Compiler X
Executor X
Memory limit X X X X
Size limit X
Time limit X X X
Code lines X

Tools

Compiler X X X
Test generator X X X
Feedback generator X X X
Skeleton generator X X
Checker X X X X
Corrector X X X
Library X X X X

Metadata

Exercise X X X X X X
Author X X X X
Event X X X X
Keywords X X X X
License X X
Platform X X
Management X X

2.2 API
There are several code repositories [11]. Despite its existence, few offer interoperability
features such as standard formats for their exercises and APIs to foster its reuse in an
automated fashion. The most notable APIs for computer programming exercises consumption
are CodeHarbor5, CrimsonHex, FGPE AuthorKit6, ICPC7, and Sphere Engine-8

5 https://codeharbor.openhpi.de/
6 https://python.usz.edu.pl/authorkit/ui
7 https://clics.ecs.baylor.edu/index.php/Contest/API
8 https://docs.sphere-engine.com/problems/api/quickstart

https://codeharbor.openhpi.de/
https://python.usz.edu.pl/authorkit/ui
https://clics.ecs.baylor.edu/index.php/Contest/API
https://docs.sphere-engine.com/problems/api/quickstart
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FGPE Authorkit [6] is a Web programming exercises management tool that was created
as part of the Erasmus+ Project entitled Framework for Gamified Programming Education
(FGPE). The Authorkit aims to foster the creation of gamified programming exercises. The
Web application allow users to prepare gamified programming exercises divided into two
facets: to create the content of exercises and to assign a gamification layer. The former
allows to specify all the components of a programming exercise (e.g. problem statement or
input/output test files). The latter allows the definition of game-based data such as rewards,
rules, leaderboards and challenges. Both data types are stored in two dedicated formats –
Yet Another Programming Exercises Interoperability Language (YAPExIL) and Gamified
Education Interoperability Language (GEdIL) [13]. The Authorkit expose its functions,
with a dedicated API, allowing users to import content from popular non-gamified exercise
formats, and export it or share it with other peers, internally or via a GitHub repository
where all exercise data is synchronized.

Sphere Engine is a set of API that enable creating coding assessment solutions and
online code execution environments. It is composed by two API: compilers 9 and problems 10.
The former allows users to execute computer programs in a secure run-time environment
and receive feedback on the resolution. The latter allows users to create, edit, and manage
programming problems. In order to use the API one should have an API token. After
authenticating into the Sphere Engine client panel, it is possible to get a token in the API
Tokens section. The main features of the API are create, edit, and manage programming
exercises, define test cases, and import/export exercises. Using the export endpoint, clients
have access to all information about an exercise including a manifest file called config.xml
with references for all the assets wrapped in a ZIP file.

ICPC API is a well-known API for accessing information provided by a Contest Control
System or Contest Data Server. This API is meant to be useful, not only at the ICPC World
Finals, but more generally in any ICPC-style contest setup such as an external scoreboard or
a contest analysis software. The API makes available several objects as JSON elements such
as exercises, teams and members, submissions, runs, awards, contest state and scoreboards.

CodeHarbor is a repository system which allows to share, rate, and discuss auto-
gradeable programming exercises. The system enables instructors to exchange exercises
through the proFormA XML format across diverse code assessment systems. Despite all these
features, most of them are made through an user interface, and the API is only available for
grading scenarios.

crimsonHex [11] repository aims to store programming exercises as learning objects.
It provides a set of operations based in the IMS DRI specification and exposed through
a REST API. The main functions are (1) the Register/Reserve function to book a new
resource identifier from the repository, (2) the Submit/Store function push an exercise to the
repository, (3) the Search/Expose function enables external systems to query the repository
using the XQuery language, (4) the Report/Store function associates a usage report with an
existing exercise, and (5) the Alert/Expose function notifies users of changes in the state of
the repository using an RSS feed.

The comparison of API can be made through several approaches. Despite the plethora
of options the most popular are: architectural styles, domain coverage, and analytics. The
former explores architectural key aspects of the API such as design patterns, communication
protocols and encoding types. The second focuses on the coverage rate of the API in relation

9 https://docs.sphere-engine.com/compilers/overview
10 https://docs.sphere-engine.com/problems/overview
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to the features of the system. The latter focuses on engineering metrics such as performance
and uptime, but also customer and product metrics such as engagement, retention, and
developer conversion. In this study, the first two approaches will be used.

The three key aspects to be aware in the architectural styles facet are the (1) design
philosophy/pattern (e.g., RESTful vs GraphQL), (2) communication protocol (e.g., HTTP vs
WebSockets), and (3) encoding (e.g., human-readable text such as JSON vs Binary formats
like ProtoBuf). Often, these three different aspects can be mixed together. For instance, one
can use RESTful API over WebSockets but using a Binary Protocol (e.g. MessagePack).

Regarding the domain coverage of the API in the programming exercises domain, the
most important features are the management of exercises such as create, read, update, delete,
import/export exercises; the submission/grading features; the gamification features such as
challenges and scoreboards and, finally, the user management features such as assigning user
to teams.

Table 2 presents the comparison of the previous API based on two criteria: architectural
styles and domain functions.

Table 2 Comparison of API from code repositories.

Category Facet CodeHarbor crimsonHex FGPE ICPC Sphere

Architectural
Style

Design
pattern REST SOAP

REST
REST

GRAPHQL REST REST

Communication
protocol HTTP HTTP HTTP HTTP HTTP

Encoding XML XML JSON JSON JSON

Functions

CRUD NO YES YES YES YES
Import/Export NO YES YES YES YES
Submit/Grade NO NO NO NO YES
Game elements NO NO YES YES NO
Groups & Users NO NO YES YES YES

Based on this study, one can conclude that, currently, the most popular approach to
create web API is through RESTful API using the JSON format on the HTTP protocol. The
coverage of the API is done essentially in the exercises management CRUD and import/export
features.

3 Use case: LearnJS

This section presents the basic steps for the use of the FGPE Authorkit API by a code
playground called LearnJS [8] defined as Web playground which enables anyone to practice
the JavaScript language. More specifically, the playground allow users to solve programming
exercises of several types (e.g. blank sheet, skeleton, find the bug, and quizzes) and to
receive prompt feedback on their resolutions. In LearnJS, students can see videos or PDF
of specific topics and solve exercises related with those topics with automatic feedback on
their resolutions. Currently, the playground has two main components: (1) an Editor which
allows students to code their solutions in an interactive environment and (2) an evaluator
which evaluates the student’s code based on static and dynamic analyzers. At this moment,
a simple running prototype 11 (version 0.7.7) is available.

11 https://rqueiros.github.io/learnjs

https://rqueiros.github.io/learnjs
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The use of the AuthorKit API by LearnJS will allow the support of a new type of exercise
called random that, after selection, will make the playground use the API to fetch a random
exercise from the Authorkit repository. The first step towards the integration is to register
in the AuthorKit with the name, email, and password data in the request body. If the
registration is successful, the next step is to log in using the registration data. This action
will return a token that should be used in any subsequent requests.

In the AuthorKit, exercises are assigned to projects that act as containers. For that
reason, the next step is to get a list of projects. Each project has a set of metadata such
as an identifier, a title, a status, the number of contributors, and exercises. With a project
identifier, it is possible to get all its exercises. An exercise is composed of several properties
such as an identifier, a title, a type, keywords, a difficulty level, and a status. To obtain
assigned assets such as the statement or tests it is necessary to explicitly append in the
correspondent endpoint the type of assets to obtain.

Table 3 presents the endpoints used for this integration (base URL: http://fgpe.dcc.
fc.up.pt/api.

Table 3 Endpoints of FGPE AuthorKit API used in the integration.

Functions Method REST API
Register POST /auth/register
Login POST /auth/login
GetProjects GET /projects
GetExercises GET /exercises?page=1&limit=6
GetExercise GET /exercises/:id
GetExerciseAssets GET /exercises/:id?join=statements&join=tests
ExportExercise GET /exercises/:id/export

Note that in order to effectively get the assets you should always use the suffix /contents
in the endpoints. For instance, for each test, the contents of input and output are in
/tests/:id/input/contents and /tests/:id/output/contents. The same logic can be used to
fetch the statement of the exercise as shown in Listing 1.

Listing 1 Inject an exercise statement in the LearnJS GUI.
...
// Get statement ID
const resp = await fetch(‘${ baseUrl }/ exercises /${id }? join= statements ‘)
const result = await resp.json ();
const sId = result . statements [0]. id

// Get statement ( base64 string )
const statement = await fetch(‘${ baseUrl }/ statements /${sId }/ contents ‘)
const statementBase64 = await statement .text ();

// Document fragment creation
let fragment = document . createDocumentFragment ();
fragment . appendChild ( window .atob( statementBase64 ))

// Injection of the statement in the playground UI through DOM
document . querySelector (’#sDiv ’). innerHTML = fragment .body. innerHTML
...

The final result is shown in Figure 1 where the statement of the exercise appears in the
top panel of the screen of the LearnJS GUI.

SLATE 2021
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Figure 1 LearnJS playground GUI.

4 Conclusion

This article surveys the current state of programming exercises interoperability at two
levels: data and communication. In the former, several exercise formats were identified and
compared using the Verhoeff model. In the latter, several API have been studied based on
their architectural styles and covered functions.

The ultimate goal of the survey is to support the best decisions to do in the process
of integrating a new exercise type in the LearnJS playground. This integration consists of
fetching exercises from the FGPE AuthorKit API and transforming them from their original
format – YAPExIL – to the LearnJS internal format. As future work, the goal is to benefit
from the gamified layer of the FGPE AuthorKit to gamify the LearnJS playground using the
same API.
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Abstract
In this document we describe the steps towards DataGen implementation.

DataGen is a versatile and powerful tool that allows for quick prototyping and testing of software
applications, since currently too few solutions offer both the complexity and scalability necessary
to generate adequate datasets in order to feed a data API or a more complex APP enabling those
applications testing with appropriate data volume and data complexity.

DataGen core is a Domain Specific Language (DSL) that was created to specify datasets.
This language suffered several updates: repeating fields (with no limit), fuzzy fields (statistically
generated), lists, highorder functions over lists, custom made transformation functions. The final
result is a complex algebra that allows the generation of very complex datasets coping with very
complex requirements. Throughout the paper we will give several examples of the possibilities.

After generating a dataset DataGen gives the user the possibility to generate a RESTFull data
API with that dataset, creating a running prototype.

This solution has already been used in real life cases, described with more detail throughout
the paper, in which it was able to create the intended datasets successfully. These allowed the
application’s performance to be tested and for the right adjustments to be made.

The tool is currently being deployed for general use.

2012 ACM Subject Classification Software and its engineering → Domain specific languages; Theory
of computation → Grammars and context-free languages; Information systems → Open source
software

Keywords and phrases JSON, XML, Data Generation, Open Source, REST API, Strapi, JavaScript,
Node.js, Vue.js, Scalability, Fault Tolerance, Dataset, DSL, PEG.js, MongoDB
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1 Introduction

Every application and software developed should be thoroughly tested before release, in order
to determine the system’s ability to withstand realistic amounts of data and traffic, and
that implies the usage of representative datasets that fit its use cases. The creation of said
datasets is a laborious and drawn out process, as it implies firstly generating the test data
in some way, in a file format compatible with the system. As it stands, there are currently
no efficient, intuitive and scalable tools to do this and so, developers often end up having
to create test records either by hand, which is incredibly inefficient and time-consuming, or
by using existing tools with some clever tactics to manage their shortcomings. As a matter
of fact, many projects are not able to progress to the development stage due to the lack of
adequate and sufficient data [3].
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Even with a reliable generation tool, the user might want to have control over the data in
the resulting records, being able to observe and manipulate it freely, through CRUD requests,
and adapting it however they want. Though there are products capable of doing this – for
example the package json-server, which creates a full fake REST API –, its usage entails the
user manually starting the application every time they want to edit the dataset’s contents
and ensuring the data’s format is compliant with the software they’re using, which ends up
requiring a lot of extra effort and setup on the user’s side.

As such, the team came up with the idea of coupling the generation process and the
REST API, in a way that allows the user to automatically generate data compatible with an
integrated RESTful API – for which the software Strapi was chosen, as will be explained in
more detail in Section 3.5 –, allowing the user to load the records into an API server and
perform CRUD operations over it, either through the user interface or via HTTP requests.

This paper will cover the development of the resulting application, DataGen – a more
versatile and powerful tool for data generation, according to the user’s specifications, and
subsequent handling –, seeking to explain the decisions that were taken for its architecture,
as well as all the implemented functionalities.

2 Related Work

User privacy concerns [13] have been a major topic of discussion over the last decades, which
lead to the creation of strict regulations regarding the way sensitive data should be handled,
such as the EU’s General Directive on Data Protection GDPR [2]. These regulations keep
entities from disclosing private and sensitive information, which in turn hurts new growing
ideas and projects that would require access to similar data. As it stands, not only is the
lack of available data a big problem in this context, as are the data sharing agreements
themselves, as their ratification tends to take, on average, a year and a half [10], which proves
to be fatal for many small and upcoming companies.

To circumvent these concerns, organisations have been increasingly adopting synthetic
data generation [15], an approach that was originally suggested by Rubin in 1993 [1] in
order to create realistic data from existing models without compromising user privacy. The
prospect of being able to create viable information that does not relate to actual individuals is
a very enticing solution for the privacy conundrum. If perfected, it could potentially provide
the capacity of generating sizeable amounts of data according to any use cases, bypassing the
need to access real users’ information. As such, this approach has been increasingly adopted
and put to the test, in order to measure its efficiency with real-life cases [5, 18, 17].

Dataset generation has become a requisite in many development projets. However, the
majority of developed tools produce datasets for specific contexts like intrusion detection
systems in IoT [4], crops and weed detection [6], vehicular social networks based on floating
car data [12], 5G channel and context metrics [16], GitHub projects [9], to cite a few. Many
others exist in different contexts like medicine, bioinformatics, weather forecasts, color
constancy, market analysis, etc.

Most of the researched tools are domain specific. The team’s goal is to create a generic
tool but powerful enough to generate datasets for several and different contexts and with
many levels of complexity. There are some tools available, many online, but they cover the
generation of simple datasets, many times flat datasets.

The main source of inspiration for this project was an already existing web application
called “JSON Generator”, developed by Vazha Omanashvili [11], as it is the most interesting
dataset generation tool that was found. It features a DSL (Domain Specific Language) that’s
parsed and converted into a JSON dataset, allowing the user to generate an array of objects
that follow some predefined structure, specified in the DSL.
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In terms of utility, it is a very powerful tool that can generate very complex data structures
for any application with relatively little effort. However, it had some shortcomings which
initially inspired the team to develop an alternative solution that attempts to address them.

Specifically, these shortcomings are:
1. Limited size for the “repeat” statement (100 total). Arguably, the size of the dataset

itself is one of the most important features to take into account. For applications on a
larger scale, having a small amount of array elements does not allow for more realistic
tests, as very few, if any, that are developed in a production environment use as little as
100 entries created by the aforementioned directive.

2. It only generates JSON. Despite being one of the most popular file formats, there are
many others that could be useful to the user as they might want the data to be in a
different format for their application without converting the JSON themselves, such as
XML (another open text format [19]). This allows for further flexibility and expands the
possible use cases that it provides.

3. Does not generate a RESTful API for the dataset. Many users may optionally want their
newly generated dataset hosted and exposed by a RESTful API for direct usage in their
web applications, or to download a custom one created specifically for their dataset for
later deployment on a platform of their choosing.

4. Does not take into account fuzzy generation. Some elements of a dataset may not be
deterministic and are represented by probabilities. For example, there may a field that
exists only if another property has a specific value and the application should be able to
take that into account.

5. It does not have much data available. For instance, the user might want to use names
from a list of famous people for their dataset, as it allows for a more realistic generation
and consistency, which this tool currently does not provide.

6. It is not multilingual. The data that this application uses is only available in English, it
would be more user-friendly to give them the choice to use their preferred language for
the dataset instead of forcing it to just one.

7. Does not take into account integration on applications. The generation and download of
a dataset requires the consumer to use the website’s interface – this is not ideal as many
applications may want to use HTTP requests to automate this process for internal usage.

8. Does not support functional programming features. Functions such as “map”, “reduce”
and “filter” that are staple in the functional paradigm due to their simplicity and
effectiveness are not present in this application. This would allow the user to chain
statements and transform fields to the result they want, granting the application the
ability to deal with more complex use cases.

With clear goals and an initial application to take inspiration from, the team proceeded
to the development stage by deciding on its architecture (i.e. programming languages,
frameworks, external tools, etc), which will be explained in the following sections.

3 DataGen Development

Building the application from the ground up requires a divide and conquer approach, since
having a monolithic single server architecture will lead to a less stable user experience, due
to the lack of scalability.

SLATE 2021
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Having the application compartmentalized in multiple servers, each with their specific
function, allows for a much more sensible and balanced architecture since it leaves room for
the possibility of individually upgrading each of them, leading to a much higher scalability
and fault tolerance, as the failure of one component does not compromise the functionality
of the entire application, allowing for quicker and easier routine maintenance.

The following subsections will explain how the current architecture was achieved and the
technological decisions behind each of the components.

3.1 Architecture
The picture below shows the general scope of the architecture, albeit simplified. This
architecture allows for major upgrades, such as load balancers on both the back and front-end
since they are both stateless (the JWT approach allows the servers to not maintain sessions
with each user’s state) and using MongoDB as a distributed database – sharded cluster.

Figure 1 Current architecture of DataGen.

3.2 Front-End
The first component needed for the application is the front-end server, which is responsible
for building and showing the website’s interface to the user, making it the entry point to the
application and its scripted behaviour.

3.2.1 Grammar
The application uses a PEG.js grammar-based parser [8] [14] to process the user’s input
and generate the intended dataset. The aforementioned grammar defines a domain-specific
language (DSL), with JSON-like syntax, providing many features that allow for the generation
of complex and diverse datasets. These features include relational and logic capabilities,
providing means for the datasets to satisfy several forms of constraints – which push towards
the use of some declarative framework for this specification –, as well as functional capabilities,
allowing for easier management and processing of certain pr of the datasets.

The first and most fundamental of said features is the JSON-similar syntax – the user
can specify key-value properties, where the value may take any of the basic JSON types and
data structures, from integers to objects and arrays. The user may also nest these to create
a structure with any depth they may want.
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name: {
first: ["John", "William"],
last: "Doe"

},
age: 21

To specify the size of the dataset, or a nested array, there is the repeat statement, where
the user indicates the structure that they want replicated (which may range from a primitive
JSON type to a complex object), as well as the number of copies, or range of numbers.

names: [ ’repeat(150,200)’: {
first: ’{{firstName()}}’,
last: ’{{surname()}}’

} ]

They may also specify as many collections as they want in a single model (collections are
the key-value properties on the uppermost level of the model) and the application will return
the resulting dataset in json-server syntax – an object with a property for each collection.
During the parsing of the input, the application recursively builds both the final dataset
and the Strapi model for the specified structure, concurrently, in order to allow for posterior
integration in a RESTful API.

{
names: [ ’repeat(10)’: ’{{fullName()}}’ ],
animals: [ ’repeat(20)’: ’{{animal()}}’ ]

}

To define the value of a property, the user may also use interpolation. To access an
interpolation function, it must be encased in double curly braces. There are two types of
interpolation functions:

functions that generate spontaneous values during execution, according to the user’s
instructions – for example, there is a random integer generation function where the user
must at least provide a range of values for the intended result:

id: ’{{objectId()}}’,
int: ’{{integer(50,100)}}’,
random: ’{{random(23, "hello", [1,2,3], true)}}’

functions that return random values from a group of datasets incorporated in the applica-
tion behind an API, where each dataset has information of a given category, for example
names and political parties.

name: ’{{fullName()}}’,
party: ’{{political_party()}}’

These interpolation functions may also be interwoven together and with normal strings to
generate more structured strings, such as addresses. Some of them take arguments, in which
case the user can either manually introduce the value or reference another property defined
above, through a variable this, allowing them to establish relations between properties.
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parish: ’{{pt_parish()}}’,
district: ’{{pt_district("parish", this.parish)}}’,
address: ’St. {{fullName()}}, {{pt_city("district", this.district)}}’

In regard to the API of datasets, the team did an extensive search for useful datasets,
used the well-structured ones it found and salvaged whatever information it could from
others that were maybe less organized, processing this information to remove errors and
normalize its content, before joining it with other data of the same topic to create bigger,
more complete datasets for the user to use.

The team also created some original datasets by hand, for topics deemed appropriate,
and manually introduced bilingual support, for both portuguese and english, in all datasets
made available in the application, in order to let the user choose whichever language suits
best their goal. To indicate their language of choice, the user’s model must start with the
following syntax:

<!LANGUAGE pt> or <!LANGUAGE en>

Currently, DataGen has support datasets of all the following categories: actors, animals,
brands, buzzwords, capitals, cities, car brands, continents, countries, cultural landmarks,
governmental entities, hackers, job titles, months, musicians, names, nationalities, political
parties, portuguese businessmen, portuguese districts, cities, counties and parishes, por-
tuguese public entities, portuguese politicians, portuguese public figures, portuguese top
100 celebrities, religions, soccer clubs, soccer players, sports, top 100 celebrities, weekdays,
writers.

The grammar also makes available a feature named unique(), to which the user may
provide an interpolation function, or a string interpolated with such a function, as an
argument. unique guarantees that the interpolation functions on which it is applied always
return unique values. This is especially relevant when it comes to interpolation functions
that fetch random data from the support datasets inside a repeat statement, as there is no
guarantee that there won’t be duplicates among the fetched records and the user might not
want that.

As such, unique only has any effect when applied on dataset interpolation functions or
with random (which can be observed in one of the examples from last page). As long as
it’s one of those (possibly interpolated with normal strings) and there are sufficient distinct
entries for the entire repeat statement, this tool guarantees that all objects in the resulting
dataset will have a different value in the property in question. If the user uses a string
with more than one interpolation function, there is also no effect – there may be repeated
combinations in the end.

Below are two examples: the first one depicts the correct usage of the unique feature;
the second shows instances of a wrong approach (not enough distinct values for the repeat
statement; not one of the supported interpolation functions; more than one interpolation
function) that will either not work or not assure any mutually exclusive guarantee for the
resulting values:

[ ’repeat(6)’: {
continent: unique(’{{continent()}}’),
country: unique(’Country: {{country()}}’),
random: unique(’{{random(1,2,3,4,5,6)}}’)

} ]
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[ ’repeat(10)’: {
continent: unique(’{{continent()}}’),
int: unique(’{{integer(5,20)}}’),
random: unique(’{{firstName()}} {{surname()}}’)

} ]

Back to the properties of the model, the user may also use JavaScript functions to define
their value. There are two types of functions: signed functions, where the name of the
method corresponds to the key of the property, while the result of the body of the function
translates to its value, and anonymous arrow functions, which are used to indicate solely the
value of a property (the key needs to be precised separately beforehand).

name: "Oliver",
email(gen) {

var i = gen.integer(1,30);
return ‘${this.name}.${gen.surname()}${i}@gmail.com‘.toLowerCase();

},
probability: gen => { return Math.random() * 100; }

Inside these functions, the user is free to write JavaScript code that will be later executed to
determine the value of the property. This way, more complex algorithms may be incorporated
into the construction logic of the dataset, allowing for a more nuanced and versatile generation
tool. Given that the user has access to the whole Javascript syntax, they may make use
of relational and logical operators to elaborate conditions on the intended data, as well as
functional methods (for example “map” or “filter”, which Javascript implements).

Inside these blocks of code, the user has full access to any property declared above in
the DSL model, through the variable this, as well as any interpolation function available in
the parser, through a gen variable – whenever using a function, the user must declare this
argument in its signature, which they may then use inside to run said interpolation functions.
All of this can be observed in the example above.

The grammar also allows fuzzy generation of properties, i.e. constraining the existence of
certain properties based on logical conditions or probabilities. As of now, the grammar has
four different tools for this purpose:

missing/having statements – as an argument, they receive the probability of the
properties inside (not) existing in the final dataset; this probability is calculated for each
element, originating a dataset where some elements have said properties and others don’t;

missing(50) { prop1: 1, prop2: 2 },
having(80) { prop3: 3 }

if... else if... else statements – these work just as in any programming language: the
user can use relational operators and other conditional statements to create conditions
and string multiple of them together with the help of logical operators. The final object
will have the properties specified in the first condition that evaluates to true (or eventually
none of them, if all conditions prove to be false). In these conditions, similar to the
functions, the user has unrestricted access to all properties declared above in the DSL
model, as well as the interpolation functions, which gives them the ability to causally
relate different properties;
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type: ’{{random("A","B","C")}}’,
if (this.type == "A") { A: "type is A" }
else if (this.type == "B") { B: "type is B" }
else { C: "type is C" }

the or statement – the grammar makes available this logical operator for quick prototyping
of mutually exclusive properties, where only one will be selected for each object (note
that it doesn’t make sense to create an and statement, since that translates to simply
listing the wanted properties normally in the DSL model);

or() {
prop1: 1,
prop2: 2,
prop3: 3

}

the at_least statement – inside this, the user writes a set of properties and gives the
statement an integer argument specifying the minimum number of those properties that
must be present in the final object. The parser selects that number of properties randomly
from the given set.

at_least(2) {
prop1: 1,
prop2: 2,
prop3: 3

}

Finally, the grammar also provides an implementation of the fundamental functional
programming features – map, filter and reduce. The user may chain together one or
several of these functions with an array value (from any of the various array-creating features
made available). Shorthand syntax is not allowed, so curly braces must always be opened
for the code block. Aside from that, these features work exactly like the native Javascript
implementations: the user may either declare the function inside or use anonymous syntax
for the variables; they may declare only the current value or any of the additional, albeit
less commonly used, variables. Examples of several possible usages of these features can be
observed below:

map: range(5).map(value => { return value+1 }),
filter: [0,1,2].filter(function(value, index) {return [0,1,2][index]>0}),
reduce: range(5).reduce((accum, value, index, array) => {

return accum + array[index] }),
combined: range(5).map((value) => { return value+3 })

.filter(x => { return x >= 5})

.map(x => { return x*2 }).reduce((a,c) => {return a+c})
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3.3 Interoperability
After processing the model, the parser generates an intermediary data structure with the
final dataset, which can then be translated to either JSON or XML, according to the user’s
preference. The parser also generates another data structure with the corresponding Strapi
model, for possible later integration in its RESTful API.

Note that the application’s purpose is to create datasets according to the user’s instructions,
in either JSON or XML. Although the model specification may involve Javascript code, under
the form of functions or conditions, as explained in the previous subsection, this does not
correlate to the target application whatsoever. DataGen merely generates test datasets – it
can be used for any kind of application that accepts data in JSON/XML format, whether it
be an application written in Javascript, Python, C++ or some other language.

3.3.1 Client-Side Generation
This project was developed with the intent to be a web application, more specifically a
website with user-friendly features. A server-sided approach would imply parsing the DSL
models on the back-end server, which wouldn’t be sensible as the created PEG.js parser
doesn’t require access to any private services (i.e. databases) hidden by the back-end itself.

Therefore, a client-sided approach makes the most sense for this application in particular,
freeing resources (mainly the CPU and memory modules) from the back-end server and
shifting the computation of the generated dataset to the client in their browser, using the
back-end as an API server.

There are many frameworks aimed at client-sided browser experiences, however, it was
decided that Vue.js would be the most adequate for this application. It allows for reactive two-
way data binding – connection between model data updates and the view (UI) which creates
a more user-friendly experience, since it shows changes on the DOM as they occur, instead
of forcing a reload on the page (as in the traditional served-sided approach). Other reasons
such as flexibility – on the components’ styling and scripted behaviour – and performance
– it’s more efficient than React and Angular – were also a deciding factor on picking this
specific framework.

After deciding which framework to use, the team started developing the interface itself,
which currently has the following features:

Authentication – it uses JWT (JSON Web Tokens) that are sent in the “Authorization”
header on every HTTP request that needs to be validated by the back-end (i.e. accesses
restricted user data);
Generation and download of the dataset and/or its API – as previously mentioned, it
uses a PEG.js parser for converting the DSL into JSON or XML, as well as Strapi for the
API (which will be explained in Section 3.5);
Saving DSL models – authenticated users may save their created models and optionally
make them available for others to use, being able to do CRUD operations on those they
own;
Documentation – since the DSL has a defined structure, it is essential that the user has
access to these guidelines at any time;
Team description – the user may want to contact the team directly so there is a dedicated
page for them to find all of this information and a brief description of the team.

The front-end needs to access persistent information such as user data and saved models
which is accessible through the back-end’s RESTful API, viewed in more detail in Section 3.4.
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3.4 Back-End
The application needs a back-end server for multiple purposes, namely storing data, authen-
ticating users and generating the API for the datasets.

None of the above require intensive computational power for each request sent by the user,
which was one of the main reasons why the team chose a Node.js server – it is built to deal
with any incoming request that is not CPU intensive due to its single-threaded, event-driven,
non-blocking IO model – and because it is scalable, has good performance in terms of speed,
and has a wide selection of packages (available on the npm registry).

For storing all the data that needs to be persistent, the back-end server accesses a
MongoDB server instance, which was chosen due to its scalability (the data is not coupled
relationally, which means that each document may be in a different node instance without
any conflicts since they are self-contained) and direct compatibility with Node.js since they
both accept JSON documents.

Currently the application uses three collections on the MongoDB database:
users – stores all user specific data, which is their name, email, password (hashed), and
the dates of register and most recent access;
models – stores all DSL models and whom (user) they belong to, their visibility (public
or private), title, description and register date;
blacklist – stores users’ JWT tokens after they log-out and their expiry date so that
they are automatically removed from the database after they expire.

Authenticating the user allows them to access their saved DSL models and doing CRUD
operations on them. Due to its Node.js integration, a JWT (JSON Web Token) approach
was the chosen strategy to authenticate a user – after they submit their credentials, the
system compares them to the ones saved on the database and if they match, they are given
the token in the HTTP response which they need to use for any further request that accesses
critical information for that same user – which expire after a short time for precaution and
safety. After they log-out, the same token is added to a blacklist to provide extra security
since it does not allow for a user that got access to another user’s JWT (if they log-out
before the short expiration date) to submit requests signed with it.

Generating the API is a more complex process and it has a dedicated Section (3.5) which
explains the steps that are followed in order to obtain a fully functional REST API for any
generated dataset.

3.5 Strapi API
DataGen also provides another important functionality which is generating a data API from
the dataset previously created. It’s a useful feature since a lot of users may want to perform
CRUD operations on the data they requested or even utilize the API themselves for further
work.

The tool chosen to create this API was Strapi [20], one of the best content management
systems currently. Strapi automatically generates a REST API and allows multiple APIs
to run simultaneously. It’s also very simple to configure and it supports different database
systems like PostgreSQL, MySQL, SQLite and MongoDB, being that the latter was the one
used in this project. JSON-server was also considered as a tool but lacked scalability, as it
only allows a single API to run at a time, which wouldn’t be ideal at all. However, Strapi
also had its own challenges, like the difficult way in which it stores structured data (an array,
for example) and how data is imported. All of these obstacles were surpassed and will be
explained further in the paper.
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The process of building the API begins within the grammar section of the project, since
the Strapi model is written in a recursive way, at the same time the dataset itself is being
built. This strategy was a big time save in terms of the program’s execution. For example,
anytime an array is encountered, because Strapi doesn’t have its own type to represent it, a
component is created with the array’s elements and a reference to that component is written
in the model itself. This recursive process keeps on going with this same logic until it reaches
the root, which corresponds to the collection.

After the model is created, this data is redirected to an auxiliary application that processes
it and rearranges the data to be in the usual Strapi format. The data consists in the finished
model and also an array filled with all the components created. At this point, the user can
download a zipped version of the API model, if they so intend, and easily run it on their
personal device.

Furthermore, DataGen populates the newly created API with the generated dataset
through a number of POST operations. Because of Strapi’s lack of methods of importing
whole files as data, this cycle of POST requests was the solution found to provide a temporary
populated API REST, with all the standard HTTP methods functional.

4 Results

One of the priorities during development was to test DataGen with real cases from early on,
in order to not only validate the concept and its operability, but also to observe what kind
of restrictions and requests were more frequent in the creation of test datasets, as a means
to gather reliable external feedback on useful capabilities that should be implemented.

The team made contact with other parties and received requests to create test datasets
for real systems, using DataGen, which involved the usage of complicated generation logic
with many restrictions. These opportunities helped further DataGen’s growth, as new ideas
arised from the analysis of the requirements and were brought to life in the application, as
well as proved the application’s credibility, given that the results obtained were adequate
and very positive.

In the interest of keeping this paper concise, it will be shown only the most important
parts of one of the most complex of these application cases, that of elimination records [7].

Elimination records are a structure that must be created and carefully filled out in order
to safely eliminate documentation that reaches the end of its administrative conservation
deadline. This is an increasingly important tool nowadays, since most public information
has shifted to being stored in digital format and the correct method for storing such data is
often not followed, which increases the risk of long-term information loss. In order to correct
this, the deletion of outdated documentation is just as important as the storage of new one.

The generation of these documents implies a complex logic, with many properties that
directly relate between themselves according to their values and others whose value must
belong to a very rigid group of possibilities. Each record has a legitimation source, whose
type can take one of five different string values. According to the record’s source type, its
funds (public entities) vary from a single entity, in some cases, to an array of several:

legitimationSource: {
type: ’{{random("PGD/LC", "TS/LC", "PGD", "RADA", "RADA/CLAV")}}’,
funds(gen) {

if (["PGD/LC","TS/LC","PGD"].includes(this.legitimationSource.type))
return [gen.pt_entity()]

else {
var arr = [], i
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for (i=0; i < gen.integer(1,5); i++) arr.push(gen.pt_entity())
return arr

}
}

Moving on, each record has an array of classes. In case the legitimation source’s type is
“PGD/LC” or “TS/LC”, each class has a code; else, it has either a code, a reference or both.
The class code itself can be composed by 3 or 4 levels, given that each level follows its own
categorization:

classes: [ ’repeat(2,5)’: {
if (["PGD/LC","TS/LC"].includes(this.legitimationSource.type)) {

code(gen) {
var level1 = (...) //abbreviated
var level2 = gen.random(10,20,30,40,50)
var level3 = gen.integer(1,999,3)
var level4 = gen.random("01","02")

var class = level1 + ’.’ + level2 + ’.’ + level3
if (Math.random() > 0.5) class += ’.’ + level4
return class

}
}
else {

at_least(1) {
code(gen) { (...) //equal to the function above },
reference: ’{{random(1,2,3,55,56)}}’

}
}

} ]

There are also year properties that must belong to the last 100 years:

yearStart: ’{{integer(1921,2021)}}’,
yearEnd(gen) {

var year = gen.integer(1921,2021)
while (year < this.yearStart) year = gen.integer(1921,2021)
return year

}

Finally, there are two related fields, number of aggregations and the corresponding list,
where the size of the list must correspond to the number indicated:

numberAggregations: ’{{integer(1,50)}}’,
aggregations: [ ’repeat(this.numberAggregations)’: {

code: ’{{pt_entity_abbr()}} - {{integer(1,200)}}’,
title: ’{{lorem(3,"words")}}’,
year: ’{{integer(1921,2021)}}’,
if (["PGD/LC","TS/LC"].includes(this.legitimationSource.type)) {

interventionNature: ’{{random("PARTICIPANT","OWNER")}}’
}

} ]
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5 Conclusion

Along the paper it was discussed the development of a multilingual data generator, with
built-in REST API integration. The intent behind this project was to create a versatile and
powerful tool that would allow for quick prototyping and testing of software applications, a
very important and common subject that seems to go surprisingly unnoticed, despite its vast
relevance.

Be it either small-scale projects of university students or big, complex company software,
every application should be thoroughly tested along its development, which requires the
leading team to create realistic data in order to populate the system. Even today, this process
is very poorly optimized, which often leads either to very time-consuming manual generation
or, even worse, to a scarce and inneficient testing of the system, with few records, possibly
leading to wrongful conclusions, unnoticed bugs and dangerous bottlenecks.

As such, DataGen emerges as a quick and easy to use application that allows the user to
swiftly prototype a data model according to their use cases and put their system to practice
with a newly-generated dataset, with accurate and realistic values, automating the generation
process and facilitating the user’s role in it, ultimately enhancing the user’s experience and
allowing more time and resources to go towards the project itself.

DataGen was thoroughly experimented with real-life cases and proved to be capable of
creating complex and sizeable datasets for third party applications. The product will very
soon be put in a production environment and made available for the general public, after a
laborious and successful development phase.

5.1 Future work
This platform will be open-source and its contents will be uploaded to GitHub. The next
step for the application itself is putting it in a production environment, to be made available
for anyone that may want to use it.

As for the grammar, the team intends to develop an user-friendly personalized grammar
checker that analyses the user’s DSL model and, in the presence of errors, communicates
what they are and how to fix them, in a simple and clear way, in order to enhance the user’s
experience and make the application easier to use.

Extensive documentation on all the functionalities provided is also under development,
along with examples on how to use them, in order to guide the user since the application
uses a DSL. Without it, the user may be overwhelmed by the amount of features they must
learn by themselves.
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7:2 MUAHAH: Taking the Most out of Simple Conversational Agents

1 Introduction

Recent technology advances have brought many frameworks for building conversational
agents. Examples are Rasa1 or Dialogflow2 and they “are often designed with the tacit
assumption that at any time, there is only one agent and one human” [11]. Behind such
systems, there is usually a set of modules, specialized in different topics or types of dialog.
Thus, each system is developed with a distinct task in mind, and, after understanding the
user intentions, the most appropriate module is triggered, while the remaining are set aside.
Yet, we can be faced with a scenario where (i) a new agent has to cover different domains
or types of dialog, for which there is no training data nor resources for manually defining
relevant entities and user intents; (ii) a set of independent agents is available, but they are
only expert on more specific domains, possibly overlapping, or follow different techniques,
and, again, there is no data to train a model for deciding which agent provides the answer to
each user request.

In this paper, we tackle the aforementioned issue, and assume that all agents can
potentially answer all questions. With this in mind, we implemented a new platform,
in Python: the Multi-Agents Hand-in-Hand platform (dubbed MUAHAH), enables the
integration of distinct agents, expert on different domains and/or with different levels of
complexity, as well as decision strategies, possibly taking all the agents’ answers into account.
We present MUAHAH and evaluate it in three case studies. In the first two, we consider:
(i) a panoply of retrieval-based agents, specifically, agents that get their answers from a
given knowledge base with trigger/answer pairs, in which trigger is a user request (e.g., a
question) and answer is the response to that request; (ii) two decision strategies, namely
Simple Majority, which implements a majority vote between all the agents and picks the
most voted answer, and Priority System, which prioritizes the answer of an agent over the
others. Here, combining different agents indeed leads to more plausible answers for complex
and out-of-domain requests. In the third case study, we integrated new agents in MUAHAH,
based on retrieval and embedding methods, as well as a new decision strategy, Borda Count,
to confirm that one can easily rely on MUAHAH for developing new dialog systems, and that
combining ranks of answers by different agents leads to more accurate systems. Still, it should
be clear that, although we have implemented several agents, we are not proposing a new way
of creating them, but a plug-and-play framework to integrate previously created agents. In
addition, we are not claiming a particular way of taking advantage of these agents, but, again,
a framework that enables to customise how the responses of several agents are combined.

The paper is organized as follows: Section 2 briefly covers related work on chatbot devel-
opment and architecture; Section 3 describes MUAHAH, the proposed platform; Sections 4,
5 and 6 describe the three case studies; finally, Section 7 discusses the main conclusions and
directions for future work.

2 Related Work

Since the early rule-based systems such as the famous ELIZA [24] to the recent end-to-end
dialog systems [25, 26, 22], conversational agents can be found in many different flavours.
Also, some agents are task-oriented (e.g., Max [18] was a guide in the Heinz Nixdorf Museums
Forum), while others target to engage in general conversations (e.g., SSS [1] is a retrieval-

1 https://rasa.com
2 https://dialogflow.com

https://rasa.com
https://dialogflow.com
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based agent with a knowledge base of subtitles). As previously stated, we do not intend
to contribute with an architecture for building agents, but with a platform that allows
their integration.

We define agent as any piece of software that, upon receiving a user request, delivers
one or more responses. In many systems, these agents are the modules that retrieve an
answer about a specific topic. For instance, Gunrock [3], the winner of the 2018 Amazon
Alexa Prize, maps user’s input into one of 11 possible topic dialog modules (e.g., movies,
books and animals). Here, we do not assume that an agent is specialized in a certain topic,
but that we want a simple way to put all these systems together. A similar framework is
MACA [23] that touches a number of common points with our work. However, MACA
proposes several integrating processes, as, for instance, the re-usability of slots across different
tasks. Here, even though the same knowledge sources can be shared between agents, each
agent is independent of each other. Also, our agents are slaves of a coordinator, as there is
no interaction between them.

An important module common to many chatbot architectures is the Dialog Manager,
responsible for keeping track of the dialog state and using it to select a response [14]. Gunrock
has a Dialog Manager that classifies the user’s intent, and, based on this intent, selects the
most appropriate module to forward the user request. Sounding Board [8], the winner of
the 2017 Amazon Alexa Prize, uses a Dialog Manager that contains a set of “miniskills” for
handling different topics, where only one miniskill is selected per turn, based in the topic of
the user request. Both the aforementioned systems classify the intent and topic of the user
request for selecting a single proper module that will handle it. NPCEditor’s [14] Dialog
Manager takes a list of responses and uses the dialog state to choose one of them. Here, we
do not have a Dialog Manager, but: an Agent Manager, responsible for forwarding the user
request to all the active agents and to send their answers to a coordinator; and a Decision
Maker, that sends the agents’ answers to a set of available decision methods and returns their
answers to the coordinator. Unlike most Dialog Managers, these two modules are not trained.

Still on multi-agent scenarios, many other research questions are currently under study.
For instance, Divekar et al. [5] target to determine which agent is being addressed, and
Eisman et al. [6] train a multi-agent dialog model via reinforcement learning. In the latter
scenario, agents learn with each other by interacting in natural language. Here, we assume
that the agents are already trained or rely on unsupervised techniques.

3 Proposed Architecture

In this section, we describe the architecture of MUAHAH, depicted in Figure 1. The
Coordinator is a central module that acts as an interface between the user, the Agent
Manager and the Decision Maker.

The Agent Manager aims at providing an interaction point between MUAHAH and the
provided agents. It is responsible for launching the agents, and for guaranteeing that the
communication between them and the Coordinator is done correctly. When MUAHAH is
booted up, the Agent Manager locates all the available agents through their configuration
files and integrates an instance of each into the system. Upon receiving a request from
the Coordinator, the Agent Manager sends it to the integrated agents, which provide their
answers. Such answers are then sent back to the Coordinator, which finally sends them to
the Decision Maker. Note that each agent is only responsible for outputting (at least) a
response for the given request.

SLATE 2021
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Figure 1 MUAHAH architecture.

The Decision Maker makes its decision based in one of the implemented decision strategies.
These can consider different items, such as the answers of the agents, the agent who gave
each answer, and the user query. But new decision strategies can be added to MUAHAH3.
Each decision strategy has a weight, defined in the system’s configuration file. The Decision
Maker returns a set of answers, one given by each Decision Method to the Coordinator, which
uses those weights for selecting the best answer and finally return it to the user. Originally,
the Decision Maker includes two strategies: Simple Majority and Priority System. Yet, new
methods can be integrated, as in our third case study (Section 6).

With Simple Majority, the Decision Maker will deliver the most frequent answer between
the set of answers by the agents. In a scenario where a certain agent’s answer would be
accurate, even if it did not always deliver an answer to the given query, it would make
sense for that agent to be prioritized. For that purpose, we developed the Priority System,
a decision strategy that allows the developer to explicitly set priorities for the available
agents. Therefore, when evaluating the answer each agent delivers to a given user request,
MUAHAH verifies whether the prioritized agent was able to deliver a response to the user
request: if so, that answer is deemed to be a plausible one and is returned to the user; if the
prioritized agent is not able to answer the user request, the system considers the answers
by each of the remaining agents and selects the final answer through Simple Majority, as
described earlier.

3 To do so, an abstract class, Decision Method, has an abstract method, getAnswer, that takes a set of
answers and delivers the best, based on its heuristic. Hence, to add a new decision strategy, only a
source file is needed, with the class that extends Decision Method and implements getAnswer. It is
also necessary to add the new strategy’s name and its weight to the system’s configuration file.
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Finally, in order to build a new agent for MUAHAH, the developer needs to customize a
configuration file, which allows the agent to be called by the Agent Manager ; it also allows
the developer to set configurable parameters without directly interacting with the source
files. In addition, the agent’s source files must contain a class that extends the abstract
class (Agent) and implements its own requestAnswer method, which takes a user request
and returns a list of answers. Finally, since an agent can be active or inactive, it is also
necessary to edit the system’s configuration file, adding the name of the agent and whether
it is active or not.

For a better understanding, we refer to the working examples in Sections 4 and 5.

4 Case study A: using the Simple Majority

We first evaluate the Simple Majority strategy in MUAHAH. Here, the Subtle corpus [2]
was used as the knowledge base of nine agents. Subtle4 contains about 3 million interactions
from movie subtitles, i.e., trigger/answer pairs like “Trigger: I like the sea., Answer: me too”.
Due to the large number of included interactions, Subtle was indexed in a search engine,
thus enabling that only a small set of interactions is retrieved as response candidates. In
this case, 20 interactions are retrieved from Lucene5. Then, our agents compare the user
request both with the trigger and with the answer, as both might be useful for finding
an adequate answer. The difference between the agents is the algorithm for computing
sentence similarity, always in the 0 to 1 range, which is either Cosine [20], Jaccard [13] or
Edit Distance [15], and the weight given to the similarity between requests, triggers and their
response. For such, three different agents, that extend the abstract class Agent, are added to
our system: Cosine-Agent, Jaccard-Agent and EditDistance-Agent, each implementing
the requestAnswer method according to their algorithm. Moreover, three agents were created
of each type, with different similarity weights. Table 1 summarises the nine agents. For
instance, agent C2 uses the cosine similarity and gives more weight to the similarity between
the user request and the trigger than between the user request and the answer, in a relation
of 75 to 25.

Table 1 Agent distribution according to the similarity computation and weights.

RequestSim/ResponseSim 50/50 75/25 100/0
Cosine C1 C2 C3

Edit Distance E1 E2 E3
Jaccard J1 J2 J3

For each agent, sentences were lower-cased. Then, for computing the Cosine Similarity,
punctuation was removed, stopwords were kept, and words were not stemmed. For the Edit
Distance, both punctuation and stopwords were kept. Finally, for the Jaccard Similarity,
both punctuation and stopwords were removed.

To test this configuration, we created a set of 100 simple questions (e.g., “What’s your
name?”, “How are you?”) and a set of 100 more complex questions (e.g., “What’s your opinion
on Linux-based platforms?”, “If the world ended tomorrow, what would you do today?”).
Then, we run both the resulting system and compared it to Say Something Smart (SSS) [16],

4 A smaller version was used to reduce index creation time and is available from https://github.com/
leonorllansol/muahah/blob/master/corpora/1million.txt

5 https://lucene.apache.org
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which has a single retrieval agent. For this, four annotators were given a sample of 25 simple
and 25 complex questions with the answers by both systems, randomly selected, and asked
to score each of the responses between 1 and 4, based on whether the answer:
4: Was plausible without additional context;
3: Was plausible in a specific context, or did not actively answer the query but maintained

its context;
2: Actively changed the context (e.g., an answer that delivers a question to the user which

does not match the initial query’s topic), or contained Structural issues (even if its content
fits in the context of the question);

1: Had no plausibility value.
For illustrative purposes, one response of each kind for the question “What is the price of
olive oil in 7-Eleven?” would be:
4: “In 7-Eleven, the olive oil costs 3.00€.”
3: “He knows what is the price.”
2: “Olive oil.”
1: “Eleven.”

The mean and mode of all answer scores were computed for each system. Also, following
the evaluation of other engines, such as AliMe [19], we considered that, to be discerned as
acceptable, a given answer would need an average score of at least 2.75 between the four
annotations (corresponding, e.g., to the case where three annotators score it 3 and the last
one 2). Table 2 summarizes the obtained results.

Table 2 SSS system against our system when answering basic questions.

Simple questions Complex questions
Mean Answers Approval Mean Answers Approval
Score ≥ 2.75 Score ≥ 2.75

SSS 2.68 23 / 50 46% 2.26 11 / 50 22%
MUAHAH 2.6 24 / 50 48% 2.6 22 / 50 44%

This instance of MUAHAH keeps up with SSS for basic questions and outperforms it with
complex questions. We should add that, in what concerns simple questions, scores assigned
to SSS were more polarized, with a special focus on scores of 2 and 4 to its answers, while
scores of MUAHAH answers were more evenly distributed. With complex questions, 2 was
the most common score for both systems, with a stronger preponderance for SSS to deliver
implausible answers. This can be explained by the fact that SSS relies on a single agent to
decide on all its answers, while the multi-agent system considers what possible answers are
more common, from multiple points of view.

To better understand the use of the Simple Majority strategy, we present a run-
ning example, using the aforementioned agents, Cosine-Agent, Jaccard-Agent and
EditDistance-Agent, and the Subtle corpus.
1. The user poses the query q to the system: “Quando começa o Verão?” (When does

summer start?)
2. The Coordinator forwards q to the Agent Manager.
3. The Agent Manager instantiates the active agents: Cosine-Agent, Jaccard-Agent and

EditDistance-Agent, and forwards q to them.
4. Each agent selects a response, based on the sentence similarity between the request and

the retrieved candidates. Their selected responses are returned to the Agent Manager :
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ACos: “Assim que o senhor e a chuva desaparecerem.” (As soon as you and the
rain disappear.)
AJac: “Assim que o senhor e a chuva desaparecerem.” (As soon as you and the
rain disappear.)
AED: “Não te ouvimos.” (We can’t hear you.)

5. The Agent Manager sends the agents’ answers to the Coordinator.
6. The Coordinator forwards the agents’ answers, [ACos, AJac, AED], to the Decision Maker.
7. The Decision Maker sends the agents’ answers to the active Decision Method: Simple

Majority, with a weight of 1.
8. Simple Majority returns the more common answer, ACos and AJac, to the Decision Maker.
9. The Decision Maker returns the method’s answer to the Coordinator.

10. The Coordinator returns the answer to the user: “Assim que o senhor e a chuva desa-
parecerem.” (As soon as you and the rain disappear.)

5 Case study B: Priority System

The Priority System is a decision strategy that gives priority to a certain agent if that
agent can deliver a response. To test this strategy, we use Edgar Smith [9], another
retrieval-based conversational agent, this time on a specific domain. Edgar answers questions
about the Monserrate palace, in Sintra, based on a corpus6 of 1,179 interactions. Besides
question/answer pairs about the palace, Edgar answers some out-of-domain (chit-chat)
questions such as “What’s your name?” or “How old are you?”. However, Edgar will not be
able to answer most out-of-domain questions. This is a significant issue, as users tend to get
more engaged with conversational platforms when answers to chit-chat queries are delivered.

To address the aforementioned issue, we set up MUAHAH to use Edgar as a Priority
Agent, with the nine agents described in case study A (Section 4) used as Edgar’s back-up,
in case Edgar is not able to provide an answer. If not backed-up, when Edgar’s top-scored
answer has a similarity score below a given threshold, defined in its configuration file, it
says “I do not understand your question”. We use again the Jaccard Similarity to compare
the user request with the questions in Edgar’s knowledge base, a threshold of 0.35, and the
previous Simple Majority decision strategy for choosing an answer when Edgar is not able to
provide one.

We created two sets of 100 questions each. The first with questions about the palace and
the second with other kind of requests, such as personal and trivia questions (e.g., “What
is your name?”, “Do you like to sing?”). Similarly to case study A, four annotators were
given a sample of 50 questions and answers from each set, and were, once again, asked to
score each response between 1 and 4, according to the earlier described criteria. Table 3
summarizes the results.

As expected, in what concerns questions about the palace, Edgar achieved the best
performance, but this MUAHAH configuration managed to keep up with minor accuracy
costs, and both systems had most of their answers scored 4. On the other hand, regarding
out-of-domain questions, MUAHAH beat Edgar by a comfortable margin.

To better understand the use of the Priority System strategy, we present a running
example, using as prioritized agent the aforementioned Edgar, and also the remaining agents
Cosine-Agent, Jaccard-Agent and EditDistance-Agent as backup. Note that Edgar has
its own corpus, while the other agents use the Subtle corpus.

6 Available from https://github.com/leonorllansol/muahah/blob/master/corpora/edgar/edgar.
txt
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Table 3 Edgar evaluated against our system.

Questions about the palace Out-of-domain Questions
Mean Answers Approval Mean Answers Approval
Score ≥ 2.75 Score ≥ 2.75

Edgar 3.015 31 / 50 62% 2.37 18 / 50 36%
MUAHAH 2.87 29 / 50 58% 2.625 22 / 50 44%

1. The user poses query q to the system: “Quando foi construído o Palácio de Monserrate?”
(When was the Palace of Monserrate built?)

2. The Coordinator forwards q to the Agent Manager.
3. The Agent Manager instantiates the active agents: Edgar, Cosine-Agent, Jaccard-Agent

and EditDistance-Agent, and forwards q to them.
4. Each agent selects a response, based on the sentence similarity between the request and

the retrieved candidates. Their selected responses are returned to the Agent Manager :
ACos: “Quando lhe telefonei a meio da noite.” (When I called you in the middle of the
night.)
AEdgar: “O palácio foi construído entre 1858 e 1864, sobre a estrutura de um outro
palácio.” (The palace was built between 1858 and 1864, on the structure of another
palace.)
AJac: “Meu Deus!” (My God!)
AED: “Quando lhe telefonei a meio da noite.” (When I called you in the middle of
the night.)

5. The Agent Manager sends the agents’ answers to the Coordinator.
6. The Coordinator forwards the agents’ answers, [ACos, AEdgar, AJac, AED], to the

Decision Maker.
7. The Decision Maker sends the agents’ answers to the active Decision Method: Priority

System, with a weight of 1.
8. Priority System returns the answer given by the prioritized agent Edgar, AEdgar, to the

Decision Maker.
9. The Decision Maker returns the method’s answer to the Coordinator.

10. The Coordinator returns the answer to the user: “O palácio foi construído entre 1858 e
1864, sobre a estrutura de um outro palácio.” (The palace was built between 1858 and
1864, on the structure of another palace.)

For queries out of Edgar’s domain of expertise (e.g., “Quando começa o Verão?”), Edgar
is expected to given a low similarity score to the top-ranked answer. If this score is below
the set threshold, Edgar will return the default “no answer” message, which results in the
application of Simple Majority to the remaining agents.

6 Case study C: Integrating new Agents and new Decision Strategy

The final case study was significantly different and tackled the integration of new agents and of
a new decision strategy in MUAHAH. Briefly, we integrated three retrieval-based agents that,
given a request, in natural language, retrieve the responses for similar requests in a knowledge
base (KB). Each agent follows a different matching technique: (i) Agent-BM25 is based on
the search engine Whoosh7, used for indexing the KB and retrieving suitable candidates

7 https://whoosh.readthedocs.io/

https://whoosh.readthedocs.io/
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with the BM25 ranking function; (ii) Agent-W2V relies on a pre-trained word2vec [17] model
for encoding the requests in a numeric vector, i.e., requests are represented by the average
embedding vector of their words, and candidate requests in the KB are ranked according
to their cosine similarity with the user request; (iii) Agent-BERT relies on a pre-trained
BERT [4] model for encoding the requests in a numeric vector (i.e., the [CLS] embedding
of the second to last layer), and ranks the candidate requests in the KB according to their
cosine with the user request.

For integrating each agent, a sub-directory with the name of the agent was created under
the directory managed by the Agent Manager. In this directory, a script with the directory
name was added, implementing the requestAnswer method, where the retrieval logic resides.
In this case, it has a string parameter with the request and returns a list of answers ranked
according to their matching logic. In the same directory, a config.xml file was created with
the name of the main class. Finally, in the main MUAHAH directory, the name of the agent
was added to the main config.xml and set to active. We also inactivated all agents except
the new three.

The integrated decision strategy was the Borda Count voting [7], which scores each
candidate response according to their rank by different agents. This is different from the
previous decision strategies, which rely exclusively on the first answer given by each agent.
For this reason, Borda Count expects that the requestAnswer method of the agents returns
a list of results. The higher the rank, the higher the score. More precisely, for each agent, the
score of each candidate on a rank will be equal to the number of considered positions minus
its position in the rank, with the latter starting in 0. For instance, if we consider the top-5
candidates, the first candidate gets 5 points and the fifth gets 1. The selected response will
then be the one with the highest final score, obtained by summing all of its partial scores, in
all the considered lists, in this case, retrieved by each search strategy.

For integrating Borda Count, a script was created with its name and added to the
directory managed by the Decision Maker module. This script is based on a class that
extends the DecisionMethod class and implements the method getAnswer with the logic
underlying Borda Count.

To test the integration, we used the three agents for answering questions about entre-
preneurship and economic activity in Portugal, for which there is a corpus of 855 Frequently
Asked Questions (FAQs), in Portuguese, and their variations [10]8, i.e., paraphrases or related
questions using other words, possibly omitting information, that simulate user requests. Some
of the questions are quite complex, so our agents are not expected to answer every request
successfully, especially considering that they rely on simple matching techniques and were
not trained for the target domain. Examples of questions include “É obrigatório declarar
o exercício de uma atividade económica junto da Autoridade Tributária e Aduaneira?” (Is
it mandatory to declare the exercise of an economic activity with the Tax and Customs
Authority?) or “Qual o número máximo de crianças permitido por Ama?” (What is the
maximum number of children allowed by a nanny?), with variations like “Como devo in-
formar a autoridade tributária sobre a minha atividade” and “Quantas crianças uma ama
pode acolher?”.

We note the natural language of the requests is irrelevant to MUAHAH. When necessary,
specific natural language processing, namely language-specific resources and tools, have to
be included in the agents. For instance, in this case study, where the corpus is in Portuguese,

8 Available from https://github.com/NLP-CISUC/AIA-BDE/
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Agent-W2V used a word2vec-CBOW model pre-trained for Portuguese, with 300-sized vectors
available from the NILC embeddings [12] and Agent-BERT used BERTimbau [21] large,
a pre-trained BERT model for Portuguese that encodes sentences in 1,024-sized vectors.
Whoosh was used with no language-specific analyser.

The goal of this case study was twofold: (i) to test whether the agents, now in MUAHAH,
could effectively respond to user requests, here simulated when matching variations with
questions in the KB; (ii) to compare the performance of using all three agents, alone and in
parallel, i.e., combined with SimpleMajority or Borda Count for selecting the most suitable
question. The corpus contains variations produced by different methods, but we focused
on two handcrafted types, namely: (i) VUC, 816, written by the creators of the corpus;
(ii) VMT, 168, by contributors of the Mechanical Turk crowdsourcing platform. For each
variation, agents ranked each of the 855 FAQs according to their suitability. Despite the
availability of the agents described in Sections 4 and 5, we note that these three agents were
the only effectively used for this purpose.

Since, for this case study, there were previously-created variations, simulating user
requests, each one with a known answer, evaluation could be automatized. Table 4 has the
accuracy of each agent and decision strategy, corresponding to the proportion of variations for
which the correct question was ranked first, meaning that the correct answer would be given.
Performances are modest, but they improve when the three agents are combined, either with
Borda Count or SimpleMajority. This shows that, besides enabling the combination of different
types of dialog or domains in the same platform (Sections 4 and 5), combining different
agents for the same domain also leads to a more accurate system. The more complementary
the answers of the agents are, the better, which is why we opted for significantly different
retrieval techniques.

Table 4 Accuracy of integrated agents, alone and combined, when matching question variations
with the correct questions.

Agent-BM25 Agent-W2V Agent-BERT SimpleMajority Borda
VMT 57.1% 65.5% 67.9% 74.4% 72.6%
VUC 55.9% 54.0% 56.7% 61.2% 63.0%

7 Conclusions and Future Work

We presented MUAHAH, a multi-agent platform for dialog systems that allows to easily
integrate different agents and, in order to get suitable responses, different decision-making
strategies that might consider the answers of all active agents. Such strategies are extremely
useful when no data is available for training a model that decides on the best agent for each
request. Instead, when targeting a specific domain or different types of dialog, they can often
take the most out of an ensemble of simple agents, without requiring additional training or
manual intent definition.

Some retrieval-based agents, such as those used in the case studies A and B, are already
included in MUAHAH, for different purposes. The same for simple decision strategies. These
include those of the first two presented case studies where, according to human users, different
combinations of agents resulted in better responses. We further showed that MUAHAH is
flexible enough for integrating additional agents and decision strategies, and thus adaptable to
different domains. For this reason, we believe that it is a suitable alternative when developing
new dialog systems. We thus make MUAHAH and its source code available to all of those
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interested: MUAHAH is available from https://github.com/leonorllansol/muahah, and
its fork including the new agents and new decision strategy, resulting from case study C, is
at https://github.com/NLP-CISUC/muahah.

A critical aspect of MUAHAH are the decision strategies, where there is plenty of work
to be done. For instance, the aforementioned Gunrock [3] takes into account a fact/opinion
interleaving strategy, which is certainly interesting to explore. In particular, we believe that
the system’s results would greatly improve if it took user feedback into account, which would
enable to learn specific weights for each agent, instead of a flat priority to a single (or to
multiple) agents. Towards a more natural dialog, a module for dealing with context would
also improve conversations. Such a model could keep track of concepts and entities referred
and remember them in future interactions. This would enable the chatbots do deal with
anaphora, and could also be exploited by pro-active chatbots.
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Abstract
At the moment, the vast majority of Portuguese archives with an online presence use a software
solution to manage their finding aids: e.g. Digitarq or Archeevo.

Most of these finding aids are written in natural language without any annotation that would
enable a machine to identify named entities, geographical locations or even some dates. That would
allow the machine to create smart browsing tools on top of those record contents like entity linking
and record linking.

In this work we have created a set of datasets to train Machine Learning algorithms to find
those named entities and geographical locations. After training several algorithms we tested them in
several datasets and registered their precision and accuracy.

These results enabled us to achieve some conclusions about what kind of precision we can achieve
with this approach in this context and what to do with the results: do we have enough precision and
accuracy to create toponymic and anthroponomic indexes for archival finding aids? Is this approach
suitable in this context? These are some of the questions we intend to answer along this paper.
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1 Introduction

Throughout the history of Portugal, there was a need to create an archive where information
about the kingdom was recorded.

In 1378, during the reign of D. Fernando, the first known Portuguese certificate was
issued by Torre do Tombo (TT), an institution over 600 years old that is still the largest
Portuguese archive, storing a great part of Portuguese historical and administrative records.
As time passed, the volume of information contained in national archives has considerably
increased, and today there are hundreds of archives spread across the country. Most of
these archives have information from the public administration containing records from the
20th century onwards, however, Portugal has three archives with historical information, the
Arquivo Nacional da Torre do Tombo, the Arquivo Distrital da cidade de Braga and the
Arquivo Distrital da cidade de Coimbra which record various events throughout the history
of the country.

The city of Braga was for many years the administrative capital of northern Portugal
and of Galicia. In antiquity, most of the records were made by the clergy social class. Even
today, the the church’s strong influence in the district of Braga is visible, something that
influenced the abundance and variety of historical document fonds present in the archive of
this district.

At the moment, many of these archival documents are already available to the public
in digital format, so it is now intended to interpret their content from a semantic point
of view, i.e., to classify and extract different types of Named Entities (NE) present in a
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given fond. Therefore, this paper proposes the use of entity recognition in natural language,
using Machine Learning (ML), a well-known and widely used technique in Natural Language
Processing (NLP). In this way, several ML algorithms will be presented, with the intent of
generating different results and conclude which algorithm best suits the domain and the
problem in question.

2 Related Work

The amount of historical information available in Portuguese archives is increasing, making
the exploration of this data complex. Thus, the use of the available computational power is
not something new for professional historians. In fact, there are several tools that have been
developed over time that assist in the archival data processing.

An example of this is the HITEX [17] project, developed by the Arquivo Distrital de
Braga between 1989 and 1991. This project consisted of semantic model development for
the archive historical data, something quite ambitious for that time. Despite this, during
its development, it ended up converging to an archival transcription support system, which
allowed the transcription of natural text and the annotation by hand of Named Entities
enabling the creation of chronological, toponymic and anthroponomic indexes.

Another problem associated with this type of documents was its structure’s lack of
standardisation. This made it difficult to share information between the archival community
both nationally and internationally. To promote interoperability, in Portugal, guidelines
for the archival description have been created that describe rules for standardising the
archival descriptions [22]. The purpose of these standards is to create a working tool to be
used by the Portuguese archivist community in creating descriptions of the documentation
and its entity producer, thus promoting organisation, consistency and ensuring that the
created descriptions are in accordance with the associated domain’s international standards.
In addition, the adoption of these guidelines makes it possible to simplify the research or
information exchange process, whether at the national or international level.

3 Named Entity Recognition

One of the objectives of NLP is the classification and extraction of certain entities in textual
documents. It is easy to understand that entities such as people’s names, organisations,
places or dates translate into crucial information about certain contexts because this type of
data can be used for various purposes, making this practice very popular. Therefore a new
NLP subfield rises, Named Entity Recognition (NER).

To be able to recognise entities in texts, two different approaches were taken [10]. Initially,
very specific regular expressions were coded to filter various entity types. This mechanism
had good results in certain cases where there was an in-depth knowledge of the domain in
which this method was intended to be applied. However, this is not always the case, for
example, such an approach was considered not to be very dynamic due to the fact that it is
necessary to rewrite a large part of the code if one wants to change the domain language.
Furthermore, the existence of ambiguity between entities makes them hard to classify, like
the names of people, places, etc.

Alternatively, statistical classifiers are used. This method consists of using ML models
(this paper will deal with supervised ML models [23]) in order to try to predict whether a
certain word sequence represents an entity.
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This approach has some advantages over the previous one, such as being able to be used
for different languages without having to change a lot of code, the model can be trained with
different parameters adjusting to different contexts, an annotated dataset is generated that
can be reused for other purposes, etc. In fact, today there are several already trained ML
models capable of identifying and classifying various entities, however, the available models
are generic, which means that entity prediction for more specific contexts will return results
below expectations.

In spite of being much more dynamic than the previous approach, the use of this type of
model leads to some work for the experimenter. Thus, it is necessary for the experimenter to
write down an annotated training dataset to prepare the model. Despite being tedious work,
it has a low complexity level and therefore does not require great specialisation.

4 OpenNLP

One of the tools chosen for this paper was Apache OpenNLP, a machine learning-based
toolkit implemented in Java, developed by Apache. Essentially and as its name implies, its
purpose is the processing of natural language through the use of ML algorithms having a
wide range of features, such as tokenization, sentence segmentation, part-of-speech tagging,
named entity extraction, chunking, parsing, and co-reference resolution [18].

In this paper, the features associated with NER will be addressed, which depend on
the tokenization task. At this time, Apache OpenNLP provides models for various tasks
in several different languages such as English, Spanish, Danish, and some more, however,
there is no pre-processed model of NER for the Portuguese language provided by this tool.
Available Portuguese annotated datasets like HAREM [6] and SIGARRA [19] were used to
train NER models, however, the obtained results were below expectations. In this way, it
will be necessary to train one model from scratch.

To understand how OpenNLP works, it is necessary to investigate what kind of ML
algorithms it uses. In this case, the base algorithm used is Maximum Entropy (MaxEnt).

4.1 Maximum Entropy
We borrow the concept of entropy from physics (thermodynamics) to apply it to various
areas of computer science like the Information Theory or even classification algorithms, such
as MaxEnt where entropy represents the level of uncertainty.

According to [7] in the Information Theory, the occurrence of a given event with a low
probability of occurring translates into more information than the occurrence of an event
with a high probability of occurring. On the other hand, there is Information Entropy, which,
in Information Theory corresponds to the measure of uncertainty, i.e., the average quantity
of information required to represent an event drawn from the probability distribution for a
random variable. The entropy takes a low value when the probability of certainty for some
event is high and it takes a high value when all events are equally likely.

“Information entropy is a measure of the lack of structure or detail in the probability
distribution describing your knowledge.” [Jaynes, E. T. 1982]

Maximum Entropy Models are statistical models that maximize the entropy of a probab-
ilistic distribution subjected to an N number of constraints. These types of models reveal
good results when used to model real-world problems considered hard to model. Usually,
they are used on the prediction of high dimensional data, in other words, when there is a
much greater number of possible combinations than the amount of available data.

SLATE 2021
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The principle behind this algorithm is that the distribution with the most uncertainty,
that is compatible with the context domain, should be chosen. To do so, it is necessary
to create several features which represent the information known about the domain. In
fact, these features represent restrictions of the model which help the classification of the
intended target. After generating the features, it is then necessary to maximize the entropy
of all models that satisfy these restrictions. By doing so, we are preventing our model from
having features that are not justified by empirical evidence, preserving as much uncertainty
as possible. [14]

“Ignorance is preferable to error and he is less remote from the truth who believes
nothing than he who believes what is wrong.” [Thomas Jefferson (1781)]

4.2 Features
As previously stated, a feature is a way in which known information about the context is
passed to the model as constraints, i.e., evidence or hints that make the model correctly
classify certain specific cases.

Mathematically speaking, it can be represented as a binary function that for some given
x ∈ X, that represents the class of the entities we are trying to predict, and y ∈ Y , that
represents the possible contexts that we are observing, it returns the corresponding boolean
value.

f : X × Y −→ {0, 1}

All features correspond to functions with this signature, however, as already mentioned,
a feature represents a constraint, which means that the experimenter must choose the type
of information each feature adds to the model, for example:

f(a, b) =


1 if a = Local and checkLocation(b) = true

0 otherwise.

checkLocation(b) =


1 if previous word in b is “em” and current word starts

with capital letter.

0 otherwise.

In this case, this feature helps the model to classify “Local” (place) type entities. In the
Portuguese language, when a word beginning with a capital letter is anticipated by the word
“em”, there is a high probability that this word is a place (e.g., em Braga, em França).

These features are usually context-dependent, i.e., they must be created according to
the problem to be modeled. There is often an interdependence between them, making it
necessary to iterate over these features so that the decision to be made, in a given iteration,
takes into account previous decisions. For example, in the presence of a proper name, it is
normal to have a sequence of words that begin with a capital letter. When the first word of
the sequence is classified as a person’s name, it is very likely that the following words, which
start with a capital letter, are also part of that name, so the classifications or decisions made
previously are taken into account in current decisions.
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As stated in [21], this behaviour about overlapping features is what makes the MaxEnt
model really distinguish itself from other models, in the first place, because it is possible to
add information already known through features, but also, by letting these features overlap
in order to try to predict the best possible results.

4.3 Entropy Maximisation
Following the MaxEnt algorithm, the optimal solution to this classification problem is the
most uncertain distribution subject to the defined constraints. The idea behind this is to
choose the model that makes the fewer implicit assumptions as possible. Thus, after defining
all constraints considered relevant to the context domain, the next step is to maximise the
entropy of the model.

To do so, the function of Information Entropy is used.

H(X) = −
∑

p(a, b) log p(a, b)

The maximum entropy function is a convex function, which means that the value of the
weighted average of two points is greater than the value of the function in this set of points.
Thus, the sum of the entropy function is also convex. A constraint on this function creates a
linear subspace that corresponds to a surface that is also convex and, therefore, has only a
global maximum [13].

Figure 1 Entropy function subject to restrictions.

As explained in [3], in order to maximise the entropy of the model subject to a limited
number of features, it is needed to solve a constrained optimisation problem. In other words,
a problem with low complexity can be solved analytically, however, when the number of
constraints increases and they overlap with each other, it is not possible to find a general
solution analytically. This problem is then solved using Lagrange multipliers by forming a
Lagrangian function. An example of this resolution can be found in [15].

5 spaCy

Another tool that was used in this work is spaCy, an open-source library for advanced natural
language processing, belonging to the company Explosion, founded by the creators of spaCy.
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Again, this library offers several features associated with NLP, however, only those
relevant to NER will be addressed. Despite having several similarities to OpenNLP, spaCy
presents a very different approach to entity recognition. In addition, the support provided
by its creators, documentation and information available about this software is much more
accessible. This tool provides several base models of different languages such as Chinese,
Danish, Dutch, English, French, Portuguese, etc., which is an advantage over the previous
tool. It was implemented in the python programming language and published under the
MIT license. In paper, the approach taken by spaCy regarding entity recognition [24] will be
presented.

5.1 Transition Based NER
Most NER frameworks generally use a tagging system, which in practice translates into
attaching a tag to each word of interest in the document to further classify it. Instead of
using this type of structure, spaCy uses a different mechanism to deal with this problem, a
transition-based approach.

Figure 2 Example of Transition Based sequence applied on NER.

Analogous to a state machine, this approach is based a set of actions that the model can
take in order to make the state machine transit into different states or configurations. The
model always takes into account the first word in the buffer and then decides what action it
should take. For example, in the Figure 2 we can see that state changes as actions are taken.
The challenge of this system is in the prediction of the actions or transitions. In order to
address this problem spaCy presents a new Deep Learning framework [25].

5.2 Deep Learning framework for NLP
In order to predict the actions to be taken in the transition-based model, a statistical model
based on Neural Networks is used. The idea starts by finding representations for all words in
a given document. After that, it is necessary to contextualise these words in the document,
recalculating their representation value. Then the model comes up with a summary vector
that represents all the information needed to help predict the target value of the word. From
this vector, it is then possible to predict the next valid transition.

To structure this model, the deep learning framework Embed, Encode, Attend, Predict
divides this whole process into four distinct components, in order to simplify its understand-
ing [25].

5.2.1 Embed
The first task of this approach is Embed. This task consists of calculating embeddings using
a word identifier, in order to generate vectors for each word in the document.



L. F. Costa Cunha and J. C. Ramalho 8:7

Figure 3 Embed process.

In fact, the objective of this stage is to generate different representations for words with
different semantic meanings through multidimensional vectors. These vectors allow the use
of a “hypothesis distribution” so that words that refer to the same entity will have a similar
distribution value. This type of mechanism allows the model to be able to associate similar
words semantically, even without completely knowing its definition or characteristics, i.e.,
it does not need to know the word’s meaning, but it knows that some words are related in
some manner, taking in account the surrounding word vectors. For example, to find out if a
particular word refers to a student, words like human or rational being do not have much
impact on entity recognition, however, words such as study, book, class or even school
are usually related and used near the word student. This way the model knows that words
like student, pupil, finalist are quite similar in distribution.

This type of mechanism makes the model less limited to the text that was annotated,
which translates into a great capacity for learning.

5.2.2 Encode
The encode task aims to transform the vectors previously created in the embedding phase,
which are context-independent, and take into account the context in which they are found,
thus providing a matrix of context-sensitive vectors.

Figure 4 Encode process.

To make a vector, created from a word, context-dependent, it is necessary to look at
the sentence in which this word belongs. For this, in NLP the most common way that
several articles address this problem is the use of a Bidirectional Long Short Term memory
(BI-LSTM) [11] which takes the whole sentence into account.

However, to determine the context of a vector in the sentence, spaCy uses a different
method, Convolutional Neural Network (CNN).

This approach only uses four words on either side of a token instead of the whole phrase.
Basically, the idea behind this approach is that when using the whole sentence to determine
the context of a certain token, the best results are not always obtained, i.e., this practice can
make the model show difficulties in knowing if certain context should be associated with the
token, making it difficult to discern what matters from what does not. This approach can
also provoke the model to over-fit the data, making the model sensitive to things it shouldn’t.
In this way, spaCy’s developer believes that in the vast majority of cases, a small window of
words is sufficient to accurately represent the context of a token.
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In addition to this, with this type of Neural Network, it is possible to create a decaying
effect, to define the level of importance that a given context has on the vector of a word,
which is not possible with the previously mentioned method (BI-LSTM).

Finally, it is interesting to note that CNNs have a lower computational cost compared
to BI-LSTMs due to the fact that they take advantage of parallelism for each of its layers,
managing to use the resources of GPU efficiently [26].

5.2.3 Attend
The third task of this framework is Attend, which consists of taking the matrix built previously
and selecting all the necessary information to help the model with the prediction task.

Figure 5 Attend process.

It is at this stage that the model takes into account the defined features. These have a
great influence on the way vectors are created, so spaCy allows defining them arbitrarily.
This type of mechanism ensures dynamism and versatility to the system because depending
on the context, it may be necessary to tune the model by modifying the set of features that
are being used. At the moment, spaCy’s features are defined in the following two steps.
Select the first word that is in the buffer, the words that are immediate to the left and right
of that word and the last entities previously classified by the model (as the model reads the
document from left to right, it is not possible to take into account the entities to the right of
the word, because they have not yet been recognised by the model).

After selecting the desired information, a vector that represents problem-specific informa-
tion is generated and is ready to be used in the prediction phase.

5.2.4 Predict
Finally, there is the last task of this framework, the Prediction.

Figure 6 Predict process.

As its name implies, this step is based on the prediction of the target value. After all the
words are turned into vectors (Embbed), the vectors are contextualised with the document
(Encode) and the feature defined are taken into account (Attend), the system is ready to
make the prediction. This prediction is made using a simple multi-layer perceptron which
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will return the action probabilities. Then, it is necessary to validate these actions and finally
choose the action according to the algorithm’s confidence. Finally, this process is iterated
through a cycle until the document is finished.

It is important to emphasise that all stages of this framework are pre-computed, that
is, they occur outside the cycle, so when the model goes through the document, fewer
computations are needed.

6 TensorFlow BI-LSTM-CRF

The Tensorflow library, developed by Google, presents a vast set of ML features, usually
associated with neural networks, which allow to develop and train models in a similar way
to the learning method of the human mind. It is an Open Source library, published under
Apache 2.0 license. By using this library, it is intended to implement a Deep Learning model
capable of performing NER on archival documents.

Thus, it is necessary to create a system capable of processing the input data, i.e.,
tokenize the documents and generate word embeddings in order to use them in a specific ML
architecture capable of solving sequence tagging problems.

6.1 Recurrent Neural Network

One of the first approaches associated with Deep Learning in NLP was to use Recurrent
Neural Networks [8].

In fact, RNNs are famous for obtaining good results on sequential data, which makes
them the perfect algorithm for analysing natural text. Despite this, the research community
quickly encountered problems associated with this method. First of all, this type of neural
network is unidirectional, i.e., it would only take into account the context of the sentence
that is before a given token. It is easy to understand that this is a problem when trying to
identify a token’s entity, because, in order to accurately classify the token, the context of
the word’s neighbourhood, whether refers to the past or future input, must be taken into
account.

In addition, this type of neural network has difficulties in preserving Long Term Depend-
encies due to the phenomenon of Vanishing Gradient. As the name implies, an RNN has
difficulties in preserving contexts observed throughout the sentence, so if there are clues at
the beginning of a long sentence, which could help to identify the entity of a token, found
at the end of that sentence, they will not be taken into account, which leads to a poor
classification.

6.2 Long Short Term Memory

In order to combat RNNs problems, LSTMs are introduced. Basically, LSTMs are RNNs
with a memory component added to them in order to create an RNN with Long Term
Memory capable of preserving Long Term Dependencies. The introduction of this cell of
memory keeps a state that is being updated along the RNN chain. The update of this state
is done through gates [16], input, output and forget that regulate the information that must
be updated at each timestep, the information that must be passed to the next cell and the
information that must be forgotten, respectively. While this state is being updated by the
cells of the network, a notion of context is generated for each token, making the RNN capable
of taking into account Long Term dependencies.

SLATE 2021



8:10 NER in Archival Finding Aids

Using this new method, the Long Term Dependencies problem is solved. However, an
LSTM remains unidirectional, so the information that follows a token will not be considered
in its classification.

6.3 Bidirectional Long Short Term Memory
A BI-LSTM consists of using two LSTMs, one that will analyse the document in the forward
direction, the other backward. The idea behind this architecture is to have an LSTM
responsible for capturing the previous context (forward layer), but also, use another LSTM to
exploit future context as well (backward layer). In this way, there is information of the entire
document associated with each token, contextualising it, something that did not happen
with a simple RNN or LSTM. This is only possible due to the ability to preserve Long Term
Dependencies resulting from the use of the memory cell otherwise, even if the model analysed
the whole sentence it would not be able to maintain all dependencies.

However, although these approaches have better results than a simple RNN, it is important
to note that they need more computational resources as it is now necessary to process the
memory component in a bidirectional structure.

6.4 BI-LSTM-CRF
For some time, BI-LSTM alone reigned, obtaining state of the art results in several NLP
tasks until, in 2015, a new article [9] came out that introduced a new model, BI-LSTM-CRF.

Figure 7 Bidirectional Long Short Term Memory Conditional Random Field.

This architecture consists of using a BI-LSTM and adding a Conditional Random Field
(CRF) network to it. This new component receives the consecutive tagging outputs from the
BI-LSTM and is responsible for decoding the best tagging sequence, boosting the tagging
accuracy [12]. In fact, knowing the relationships between the different labels that one wants
to identify in the document, can help the model to classify, with greater accuracy, the best
chain of labels. For example, using the BIO format to annotate the phrase “João Sousa
Batista plays Tetris” we have the following result [B-Person, I-Person, I-Person,
O, O]. When writing down the name of the person “João Sousa Batista” it does not make
sense to have the sequence [B-Person, I-Date, B-Person], so this new component comes
in a way to help validate the output tag sequence.
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The use of BI-LSTM-CRF has already been tested in NLP and has demonstrated state-
of-the-art results in various tasks. In this way, this work will use the TensorFlow library to
implement a solution with this architecture, testing it in archival documents.

7 DataSets

The data used to test the algorithms referred in this article correspond to datasets from two
national archives, the Arquivo Distrital de Braga [1] and the Arquivo Regional e Biblioteca
Pública da Madeira [2] where the following NE types were extracted: Person, Profession or
Title, Place, Date and Organisation.

Firstly, there is a dataset of a fond that shows a pioneering period in computing history,
between 1959 and 1998. This fond (PT/UM-ADB/ASS/IFIP), produced by the International
Federation for Information Processing (IFIP), contains a section corresponding to the
Technical Committee 2, which has a subsection corresponding to Working Group 2.1, that is
composed of several series where different archival descriptions are organised, for example,
correspondences, meeting Dossiers, news from newspapers, etc.

Secondly, there are two datasets corresponding to a series (PT/UM-ADB/DIO/MAB/006),
from the archival fond Mitra Arquiepiscopal de Braga, which contains genre inquiries. The
archival descriptions in this series contain witnesses’ inquiries to prove applicants’ affiliation,
reputation, good name or “blood purity”. One of the datasets has a very standardised
structure, while the other contains a lot of natural text elements.

Thirdly, there is a historical dataset corresponding to the fond (PT/UM-ADB/FAM/ACA)
of the Arquivo da Casa do Avelar (ACA) which depicts the family history of Jácome de
Vasconcelos, knight and servant of King D. João I. This family settled in Braga around the
years 1396 and 1398 with a total of 19 generational lines, up to the present time [1]. This
fond is composed of subfonds and subsubfonds that contain records associated with members
of this family with a patrimonial, genealogical and personal domain.

Fourth, there is the dataset of the Familia Araújo de Azevedo fond (FAA), also known
as Arquivo do Conde da Barca. This archive, produced from 1489 to 1879 by Araújo de
Azevedo’s family, who settled in Ponte da Barca and Arcos de Valdevez (district of Viana
do Castelo) at the end of the 14th century, contains records predominantly associated with
foreign policy and diplomacy across borders. This fond is composed of several subfonds
composed of archival descriptions with information from members of the FAA family, such
as requirements, letters, royal ordinances, etc.

Fifth, there is a dataset that characterizes the streets of Braga in the year 1750. This
corpus contains elements that characterize the history, architecture and urbanism of each
artery in the city, which help to understand the main lines of its evolution.

Finally, two datasets from the Arquivo Regional e Biblioteca Pública da Madeira were
used which correspond to two archival fonds, more precisely to Paróquia do Jardim do Mar
and Paróquia do Curral das Freiras, both parishes from Madeira archipelago. These fonds
consists of three series each, which represent registrations of weddings, baptisms and deaths.
Each series consists of files, that correspond to the year of each record and finally, each file
has a set of pieces with archival descriptions.

In total, the annotated corpora contain 164478 tokens that make up 6302 phrases. All the
annotated corpus are available to the public in [4]. The distribution of entities is presented
in the Table 1.
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Table 1 Number of annotated entities per corpus.

Corpus Person Place Date Professions or Title Organization Total
IFIP 1503 325 100 40 318 2286

Familia Araújo
de Azevedo 369 450 118 428 94 1459

Arquivo da
Casa Avelar 465 239 141 118 91 1054

Inquirições de
Genere 1 2002 3713 121 0 0 5836

Inquirições de
Genere 2 692 10 54 0 0 756

Jardim do Mar 2393 574 1762 1 2 4732
Curral das Freiras 8729 0 0 0 0 8729

Ruas de Braga 1126 1293 684 391 338 3832
Total 17279 6604 2980 978 843 28684

8 Data Processing

In order to perform entity recognition with OpenNLP, spaCy and TensorFlow in these
datasets, it is necessary to train different models so that they learn to find Named Entities
in different contexts accurately.

For that, it is necessary to have annotated text that represents each dataset domain. In
order to do so, a shuffle of each dataset was performed proceeded with the annotation of a
significant fraction of each of them. This shuffle allows the data selection to be impartial,
making it a more representative sample of each context domain. During the annotation
process, several techniques were used, such as regular expressions, manual annotation and
even the use of a statistical model proceeded by correction of the output by the annotator.
To facilitate this process, a simple javascript program was created that allows to annotate
texts in the browser with a simple keypress.

After the annotation process, the annotated datasets were divided into two parts, 70% of
each was used to train the model while the remaining 30% was reserved for validation. It is
important to note that the three tools used to implement the NER algorithm use different
input data formats. Thus, in this stage, parsers were implemented to convert datasets into
three different formats. After that, the tokenization process is initiated. Both spaCy and
OpenNLP have their own Portuguese optimised tokenizer, however, TensorFlow does not
implement this tool out of the box. In this way, several tokenizers were experimented such as
using the Keras tokenizer API, the use of regular expressions and finally spaCy’s tokenizer.
In this case, spaCy’s tokenizer showed better results due to the fact it is optimised for the
language in question.

With the datasets processed we feed them into the ML algorithms in order to train the
NER models. In this process, individual optimisations are performed for each tool, such as
defining the hyperparameters, tunning the models in order to generate the best results.

9 Results

The metrics used to measure NER models’ performance are Recall, Precision and F1-score
since the accuracy metric does not satisfy the needs of this NLP area [5].
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Looking at the Table 2, we can conclude that the created NER models were able to
successfully classify most of the intended entities. It appears that in most cases, the BI-
LSTM-CRF model generated with TensorFlow obtains the best results with an F1-score
between 86,32% and 100%, followed by spaCy with an F1-score between 70,09% and 100%,
and finally OpenNLP with an F1-score between 62,67 and 100%. As we can see with these
results, the introduction of Deep Learning on NER reveals significant advances in this field.

It is important to note that only one model was created for datasets with high proximity
in the context domain. For OpenNLP, when using the corpus Genere Inquiries 2 to validate
the model trained on the Genere Inquiries 1 dataset, the results obtained were lower (62,67%
F1-score) in comparison to the other tools (87,78% and 98,78% F1-score). In this case, it
turns out that deep learning has demonstrated a greater capacity for transfer learning.

Finally, analysing the Table 2 we see that the FAA dataset is the one in which the models
presented the lowest results. One reason for this is that it contains very long sentences. In
fact, as previously seen, a Bi-LSTM-CRF is prepared to deal with Long Term Dependencies
which makes it present better results than the other tools (86.32% F1-score).

Table 2 Named Entity Recognition results.

Corpus Model Tool Precision(%) Recall(%) F1-Score(%)

IFIP IFIP
OpenNLP 87,08 82,61 84,79

spaCy 88,16 89,90 89,02
TensorFlow 96,12 98,67 97,00

Familia Araújo
de Azevedo

Familia Araújo
de Azevedo

OpenNLP 72,56 72,30 72,43
spaCy 74,41 72,82 74,09

TensorFlow 88,98 87,28 86,32

Arquivo da
Casa Avelar

Arquivo da
Casa Avelar

OpenNLP 80,15 79,85 80,00
spaCy 87,82 87,18 87,50

TensorFlow 89,25 93,25 90,63

Inquirições
de Genere 1

Inquirições
de Genere 1

OpenNLP 99,93 98,87 99,90
spaCy 97,35 95,08 96,20

TensorFlow 100 100 100

Inquirições
de Genere 2

Inquirições
de Genere 1

OpenNLP 63,17 62,17 62,67
spaCy 89,66 85,98 87,78

TensorFlow 98,86 98,95 98,78

Jadim do Mar Jardim do Mar
OpenNLP 100 99,86 99,93

spaCy 100 100 100
TensorFlow 100 100 100

Curral das Freiras Jardim do Mar
OpenNLP 93,37 99,84 96,50

spaCy 99,97 99,90 99,93
TensorFlow 100 100 100

After obtaining the above results, an attempt to create a generalised model with annota-
tions of all datasets was made.

Annotating a fraction of a dataset where this technology is to be applied is not always
practical, so it would be interesting to create a generalised model capable of adapting to new
contexts of similar nature. On the other hand, it is important that this new model doesn’t
obtain worse results in the already observed datasets, due to its degree of generalisation.

In this way, the generalised model was trained with 70% of each dataset to be later
validated with the remaining 30% of each one. This procedure was repeated for the three
tools, obtaining the following results.
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Table 3 Generalised NER model validation results.

Corpus Tool Precision(%) Recall(%) F1-Score(%)

IFIP
OpenNLP 89.43 83.60 86.41

spaCy 86.99 88.71 87.84
TensorFlow 92.84 96.85 94.08

Família Araújo
Azevedo

OpenNLP 81.94 63.67 71.66
spaCy 75.19 76.78 75.98

TensorFlow 78.22 82.47 78.89

Arquivo da
Casa Avelar

OpenNLP 88.84 81.68 85.11
spaCy 87.18 87.18 87.18

TensorFlow 86.83 92.21 87.99

Inquirições
de Genere 1

OpenNLP 99.60 99.53 99.57
spaCy 98.31 96.74 97.52

TensorFlow 100 100 100

Inquirições
de Genere 2

OpenNLP 74.70 65.61 69,80
spaCy 79.96 92.21 87.26

TensorFlow 93.70 98.34 94,82

Jardim do Mar
OpenNLP 99.71 99.71 99.71

spaCy 99.15 100 99.57
TensorFlow 100 99.60 99.72

Curral das Freiras
OpenNLP 93.49 99.69 96.49

spaCy 99.98 99.90 99.94
TensorFlow 100 100 100

As can be seen, the results obtained by this model are similar to the previous ones, so
we can say that the NER performance has not decreased. To measure his performance in a
different context, a new corpus with brief notes of the streets of Braga (1750), was annotated
and then, after processing it, it was used as validation generating the following results:

Table 4 Generalised NER model validation results on Ruas de Braga corpus.

Corpus Tool Precision(%) Recall(%) F1-Score(%)

Ruas de Braga
OpenNLP 73.09 61.09 66.55

spaCy 75.39 62.62 68.42
TensorFlow 50.50 58.80 53.00

The results obtained are lower than intended. In fact, in addition to the model not having
been trained with any part of this dataset, it contains a lot of Organization and Profession
type entities. As can be seen in Table 1, the model was trained with few instances of this
type, thus the entity recognition may prove challenging.

On the other hand, it appears that the model generated with BI-LSTM-CRF obtained
worse results. One of the reasons for this is the fact that this model has a vocabulary reduced
to his training data. In fact, both deep learning frameworks presented in this paper represent
words through word embeddings, however, spaCy uses pre-trained word embeddings from a
Portuguese corpus named Bosque [20] which makes it have a much larger vocabulary. In
this way, spaCy’s model can assign semantic meaning to words that were not present in his
training which becomes a valuable tool when evaluating corpus from different contexts than
the one it was trained on.
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10 Conclusion

The archival finding aids used in this paper contain very specific structure and context, which
means that available generic NER models may present results that are lower than intended.
In addition, there is the language barrier, that is, the amount of Portuguese annotated data,
available to train this type of model, is limited.

Despite this, in this paper, it was demonstrated that by training our own models with
data that coincides with those we intend to perform NER, it is possible to obtain satisfactory
results. In fact, with the advances in the use of Deep Learning in this area of NLP, F1-score
values above 86% were achieved in almost all of the used datasets.

Thus, observing the obtained results, it is considered that the use of ML algorithms to
perform entity recognition in archival documents, is suitable and with this approach, we
can extract information that allows us to create different navigation mechanisms and create
relations between information records.

Future work
One way to improve the results presented in this article would be to increase the amount
of annotated data. Passing more information to the models’ training makes them able to
process a greater variety of data making them more generic. On the other hand, it would be
interesting to explore new technologies that aim to address this problem, for example, the
attention mechanism [27].

Lastly, entity linking could be performed in order to make it possible to browse between
different archival documents but related by some entity. It would also be interesting to use
the extracted entities to create toponymic and anthroponomic indexes to understand the
impact that this tool could have on browsing archival finding aids.
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Abstract
Practice is pivotal in learning programming. As many other automated assessment tools for
programming assignments, Mooshak has been adopted by numerous educational practitioners to
support them in delivering timely and accurate feedback to students during exercise solving. These
tools specialize in the delivery and assessment of blank-sheet coding questions. However, the different
phases of a student’s learning path may demand distinct types of exercises (e.g., bug fix and block
sorting) to foster new competencies such as debugging programs and understanding unknown source
code or, otherwise, to break the routine and keep engagement. Recently, a format for describing
programming exercises – YAPExIL –, supporting different types of activities, has been introduced.
Unfortunately, no automated assessment tool yet supports this novel format. This paper describes
a JavaScript library to transform YAPExIL packages into Mooshak problem packages (i.e., MEF
format), keeping support for all exercise types. Moreover, its integration in an exercise authoring
tool is described.
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1 Introduction

Learning programming demands a tremendous amount of practice. Practice in this domain
consists of developing a program that attempts to solve a problem, receive feedback on it,
and use this feedback to further improve the solution until it meets all requirements. As
the number of students enrolled in programming courses grows, educational practitioners
rapidly started to search for tools such as contest management systems, evaluation engines,
and online judges to support them in delivering timely and accurate feedback to students
during exercise solving.
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There is a panoply of different tools providing automated assessment of programming
assignments, but the vast majority targets a single type of activity by design: blank-sheet
programming exercises, where the student is challenged to code a solution from scratch to
a presented problem statement. One of such tools is Mooshak, an open-source web-based
system for managing programming contests, which includes automatic judging of submitted
programs. Even though Mooshak handles custom static and dynamic analysis scripts and,
thus, enables the assessment of non-traditional programming exercises, its format – the
Mooshak Exchange Format (MEF) – does not forecast support for other types of programming
activities.

Only recently, to the best of the authors’ knowledge, an open format for describing
programming exercises that explores the development of new competencies through different
types of activities, such as understanding unknown source code and debugging, has been
published – the Yet Another Programming Exercises Interoperability Language (YAPExIL).
YAPExIL ships with direct support for seven types of activities, namely blank-sheet, solution
improvement, bug fix, gap filling, block sorting, and spot the bug, to be applied at different
phases of a student’s learning path or solely to dissipate the monotony associated with solving
exercises of the same type.

However, YAPExIL is a completely decoupled format, i.e., it is neither associated nor
targets any specific tool. Hence, due to its recency, there is still no automated assessment
tool that can work with problem packages adhering to the YAPExIL format. This paper
introduces a JavaScript library to transform YAPExIL packages into problem packages
adhering to the MEF format, ready to be consumed by Mooshak. This conversion has
minimal loss of the encoded content in YAPExIL, maintaining support for all its types of
programming exercises.

The remainder of this paper is organized as follows. Section 2 surveys the mentioned
formats, highlighting both their differences and similar features. In Section 3, the YAPExIL
to MEF conversion JavaScript library is introduced. Then, Section 4 demonstrates how the
different exercise types can be described in MEF. Finally, Section 5 summarizes the main
contributions of this research and presents some plans for future work.

2 Related Work

This section describes the programming exercise formats previously mentioned, namely
MEF [1] and YAPExIL [3]. According to [3], which follows an extended Verhoeff model [5]
to evaluate expressiveness, these are the two most expressive programming exercise formats
(excluding PExIL [4], which is a subset of YAPExIL).

2.1 Mooshak Exchange Format (MEF)
Mooshak [1] is a web-based contest management system originally developed to manage
programming contests over the Internet. Like many other systems of similar categories, it
features its own internal format to describe programming exercises called Mooshak Exchange
Format (MEF). A package adhering to MEF includes an XML manifest file in the root,
containing metadata and references to other types of resources present in the package such
as problem statements (e.g., PDF and HTML), images, input/output test files, static and
dynamic correctors, and solutions. The manifest file can also hold points (i.e., the weight of
the test within the overall problem grade) and feedback messages for each test case.

Due to its wide adoption in educational contexts to assist teachers in delivering timely
and accurate feedback on programming assignments, version 2 of Mooshak heads most efforts
towards its improvement for educational contexts. In particular, it extends MEF to support
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code skeletons for students to start from as well as to give the possibility to have multiple
solutions, public and private tests, and different editors for separate kinds of exercises (e.g.,
code and diagram).

2.2 Yet Another Programming Exercises Interoperability Language
(YAPExIL)

Yet Another Programming Exercises Interoperability Language (YAPExIL) [3] is a language
for describing programming exercise packages, which builds on top of the XML dialect PExIL
(Programming Exercises Interoperability Language) [4]. Comparatively, YAPExIL (1) is
formalized through a JSON Schema rather than an XML Schema, (2) replaces the complex
logic for automatic test generation with a script provided by the author, and (3) adds
several assets that underpin different types of programming exercises. Its JSON Schema
can be divided into four separate facets: metadata, containing simple values providing
information about the exercise; presentation, including components that are presented to
either the student or the teacher (e.g., problem statement and instructions); assessment,
involving what enters in the evaluation phase (e.g., tests, solutions, and correctors); and
tools, containing any additional tools that complement the exercise (e.g., test generators).

The two central goals of YAPExIL are (1) to fully cover Verhoeff’s expressiveness model [5];
(2) to support the definition of different types of programming exercises beyond the traditional
ones. Both of these goals have been achieved and proven [3]. In particular, it includes support
for seven different types of programming exercises:

BLANK_SHEET, which challenges the student to write her solution to a given problem
statement starting from a blank sheet;
EXTENSION, that asks the student to complete a partially finished solution source code,
without modifying the provided parts;
IMPROVEMENT, which provides a correct initial source code that does not yet fulfil all the
goals set in the exercise specification (e.g., develop a solution with less than 2 loops), so
the student has to modify it to solve the exercise;
BUG_FIX, that challenges the student to fix a solution source code in which a few bugs
have been planted;
FILL_IN_GAPS, which provides code with missing parts and asks students to fill them
with the right code;
SPOT_BUG, which asks students to merely indicate the position of the bugs in a solution
source code with a few bugs;
SORT_BLOCKS, that asks students to sort the broken and shuffled blocks of code of a
correct solution.

3 YAPExIL-to-MEF Converter

The conversion from YAPExIL to MEF has been developed as a JavaScript library1, using
version ES2017. The library exports two API methods for its clients, namely

yapexil2mef(pathToZip, outputPath = ’output.zip’, options = {}), that reads
a ZIP archive with a YAPExIL programming exercise located at pathToZip and writes a
new ZIP archive at outputPath with a MEF programming exercise.

1 https://github.com/FGPE-Erasmus/yapexil-mef-converter
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yapexil2mefStream(zipStream, outputStream, options = {}), which receives an
input stream zipStream from a ZIP archive containing a YAPExIL programming exercise
and writes a MEF programming exercise to outputStream.

Both methods receive an options parameter containing a list of files to ignore and
supported image and statement extensions.

Following YAPExIL facet structure, the actual conversion can be seen as a four-step
process, including metadata, presentation, evaluation, and tools steps. In the metadata
step, only the title, module, type, and difficulty map into MEF format, while author,
status, keywords, event, and platform are left out (except if platform matches –timeout
N, then N is set as the default problem timeout). The title is set as the Name of the
MEF programming exercise. Moreover, it is also part of the Title field, which consists of a
concatenation of the module with the title of the YAPExIL exercise. The difficulty maps
almost directly to MEF’s Difficulty as both are 5-level scales (i.e., from beginner, easy,
average, hard, and master to VERY_EASY, EASY, MEDIUM, DIFFICULT, and VERY_DIFFICULT,
respectively).

The type of exercise requires some extra work, as it is an important field in respect to
the support for different types of exercises and has no related property in the target format.
While the BLANK_SHEET, EXTENSION, IMPROVEMENT, and BUG_FIX exercises can be solved
using a common code editor and only differ on the type of code skeletons provided by the
author, the FILL_IN_GAPS, SPOT_BUG, and SORT_BLOCKS exercises may require appropriate
user interface elements to be solved. Hence, from the evaluation engine perspective, the
latter need to keep some sort of indicator about the kind of editor to display in the user
interface, whereas the former uses the default editor. As MEF supports code, diagram, and
quiz questions, there is already the property Editor_kind with a similar purpose, but a
different set of possible values: CODE, DIAGRAM, and QUIZ. This set has been extended with
three new values, namely FILL_IN_GAPS, SPOT_BUG, and SORT_BLOCKS, to maintain support
for all exercise types. Table 1 summarizes the conversion rules applied in the metadata step.

Table 1 Conversion from YAPExIL metadata facet to MEF.

YAPExIL MEF
title Name; Title
module Title
author -
difficulty Difficulty (map values)
status -
type Editor_kind (extend and map values)
keywords -
event -
platform -

In the presentation step, the instruction files, Markdown and additional problem state-
ments, and non-image embeddables are dropped out. Table 2 presents the conversion of
YAPExIL presentation facet to MEF. A single problem statement, either HTML or text,
goes to the Description field, plus a PDF statement which is saved in PDF field. Hence, at
most two problem statements are kept. All embeddables with a supported image extension
are stored as type Image. Finally, each skeleton is directly persisted in the equivalent type
Skeleton, unless a Template for the same file extension exists in the evaluation facet.
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Table 2 Conversion from YAPExIL presentation facet to MEF.

Element YAPExIL MEF
Instruction M -
Statement M 1 (Description) + 1 (PDF)
Embeddable M M (only images)
Skeleton M M

In that case, templates are applied to solutions during the conversion, as they are not
supported in Mooshak. The same happens with solutions, otherwise each solution is
directly mapped into Solution. For both kinds of correctors, static and dynamic, the
commands are merged into a large corrector and persisted into MEF, whereas the library
files are ignored. In regards to tests, YAPExIL follows a tree structure, where intermediate
nodes depict testsets and leaf nodes represent tests. In MEF, this tree is flattened into a
list of Test. Table 3 outlines the key points of the conversion from the YAPExIL evaluation
facet to MEF.

Table 3 Conversion from YAPExIL evaluation facet to MEF.

Element YAPExIL MEF
Library M -
DynamicCorrector M M (merged)
StaticCorrector M M (merged)
Solution M M
Template M applied to each Solution and Skeleton
TestSet M flattens to a list of Test
Test M M

The tools facet of YAPExIL is completely dropped out as its integration would require
profound changes in MEF and, specifically, in Mooshak 2 with little gain.

4 Validation

The primary goal of the presented conversion is that the resulting MEF package can fully
describe the same 7 types of programming exercises supported in YAPExIL. Traditional pro-
gramming exercises only require a statement, tests, and a solution and, thus, support is kept.
In addition to a BLANK_SHEET exercise, BUG_FIX, EXTENSION, SPOT_BUG, and FILL_IN_GAPS
exercises require a skeleton, which is also part of MEF. An IMPROVEMENT exercise has the
same requirements from the previous ones, but needs to evaluate other program metrics
besides correctness, using either static or dynamic correctors. From Section 3, we see that
corrector scripts are merged into a single script and, thus, there is no loss of value. Finally,
the SORT_BLOCKS type has the particularity of requiring multiple skeletons (the blocks),
which finds no barrier in MEF.

Besides the capability of representing each of the exercises’ components, the user interface
delivering the different types of exercises to the student must adapt according to the type of
exercise. To this end, the format needs to keep either the type of exercise or an adequate
editor to display. This is the role of Editor_kind of MEF, which has been extended with
the values that require adaptations in the user interface (i.e., FILL_IN_GAPS, SPOT_BUG, and
SORT_BLOCKS) beyond CODE.

SLATE 2021
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Furthermore, an experiment to assess the library performance and functional correctness
has been conducted with an example programming exercise package in YAPExIL format
for each type of activity. All activities are variants, dependent on its type, of the same
problem which challenges students to write a Python function that computes the derivative of
f(x) = xb at point x = m, given b and m. The tests were developed using Jest, a JavaScript
library for creating, running, and structuring tests for any project built using JavaScript or
TypeScript. A total of 1000 runs has been performed on the test machine (Ubuntu 18.04.5
LTS 64 bits with i7-5820K CPU @ 3.30GHz x 12 and 32GB RAM) under the same conditions
and their execution times registered separately for each type of activity. The conversion
includes reading the archive from disk and write the new archive to disk. Figure 1 presents
the a boxplot of the performance measurements. All tests were correct from the functional
perspective.

Figure 1 Boxplot of the performance measurements of the conversion for each type of activity
(1000 runs). Times are in milliseconds.

On the one hand, the conversion of SPOT_BUG is the fastest as it contains only one test file
with the line and column location of the bug, whereas all the others have six test cases. On
the other hand, IMPROVEMENT and SORT_BLOCKS are the more time-consuming. The former
for adding a static corrector to do the additional checks, the latter for having three skeletons
rather than one.

5 Conclusions

Learning how to program relies on practice. Practice programming boils down to develop
solutions to described problems, receive feedback on them, and improve them until they
meet all requirements. Providing accurate and timely feedback to large classes is not a
feasible task for teachers, who often resort to automated assessment tools to mitigate this
issue. However, each tool typically adheres to its own programming exercise format and
has no compatibility with other formats, precluding the share and reuse of exercises among
institutions. Furthermore, the exercises proposed are always homogeneous, only varying the
problem statement and requirements, i.e., the student is challenged to code a solution to a
given problem statement, starting from an empty file.
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This paper presents a JavaScript library to convert programming exercise packages
adhering to YAPExIL, a JSON format supporting support for seven types of programming
activities (blank-sheet, solution improvement, bug fix, gap filling, block sorting, and spot the
bug), into packages complying with MEF, the internal format of Mooshak. The resulting
package has no loss regarding the capability to describe each type of activity, requiring a
minimal change to MEF (more options in an enumeration). Moreover, the library is already
integrated into a collaborative web programming exercises editor, developed as open-source
software [2], to allow exporting programming exercises directly as MEF packages, as presented
in Figure 2.

Figure 2 Export exercise dialog in FGPE AuthorKit.

The work described in this paper is part of the Framework for Gamified Programming
Education (FGPE) project. This project includes the creation of about 500 programming
exercises, most of which are already available online and are now supported by Mooshak 2.
The consecutive next steps are to finish the gamified learning environment presenting such
exercises to students.

References
1 José Paulo Leal and Fernando Silva. Mooshak: A web-based multi-site programming contest

system. Software: Practice and Experience, 33(6):567–581, 2003.
2 José Carlos Paiva, Ricardo Queirós, José Paulo Leal, and Jakub Swacha. Fgpe authorkit –

a tool for authoring gamified programming educational content. In Proceedings of the 2020
ACM Conference on Innovation and Technology in Computer Science Education, ITiCSE
’20, page 564, New York, NY, USA, 2020. Association for Computing Machinery. doi:
10.1145/3341525.3393978.

3 José Carlos Paiva, Ricardo Queirós, José Paulo Leal, and Jakub Swacha. Yet Another Pro-
gramming Exercises Interoperability Language (Short Paper). In Alberto Simões, Pedro Ran-
gel Henriques, and Ricardo Queirós, editors, 9th Symposium on Languages, Applications
and Technologies (SLATE 2020), volume 83 of OpenAccess Series in Informatics (OASIcs),
pages 14:1–14:8, Dagstuhl, Germany, 2020. Schloss Dagstuhl–Leibniz-Zentrum für Informatik.
doi:10.4230/OASIcs.SLATE.2020.14.

4 Ricardo Queirós and José Paulo Leal. Making programming exercises interoperable with
PExIL. In José Carlos Ramalho, Alberto Simões, and Ricardo Queirós, editors, Innovations
in XML Applications and Metadata Management, pages 38–56. IGI Global, 2013. doi:
10.4018/978-1-4666-2669-0.ch003.

5 Tom Verhoeff. Programming task packages: Peach exchange format. International Journal
Olympiads In Informatics, 2:192–207, 2008.

SLATE 2021

https://doi.org/10.1145/3341525.3393978
https://doi.org/10.1145/3341525.3393978
https://doi.org/10.4230/OASIcs.SLATE.2020.14
https://doi.org/10.4018/978-1-4666-2669-0.ch003
https://doi.org/10.4018/978-1-4666-2669-0.ch003




LeMe–PT: A Medical Package Leaflet Corpus for
Portuguese
Alberto Simões # Ñ

2Ai, School of Technology, IPCA, Barcelos, Portugal

Pablo Gamallo #

Centro Singular de Investigación en Tecnoloxías Intelixentes (CiTIUS),
University of Santiago de Compostela, A Coruña, Spain

Abstract
The current trend on natural language processing is the use of machine learning. This is being
done on every field, from summarization to machine translation. For these techniques to be applied,
resources are needed, namely quality corpora. While there are large quantities of corpora for the
Portuguese language, there is the lack of technical and focused corpora. Therefore, in this article we
present a new corpus, built from drug package leaflets. We describe its structure and contents, and
discuss possible exploration directions.
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1 Introduction

Drug Package Leaflets (DPL), also known as Patient Information Leaflets (PIL), are docu-
ments that contain valuable information for patients about the characteristics of medicines.
Each DPL provides useful information about a drug, mainly stating the active substance
that constitutes the drug, listing side effects, describing interactions with other drugs, and
describing the drug’s safety and efficacy, among other information.

In Portugal, DPLs are publicly accessible on the web, through the Portuguese National
Authority of Medicines and Health Products website (Infarmed). This includes the docu-
mentation for all drugs currently accepted in the country, as well as some others that were
previously approved but were late removed from the market.

Given the free nature of these documents and their relevant terminological content from
different perspectives (drugs, illnesses, secondary effects), make this information highly valu-
able for Natural Language Processing (NLP), to be applied in different tasks, as information
extraction, question answering solutions or machine translation, just to mention a few.
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This contribution describes the creation of the LeMe–PT Corpus (Leaflets of Medicines), a
corpus comprising more than a thousand of DPLs, and a set of experiments, including relation
extraction and word similarity, performed to evaluate the relevancy of the corpus contents.
In the next section related projects and works are introduced. Section 3 describes the corpus
construction and its contents, and Section 4 presents some experiments for information
extraction, and word embeddings creation and validation. Finally, we conclude with some
future directions for the corpus use.

2 Similar Resources

In this section, we focus on describing some related work, including both other works where
DPLs were used for corpus building, as well as other medical corpora, that were used for
linguistic analysis and information extraction.

The EasyLecto system [17] aims to simplify DPLs by replacing the technical terms
describing adverse drug reactions with synonyms that are easier to understand for the
patients. EasyLecto simplifies the text of DPLs so as to improve their readability and
understandability, and thereby allowing patients to use medicines correctly, increasing,
therefore, their safety. This work is based in the Spanish version of the MedLinePlus Corpus.1
The authors designed a web crawler to scrape and download all pages of the MedLinePlus
web containing information on drugs and related diseases and, finally, stored the content
into JavaScript Object Notation (JSON) documents. In order to evaluate the quality of their
system, 306 DPLs were selected and manually annotated with all adverse drug reactions
appearing in each document. The main problem of this approach is that it relies on external
terminologies to provide synonyms. To overcome this limitation, the same authors described
a new method in a more recent work [16], based on word embedding, to identify the more
colloquial synonym for a technical term.

A similar work on readability of DPLs was previously reported [10]. In this work, the
authors built a medical thesaurus of technical terms appearing in these documents, aligning
them with a colloquial equivalent, easier to understand for the patients, in order to substitute
the technical names by their colloquial equivalents, and making the DPLs easier to read and
understand.

There are also corpus-based studies focused on the analysis of linguistic phenomena
in DPLs. In [22], the author aimed at identifying keywords and frequent word sequences
(recurrent n-grams) that are typical of this type of text. It was used a corpus with 463 DPLs
and 146 summaries of drug characteristics written in English. Similar corpus-driven studies
for Polish [23] and Russian [24] were reported. In [14], the building of a corpus comprised of
medicine package leaflets medicines is described as well as its use as a teaching resource for
Spanish–French translation in the medical domain.

There is very little literature on information extraction from DPLs, [1] is a Master’s
thesis work that describes a system to automatically extract entities and their relationships
from Portuguese leaflets, with the aim to get information on dosage, adverse reactions,
and so on. This work applies Named Entity Recognition (NER) and Relation Extraction
(RE) techniques on text, to populate a medical ontology. Unfortunately, neither the corpus,
software or the extraction results are freely available.

1 See https://www.nlm.nih.gov/medlineplus/spanish/.

https://www.nlm.nih.gov/medlineplus/spanish/
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We should also highlight works on information extraction from medical corpora, not
necessarily from DPLs. In [15] the authors describe a method to extract adverse drug
reactions and drug indications in Spanish from social media (online Spanish health-forum), in
order to build a database with this kind of information. The authors claim that health-related
social media might be an interesting source of data to find new adverse drug reactions.

Still in Spanish, [21] aims to develop tools and resources for the analysis of medical reports
and the extraction of information (entities and terms) from clinical documents. Regarding
semantic information, the work reported in [19] describes the steps to create in-domain
medical word embeddings for the Spanish using FastText and both the ScioELO database
and Wikipedia Health as source of information [12].

For Portuguese, there is work on extracting information from medical reports [3]. The
main issue with this kind of system is the availability of such corpora, as the data protections
laws require the anonymization of the documents and, even after that process, hospitals
would not allow the public release of such a corpus.

Finally, we should point out that there are very few corpora based on compiling leaflets
which are available for free exploitation. One of the few examples is the Patient Information
Leaflet (PIL) corpus, which consists of 471 English documents in Microsoft Word and HTML
formats2.

In Portuguese, the Prontuário Terapêutico Online is a website that allows several types
of search on the Infarmed database of drug leaflets3. This site also includes some extra
information that is not present directly in the leaflets, but was added to help doctors on
their drug prescription.

It is also relevant to mention the availability of generic medical corpora. One of the
most known is the European Medicines Agency (EMA) Parallel Corpora, available from the
OPUS project [20]. From this corpus a set of related projects were developed, as a Romanian
corpus [8], or the organization of information extraction tasks under the Cross Language
Evaluation Forum (CLEF), as described in [6] and [9].

3 The Corpus

Our corpus was built with drug package leaflets obtained from the Infarmed4 website5 Given
the interactive process required to download these documents, the DPLs download was
performed manually, using as seed a list of drug active substances. Each active substance
was searched in the website, and a random drug package was chosen (it was not given any
priority to generic or original drugs). When different pharmaceutical forms were available,
the less common was chosen.

On some situations, the document linked from the Infarmed website is available at the
European Medicines Agency website. In these situations, the documents include a full report
on the drug, performed tests, effects, and so on. At the end, in an appendix, these reports
include a copy of the DPL6. So, in these situations, the document was truncated to include
only this specific appendix.

2 See http://mcs.open.ac.uk/nlg/old_projects/pills/corpus/PIL/.
3 Available at https://app10.infarmed.pt/prontuario/.
4 Infarmed, available at http://infarmed.pt, is the Portuguese National Authority of Medicines and

Health Products.
5 Note that these documents are copyrighted by the respective pharmaceutical company. We are just

easing the access to these documents in a textual format.
6 Some of these reports include different DPLs copies, accordingly with the various drug dosages available

in the market.
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The corpus include 1191 different package leaflets, referring to 1191 different active
substances (some leaflets refer to compound active substances). The majority of these
documents are divided into five to seven different sections. The most common are:

what is the drug application, including sometimes its type;
precautions the patient should take before using the drug;
the usual dosage, depending the illness, age and other patient characteristics;
the possible secondary effects and/or interactions with other drugs;
how to store the package and other less relevant information.

For the documents obtained from the European Medicines Agency, they were automatically
cleaned, removing the introductory report. Some still include different variants of the
instructions, that will require manual cleanup. At the current version (v1.0), the corpus
comprises about 3 000 000 tokens, from which about 2 650 000 are words, accounting to over
30 000 different word forms.

The corpus is available in a text file for each specific active substance and it is minimally
annotated with XML-like tags:

Title tags, dividing the different sections of the document. Most documents include only
the five or six sections. A few do not follow this specific structure, and have more than
ten sections.
Item and Sub-item tags, annotating all lists automatically detected in the document.

We intend that new versions of the corpus include further annotations, namely on illnesses,
drugs, secondary effects, and other relevant information. The next section describes the first
steps towards the inclusion of this kind of information in the corpus.

4 Experiments

In this section we present some experiments performed with this corpus, presenting some
directions for information extraction.

4.1 Regular-Expression based Information Extraction
One first experiment was performed to extract information about what is each substance.
For that, the first section of each document was processed, trying to find two different kinds
of relations:

Hyponymy: referring to the medicine type. Examples of detected types are presented on
Table 1. This relation was obtained for 1058 different substances. The extraction of this
information is performed by the use of the following regular expressions:

que é \s+ uma? \s+ ([^.]+)
que é pertence.*? \s+ (?:por|d[eao]s?) \s+ ([^.]+)

Note that these two regular expressions are applied in context, meaning they will be only
activated in the proper section of the document.
Condition or illness the medicine is adequate for, as shown in Table 2. This relation was
obtained for 979 different substances. Follows a pair of examples of the different regular
expressions used to extract this information:

tratamento \s+ ((?:\S+ \s+)?) d[aoe]s? \s+ ([^.]+)
(?:indicado|usado|utilizado) \s+ (?:para|n[ao]s?) \s+ ([^.]+)
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These relations can be extracted with reasonable recall and high precision as the vocabulary
used in this kind of document is quite controlled and the syntactic structures are recurrent.
This can be comparable to the language used by lexicographers [18]. For instance, the
relations mentioned above are extracted using six simple regular expressions. However,
in some cases, this technique is extracting large sentences which should be reduced and
simplified. Combining these simple text-mining techniques with some basic natural language
processing techniques would allow for more compact extractions and higher quality data.

Given the amount of different possibilities to make the results better, at the current stage
it was not performed any evaluation on precision or recall for these methods. Nevertheless,
the manual annotation for some of these properties is planned, so that the corpus can also
be used as an information retrieval test set.

Table 1 Examples of hyponymy relations extracted from LeMe–PT.

zolmitriptano
medicamentos denominados de triptanos

zolpidem
medicamento de administração oral | medicamentos ansiolíticos, sedativos e hipnóticos

valproato semisódico
anticonvulsivante

valaciclovir
medicamentos designados de antivirais

toxina botulínica A
relaxante muscular utilizado para tratar várias condições no corpo humano

tramadol + dexcetoprofeno
analgésico da classe dos anti-inflamatórios não esteróides

Table 2 Examples of conditions or illnesses extracted from LeMe–PT.

zolmitriptano
depressão | tratar as dores na enxaqueca

zotepina
esquizofrenia, que tem sintomas como ver, ouvir ou sentir coisas que não existem

tansulosina
sintomas do trato urinário inferior causados por um aumento da próstata

tapentadol
dor crónica intensa em adultos

tribenosido + lidocaina
hemorroidas externas e internas

4.2 Words proximity using Word Embeddings
Some experiments were performed using Word2Vec [11]. More precisely, the corpus was
pre-processed with the word2phrases script [13], which is shipped with the word2vec code,
to create multi-word expressions and extracted word embeddings with the word2vec program,
by training both a continuous bag of word model (CBOW) and a Skip-gram model, for a
window size of 10 words, 15 iterations, and 300 dimension vectors.

SLATE 2021
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Table 3 presents proximity terms for a set of words. For the first example, alprazolam,
the list includes mostly other soothing drugs. For the second, palpitações [palpitations] the
results are different kinds of heart rates dysfunctions. Finally, in the third column, sonolência
[somnolence], the proximity terms are related to mental status, from soothing to tremors.

Table 3 Proximity terms obtained by Word2Vec (CBOW model).

alprazolam palpitações sonolência

triazolam 0.843 623 aceleração 0.872 615 tonturas 0.803 442
diazepam 0.775 389 batimento cardíaco 0.857 808 sedação 0.801 227
alfentanilo 0.768 538 palpitações cardíacas 0.856 427 letargia 0.784 619
temazepam 0.762 558 batimento cardíaco acelerado 0.856 367 confusão mental 0.781 599
amissulprida 0.753 863 taquicardia 0.855 876 vertigens 0.761 623
midazolam 0.742 607 ritmo cardíaco lento 0.851 237 ataxia 0.747 047
tranquilizante 0.733 400 frequência cardíaca lenta 0.847 746 tremores 0.742 320
clonazepam 0.716 460 batimento cardíaco rápido 0.845 664 tremor 0.742 008
sedativo 0.716 204 acelerado 0.842 884 nervosismo 0.739 591
brotizolam 0.716 096 ritmo cardíaco rápido 0.838 991 coordenação 0.737 030

4.3 Word Embeddings Evaluation
In order to perform a basic evaluation task on the quality of the word embeddings generated
from LeMe–PT corpus, an intrinsic evaluation was built by making use of a specific word
similarity task, namely the outlier detection task [2, 5]. The objective is to test the capability
of the embeddings to generate homogeneous semantic clusters. It consists of identifying the
word that does not belong to a semantic class. For instance, given the set of words

S = {lemon, orange, pear, apple, bike} ,

the goal is to identify the word bike as an outlier of the class of fruits. One of the advantages
of this task is that it has high inter-annotator agreement as it is easy to identify outliers
when semantic classes are clearly defined.

To evaluate our embeddings model with the outlier detection task, five medical classes
were built. Each one consists of eight words belonging to a specific class and eight outliers
which do not belong to that class. The five classes are analgesics, antidepressants, autoim-
mune diseases, respiratory diseases and pharmaceuticals. The first four were elaborated by
consulting specialized medical websites and the last one by choosing the first 8 drugs (in
alphabetical order) from Infarmed. To give an example, Table 4 depicts the elaborated class
of antidepressants.

As in this example, the five classes and their corresponding sets of outliers are unambiguous,
thus there is no fuzzy boundary between class elements and outliers.

The outlier metric is based on a specific clustering method, called compactness score.
Given a set of word elements C = {e1, e2, . . . , en, en+1}, where e1, e2, . . . , en belongs to the
same semantic class and en+1 is the outlier, the compactness score compact(e) of an element
e ∈ C is defined as follows:

compact(e) = 1
n

∑
ei∈C
e̸=ei

sim(e, ei) (1)
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Table 4 Class of antidepressants and set of outliers.

Antidepressants Outliers

imipramina abiraterona
clomipramina serotonina
amitriptilina insónia
desipramina tremores
nortriptilina paracetamol
fluoxetina doença
paroxetina farmácia
citalopram carro

An outlier e is detected if the value of compact(e) is lower than the compact(ei), ∀ei ∈ C,
the scores of the words belonging to the class C. Two specific evaluation metrics are used:
accuracy measures how many outliers were correctly detected by the system divided by the
number of total tests. In [2], the authors also define Outlier Position Percentage (OPP)
which takes into account the position of the outlier in the list of n + 1 elements ranked by
the compactness score, which ranges from 0 to n (position 0 indicates the lowest overall score
among all elements in C, and position n indicates the highest overall score).

To compare the embeddings generated from LeMe–PT corpus with other models generated
from generic Portuguese corpora, we also applied the outlier task to three pre-trained
Embeddings from Inter-institutional Center for Computational Linguistics (NILC) [7]: NILC-
Word2Vec, NILC-FastText, and NILC-Glove.7

The three models contain 300 dimensions. They were generated from a vast corpus with
1 395 926 282 word tokens, i.e. about 600 times larger than LeMe–PT. NILC-Word2Vec and
NILC-FastText were trained with both the Skip-Gram and and Continuous Bag-Of-Words
(CBOW) algorithms.

Table 5 shows the accuracy and OPP scores obtained with the compared embedding models
with both Skip-Gram and CBOW algorithms (except for Glove as this is not applicable).
The CBOW model derived from LeMe–PT clearly outperforms the other generic CBOW
models. Concerning Skip-Gram, the differences are not so clear, although our model achieves
the highest OPP value. These results suggest that the corpus built from DPLs is coherent
and capable of generating competitive semantic models that are well adapted to the specific
domain of medical leaflets.

5 Conclusions

In this document we present LeMe–PT, a corpus on drug package leaflets. It is freely available
for download through a GitHub repository8, and includes a larger number of documents in
comparison with similar projects.

The documents are minimally annotated with a clear structure, allowing the extraction
of information from different sections. Given its compilation process was manual and
comprehensive, it includes drug leaflets from all medicine areas, and for every drug active
substance currently in the Portuguese market9.

7 Available at http://nilc.icmc.usp.br/nilc/index.php/repositorio-de-word-embeddings-do-nilc.
8 Please visit https://github.com/ambs/LeMe.
9 About twenty active substances included only one specific package, which did not have its leaflet

available.
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Table 5 Outlier Position Percentage (OPP) and Accuracy of several embedding models on the
outlier detection dataset with 5 classes.

Model OPP Accuracy

skip-gram cbow skip-gram cbow

LeMe–PT (word2vec) 87.81 96.88 62.50 87.5

NILC-word2vec 83.44 80.00 62.50 50.00
NILC-fasttext 83.44 78.75 62.50 42.50
NILC-glove 83.12 57.5

While some first experiments on the relevance of the corpus were performed, there are
different directions one can explore in the future:

Further annotation of the documents, namely on illnesses and secondary effects. This
process can be bootstrapped automatically, but a throughout manual validation would
be imperative. This would allow the use of the corpus for the evaluation of information
extraction tools.
Combine the simple text-mining techniques with basic natural language processing
techniques, in order to obtain higher quality data.
Apply Named Entity Recognition (NER) techniques to extract relevant entities, and use
these entities with Open Information Extraction techniques [4] to improve recall and
extract more types of relationships between the different kind of entities present in these
documents.
The availability of these documents should be cross-country, meaning the possibility
to create parallel or, at least, comparable corpora with a high degree of terminological
information.
Given the relevance of the SNOMED Clinical Terms10 ontology, it would be interesting
to perform a concept alignment with this structure, which could result on a bootstrap
mechanism for a Portuguese subset of SNOMED CT.
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Abstract
Named Entity Recognition (NER) is an essential step for many natural language processing tasks,
including Information Extraction. Despite recent advances, particularly using deep learning tech-
niques, the creation of accurate named entity recognizers continues a complex task, highly dependent
on annotated data availability. To foster existence of NER systems for new domains it is crucial to
obtain the required large volumes of annotated data with low or no manual labor. In this paper it
is proposed a system to create the annotated data automatically, by resorting to a set of existing
NERs and information sources (DBpedia). The approach was tested with documents of the Tourism
domain. Distinct methods were applied for deciding the final named entities and respective tags.
The results show that this approach can increase the confidence on annotations and/or augment
the number of categories possible to annotate. This paper also presents examples of new NERs
that can be rapidly created with the obtained annotated data. The annotated data, combined with
the possibility to apply both the ensemble of NER systems and the new Gazetteer-based NERs to
large corpora, create the necessary conditions to explore the recent neural deep learning state-of-art
approaches to NER (ex: BERT) in domains with scarce or nonexistent data for training.
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Digital Object Identifier 10.4230/OASIcs.SLATE.2021.11

1 Introduction

Named entities are single-word or multi-word expressions that refer to specific individuals,
such as people and organizations, or denote other concrete information such as postal and
e-mail addresses or dates. They are expressed using specific patterns (ex: addresses, dates,
e-mails) or composed by a sequence of nouns referring a single entity as, for instance, “António
Guterres” or “The Secretary-General of the United Nations” which, in 2021, refer to the
same person.

Automatic recognition of these named entities is the objective of Named Entity Recognition
(NER) [20], a key step used in several natural language processing (NLP) tasks. Its goal
is to identify single-word or multi-word expressions in texts and classify them using a set
of categories that usually include names of that usually include names of organizations
and people, locations, and time references. Due to this need to both identify and classify,
some approaches split the task in two parts: first, detection of named entities; second,
Named Entity Classification (NEC). The complete set of categories depends on the type of
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information to be detected. For instance, if you need to extract information about restaurants,
the set of categories may include organizations (the name of the company), types of food,
locations, service hours, among other.

The range of NLP tasks that benefit from NER include Information Extraction (IE) [29, 19],
Business Intelligence [31], Forensics [2], Medicine [30] and question answering systems [6].
In general, detecting named entities prevents later steps of processing to break multi-word
entities in segments that can lose the original meaning. In IE, the correct recognition of
named entities is crucial, for example, to be able to detect in documents which entities are
the subjects and objects. For example, a text: “Researcher Emanuel Matos at the University
of Aveiro”, a typical IE processing sequence is called entity detection (in this case “Emanuel
Matos” and “Universidade de Aveiro”), classification (PERSON and ORGANIZATION,
respectively), and extraction of relationship(s) between the identified entities.

Despite their potential and relevance for NLP, the performance of out-of-the-box NER
systems is not always adequate for specific domains, preventing its wider adoption. Most
systems provide methods to train and adapt them to concrete applications but this adaptation
is usually limited to developers with in-depth knowledge of the area and/or having access
to large amounts of annotated texts. To obtain or create annotated data that associates
words or sequences of words to a type of entity is essential and in general a major problem.
Another challenge is to train existing systems using these data. Not just expressing data in
the format(s) accepted by existing systems but also doing so in a way non-developers feel
comfortable with.

Aiming to mitigate the problems highlighted above, the following main objectives were
adopted for the work presented in this paper:
1. Develop processes to simplify the creation of NER systems for new domains, starting by

the creation of the needed annotated data;
2. Make NER deployment as easy as possible in order to used by non specialists, contributing

to breaking existing usage barriers thus fostering wider adoption of such systems.

After this initial section establishing motivation, problem(s), relevance and main objectives,
the rest of the paper is structured as follows: Section 2 presents a brief view of current
approaches to NER, NER systems for Portuguese, as well as information regarding sets of
categories considered in previous work; Section 3 presents the proposed solution, involving
an ensemble of NERs; initial representative results are presented in Section 4; Section 5
concludes the paper with some discussion of the results and pointing to several lines of
research for the future.

2 Related Work

As many other natural language processing tasks, Named Entity Recognition (NER) can
be achieved either using rule based or data driven (machine learning) approaches. Some
approaches are better adjusted to a specific scenario depending on the entities to detect. To
detect entities with well-defined and mandatory surface patterns, such as e-mail addresses,
postal codes, telephone numbers, among other, rule-based approaches allow to code compact
patterns that are quite effective to detect (almost) all entities. To detect entities whose
patterns may differ in format (capital letters) without impeding human recognition of the
entity, such as names of people, streets, organizations, etc., data-based approaches are best in
handling these more flexible patterns, we can recognize more easily the surrounding contexts
checking the highest frequency at which these entities are likely to appear. In software
applications, the named entity task often uses a mix of both approaches to detect entities.
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2.1 Current Approaches to NER
Considering the mentioned two main types, the most relevant approaches are:

Rule-based NER – covering both systems based in patterns and in lists (the so-called
Gazetteers).
Surface Patterns – Surface patterns NER are usually implemented using regular expres-

sions, or regex for shorthand, which are sequences of characters that specify search
patterns. They are easy to implement but are quite sensitive to errors as they can break
patterns and thus cause detection failures. Also, improvements come with increasing
complexity as rules can interact, and their order can be meaningful, which makes more
difficult to manage the rule set [9]. One of the main challenges of creating handcrafted
rules is that it can be very time consuming to compile a comprehensive set of rules
when target entities do not have well-defined and mandatory surface patterns. It can
also be difficult to port the solution to other application contexts. For entities with
well-defined surface patterns this approach is often easy to implement and provides
reliable results.

Gazetteers – A gazetteer is a geographical dictionary or directory. In NLP context, the
term gazetteer was further extended and now means a list of items that often include
organizations, people names, alongside geographical entities such as cities or landmarks.
Approaches using gazetteers can be as simple as matching candidate portions of text
against the lists and having the decision just based on the existence in the list. More
sophisticated methods of using gazetteers include using them as triggers in which a
keyword can be used to find an entity (for example, Ms. can be used to identify that
the next statement is a person), This approach is easy and can get rather good results.
Unfortunately, the creation and maintenance of the lists can be a hard and tedious
process and it also has problems with ambiguity (ex: gate can be an object or a name
of a person depending on the context).

NERs using Machine learning – Machine learning methods are more flexible to adapt to
distinct contexts provided that exists enough data about the target context. Diverse
machine learning methods have been applied to NER. They can be categorized in three
main branches that have distinct needs of training data: (1) supervised learning, (2)
unsupervised learning and (3) reinforcement learning.
The supervised learning methods use a training set (a corpus) that was already manually
labeled by experts. The unsupervised learning method consumes an untrained data set
and extract patterns from it, contrary to the supervised method this one doesn’t need a
labeled training set. The reinforcement learning method uses agents to learn polices [12]
that can be used to label an untrained data set. These agents are trained using a reward
system. Machine learning methods that were successfully applied to NER over the years
include:

Hidden Markov Model (HMM) – HMM is a statistical Markov model in which the
system being modeled is assumed to be a Markov process with unobservable, hidden,
states. There is another process, visible, whose behavior depends on the underlying
hidden process. The goal is to learn about the hidden process by observing the visible
one. NER is considered as a classification problem where the named entity class is the
hidden part and the textual form the visible one. The goal is to decide which word is
part of some name or not part of any name, and only one label can be assigned to a
word in each context. Therefore, the model assigns to every word either one of the
desired classes or a label representing none of the desired classes.

SLATE 2021
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Support Vector Machines (SVM) – SVM are supervised learning models with associ-
ated learning algorithms that analyze data for classification and regression analysis.
Support vectors are data points that are closer to the decision boundaries that help
classify the data points. In NER, SVM classifies each word, using its context, to one
of the classes that represent region information and named entity’s semantic class.

Conditional Random Field (CRF) – In CRF, the prediction implements dependencies
between predictions. In NER, a linear chain CRF the decision if a word belongs to a
named entity class, or not, depends only the word itself and on the information of the
previous word. The CRF approach utilizes conditional probability to train untrained
data using a trained data set.

Recursive Neural networks – Most neural-based models for NER are based on some sort
of Long Short Term Memory (LSTM). LSTM are recursive neural networks in which
the hidden layer updates are replaced by purpose-built memory cells. As a result,
they may be better at finding and exploiting long range dependencies in data [16, 18].
Bidirectional LSTM are amongst the best performers and in these, word and character
embeddings are passed through a left-to-right LSTM and a right-to-left LSTM. The
outputs are combined to produce a single output layer. In the simplest method, this
layer can then be directly passed onto a softmax that creates a probability distribution
over all NER tags, and the most likely tag is chosen.

Transfer learning – Transfer learning reuses pre-trained models in order to perform a
different task. It’s very popular as it makes possible training deep neural networks
with small amounts of data. In NER it was used, for example, to develop NERs for
novel types of entities [28].

Transformers – Transformers [34], introduced in 2017, are a deep learning model based
on the attention mechanism designed to handle sequential input data, such as natural
language. Unlike RNNs, Transformers do not require data to be processed in order
allowing much more parallelization and, because of that, training with huge datasets.
This created the conditions for the development of pre-trained systems such as BERT
(Bidirectional Encoder Representations from Transformers) and GPT (Generative
Pre-trained Transformer) [24]. Transformers demonstrated their superior efficiency
in the recognition of named entities and in a variety of other classification tasks. A
variety of state-of-the-art NER systems were developed adopting BERT for different
domains and languages (ex: [32]).

2.2 Examples of Entities
Examples of entities considered over the years are presented in Table 1. The number of
entities was quite reduced in initial datasets, only 4 in CONLL 2003. Despite increase the
set continues to be limited, in most cases, to no more than 10.

2.3 NER systems for Portuguese
Several systems can detect and tag Named Entities in texts in Portuguese, being particularly
relevant the following:
Linguakit [11] – A Natural Language Processing tool containing several NLP modules,

developed by ProLNat@GE Group1, CiTIUS, University of Santiago de Compostela. It
can process 4 languages: Portuguese, English, Spanish, and Galician. One of its modules

1 http://gramatica.usc.es/pln/

http://gramatica.usc.es/pln/
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Table 1 Entities integrating a representative selection of datasets.

Dataset N Entities

CADEC 5 Adverse Drug Reaction (ADR), Disease, Drug, Finding, Symptom
CONLL 2003 4 LOC (location), ORG (organization), PER (person), MISC (miscel-

laneous)
i2b2 Challenges 16 Username, City, Patient, ZIP, Doctor, Country, Hospital, Profession,

Phone, State, Street, Medical Record, Date, Organization, Age, IDnum
MITRestaurant 8 Amenity, Cuisine, Dish, Hours, Location, Price, Rating, Restaurant

Name
MUC-6 6 PER (person), LOC (location), ORG (organization), PCT (percentage),

MON (month), DAT (date)
NIST-IEER 10 MUC + TIM (time), DUR (duration), CAR (cardinality), MEA (meas-

ure)
GUM 11 Person, Place, Organization, Quantity, Time, Event, Abstract, Substance,

Object, Animal, Plant
NAACL 2019 6 Organization, Person, Location, Geopolitical, Facility, Vehicles
re3d 10 Document Reference, Location, Military Platform, Money, Nationality,

Organisation, Person, Quantity, Temporal, Weapon

is a NER tagger that classifies entities into four classes: person, organization, local or
miscellaneous. The system employs lists of known entities (gazetteers) and a set of rules
that allow disambiguating entities that appear in more than one list (which can be, for
example, person or place).

FreeLing [23] - An open-source language analysis that, besides NER, it also implements
tokenization, MSD-tagging, syntactic parsing, and lemmatization. The supported lan-
guages are Catalan, English, Galician, Italian, Portuguese, and Welsh.

NLPyPort [10] – A Python development focused on Portuguese based on NLTK. Adopting
pre-existing resources and their adaptations, it provided better performance than the
existing Python alternatives in tokenization, PoS Labeling, stemming and NER.

StanfordNLP [27] – Also Python based, it contains useful tools to: convert a string contain-
ing natural language text into lists of phrases and words; perform morphological analysis;
obtain syntactic dependence structure (for more than 70 languages, using the Universal
Dependencies formalism); perform constituent analysis and co-reference resolution, detect,
and classify Named Entities. In addition, it can call the CoreNLP Java package.

AllenNLP [13] – A multilingual deep learning Python library for NLP developed by the
Allen Institute for Artificial Intelligence, one of the leading research organizations of
Artificial Intelligence. Using AllenNLP to develop a model is much easier than building a
model by PyTorch from scratch. Not only it provides easier development but also supports
the management of the experiments and its evaluation after development. AllenNLP has
the feature to focus on research development. More specifically, it is possible to prototype
the model quickly and makes easier to manage the experiments with a lot of different
parameters. In Allennlp, NER predictions are based in pretrained models. There are
many types of pretrained 2.

Representative recent examples of NER for Portuguese are briefly presented in Table 2.

2 In https://github.com/allenai/allennlp-hub/blob/master/allennlp_hub/pretrained/allennlp_
pretrained.py some pretrained models can be found.
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Table 2 Recent representative Work in NER for Portuguese.

Ref. Language Domain Technics

[25] Multilingual
(inc. Portuguese)

Webpages, Newspaper,
Several genres

HMM, CRF

[22] Brazilian Portuguese Legal LSTM-CRF
[26] Portuguese General CRF+LG
[21] European Portuguese Clinical BiLSTM-CRF
[8] European Portuguese Sensitive Data Rule-based, CRF, Random

Fields and BiLSTM
[32] Portuguese HAREM Golden collection BERT, CRF

In [25], the authors applied multiple techniques to different datasets to create an “out-
of-box” comparisons. Results revealed Stanford CoreNLP [F-measure=56.10%] as the best
system and NTLK [F-measure=30.97%] as the worst.

The LeNER-Br system [22], presented in 2018, was developed for Brazilian legal documents
The Paramopama training data set was used to train LSTM-CRF models with F1 scores
of 97.04% and 88.82% for Legislation and judicial entities. According to the authors, the
results showed the feasibility of the NERs for judicial applications.

Aiming to recognize named entities in many textual genres, including genres that differ
from those for which you were trained, Pirovani and coworkers [26], in 2019, adopted a hybrid
technique combining Conditional Random Fields with a Local Grammar (CRF+LG), that
they adapted to various textual genres in Portuguese, according to the task of Recognition
of Named Entities in Portugal at IberLEF 2019.

In 2019, Lopes and coworkers [21], addressed NER for Clinical data in Portuguese with
BiLSTMs and word embeddings, the state-of-the-art model at the time obtaining F1-scores
slightly higher than 80% and equivalent results for both Precision and Recall. The data set
was pre-processed by NLPPort [10] and processed by BiLSTM-CRF and CRF for comparison.
BiLSTM was superior in all comparisons for “In-Domain” models.

In a work published in 2020, NER was applied to sensitive data Discovery in Portuguese [8],
being used in the process of protecting sensitive data. A component was developed to extract
and classify sensitive data, from unstructured text information in European Portuguese
combining several techniques (lexical rules, machine learning algorithms and neural networks).
The rule-based approaches were used for a set of specific classes (ex: NumIdentificacaoCivil).
For the other classes of entities, CRF, Random Fields and BiLSTM were used. The datasets
used for training and testing were HAREM Golden Collection, SIGARRA News Corpus and
DataSense NER Corpus. This validation was carried out with the project’s stakeholders.
Although the global results with the use of lexicon-based models were inferior to the current
state of the art, for the TEMPO and VALOR entities the results were superior to those
obtained with other methodologies.

A first use of BERT in NER for Portuguese appeared in 2020 [32]. In this work, Portuguese
BERT models were trained and a BERT-CRF architecture was employed, combining transfer
capabilities of BERT with the structured CRF forecasts. Pre-training of BERT used brWac
corpus, which contains 2.68 billion tokens from 3.53 million documents and is the largest
Portuguese open corpus to date. Training of the NER model was done with First HAREM.
Tests with MiniHAREM dataset surpassed the previous state art (BiLSTM-CRF+FlairBBP),
despite being trained with much less data.

From the selected representatives of recent developments of NER for Portuguese it is
clear that: (1) the target domains are quite diverse, being different for all the selected
references; (2) the set of techniques applied is also diverse, often being adopted Machine
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Learning methods and tools, including more recent ones such as LSTM and BERT; (3) NER
for Portuguese continues to be a relevant and active area, with developments aligned with
state-of-the-art evolution; (4) there are signs of expansion of application areas/domains.

3 Proposed solution – NER without annotated data using an
Ensemble of NERs

To provide annotated corpora for development of new NER systems we propose to explore the
combined use of several existing NER systems and resources capable of providing information
regarding entities and their types, for example DBpedia [3, 4].

3.1 Overview of the system
The complete system derives directly of the main idea of the proposal – explore an ensemble
of NERs – and consists of 4 phases, as represented in Fig. 1, that will be described in the
following sections.

Figure 1 Overview of the proposed process for automatic tagging of named entities by using and
Ensemble of NERs, showing its 4 phases.

3.2 Phase 1: Obtaining documents for the domain
For an initial proof-of-concept related to tourism were selected. A set of sources were
selected manually, and the text scrapped using the Scrapy library for retrieving documents
and BeautifulSoup library for getting document data. One of the main sources selected
was Wikivoyage [35]. Based on the tool’s ease of use concept, the manual extraction
option, without advanced features, was implemented to adjust expectations regarding the
development of the work and evaluate the capture properties of possible entities without
advanced techniques. The option for Tourism domain resulted from our previous work in this
domain [33], selected by the high potential of automatic information extraction to provide
relevant information to several domain stakeholders (e.g., hotel managers).

3.3 Phase 2: Application of an Ensemble of NERs
From the NERs capable of processing texts in Portuguese, a subset was selected covering
the main types. As representative of rule based and gazetteer approaches was selected
Linguakit [11]. Allen NLP [13] was selected as a representative of a machine learning
approach. As 3rd NER of the ensemble a system based in DBpedia was selected.

SLATE 2021
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For integration of Linguakit in the system a simple Python wrapper script was created to
invoke the Perl implementation and load and process its output.

A Python script was also created for the NER based in Allen NLP, but in this case using
allennlp Python library [1] Predictor class. Publicly available modules were used 3.

The DBpedia-based NER was developed by the authors in Python using the SPARQL-
Wrapper library [17] to make SPARQL queries to DBpedia endpoint. The overall process is
presented as pseudo-code in Algorithm 1.

Algorithm 1 DBpedia-based NER.

input : text file, maxl =max length of word sequences
output : two column dataframe with word and tag

1 read cache from file;

2 /* read text, tokenize and create dataframe with 2 columns (1st with
words, 2nd with tag initialized to “O”) and words list */

3 dataframe , words_list← init_from_file(filename);

4 for l← 1 to maxl do
5 for pos← 0 to len(words_list)− l + 1 do
6 word_seq ← words_list [pos ]+ .. + words_list [pos +l-1] ;
7 dbpedia_result =query_DBpedia (word_seq) ;
8 selected_result = postprocess (dbpedia_result) ;
9 tag =get_super_class (selected_result) ;

10 add tag to dataframe [pos ];
11 add (word_seq, tag) to cache;
12 end
13 end
14 save dataframe to CSV file;
15 save cache to JSON file;

All 3 NERs save their output as CSV files to allow access to all intermediate processing
results and simple communication with the following phases.

3.4 Phase 3: Combination of the outputs of the Ensemble of NERs
The Phase 3 goal is to create new tag candidates from the tags produced by the 3 NERs. For
the initial proof-of-concept version, two decision strategies were implemented: Winner Take
All (WTA) which assigns to each word the most common tag, augmenting the confidence in
the tags; Entity detection (ENTITY), that tags words as only Entity or not, producing
annotated data useful to train entity detectors (not including classification of the entity).

3.5 Phase 4: Exploration of the results
The obtained annotated data from previous phase can be explored in several ways: analyzed
in terms of agreement among NERs; evaluated against manually annotated data; Named
Entities annotated extracted and used to create Gazetteer-based NERs; used to supervised
training of data-driven machine learning NERs.

3 https://storage.googleapis.com/allennlp-public-models/ner-model-2020.02.10.tar.gz

https://storage.googleapis.com/allennlp-public-models/ner-model-2020.02.10.tar.gz
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4 Results

In this section are reported the initial results obtained with the proposed system, starting
with representative examples of obtained annotations based on combining the output of the
3 NERs.

4.1 Examples of obtained annotations
Illustrations of the obtained results with the ENTITY and WTA strategies for a text example
are presented in Fig. 2.

Figure 2 NER Tagging of text from https://pt.wikivoyage.org/wiki/Coimbra. WTA results
at left, ENTITY results at right.

The results obtained with a text example are presented in Fig. 2 for the strategies
ENTITY and WTA. By combining the entities marked by the 3 annotators (at bottom
right) it is possible to detect entities such as “Centro de Portugal” or “Península Ibérica”.
WTA strategy achieves a lower recall caused by Linguakit and Allen NERs (almost) only
detecting PERSON and LOCATION, with large disagreements among them. AllenNLP
seems to favor PERSON and classifies, for instance, “Praça Barão da Batalha” as PERSON
while Linguakit correctly classifies it as LOCATION. The major contributor for higher recall
using the ENTITY strategy is the DBPedia-based NER, frequently contributing with the
tags necessary to mark text segments as ENTITY.

4.2 NERs output analysis
The outputs of the 3 NERs were compared with the outputs of the Ensemble of NERs
(WTA and ENTITY) for a better understanding on their behavior, and thus complementing
the qualitative analysis of the annotation results. The analysis started by looking both
confusion matrices and computing a simple similarity measure (Jaccard similarity calculated
not considering the cases where “O” BIO tag was assigned by the NERs being compared).
Examples of confusion matrices obtained for the same text used in Fig. 2 are presented in
Fig. 3, and the results for Jaccard similarity in a set of 39 texts are presented in Table 3.

The confusion matrices and the Jaccard similarity show that: (1) the 3 systems produce
quite dissimilar results, being the higher Jaccard similarity only 0.422 (for Linguakit versus
DBPedia-based NERs); (2) many of the entities marked as LOCATION by Linguakit and
DBPedia are tagged as PERSON by AllenNLP; (3) DBPedia NER detects a richer set of

SLATE 2021
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Figure 3 Confusion matrices for the tags assigned by the 3 NERs to the text https://pt.
wikivoyage.org/wiki/Amarante: At left, AllenNLP (NER1) vs Linguakit (NER2), right, AllenNLP
vs DBpedia NER (NER3).

Table 3 Jaccard similarity among NER tags for a set of 30 Wikivoyage texts. Individual results
for a sample of the texts is presented as well the average (M) and standard deviation for the complete
set of texts (at the bottom of the table).

NER1 NER2 NER3 WTA
NER2 NER3 ENT WTA NER3 ENT WTA ENT WTA ENT

Coimbra 0.223 0.180 0.613 0.429 0.387 0.709 0.705 0.256 0.690 0.397
Luanda 0.480 0.696 0.667 0.804 0.517 0.753 0.830 0.333 0.792 0.580
Roma 0.318 0.667 0.705 0.667 1.000 0.795 0.733 0.034 1.000 0.341

M 0.346 0.336 0.632 0.579 0.422 0.631 0.649 0.431 0.750 0.512
STD 0.201 0.214 0.105 0.162 0.219 0.193 0.146 0.253 0.170 0.140

entities than the other two; (4) WTA tags are more similar to the DBPedia-based NER
(M=0.75), demonstrating its usefulness; (5) the maximum Jaccard similarity for ENTITY is
just 0.63, for the comparisons with AllenNLP and Linguakit NERs, which can be interpreted
as the contribution of the several NERs to ENTITY annotations.

4.3 New NERs
As stressed before, to train data-driven NERs such as the Hybrid LSTM-CRF are necessary
substantial amounts of tagged data. To contribute to the existence of the needed data it
is crucial to tag as much text as possible and as fast as possible. For that, two new NER
taggers were created to profit from the combined results of the ensemble of NERs: one is a
fast implementation of a Gazetteer and the other one resorts to Finite State Transducers
(FSTs).

The first, a simple Gazetteer NER, was developed by the authors using Bloom
Filters [5] to store information about the entities. Separate filters were used for each number
of words in an entity, i.e., single word entities in one filter, 2-word entities in another, etc.

The second annotator, an FST-based NER, was implemented using the library pynini [14]
and adapting one of the examples in [15]. Briefly, the process consists of:
1. Construct transducers which insert the left and right tags.
2. Build a substitution transducer by concatenating these transducers to the left and right

of the deterministic Finite State Automata (FSA) we are trying to match. Its definition
needs: the left context for the substitution; the right context; and an FSA representing
the alphabet of characters we expect to find in the input.

https://pt.wikivoyage.org/wiki/Amarante
https://pt.wikivoyage.org/wiki/Amarante
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3. Create the substitution transducer which passes through any part of a string which does
not match.

4. Apply to a string. The simplest way to do so is to compose a string, apply it on the
transducer, and then convert the resulting path back into a string with:
output = pynini.compose(input_string, rewrite).string()

All word sequences marked as ENTITY were extracted from a corpus and used as lists.
As an initial experiment, the corpus consisted of the 36 texts from Wikivoyage used to
calculate the Jaccard similarities. The process resulted in a list with 379 entries, 176 with 1
word, 83 of 2 words, 59 of 3 words, etc. Both Gazetteer-based NERs were tested in texts
outside the corpus used to extract the list. Fig. 4 presents the results obtained for a text
sample.

Figure 4 Example of text (about Porto) annotated with the Gazetteer-based NER created with
lists derived from the automatic annotations obtained with the proposed system.

The Figure shows clearly that the Gazetteer-based NER could recognize several named
entities. A major problem is clear, the approach is not capable of handling continuous or
close parts of an entity (ex: “cidade do Porto”) and fails to recognize several entities (ex:
“Vigo”).

5 Conclusion

Aiming at making possible and simple creation of new NERs for domains without annotated
data available, the problem of automatic annotation of Named Entities is addressed in this
paper, being proposed the combined used of an ensemble of NER systems. The emphasis was
placed on creating annotated data based on several NERs. A first proof-of-concept of the
proposed method was implemented with 2 existing NER systems (AllenNLP and Linguakit)
and a DBpedia-based NER developed by the authors.

The main contributions of this paper are: (1) the method based on an ensemble of NERs
and combination of their outputs; (2) start of a new annotated corpus for experiments in
NER for Tourism domain; (3) fast new Gazetteer-based NERs.

The initial results revealed that combining the outputs of the NERs ensemble has potential
to both extend the set of entities (limited in systems as AllenNLP) and contribute to reduce
the difficulties distinguishing some entities (ex. AllenNLP and Linguakit present high degree
of disagreement for PERSON and LOCATION).
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With the combination strategy providing a 1-class annotation, designated as ENTITY,
the proposed system could detect an interesting set of Named Entities in texts related to
Tourism that were used to create initial versions of new Gazetteer-based NERs. The other
combination strategy, WTA, is useful to create higher confidence annotations for a set of
entities, such as those handled by Linguakit.

Future work
As the presented work is both a first step and an initial proof-of-concept, the future work is
rich and covering distinct lines of research, the most relevant being:

Improve the NERs integrating the Ensemble: Improve the NERs integrating
the ensemble: Particularly improve the performance of DBpedia-based NER, both in
augmenting its speed (ex: with a local Virtuoso server) and improving the decision of
Tags to keep from the DBpedia query results.
Addition of NERs to the Ensemble: Add other NERs to the ensemble: For example,
NERs specialized in using other sources of information (ex: YAGO and Wikipedia) and
ontologies.
Use tagged data to train NERs: train systems based on BERT [7] for instance, both
for ENTITY/NO-ENTITY tagging and to classify with tags adequate to the domain.
Improve the process of NERs output combination.
Test the system in new domains.
Integrate the newly obtained NERs in an Information Extraction pipeline.
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Abstract
This paper proposes a set of approaches for the semantic search of mobile applications, based on
their name and on the unstructured textual information contained in their description. The proposed
approaches make use of word-level, character-level, and contextual word-embeddings that have been
trained or fine-tuned using a dataset of about 500 thousand mobile apps, collected in the scope
of this work. The proposed approaches have been evaluated using a public dataset that includes
information about 43 thousand applications, and 56 manually annotated non-exact queries. Our
results show that both character-level embeddings trained on our data, and fine-tuned RoBERTa
models surpass the performance of the other existing retrieval strategies reported in the literature.

2012 ACM Subject Classification Information systems → Retrieval models and ranking; Information
systems → Document representation; Information systems → Language models; Information systems
→ Search engine indexing; Information systems → Similarity measures; Computing methodologies
→ Machine learning

Keywords and phrases Semantic Search, Word Embeddings, Elasticsearch, Mobile Applications

Digital Object Identifier 10.4230/OASIcs.SLATE.2021.12

Funding This work was supported by PT2020 project number 39703 (AppRecommender) and by na-
tional funds through FCT – Fundação para a Ciência e a Tecnologia with reference UIDB/50021/2020.

1 Introduction

The penetration of mobile devices in society has led most companies to see them as indis-
pensable means for being in close contact with their customers. According to [8], Google
Play Store has 2.6 million mobile apps available, Apple’s iOS App Store has 1.85 million, and
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Aptoide has about 1 million1, which creates an extremely tough competition between apps.
In terms of app downloads, in 2019 there were 204 billion app downloads, a number that
has been increasing over the years. However, many of these downloads consist of multiple
attempts to find the right app. Many downloaded apps are never used, and in 77% of cases,
apps are not used again within 72 hours of installation. This shows a big misalignment
between the supply of apps by the app stores (distribution services) and the demand for
them by the consumers (discovery). Furthermore, around 2019, 52% of apps were discovered
by word-of-mouth between acquaintances, friends or family, and only 40% were discovered by
searching app stores. These inefficiencies make app discovery and distribution a considerable
and extremely relevant challenge, since they take place in a market of massive penetration in
societies and seriously affect the relationship between companies and consumers.

Based on this problem, the strategic objective of the AppRecommender project is to
investigate and develop technologies capable of offering the right app, to the right customer,
at the right time, by proposing a semantic search engine. The goal is to optimize current app
distribution and discovery services and, inherently, to promote closer ties between companies
and their target customers. The impact will be to increase user simplicity, efficiency and
satisfaction in the discovery of apps, by optimizing the alignment between their needs,
characteristics and context with the apps offered by the app store. As for developers or
companies promoting mobile apps, the impact is on the level of increased proximity to target
consumers, and optimizing their commercial success. The work here described was developed
in the scope of the AppRecommender project.

This paper describes a dataset containing information about 500 thousand mobile apps,
collected in the scope of this work, and proposes a set of approaches for semantic search, using
the unstructured textual information contained in their name and description. The proposed
approaches make use of word-level, character-level, and contextual word-embeddings that
we have trained or fine-tuned with our available data. In order to evaluate the proposed
approaches, we have used the public dataset described in [14], which includes information
about 43,041 mobile applications and 56 non-exact queries previously annotated. Our results
show that both character-level embeddings trained on our data, and fine-tuned RoBERTa
models surpass the performance of the other existing retrieval strategies reported in the
literature for this database.

This paper is organized as follows: Section 2 presents an overview of the related literature,
focusing on existing work on semantic retrieval. Section 3 presents the data used in our
experiments, which consists of the data that we have collected to train or fine-tune our
models, and also the dataset that we have used for evaluation. Section 4 describes our set of
approaches. Section 5 describes the conducted experiments and the achieved results. Finally,
Section 6 summarizes the most relevant contributions, and presents the future work.

2 Related Work

As previously mentioned, there is a big misalignment between the supply of apps by the app
stores and the demand for them by the consumers. In fact, this happens even considering
that mobile app stores have search engines that allow users to find apps according to a
provided query.

In general, although difficult to assess as they are proprietary, commercial app stores
use keyword-matching approaches and are based in search engines, such as Lucene [4], or in
open-source solutions, such as Solr [20] and Elasticsearch [1], built on top of Lucene.

1 https://pt.aptoide.com/company/about-us

https://pt.aptoide.com/company/about-us
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In order to improve search results, several strategies have been explored. For example,
Mobiwalla [5, 6], a search engine based on Lucene, uses natural language processing techniques
such as stemming and lemmatization to create multiple versions of the original query and
synonyms or hyponyms for generalization. Another strategy is to use topic information.
Topic modeling captures the main themes of a collection of documents, thus improving search
on that collection [2]. Zhuo et al. [24] enrich queries and apps representations with topics
(based on the titles and descriptions of the applications) and tags (a filtered combination
of human labels and tags obtained by crawling the web and usage data regarding each
application) to improve semantic matching. Park et al. [14] also explore topic information by
jointly modeling apps descriptions and reviews and generating apps representations based
on their descriptions, using this topic model. In a subsequent work, Park et al. [13] explore
social media data to model the implicit intention of a user query. They create a parallel
corpus containing aligned text spans that associate explicit intentions to the corresponding
implicit intentions ([I want pizza]explicit because [I’m hungry]implicit). They use this data
to infer the intention associated with a query and then use a relevance model to find the
apps that match this intention. Ribeiro et al. [18] also use topic models to improve the
semantic matching between the query and the apps. However, the focus is on how topic
models (applied to the description of the apps) can be used to infer keywords to expand the
queries sent to standard search engines.

Closer to our work, and given the successful use of word embeddings in several speech
and language processing problems [7], recent work on retrieval tasks also focused in exploring
these representations. For example, Yao et al. [22] train user specific word embeddings
(using her/his personal data) and use them to compute representations of user queries
and documents. The matching between queries and documents is done using a neural
matching model. This was experimented in search logs. Samarawickrama et al. [19] also
explore embeddings for searching in Twitter. They also train user specific word embeddings
and use them for query expansion. Yates et al. [23] survey methods for text ranking (i.e.,
score a collection of textual documents with respect to a query) leveraging neural language
models. They distinguish between dual-encoders and cross-encoders. The former encode
queries and documents independently, performing better temporally, while the latter encode
concatenations of queries and documents, generally obtaining better results, but not suitable
to search over large collections, given its computational cost.

3 Data

The dataset used in the scope of this work was built from scratch, by scrapping Aptoide’s
API, and is publicly available2 for reproducible purposes. A first endpoint was used to
extract general data about applications, including the title, Aptoide identifier, added date,
update date, and a set of statistics. The Aptoide identifier was then used to query two other
endpoints for application-specific information. The second endpoint contains information
regarding the developer, required permissions and the description. The third endpoint
contains information about the categories associated with the application.

The first endpoint returned information about 499 thousand applications. For those, the
second and third endpoints were queried, returning information for 436,969 of them. The
observed discrepancy in values occurred, not only due to missing information on the API,
but also due to privatization and/or discontinuation of applications.

2 https://apprecommender.caixamagica.pt/wordpress/resources/
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The relevancy statistics in our dataset include the number of downloads, the average
rating, and the total number of ratings of each of application. An initial analysis revealed
that the vast majority of the applications were not of much value. This is supported by the
high number of applications with very few downloads (Figure 1), and by the high number of
applications that have never been rated (414,053). For the applications that were rated at
least once, the average rating distribution is depicted in Figure 2. Nonetheless, we considered
the average rating not to be a very descriptive measure, due to an average number of total
ratings of approximately 4.
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Figure 2 Rounded average rating distribution.

This way, we hypothesised that searching the whole dataset may not be ideal due to
the irrelevant nature of the majority of the applications. As such, we derived a subset of
relevant-only applications to search upon, based on four heuristics:
1. The top-5000 downloaded applications which were updated in the last 2 years;
2. The top-5000 downloaded applications which were updated in the last 6 months;
3. The top-1000 rated applications, with at least 200 rates and 1000 downloads;
4. The top-750 with more rates, added in the last 3 months, with at least 1000 downloads.
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The objective was to consider applications that are widely used, not leaving out recent
ones that are being updated constantly. The applications were also filtered to consider only
those with descriptions in English. Since the information about the language is not included
in our dataset, we used PyCLD3 (Python bindings for Google’s CLD3 language detection
model) to automatically detect it.

Overall, after removing duplicates, we ended up with 5,819 relevant applications. For
each one of those applications, their name, description, downloads, average rating, total
rating, added date and last update date were indexed in Elasticsearch.

The remaining non-relevant applications were stored in raw text files, since their textual
data (name and description) constitute relevant resources for training our language models.
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Figure 3 Distribution of the number of tokens for application’s names (left) and application’s
descriptions (right). Green triangle represents the mean value, whereas the yellow line represents
the median.

Figure 3 shows some basic statistics about the number of words that constitute both
the application name and description, after removing some of the most salient outliers for
visualization purposes. The figure reveals that the name of an application usually contains
more than 2 tokens, and that it’s description ranges from less than 100 tokens to more than
300 tokens. The following text is an example of an application description containing 111
words and multiple sentences.

Don’t Starve: Pocket Edition, brings the hit PC game enjoyed by over 6 million
players to Android.
Now you can experience the uncompromising wilderness survival game full of
science and magic on the go! Play as Wilson, an intrepid Gentleman Scientist
who has been trapped and transported to a mysterious wilderness world. Wilson
must learn to exploit his environment and its inhabitants if he ever hopes to
escape and find his way back home.
Enter a strange and unexplored world full of strange creatures, dangers, and
surprises. Gather resources to craft items and structures that match your survival
style. Play your way as you unravel the mysteries of this strange land.
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4 Approach

The main objective of our proposal was to compare semantic with lexical search in the
context of mobile applications. Sections 4.2 to 4.3 introduce the models used to do so. For
this, we consider both word-level and character-level word embeddings, to access which works
better in this domain. Then, we compare both to contextual embeddings, generated through
Transformer-based neural language models. Section 4.4 describes the indexing and searching
mechanisms.

4.1 GloVe Word Embeddings
GloVe [15] is a model for unsupervised generation of static word embeddings. Alike
Word2Vec [12], it uses local context window methods, but combines it with word-word
correlation matrix factorization. We used a pre-trained model on textual data from Wikipe-
dia and Gigatext, with 100-dimensional vectors.

To generate the embeddings for application’s names, the strings are lower-cased and
out-of-vocabulary words are removed. For descriptions, besides lower-casing and out-of-
vocabulary word removal, stop-words words are removed. The models are used to generate
word-level embeddings, and the average of the vectors is used as a final sentence embedding.

4.2 FastText Word Embeddings
FastText [3] follows an approach similar to Word2Vec [12], but each word is represented as a
bag of character n-grams. This way, character-level embeddings are considered, instead of
word-level representations.

In preliminary tests, we compared a CBOW [12] fastText model (FT1), pre-trained on
English Common Crawl considering word 5-grams, to the aforementioned pretrained GloVe
model. As the results favored the character-level embeddings, we trained a CBOW fastText
model (FT2) from scratch using out textual data (see Section 3).

Since these models are quite big, we reduced the dimension of the vectors from 300 to
100, using the dimension reduction tool provided by fastText python library.

For both FT1 and FT2, the process to generate embeddings is the same, which is
the default behaviour of fastText’s embedding generation tool, with minor changes. For
application’s names, the strings are lower-cased. For descriptions, besides lower-casing,
stop-words are also removed. The nature of these embeddings (character-level) allow for out-
of-vocabulary words to be included. The models are used to generate word-level embeddings,
which are then normalized by their L2 norm. The average of the vectors with positive L2
norm is taken as a final sentence embedding.

4.3 RoBERTa Contextual Embeddings
The main limitation of the previous models is that a word always has the same vector,
despite the context of its usage. As such, we consider the usage of Contextual Embeddings,
which are context-dependent representations that capture the use of words across multiple
scenarios [10]. We explore the usage of a fine-tuned neural language model as a dual-encoder
in the context of a mobile application search engine, since good results have been reported
in other retrieval contexts [9, 16, 17], and dual-encoders make it possible to pre-compute
and index representations for the application’s textual data.

We start by fine-tuning RoBERTabase [11] on a masked language modelling task, using
the Huggingface Transformers library [21]. We split our textual data (see Section 3) into
train and test sets (90% and 10%, respectively). The text in the train set is processed into
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sets of 512 tokens by RoBERTa’s original tokenizer, with a masking probability of 15%. The
model was trained during 1 epoch with a batch size of 4, using a cross-entropy loss function.
The test set was used to evaluate the fine-tuned model, which achieved a perplexity of 4.54
on a mask prediction task.

We further trained the model on a semantic similarity task, using the Sentence Trans-
formers library [17]. For this, we synthetically build queries by concatenating an application’s
name with its categories. Then, each query is associated with the description of the applica-
tion. This way, we build a collection of (query, relevant description) pairs. Within a training
batch of size 8, triplets are built from the pairs, in the form (query, relevant description, fake
description). The relevant description of a given query is used as the fake descriptions for
the others, which allows for 8 × 7 = 56 training examples per batch. The model is used to
generate representations for the query and the descriptions, and scores are obtained from the
cosine similarity between the representations of the query and the descriptions. The objective
is to minimize the negative log-likelihood of softmaxed scores. The whole textual dataset is
used to train, except for 500 random applications which were used to evaluate. For those
applications, queries were built as previously described, and a description corpus was built
from their descriptions. The model was used as a dual-encoder to rank the 500 descriptions
for each query. Given that each query only has one relevant description, we computed the
Precision@1, the Recall@10, and the MRR@10. The results were 0.8795, 0.9732, and 0.9167,
respectively.

Given a sentence as input, the final model (henceforth RoBERTapp) is used to generate
representations through mean pooling of the word token embeddings of the last hidden-layer.

4.4 Indexing and Searching
The previous models were used to generate representations for the name and description
of applications to be indexed (see Section 3). The representations were pre-computed, and
stored along with the name and description of each application in an ElasticSearch index.
The name and description are used to perform the classic lexical search. We built an interface
to allow us to query this index, where we can choose which model to use, and which fields to
consider (i.e., name, description, or both).

Searching with the lexical model uses the standard ElasticSearch analyser to process the
query, which was also used to process the indexed textual data. Given a query q, the Lucene
Scoring Function is used to compute the scores over the chosen fields, combining them if
more than one:

score(q, a) =
∑
f∈a

LSF(q, f) , (1)

LSF(q, f) = 1√∑
t∈q idf(t)2

× |q ∩ f |
|q|

×
∑
t∈q

(
tf(t, f) · idf(t)2 · wf√

|f |

)
, (2)

where f are application a’s textual fields (in our case, name and/or description), t are the
query’s tokens, tf is the term-frequency, and idf is the inverse document frequency.

Searching with the vector-based models leverages ElasticSearch’s built-in cosine similarity
function. Representations for queries are generated at run-time, using the chosen model.
Given a query q and an application a, the score is computed as follows:
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score(q, a) = α sim(M(q), M(an)) + β sim(M(q), M(ad)) , (3)

where M is the model encoding function, an is an application’s name, ad is an application’s
description, sim is the cosine similarity function, and α, β are combination weights. Note
that M(an) and M(ad) are already indexed, only M(q) is generated at run-time.

Ultimately, given a query and a model, the scores are computed and the top-N scoring
applications are retrieved.

5 Experiments and Results

Since our dataset does not include any queries and relevance judgments, we evaluate our
models on the data provided by Park et al. [14], before manually analysing the results of the
models on our indexed data.

This dataset contains information about 43,041 mobile applications including name and
description. The dataset also features 56 non-exact queries (i.e., queries with a meaningful
semantic context, instead of an application’s name). For each one of the queries, 81 applic-
ations are labelled with a relevancy score of 0 (not relevant), 1 (somewhat relevant), or 2
(very relevant). These scores were manually annotated.

The authors used the Normalized Discounted Cumulative Gain as the evaluation metric,
which takes the full order of the item list and graded relevances into account:

DCG@k = R(1) +
k∑

i=2

R(i)
log2(i) , (4)

NDCG@k = DCG@k

IDCG@k
, (5)

where R(i) is a function that returns the relevance value of the passage at rank i. The
index of the passage up to which the ranking is considered is represented by k. The DCG is
normalized with the ideal DCG (IDCG), i.e., the DCG of a perfectly sorted result.

Table 1 shows the results for the evaluation of our models, which was conducted under
the same conditions as reported by Park et al. [14], i.e., ranking the 81 labeled applications
for each one of the 56 queries.

For comparison, Table 2 shows results achieved by Google Play and LBDM reported by
Park et al. [14], and results achieved by lexical models leveraging topic modelling techniques,
reported by Ribeiro et al. [18], for the same scenario.

The results show that the pre-trained models (GloVe and FT1) performed worse than
previous approaches. On the other hand, FT2 and the RoBERTapp models surpass previous
approaches. We can also conclude that searching considering the name and description is,
overall, the most advantageous combination. In this scenario, RoBERTapp achieved the best
results for NDCG@{3,25}, and the best scores for NDCG@{5,10} were achieved by FT2.

RoBERTapp is the best model when dealing with descriptions only, perhaps due to the
second fine-tuning task, which consisted in scoring descriptions based on a synthetic query.
Conversely, FT2 is superior to RoBERTapp when searching with name only.

Since models FT2 and RoBERTapp performed well, we manually evaluated them on
our relevant application index, considering names and descriptions. We query the index
as described in Section 4.4. As expected, when the query corresponds or is close to an
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Table 1 NDCG@{3,5,10,25} for the multiple models, considering application’s name and descrip-
tion (N+D), only name (N), and only description (D).

NDCG@3 NDCG@5 NDCG@10 NDCG@25
GloVe (N + D) 0.527 0.523 0.522 0.538
GloVe (N) 0.523 0.514 0.512 0.529
GloVe (D) 0.504 0.491 0.489 0.508
FT1 (N + D) 0.540 0.521 0.532 0.543
FT1 (N) 0.512 0.507 0.513 0.529
FT1 (D) 0.462 0.466 0.461 0.476
FT2 (N + D) 0.587 0.589 0.582 0.600
FT2 (N) 0.595 0.582 0.571 0.582
FT2 (D) 0.519 0.529 0.519 0.545
RoBERTapp (N + D) 0.616 0.587 0.581 0.605
RoBERTapp (N) 0.582 0.570 0.568 0.590
RoBERTapp (D) 0.585 0.581 0.577 0.585

Table 2 NDCG@{3,5,10,25} achieved by Google Play and LBDM [14], and achieved by lexical
models considering applications’ description and topics [18].

NDCG@3 NDCG@5 NDCG@10 NDCG@25
LBDM 0.584 0.563 0.543 0.565
Google Play 0.589 0.575 0.568 0.566
BM25F 0.574 0.542 0.527 0.544
ElasticSearch 0.552 0.532 0.504 0.519

application name, none of the models had problems retrieving the correct applications. Since
our objective is to enrich a search engine with semantic capabilities, we further tested with
non-exact queries. Table 3 shows the results for three example queries. Note that this
search was conducted in the setup described in Section 4.4, considering only the embeddings
generated by the models. This is, no other information regarding relevance (e.g., downloads,
ratings, etc...) was considered, so as to better access the usefulness of semantic models.

The semantic models were able to retrieve relevant applications which fit the scope
of the non-exact queries. For example, searching for “social network” with RoBERTapp
returned the most widely-used social networks. One can argue that FT2 worked better than
RoBERTapp for the query “airline tickets”, since the latter returned a game as the top-result.
Still, overall, both models provide more appropriate results than the lexical model.

6 Conclusions and Future Work

This paper proposes a set of approaches for semantic search of mobile applications, which use
clues contained in the name and textual descriptions of these applications for selecting the most
relevant ones for a given query. Our approaches are based on word-level (GloVe), character-
level (fastText), and on contextual (RoBERTa) word-embeddings. We have described the
process of collecting a dataset, containing information about mobile apps, that was further
described and used for training and fine-tuning our models. The proposed approaches have
been evaluated using a publicly available dataset of mobile applications, and the results
achieved show that both character-level embeddings, trained on our data, and fine-tuned
RoBERTa models, fine-tuned also using our data, when applied in an unsupervised way,
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Table 3 Comparison between the lexical model and the semantic models (FT2, RoBERTapp) for
non-exact queries, considering name and description. The ordered top-5 results are shown.

Query: “social network”
Lexical RoBERTapp FT2

Hornet - Social Network Facebook Peeks Social
BandLab – Music Studio & So-
cial Network

Instagram Network Browser

Pi Network Twitter Hornet - Social Network
Network Browser Internet Cartoon Network App
Peeks Social Facebook Viewer Air-Share

Query: “food at home”
Lexical RoBERTapp FT2

Domino’s Pizza - Online Food
Delivery App

EatSure - Food Delivery | Order
Food Now!

foodpanda - Local Food & Gro-
cery Delivery

Mixer – Interactive Streaming foodpanda: Fastest food deliv-
ery, amazing offers

EatSure - Food Delivery | Order
Food Now!

Trendyol - Online Shopping foodpanda - Local Food & Gro-
cery Delivery

Swiggy Food Order & Delivery

DoorDash - Food Delivery DoorDash - Food Delivery Zomato - Online Food Delivery
& Restaurant Reviews

foodpanda - Local Food & Gro-
cery Delivery

Toca Kitchen Sushi Restaurant Glovo: Order Anything. Food
Delivery and Much More

Query: “airline tickets”
Lexical RoBERTapp FT2

Privat24 Airline Commander - A real
flight experience

MakeMyTrip-Flights Hotels
Cabs

Trip.com: Flights, Hotels, Train Southwest Airlines Cleartrip - Flights, Hotels, Train
Booking

OpenSooq American Airlines ebookers - Hotel, Flight, Car
Hires

Flüge.de Flightradar24 Flight Tracker Goibibo - Hotel Car Flight
KAYAK flights, hotels & car hire MakeMyTrip-Flights Hotels

Cabs
Trip.com: Flights, Hotels, Train

surpass the performance of the other existing retrieval strategies reported in the literature.
We further confirmed that the proposed semantic-related models capture the scope of non-
exact queries, which lexical models struggle to do, by manually searching over our relevant
applications index.

In the near future, we are planning to improve our RoBERTa model by considering
additional unsupervised/semi-supervised training tasks. The reported experiments use only
the similarity between the query and each one of the candidate applications. We are also
planning to create a multi-criteria retrieval system that takes into account other relevant
information, such as the number of downloads, rating and the fact that a given application
was updated recently.
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Abstract
Process invocations happen with almost every activity on a computer. To distinguish user input
and potentially malicious activities, we need to better understand program invocations caused
by commands. To achieve this, one must understand commands’ objectives, possible parameters,
and valid syntax. In this work, we collected commands’ data by scrapping commands’ manual
pages, including command description, syntax, and parameters. Then, we measured command
similarity using two of these – description and parameters – based on commands’ natural language
documentation. We used Term Frequency-Inverse Document Frequency (TFIDF) of a word to
compare the commands, followed by measuring cosine similarity to find a similarity of commands’
description. For parameters, after measuring TFIDF and cosine similarity, the Hungarian method
is applied to solve the assignment of different parameters’ combinations. Finally, commands are
clustered based on their similarity scores. The results show that these methods have efficiently
clustered the commands in smaller groups (commands with aliases or close counterparts), and
in a bigger group (commands belonging to a larger set of related commands, e.g., bitsadmin for
Windows and systemd for Linux). To validate the clustering results, we applied topic modeling on
the commands’ data, which confirms that 84% of the Windows commands and 98% ofthe Linux
commands are clustered correctly.
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Textual Similarity, Command Term Frequency, Inverse Document Frequency, TFIDF, Cosine
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1 Introduction

While users dominantly operate their computers with graphical user interfaces, the operating
system converts the mouse clicks to process invocations and other low-level commands.
These commands can be stored in textual form to logfiles and resemble the command line
(CLI) commands, which users type to command prompts in terminal windows. The stored
command history is useful for diagnostics, learning the prevailing commands, user profiling,
and various other purposes.

In this work, we aim to help cybersecurity specialists to detect similar commands via
textual analysis of commands’ man-pages. In particular, we want to understand when two
commands are doing the same thing. This is a basic building block of a more complex system
to detect anomalous commands. It is important as attackers may try to hide their operation
by using unusual commands. To detect any unusual command, it should be compared with
other prevalent commands. A user might use alternate commands (aliases) to perform same
task. These alternate commands can be valid but because of the different command names,
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there are possibilities that they will not be associated with any prevalent command or a
group of usual commands. To handle this situation we want to create a system, which will
be used as reference, to learn about the unusual command. When an unusual command
is encountered, the reference system will be checked, and if there are alternate commands
for this unusual command, this command should be marked as safe. One example of this
scenario is del command. If del is encountered as the unusual command, by referring the
system we can learn that del is similar to erase command (which has already been used), so
del should be marked as safe. In case the new command does not have any similar command,
and cannot be found in the command history (logfiles), then the cybersecurity specialists will
require further actions. Therefore, we develop command similarity measures, which indicate
how strongly two commands resemble each other.

An obvious way to measure command similarity is to compare two command strings with
each other. However, it is a poor approach if two commands, such as del and erase, look very
different but do the same thing. Therefore, instead of comparing explicit command strings,
we compare command descriptions, available in the documentation manuals. For this, we use
natural language processing (NLP) technology. In this way, we develop measures that better
detect the semantic similarity of commands than operating only at the command syntax
level. Besides studying the command description we also study the command parameter
descriptions because they have a major impact on what the command will ultimately do.

The essence of our work is that instead of comparing the raw commands, we compare their
documentations. We start from Windows and Linux manual pages, and extract command
syntax, description, and parameter information. We then use NLP techniques to analyze the
texts. Notice that instead of users explicitly typing the commands, many are generated by a
Graphical User Interface (GUI), scheduled tasks, or system activities, which result in new
process invocation with its command-line arguments. The key contributions of this paper are
(i) showing how NLP techniques are useful in evaluating command similarity; (ii) presenting
results of Windows and Linux command similarities with statistics and examples; and (iii)
clustering commands based on their similarity.

2 Background and Related Work

A program can be started by another program via operating system API directly or indirectly.
A user can invoke a program by interacting with GUI or from a command-line prompt.
Programs are also invoked by scheduled tasks and other system activities. Commands have a
general form of param0(command) param1 param2 param3 ... paramN, where param0 is
typically a name or path of the program to be invoked and param1 to paramN are command
parameters (also called flags or switches). Moreover, parameters can be comprised of two or
more parts that are logically separated. As the syntax of parameters is not standardized,
developers may end up using inconsistent conventions. Concerning command similarity
detection, several approaches have been proposed, including (i) measures based on command
history, which tries to predict what the user is likely to type next [12, 5]; (ii) converting
program fragments to natural language and using NLP for a different kind of processing of
these, e.g. for similarity detection of code fragments [19]; and (iii) string similarity comparison
either at a character or at token level [6]. There are some tools and methodologies related to
the Command-Line parsing. These include NL2Bash[15], a parsing method to map English
sentences to Bash commands; ExplainShell1 to see the help text that matches each argument

1 https://explainshell.com/

https://explainshell.com/
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of a given command; a documentation browser2, which finds the relevant docs by parsing
the given code and connecting parts of it to their documentation; and a fuzzy hashing
method [11], which computes context triggered piecewise hashes(CTPH) to match inputs
with sequences of identical bytes in the same order. These programs and methodologies can
be used to understand the commands, their explanations, and structure.

However, little research is available in the exact domain of our work. There are papers on
the comparison of CLI commands and GUI [21], aiming to find out the strengths/weaknesses
of these systems, on the use and importance of CLIs, Adaptive CLIs [4, 8], and Statistical
approaches to create profiles from CLIs [9]. The closest work to ours is in the field of
linguistics, where the focus is on syntax and semantics of commands. For instance, [14,
Chapter 5] provides a linguistic sketch of the Unix language family, which introduces
how the Unix commands are written, conjoined, and embedded. However, it does not
study the similarity between commands. Another closely related field is code similarity,
where interest is in differentiating between representational and behavioral similarities [10].
For instance, text-based approaches seek similarities at characters level and token-based
approaches perform token-based filtering and detect renaming of variables, classes, and so
on. By defining behavioral similarity with respect to input/output, code fragments can
be run to find the similarities, and deep learning can be used to find similarities among
code [19]. As discussed earlier, our research goal is to reach a better understanding of the
commands’ similarities. One way to find similarities among commands is to compare the
text by extracting the vector representations and finding the similarities of these vectors to
detect similar commands. However, our approach of moving from command to corresponding
natural language description and performing comparison at that level has not been studied
before.

3 Applying NLP mechanisms

Data Collection

We collected Windows data by web scrapping the official documentation3 of Windows
commands. For web scraping, a Python library Beautiful Soup [17] is used. We selected
four parameters for each command, which are the command name, command description,
command syntax, and command parameters. We selected a total of 685 commands.

For Linux, no official command documentation was found, but open source web projects
for Linux manual pages are available. One of these projects is “The Linux man-pages
project”4, which contains documentation of commands from man pages 1 to man pages 8.
We only used man pages 1 and man pages 8, which are for “User commands” and “Superuser
and system administration commands” respectively. Four parameters were selected for Linux
commands as well, including the command name, its description, synopsis, and parameters.
With Beautiful Soup, we collected 2247 Linux commands.

2 http://showthedocs.com/
3 https://docs.microsoft.com/en-us/Windows-server/administration/Windows-commands/

Windows-commands
4 https://www.kernel.org/doc/man-pages/
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Data Wrangling

Since some of the Windows commands had only the parameter “/?”, which could be
problematic when comparing with each other, this parameter is excluded from the dataset.
The rationale for excluding this parameter is that if two commands with different objectives
have only the “?” parameter while comparing them will result in high similarity, which
would affect the results. Similarly, “-help”, “?”, and “version” parameters were also excluded
from Linux commands, as there were some commands with only these parameters. All other
parameters are kept as they were for further utilization.

Similarity Measures

Several methods are considered to calculate the similarities between commands, such as
Word2vec [16] and GloVe [18]. Since Word2vec and GloVe are trained on general English
(news, Wikipedia) corpus we did not find embedding useful for the CLI manuals comparison.
Since commands data does not have too much variation in the topics, applying any pre-
trained model would not be a plausible solution. Generally, pre-trained models work well
for document similarities when the topics are of different domains, for example, science
and religion, politics and technology, economics and sports, etc. This data is just about
commands’ description, which with minor variations, contain similar vocabulary and are of
the same domain.

TFIDF

A simple yet powerful method to calculate document similarity is to use a document vector
based on the Term-Frequency Inverse-Document-Frequency (TFIDF) on the bag of words,
with cosine similarity. Generally, in text mining, documents are represented as vectors where
the elements in the vectors reflect the frequency of terms in documents [20]. Each word
in a document has two types of weights. Local weights are normally expressed as Term
Frequencies (TF), and global weights are stated as Inverse Document (IDF) Frequency [20].
TF represents the number of times a word occurred in a document, whereas, IDF gives
the weight of a term. Multiplying TF and IDF result in the TFIDF score of a word in a
document. The higher the score, the more relevant that word is in that particular document.
TFIDF often produces higher scores for words related to the topical signal of a text and
lower scores for the words with high frequency, it is well suited for tasks that involve textual
similarity.

Cosine Similarity

Cosine Similarity produces a metric, which indicates how related are two documents by
looking at the angle between two documents instead of magnitude [7]. Using cosine measure
on the top of TFIDF vectors gives a similarity score of two text documents.

Linear Sum Assignment

To compare one command’s parameters with another command’s, an n1 × n2 matrix is
created, where n1 are the total parameters of command 1 and n2 are the total parameters
of command 2. This matrix shows the similarity score of parameters of one command with
the parameters of another. Since the objective of this analysis is to find out the similarity
score of one command with another based on their parameters, it is required to define
a single similarity score based on n1 × n2 parameter similarity matrix. To create such
matrix, the Hungarian method [13] is used. The method solves the Linear Sum Assignment
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Figure 1 A Step-wise Overview of the Mechanism.

Problem (LSAP), one of the most famous problems in linear programming and combinatorial
optimization [3] Given an n × n cost matrix C, each Ci,j is the cost of matching vertex i of
the first partite set and vertex j of the second set [3]. The objective is to match each row
to a different column so that the sum of the corresponding entries is minimized. In other
words, we select n elements of C so that there is exactly one element in each row and one in
each column and the sum of the corresponding costs is minimum [3]. The formulation of this
algorithm is minΣiΣjCi,jXi,j , where X is a boolean matrix with Xi,j=1 iff row i is assigned
to column j. Tuning this formula, as shown below, by multiplying the similarity matrix
with −1 and normalizing it with the minimum number of parameters among two commands,
returns a value that indicates how similar two commands are based on their parameters.

−minΣiΣjCi,jXi,j

min(n1, n2) (1)

Command similarities based on the subset of data

As the data contains descriptions and parameters, we use both as a basis for comparison. The
rationale for two different comparisons is to analyze which commands have similar objectives.
We believe that comparing descriptions of programs results a group of programs performing
similar actions, like data compression, file manipulation, or network tools. Another point
of interest is comparing commands parameters, to consider which of the commands have
common flags.

Similarities based on command description. First, commands are compared based on their
description. A TFIDF matrix is generated after removing the stopwords, or frequently used
words that do not carry any thematic meaning, like the, is, at, or an. After creating the
TFIDF matrix, cosine similarity is calculated for all the commands. The generated n × n

matrix, with diagonal values as 1, gives cosine similarities of each commands’ description
with other commands.

Similarities based on command parameters. For the comparison of the parameters, first,
the TFIDF matrix of commands is generated after removing the stopwords. This matrix is
of n1 × n2 shape, where n1 are the total number of parameters of command 1 and n2 are
the parameters of command 2. To calculate a single similarity score, the LSAP method is
applied on top of this TFIDF matrix. This resulted in an n × n matrix where n is the total
number of commands.

SLATE 2021
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Similarities based on command description and parameters combined. Finally, for each
command, parameters’ text is appended at the end of description text but the parameters’
names are excluded from this textual analysis. Following the same procedure, the TFIDF
matrix is created for all n commands. Using the matrix, the cosine similarity of the commands’
overall text is calculated. This resulted in an n × n matrix, which shows the commands’
overall similarity.

4 Results

After creating the n × n matrix of command similarities, Windows and Linux commands
are visualized in the separate graphs. As discussed above, these similarities are based on
description, parameters, and the overall (description + parameters) commands textual data.
The starting point of our analysis is to find out the ratios of commands with high similarities
and low similarities. Commands with high similarities are those that have at least one
other command with a similarity score of 0.75 or more. The rationale for selecting 0.75
as a threshold is that it will give us commands which have 3/4th of similar text, which
in general is a good enough threshold of comparing two texts. For example in Windows
commands, based on the commands’ description, md has highest similarity score (equal to 1)
with mkdir, whereas sxstrace have highest similarity with pathping with a similarity score
0.088. So, md falls under the high similarity tag (sim >=0.75) and sxstrace falls under the
low similarity tag (sim <0.75).

One reason for the commands falling under the low similarity tag is the very short
description. It is also worth mentioning that changing the threshold values, will affect the
results. The result shows that commands that fall under the low similarity tag can be
assumed as the isolated commands, as they are not related to other commands and generally
they have no alternative commands either. In contrast, commands that fall under the high
similarity tag are the ones either from the same domain such as windows’ bitsadmin* or
have the alternative commands such as del and erase.

When compared based on their descriptions, most commands fall in the low ranges (sim
less than 0.75). These commands do not show high similarity with other commands. These
commands need more attention when working with them, as any analysis for the commands
with high similarity such as md and mkdir can be easily applied and interpreted, as they
have a similarity score of 1 based on their description. For example, a program supposed to
learn the behavior of md, will easily learn the behavior of mkdir also.

Table 1 shows that Windows commands, when compared based on their description only,
have a small percentage of high similarity commands. 79.1% of the commands are in the
low similarity ranges, which indicates that based on the description, Windows commands
are spaced out from each other. But when these commands are compared based on their
parameters, there are almost 41% of the commands with high similarity. On verifying this
result, it appears that some commands are from a bigger group which have similar parameters
set with each other, for example, manage bde* and logman*. When Windows commands’
descriptions are extended with parameters, the result shows that 72% of the commands fall
in the low similarity ranges and a mere 28% of the commands have one or more similar
commands.

Comparing Linux command similarity percentage shows almost the same results as in
Windows commands similarities for description and overall. Around 74% of the commands
based on their descriptions fall in the low similarity ranges, whereas parameters similarities
show that 31.5% of the commands have similar parameters. If we compare parameters
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Table 1 Percentage of Windows and Linux Commands in Different Similarity Ranges.

Sim. ranges Descr. Params Overall
Sim >=0.75 Windows 20.9% 40.7% 27.9%
Sim >=0.75 Linux 26.3% 31.5% 29.1%
Sim <0.75 Windows 79.1% 59.3% 72.1%
Sim <0.75 Linux 73.7% 68.5% 70.9%

similarities result of Windows and Linux, there is a difference of almost 10%. One reason
for this difference could be a high number of parameters for Linux commands which sep-
arate the commands quite well. Just like Windows commands, there are some groups of
Linux commands also, such as lttng*, pmda*, and systemd*, which share almost the same
parameters within their group, but other than these groups, parameters are quite different
from each other. Overall, Linux commands show that 29% of them have one or more similar
commands, whereas almost 71% of them fall in the low similarity ranges.

4.1 Windows Commands
As discussed earlier, Windows commands are compared based on the commands’ description,
parameters, and overall. Here we are sharing only the clusters of highly similar commands
(in which we are interested) based on these three scenarios. The clusters are created by
selecting a command and comparing their similarity score with other commands. If any
other command has a similarity score of 0.75 or more with the selected command, an edge
is created between the two commands. Applying this method for all the commands results
in a graph where commands form communities (for the consistent connotations, we call
them clusters). Some commands form a bigger cluster as it has already been discussed and
some create a cluster of just two or three commands. Since showing hundreds of clustered
commands in one graph reduces the readability, we selected the method of showing the count
of commands in each cluster. Figure 2a shows the clusters of commands with high similarities
based on the commands’ descriptions. The clusters with at least three commands are selected
to show the group of commands which share a similar description. The first and the biggest
cluster in this analysis is made of commands such as auditpool backup, auditpool get,
auditpool restore etc., whereas the second cluster is made of ftp get, ftp send, ftp
recv etc. The interesting factor is to note the cluster seven which contains the commands
such as ftp ls, ftp dir. This cluster is separated from cluster 2 which, though contains
ftp commands, are doing a different job as compared to the commands in cluster six. This
verifies that a simple but powerful approach, such as TFIDF along with Cosine Similarity
measure, can successfully separate the commands based on their description.

Figure 2b shows the clusters of commands with high similarities based on the commands’
parameters. The biggest cluster which has 76 commands in it, is of the bistadmin* commands
which are used to create, download or upload jobs, and to monitor their progress. On manually
verifying the Windows’ manual pages, it proves that the bitsadmin* commands share the
same parameters. The second cluster contains the commands such as create partition,
attributes disk, online volume etc. The next clusters are made of commands of their
groups, such as manage bde* makes a cluster of their own, whereas bootcfg* creates a
separate cluster. Similarly, logman* commands have a different cluster, whereas reg*
commands fall in a separate cluster.

The third scenario is the extension of the commands’ description with their parameters.
The clusters with at least 3 commands are selected only to see the groups of commands.
Figure 3 shows that the biggest cluster is of bitsamdin* commands. By comparing the

SLATE 2021
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(a) Description Similarities. (b) Parameters Similarities.

Figure 2 Windows commands clusters.

Figure 3 Windows commands clusters overall similarities.

size of this cluster with the Figure 2b which is of windows’ parameters similarities, it is
worth noticing that comparing the bitsamdin* commands’ complete textual-data, reduces
the cluster size. A total of 76 bitsamdin* commands are highly similar when compared
based on their parameters, but when we compare the complete text, the size of the cluster
reduces to 18. This indicates that overall 18 bitsamdin* commands are similar to each
other, but 76 bitsamdin* commands share the same parameters. These separate analyses
help us distinguish the commands sharing the same parameters, the commands sharing the
same description, and the similar commands overall. The rest of the clusters are formed by
manage bde* commands, reg* commands, bootcfg* commands and so on.

4.2 Linux Commands

Following the same processes of calculating commands’ similarities, Linux commands are
compared. In the first scenario, commands’ description are compared as shown in the
Figure 4a. Only the clusters with at least 4 commands are considered for Linux analysis.
The biggest cluster in this scenario is based on 17 different commands, such as base32,
base64, head, expand, sort, shuf etc, which are sharing the same description. The lttng*
commands such as lttng-save, lttng-load, lttng-start, lttng-stop etc. form a cluster
of their own, whereas pmda* commands such as pmdakernel, pmdalinux etc. constitute a
separate cluster. The interesting point in this scenario is the systemd* commands which
are forming multiple clusters based on their jobs specifications. In the second scenario,
commands’ parameters are studied and their similarities are calculated.
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(a) Description Similarities. (b) Parameters similarities.

Figure 4 Linux commands clusters.

The commands with highly similar parameters are clustered together as shown in Figure 4b.
A total of 111 commands which are from different groups, but share the same parameters,
are making the biggest cluster in this scenario. The commands such as pmlogsummary,
pcp-vmstat, pmevent, pmdumplog, and pmstat are examples of this cluster. A point worth
mentioning here is that all 111 commands in this cluster do not necessarily need to be
connected, as one command in this cluster can have a similarity of exact 1 with another
command and at the same time a similarity of 0.8 with a third command. Now the second
and third command can be disconnected from each other but they all are in the same cluster.
As it was in Windows commands’ parameters similarities, here also commands from the same
group are making clusters of their own such as stg*, msg*, and git* commands.

The final scenario is the Linux commands’ overall comparison. Figure 5 shows that
the biggest cluster consists of 15 commands. It includes commands lvmdiskscan, lvscan,
pvresize, pvchange,and vgmerge etc. These are all from Linux Superuser and system
administration commands (i.e. man pages 8). The second cluster contains the commands
such as pcp2csv, pcp2json, and pcp2xml etc. Similarly, lda* commands, pmda* commands,
git* commands, and yum* are all in their own separate clusters. These results show that
the combination of TFIDF and Cosine Similarity can separate the text quite well.

Figure 5 Linux commands clusters overall similarity.

SLATE 2021
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Figure 6 Number of Topics vs Coherence Score.

These results show that most of the Windows and Linux commands are not easily separable
from their description as more than 60% of the commands fall between the similarity score
of 0.25 and 0.75. The commands at the extreme ends are easily separable as either they
have highly similar commands or they are unique. When commands are compared based on
their parameters, the middle range ratios decreased for both Windows and Linux commands,
indicating that commands (or group of commands) are more easily distinguishable from each
other based on their parameters.

4.3 Clusters Validation With Topic Modeling

A topic model is a type of statistical model for discovering the abstract “topics” that
frequently occur together in a collection of documents [1, 2]. Topic modeling is a frequently
used text-mining tool for the discovery of hidden semantic structures in a text body [2].

To validate these clustering results, we applied topic modeling on Windows and Linux
commands’ descriptions, separately. We executed the model for various number of topics,
starting from 2 up to 20. To find the optimal number of topics, we compared the coherence
score against the specified number of topics. Figure 6 shows the number of topics on x-axis
and coherence score on y-axis. The result indicates that the best coherence score for Windows
and Linux can be achieved by setting the number of topics to 18. The topic modeling for
Linux shows that the best coherence score can be achieved by setting the number of topic as
4 or 5, but with 2247 Linux commands, setting a low value as the number of topics, will not
give us any useful insights. The coherence score is 0.465 for Windows OS commands, and
0.408 for Linux OS commands. Theoretically, coherence score of close to 1 is considered as
optimal, but depending on the problem in hand and available textual data, optimal coherence
score varies. In our case, we have a very specific vocabulary, which indicates the low diversity
in the vocabulary. With this vocabulary, a coherence score of more than 0.4, is considered
good, which is also verified in the Table 2, where four different commands (which belong to
the same family) are given the same topic. Therefore, we used 18 as the optimal number of
topics for both Windows and Linux commands.

For validation, we selected those commands which have one or more similar commands
based on their descriptions. We passed each of these command’s description to the model
to get a topic number. For example, in Figure 2a, four create volume * commands are
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Figure 7 Ratio of Windows & Linux Commands Clusters Validated by Topic Modeling.

making a cluster of their own. We passed the description of these commands to our model,
and the model suggested that these commands belong to Topic 1. Table 2 shows create
volume * commands’ description and the topic number our model is suggesting. By looking
at the topics under Topic 1, we found the following terms: “disk”, “volume”, “path”,
“dynamic”, “load”, “metadatum”, “writer”, “restore”, “datum”, “save”. Looking at the
create volume * commands descriptions and the topics under Topic 1, we can say that our
model is doing a fairly good job.

Table 2 Validating Topic Modeling for Windows Commands (create volume *).

Command Description Topic
create volume simple Creates a simple volume on the specified dynamic

disk. After you create the volume, the focus auto-
matically shifts to the new volume.

1

create volume raid Creates a RAID-5 volume using three or more spe-
cified dynamic disks. After you create the volume,
the focus automatically shifts to the new volume.

1

create volume stripe Creates a striped volume using two or more spe-
cified dynamic disks. After you create the volume,
the focus automatically shifts to the new volume.

1

create volume mirror Creates a volume mirror by using the two specified
dynamic disks. After the volume has been created,
the focus automatically shifts to the new volume.

1

Similarly, we validated clustering results of Windows and Linux commands based on their
descriptions. Figure 7 shows that 84% of Windows commands and 98% of Linux commands
which were in same clusters based on their description also share the same topics. The reason
Linux commands show such a high ratio is because there are more than one variant of same
command found in the documentation, like clear and CLEAR commands. We wanted to
keep them in their original form as they both are used commonly. These results validate the
clusters we created with TFIDF and cosine similarity.

SLATE 2021
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4.4 Testing of Command Similarities
Once the similarity results are validated by the topic modeling, we created an ad-hoc scenario
where we receive commands and compare them explicitly. For each pair of commands, if
the command names are not same, we look in the n × n matrix of similarities we created
in Section 3. A threshold value of 0.8 is specified, and if two different commands have a
similarity score of more than 0.8, we classify them as “Similar”. Table 3 shows seven examples
of Windows commands, where Command_1 and Command_2 are the two commands with
different names, Score is the similarity score of two commands, and Result indicates whether
two commands are similar or not. The names of the commands are bold in the table. It
can be seen from the table that “query user” and “quser” are the different commands but
performing the same task. Their similarity score is 0.989 which indicates that these two
commands are aliases and a user can use them alternatively. Similarly, “ftp put” and “ftp
send” are performing the same task. By looking in the similarity matrix, we found that their
textual similarity is 0.9, which indicates that these two commands are also aliases and can
be used alternatively. These are just seven examples, but there are hundreds of Windows
and Linux commands which are aliases and should be considered as same commands when
comparing them. Without the similarity matrix we created, any system measuring the
similarities of commands will either classify the commands and their aliases as “Not-Similar”
because of different commands names, or the system will need to be fed manually with all
the commands and their aliases, which does not seem an optimal way of doing it. Official
documentation5 of Windows commands can be referred to manually confirm the commands
(shown in the Table 3) and their textual descriptions.

Table 3 Testing Windows Commands’ Similarities.

Command_1 Command_2 Score Result

C:\>query user user /server:Server64 C:\>quser user /server:Server64 0.989 Similar
cd Windows chdir Windows 0.85 Similar
ftp> send d:\web2\script.py ftp> put d:\web1\script.txt 0.9 Similar
del C:\examples\MyFile.txt erase C:\examples\MyFile.txt 0.88 Similar
mkdir C:\test\temp md C:\test \data 0.99 Similar
change port com12=com1 chgport com12=com1 0.884 Similar
ftp>get remote_file.py [local_file.py] ftp>recv remote_file.py [local_file.py] 0.882 Similar

5 Discussion

Most computer vulnerabilities can be exploited in a variety of ways. Attackers may use a
specific exploit, a misconfiguration in one of the system components, or a secret pathway to
gain entry to a computer system. In most of these attacks, hackers run malicious programs
through command line commands. One way to detect a hacker or malicious activities on
a machine is by looking at sequences of program invocations and their parameters. The
detection can be based on a combination of many different methods, from rule engines, the
prevalence of the program’s invocation, reputation scores, to more advanced machine learning
methods. The threat hunters focus on two tasks: first to detect all hacking or malicious
activities as quickly as possible and second reduce the number of false positives to a bare
minimum.

5 https://docs.microsoft.com/en-us/Windows-server/administration/Windows-commands/
Windows-commands

https://docs.microsoft.com/en-us/Windows-server/administration/Windows-commands/Windows-commands
https://docs.microsoft.com/en-us/Windows-server/administration/Windows-commands/Windows-commands
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This research can help both of the mentioned scenarios. First of all the web-scraped
program manuals will provide a good context database for common programs invocations on
Linux or Windows operating system. Secondly, we were able to find program aliases and
cluster program families, with the use of a simple and robust method. One could calculate
the prevalence of the program clusters instead of individual programs to limit down the
number of false-positive detection. Furthermore, the obtained clusters can be used as a
validation benchmark for more sophisticated, unsupervised methods, that try to find similar
programs based on program command parameters only. Defining similar programs manually
would be a very tedious task due to the large number of common programs mentioned in the
manuals, and an even bigger set of proprietary software used in the wild.

By enriching the program invocation commands with external sources of data not only
provides us the necessary context of the programs but also helps us in understanding the
user’s intentions and behavior, which is an important factor to detect malicious activities.

This research work resulted in creating a reference database of the Windows and Linux
commands. Primarily, this reference database will be used by cyber security specialists to
learn about the commands and their aliases, but it can be used for any other use case or
research work where the objective is to find prevalent commands and learn the common
parameters among them.

6 Conclusion

This research work studies Windows and Linux commands. It helps us in finding the clusters
of commands (small and larger groups), the ratios of commands which are isolated or highly
similar to other commands, and to reach a better understanding of command similarity than
what is possible by simply comparing the command strings as such. These results can be the
basic building block of many applications and machine learning models in the cybersecurity
domain. These results can also be useful for user profiling, predicting a set of parameters
for different commands, and learning the commands and their set of parameters that invoke
different programs.
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Abstract
The work described in this paper aims at developing a machine learning based tool for automatic
identification of vulnerabilities on programs (source, high level code), that uses an abstract syntax
tree representation. It is based on FastScan, using code2seq approach. Fastscan is a recently
developed system aimed capable of detecting vulnerabilities in source code using machine learning
techniques. Nevertheless, FastScan is not able of identifying the vulnerability type. In the presented
work the main goal is to go further and develop a method to identify specific types of vulnerabilities.
As will be shown, the goal will be achieved by optimizing the model’s hyperparameters, changing
the method of preprocessing the input data and developing an architecture that brings together
multiple models to predict different specific vulnerabilities. The preliminary results obtained from
the training stage, are very promising. The best f1 metric obtained is 93% resulting in a precision
of 90% and accuracy of 85%, according to the performed tests and regarding a trained model to
predict vulnerabilities of the injection type.
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1 Introduction

Nowadays, information systems are a part of almost every aspect in life and furthermore,
almost every company is dependent on the liability, safety and security of a software
application. So, it is essential to have the capability to identify and correct pieces of code
that contain known vulnerabilities in order to prevent the software from being compromised.

Cybernetic attacks are a constant and present a real threat to companies and people in
general, since nowadays almost every device has an Internet connection. As a consequence,
devices are exposed to external threats that try to exploit vulnerabilities.

A vulnerability is a flaw or weakness in a system design or implementation (the way
the algorithms are coded in the chosen programming languages) that could be exploited to
violate the system security policy [13]. There are many types of vulnerabilities and many
approaches to detect such flaws and perform security tests. All the known approaches present
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pros and cons but none of them stands as a perfect solution. Static analysis is one of the
approaches and it can be defined as the analysis of a software without its execution. Static
Application Security Testing (SAST) is an application security testing methodology that
allows detecting vulnerabilities at the early stages of software development. It is adopted by
many companies, such as Checkmarx1. These methodologies have many strengths such as
the ability to find vulnerabilities without the need to compile or run code, offering support
for different programming languages and being able to easily identify common vulnerabilities
and errors like Structured Query Language (SQL) injections and buffer overflows. Despite
this, there are still problems with the referred approach, mainly in the production of a great
number of false positives, in the lack of identification of the vulnerability type and even
performance issues.

There are many tools that implement the concept of static analysis and apply it to
vulnerabilities detection. Some tools rely on only lexical analysis like FlawFinder2 [10] but
have the tendency to output many false positives because they do not take into account the
semantic [4]. Other tools like CxSAST, Checkmarx SAST tool3, overcome this lack by using
the Abstract Syntax Tree (AST) of the program being evaluated. In this context, another
challenge is to create and apply the same tool to different languages, so that one can clearly
identify vulnerabilities with high accuracy and have good performance with big inputs.

To overcome the flaws identified in the SAST approach, decreasing the number of false
positives and the processing time, a new approach came to the researchers mind: to integrate
machine learning techniques. The idea can be realized by altering and tuning open source
projects, namely code2vec and code2seq in order to try to identify accurately and efficiently
than other tools like CxSAST [9]. code2vec main idea is to represent a code snippet as
a single fixed-length code vector, in order to predict semantic properties of the snippet.
On the other hand code2seq represents a code snippet as a set of compositional paths and
uses attention mechanisms to select the relevant paths while decoding [1, 2]. The resultant
approaches relying on code2seq and code2vec are called FastScan and were not one hundred
percent success but opened the path to further investigation [9].

It is clear that a good analysis tool can help spot and eradicate vulnerabilities, furthermore,
it is becoming a part of the development process. But, there is still room for improvement
and all the research work done in this area can be of uttermost relevance for the industry.

With all of the previous in consideration the main contributions expected from the
research project that will be discussed along the paper are:

The improvement of the FastScan approach:
Find the best hyperparameters for each case study;
Use these hyperparameters to improve evaluation metrics for the models (precision,
recall and f1 );

The development a specific model for each type of vulnerability, that is capable
of identifying if a code snippet has a vulnerability or not (Boolean model) of a given type;
The design of a proper architecture to develop a general model capable of
identifying the occurrence of vulnerabilities and their type, given a code snippet;

Since it has different objectives and it is an evolution of FastScan, from now on, when
referring the work, it will be called new FastScan.

1 https://www.checkmarx.com/
2 https://dwheeler.com/flawfinder/
3 https://www.checkmarx.com/

https://www.checkmarx.com/
https://dwheeler.com/flawfinder/
https://www.checkmarx.com/
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This paper is divided in seven sections, in the first section will be presented the context
and motivation, in the second section the current state of the art in vulnerability detection,
the third section will detail the proposed approach, including architecture, the fourth section
with more details about the developed work, the fifth section refers to the specification for
the first phase (that will be presented in Section 3), then section six will approach the results
and the last section with conclusions and future work.

2 Vulnerability Detection

The main spark that ignited the work described in this paper, and the work from specialists
around the world, is software vulnerability. It is necessary to understand the concept
of vulnerability and other main concepts related to them in order to understand all the
methodologies presented next. A vulnerability is defined as a flaw or weakness in a system
design, implementation, or operation and management that could be exploited to violate the
system’s security policy [12]. These flaws might be system design, development, or operation
errors and its exploit can lead to harmful outcomes. This perspective of harm or loss of
information is normally called risk. Nowadays, these concepts have become common in any
software development process because with the presence of electronic devices running software
in almost every area of our society, there is the need to eliminate, or at least minimize, the
occurrence of situations that can risk the security of data or operations.

There are different types and classifications of vulnerabilities, provided by different
contributors. They expose discovered vulnerabilities, exploits, and solutions in online
databases4. Even though there are many sources and knowledge about vulnerabilities,
exploits still occur.

Open Web Application Security Project (OWASP)5 foundation, that works towards a
more secure software development process and applicationss, has a list of the top ten security
risks on applications. Since one of the objectives of this paper work is to correctly identify
types of vulnerabilities using machine learning models, first it is necessary to know them and
understand how they use security breaches to harm systems.

Since this top ten is intended to identify the most serious security risks on web applications,
and it is important to know them in-depth in order to know how to identify them, manually
or automatically, and even more realise what consequences can they bring to the system.
Since the results presented are related to a specific vulnerability it is important to know it
more deeply.

2.1 Injection attack
An injection attack refers to an attack where untrusted data is supplied as input to a program.
This input is then processed and changes the application’s expected behaviour. Normally,
this vulnerability is related to insufficient user input validation. Since this is a well known
and one of the oldest exploits, that has some automatic tools in order to exploit without
having much knowledge, makes this one of the most common and dangerous vulnerability.
There are many types of injections, namely Code injection, Email Header Injection, Host
Header Injection, Lightweight Directory Access Protocol (LDAP) Injection, SQL injection
among others.

4 https://cve.mitre.org/
5 https://owasp.org/www-project-top-ten/
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Next is shown an example for SQL injection, where an attacker sends OR 1=1-- instead
of a valid id, as shown in Figure 1. Without an input validation, this query will return all
data contained in the table in this case the table accounts.

Figure 1 Schema explaining injection.

In many of these affected software development projects, there is no application of formal
and systematic methods to execute source code auditing and testing. Auditing can be
defined as the process of analyzing application code (in source or binary form) to uncover
vulnerabilities that attackers might exploit [7]. This process is important because allows
scanning the source code covering all the paths that normal testing might not cover in order
to try to detect possible vulnerabilities.

2.2 Detection techniques
Having in mind the big issue in software development presented before, there are many
solutions that try to eliminate it by making an in-depth code auditing. Starting with the
concept of defensive programming, that refers to the practice of coding having in mind
possible security problems that can occur [5]. This is clearly a good practice but one that
does not solve the vulnerability related problems. Even good and experienced programmer
cannot know how to prevent all the exploits created for certain Application Programming
Interface (API), library or other. Also, languages by construction were not build thinking on
the way an attacker would take advantage of certain nuances. Taking as an example, the
buffer overflow exploits, one the most common problem reported in vulnerabilities databases.
This can occur due to mishandling of inputs but in its core is allowed by the construction
of the language. Has it is easily confirmed by C or C++ that do not provide any built-in
protection against accessing or overwriting data in memory [6]. Since good intentions and
practices are not enough to solve this problem, there was the need to apply and develop
other techniques that will be briefly presented next:

Static analysis for security testing (SAST): Static analysis methods are a resource
for identifying logical, safety and also security vulnerabilities in software systems. They
are normally automatic analysis tools and intend to avoid manual code inspections in
order to save time and avoid the investment of resources in manual tasks that could be
fruitless [11].
Dynamic analysis for security testing (DAST): In order to find vulnerabilities,
testing seems to be the easiest path to follow, and that is what DAST stands for. In
DAST, a program is executed in real-time in order to test and evaluate it. In DAST the
tested software is seen as a black box, and the tools or person performing the tests only
interact with the application or software as users that have no knowledge of its internal
operations.
Interactive analysis for security testing (IAST): Contrarily to DAST, IAST aims
to find vulnerabilities by analysing software from within such as SAST. But contrarily
to SAST and similarly to DAST, IAST executes the analysis with the software running.
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IAST uses different instruments to monitor a running application in order to gather
information about the internal processes. These tools try to mitigate SAST’s and DAST’s
limitations, namely, identify the specific place where a bug/vulnerability is located. By
running from the software’s inside has leverage over DAST and allows testers to define
what paths or functionalities to cover, this can lead to miss-handled bugs/vulnerabilities
but if well thought can lead to gains in time and work efficiency contrarily to SAST that
has full coverage over the software.
Machine Learning in vulnerability identification: Artificial intelligence and more
specifically machine learning and deep learning systems are being used to automate many
different tasks and in different areas, with success. For example in image recognition,
disease behaviour prediction, traffic prediction, virtual assistant, among others. The area
of software security is not an exception, as referred on the previous sections, current
vulnerability identification tools and in general, all security tools have flaws and many
rely on a great amount of manpower and are very time-consuming. In order to try to
tackle such limitations and with the rise of many machine learning applications, there
were many investigation focused on applying such techniques in the software security
area. There are many examples of such applications, but for this paper purposes, the next
sections focus on the application of machine learning and deep learning for vulnerability
identification [3].

3 Proposed approach

In this section, it is detailed the proposed approach in order to fulfil the objectives detailed
in Section 1. It will be presented the system architecture and a high-level representation of
the system flow of data in order to better perceive all the involved processes.

3.1 System Architecture

In order to understand why code2seq was chosen in Fastscan and remained in new FastScan
it is first necessary to understand code2seq structure and applications. code2seq creates
a representation of source code using AST and then uses it to infer properties. An AST
represents a source code snippet in a given language and grammar. The leaves of the
tree are called terminals and the non-leafs are called non-terminals. It represents all the
variables declarations, operator, conditions and assignments. In order to represent code in
this structures it is necessary to create sequences of terminal and non terminal nodes and
consider all possible paths between nodes.

This representation has some significant advantages over the use of simple code tokenisa-
tion, when compared in terms of code comparison. Namely when trying to find two methods
that have the same functionality but different implementations. Having the AST enables a
better comparison, since both functions paths will be similar, as represented in Figure 2 .
So functions will have different token representations but similar path representation only
differing in the Block statement.

In a simplified overview code2seq uses encoder-decoder architecture that reads the AST
paths instead of the tokens. In the encoding end, there is the creation of vectors for each
path using a bi-directional Long short-term memory (LSTM) and the extraction of tokens,
where the AST terminal nodes are transformed into tokens and these tokens are split into
subtokens (for example, an ArrayList is transformed into the tokens Array and List). In the
end a decoder uses attention models to select relevant paths.

SLATE 2021
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Figure 2 Clarification code2seq AST representation.

To accomplish the development of a specific model for each type of vulnerability, that is
capable to identify if code snippet has a vulnerability or not (Boolean model), it is proposed
to follow the architecture and flow presented in Figure 3. This approach is a refinement of
Ferreira’s work with code2seq named FastScan [9].

In the first phase, it is essential to use CxSAST in order to obtain the input for the
preprocessing – since it converts several languages into a generic internal representation,
allowing to create a tool language independent. Since the focus is on creating a model capable
of identifying certain vulnerabilities then it is necessary to filter CxSAST output in order to
correctly train the model. Then use code2seq normal pipeline in order to obtain a model able
to identify a specific vulnerability. The goal is to have at least a model for each of OWASP
top 10 vulnerabilities.

Having completed the first phase, it is necessary to develop a general model capable
of identifying if there are vulnerabilities and it’s type, given a code snippet. In order to
complete this objective it is proposed to follow the architecture and flow presented in Figure 4.
In order to take advantage of the work done in the first approach it is proposed to use
the previously trained models and combine them. This combination might be done using
ensemble technique or only by running code2seq testing phase in parallel.

In order to obtain the best performance wise results, it is expected to test the developed
pipeline using the most powerful hardware resources available at the University of Minho’s
cluster6.

6 http://www4.di.uminho.pt/search/pt/equipamento.htm
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Figure 3 First phase architecture.

4 Development

The work that led to this paper, FastScan, had promising results and showed the potential
on using machine learning for detecting vulnerabilities in source code having as a base the
open source project code2seq. Nevertheless, it left open for investigation some issues, namely
the ones that are a part of this paper objectives. To tune code2seq parameters and to develop
a way to identify specific types of vulnerabilities in source code.

To address this issues, the first phase began with the the FastScan code as the base. On
which it was build a solution that it is able to produce a model capable of identifying if there
are vulnerabilities of a specific type given a source code input. The conceptual approach
is the same as in FastScan but with the modifications to direct the prediction to a specific
type of vulnerability and it was done the hyperparameters optimization, applied to the input
dataset, in order to improve the model accuracy.

SLATE 2021
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Figure 4 Second phase architecture.

With all this in mind, this section will describe the different phases that were explored
during the presented work. The first section will describe the datasets, then the hardware
and technical details on which the experiments were made and the following sections will
detail the work done in the first phase. Explaining the steps in each one, the challenges,
experiments and the obtained results for further analysis in the next section.

4.1 Datasets

The datasets take a major part in this project, because all the developed work has no utility
unless there is enough good data to train the models.

The first dataset which, from now on, will be referenced as dt01. dt01 is composed by 43
different projects, there is the original source code and for each project there is an XML file
with detected vulnerabilities. This XML file was provided by Checkmarx and it is the output
of their static analysis tool CxSAST. With one important detail, the output was validated
by humans which means that there are no false positives.

4.2 Hardware and technical details

Since in FastScan, the low computational power was identified has a major barrier and
setback to the developed work, since preprocessing and training tasks were slow and implied
much waiting time, it became clear that the use of a regular personal computer was not
enough to achieve the desired results in the experiments of this paper [9].
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This barrier was overcame with the use of the University of Minho cluster7. More
specifically using a node with the following specifications:

CPU as seen in Figure 5:
Intel® Xeon® Processor E5-2695 v28;
twelve cores ;
twenty four threads.

RAM: Sixty four GB as seen in Figure 6 ;
GPU: Two NVIDIA® TESLA® K20M9.

Figure 5 CPU details.

Figure 6 Memory details.

There were problems installing all the needed dependencies to run new FastScan natively,
because of the security constraints in the cluster system. Namely, there were no root
permissions, so the installation of dependencies such as Java, python and its libraries were a
great technical obstacle. In order to overcome this, it was used docker and all its potentialities,
since docker presented a good solution because it is consistent and makes all this installation
process easy by using a base image with Java and adding all the dependencies needed without
further concerns.

It is important to notice that this solution was followed after the confirmation that there
was no significant overhead or performance loss introduced by the use of docker and that it
was a better solution than a virtual machine [8].

5 First Phase

In this section is explained the first phase referred previously in Section 3.1. This phase
intends to receive as input a certain dataset containing Java projects and an Extended
Markup Language (XML) file from CxSAST containing identified vulnerabilities to output a
trained model for a specific and predetermined vulnerability .

5.1 Data filtering
This step was of great importance and it was not present in FastScan. Since the objective of
new Fastscan’s the first phase is to create a model capable of detecting a specific vulnerability,
it is firstly needed to filter the original dataset input data by vulnerability type. So that it is
possible to train a model to predict only a specific type of vulnerability.

7 http://search6.di.uminho.pt
8 https://ark.intel.com/content/www/us/en/ark/products/75281/intel-xeon-processor-e5-

2695-v2-30m-cache-2-40-ghz.html
9 https://www.techpowerup.com/gpu-specs/tesla-k20m.c2029
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Before knowing how it was achieved, it is important to understand the two different
components from the dataset:

Source code files: This are the original files from several different projects;
XML files: This are the files generated by the CxSAST from Checkmarx. There is one
file for each project, on which are registered the vulnerabilities detected by the tool.

This filtering process was developed using python and aims to filter the XML files of each
project, in order to keep only the ones that refer to the vulnerability that is desired to train a
model. In order to achieve this, it was developed a python program that is able to read and
parse the XML (provided by CxSAST – and it is built to be applied to its specific structure)
and filter the vulnerabilities entries by the vulnerability name. It is not a literal search, it
can be send arguments to the program with the range of words/strings to be searched in the
vulnerability name field of the XML entries. In the end, the output is a set of XML files
only with the entries for a specific vulnerability and ready to be ingested in the next step –
Preprocessing.

5.2 Preprocessing
This step was not changed from the FastScan, but it is different from the original code2seq.
The preprocessing (which is performed on the train and test data) returns a file with the
dataset labeled and the AST that represents the input dataset. The source code files and
XML files are parsed , in the preprocessing, which is built in Java. There is the creation of
the AST from the input of the source code files and this was not modified from the original
code2seq. But there is another step required to obtain the label for each method, the parsing
of the XML files.

There is also performed the parsing from the XML file (a new step added in New FastScan).
In this second it is relevant to refer that it is stored the vulnerabilities registered in the file,
namely the name of the vulnerability, the start and end line and column in the file and also
the filename and path within the project.

After the parsing stage, for each method (that resulted from the source code parsing)
there the verification if it occurs in the register of vulnerabilities obtained by the XML
parsing, the search is achieved by comparing the filename and path within the project which
is stored in the result of the XML and also the source code parsing. Then it is registered the
presence or not of vulnerabilities, with a boolean.

This combination of the parsing of the XML (with the results of the CxSAST ) and the
original source code leads to the output of the preprocessing, that is constituted by a text
file that has a line for each method, on which the first element is the label indicating the
presence of vulnerabilities followed by the ast paths.

On the original code2seq preprocessing, in the output file the first entry was the function’s
name – the first entry is the label that will be used in the training phase. But New Fastscan
preprocessing was modified in order to make the first entry of each line a boolean that
indicates the presence or not of a vulnerability in the method. This change was enough to
modify the prediction of the model obtained in the next training phase, since the training is
now gonna be done with the boolean has the prediction label instead of the previous string
that was the method name.

5.3 Hyperparameter optimization
This step was important to tackle a problem detected in FastScan, without the optimization
of the hyperparameters the final model performance might not be the best possible [9].
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In order to understand the following section, firstly it is important to know the notions
of accuracy, precision, recall and f1.

Accuracy is the most known performance measure and it is the result of a ratio between
correctly predicted observation to the total observations. But it can be misleading if
there are not the same number of false positives and false negatives, so it is important to
explore other metrics;

Precision refers to the ratio between correctly predicted positive observations and the total
predicted positive observations. This metric answers the question of from the methods
labeled as having a vulnerability, how much of them actually had one? A high precision
means a low occurrence of false positives;

Recall is often called sensitivity, it answers the question of, from the methods that really
had a vulnerability how many of them were labeled?;

The f1 metric is the weighted average between precision and recall, this is the most
balanced meausure of all the preseted since takes false positives and false negatives into
account. This metric is usefull when there is uneven distribution in the dataset, in the
case, where there is not the a close number between vulnerable and not vulnerable entries.

To do so, it was used wandb10 – It is a python library, used to monitor, compare, optimize
and visualize machine learning experiments. It can be integrated with many frameworks
including tensorflow ( the python library used in the training ) and it was of great importance
in the development of this work. It implements different search methods in order to obtain
the best parameters to increase a specific evaluation metric. This library allowed to solve
the hyperparameter tuning which is a very complicated problem that normally requires
experience in the field and complicated algorithms [14].

This library allowed the optimization of the models hyperparameters for a specific dataset
by using sweeps that allow to find a set of hyperparameters with optimal performance and
apply different methods to do so, such as grid, random and Bayesian11. It also allows to
visualize performance and time metrics from the experiments, that can be consulted in
Section 6.

The chosen method was the Bayesian method because it guaranteed the best possible
combination without compromising time and performance. There were other methods such
as random search where the parameters are being chosen randomly from a specific range –
this method could be even faster but it would not guarantee the best hyperparameters since
it does not cover all the combinations and it does not have a method to improve its results.
Other method could be the grid search, in this method all the possible hyperparameter
combinations are tested, in this case it would be of great time and processing cost given the
number of hyperparameters.

The library applies the Bayesian method by building a probabilistic model that maps
the value of each hyperparameters with the values to optimize – that could be accuracy, f1
and precision. Each hyperparameter value used in the algorithm iteration and the obtained
results are taken into account into the next iterations. This way the search for the best
hyperparameters is faster because it is being guided by the previous experiences.

10 https://wandb.ai/site
11 https://docs.wandb.ai/guides/sweeps
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5.4 Train

This step referees to the effective training and production of the models. This is performed the
same way has in the origial code2seq, relying on the developed approach that uses tensorflow
in order to perform all the process.

6 Testing and Results

In this section will be presented the results obtained so far. The presented results were
obtained using the dataset previously referred. The dataset was split in the following way:

75% to train = 32 projects;
15% to test = 7 projects;
10% to validate = 4 projects.

Regarding the data filtering step, it was applied the filter of injection, in order to filter
the results for this specific vulnerability so that it is possible to train the model only to
identify injection vulnerabilities.

Then the preprocessing was applied to the the source code and the filtered XML file
obtaining the preprocessed input to train and test the final model. The total number of
examples (paths) obtained from the preprocessing from the dataset was 191813.

The next phase was the hyperparameter optimization, firstly it was attempted to run the
script to obtain the best parameters that maximize precision. After analysing the results in
Table 1 it was observed that it was possible to obtain a really high precision but at the cost
of very low recall. A model with high precision but low recall returns a low count of results,
but most of the predicted labels are correct when compared to the training labels on the
other hand a model with high recall but low precision returns a high count of results, but
most of the predicted labels are incorrect when compared to the training labels. After this
consideration it was clear that a vulnerability prediction system must have a balance between
both because it is important to correctly identify a vulnerability but it is also important not
to overlook one.

This balance can be obtained by using the f1 metric, this metric is a weighted mean
of the precision and recall and being so if in the optimization is focused in optimize the f1
value then it is guaranteed the balance it is searched between precision and recall as seen in
Equation 1.

f1 = 2 ∗ precision ∗ recall/precision + recall (1)

So the optimization was done trying to maximize the f1 metric. This was applied through
the use of wandb sweeps, where it was defined that the value to optimize was the f1 as
referred in Section 5.3.

After having the sweep results, a model was trained using the best hyperparameters that
can be consulted in Table 1.

The final model for injection using the dt01 dataset had 85% of accuracy, 90% of precision,
97% of recall leading to an f1 of 93% and it was achieved in the first epoch as seen in Figure 7.
This was the chosen, according to the criteria explained before, because it had the best score
regarding the f1 metric. After this the model training leads to the increase of precision, as
expected in a training process, but with the lowering of recall values and therefore a lower f1
value.
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Table 1 Best Hyperparameter for dt01.

BATCH_SIZE BEAM_WIDTH BIRNN CSV_BUFFER_SIZE
127 0 true 104857600
DATA_NUM_CONTEXTS DECODER_SIZE EMBEDDINGS_DROPOUT_KEEP_PROB EMBEDDINGS_SIZE
0 302 0.4162172547338106 193
MAX_CONTEXTS MAX_NAME_PARTS MAX_PATH_LENGTH MAX_TARGET_PARTS
234 8 10 6
NUM_DECODER_LAYERS NUM_EPOCHS PATIENCE RANDOM_CONTEXTS
1 3000 4 true
READER_NUM_PARALLEL_BATCHES RELEASE RNN_DROPOUT_KEEP_PROB RNN_SIZE
1 false 0.7488847205115016 256
SAVE_EVERY_EPOCHS SHUFFLE_BUFFER_SIZE SUBTOKENS_VOCAB_MAX_SIZE TEST_BATCH_SIZE
1 10000 151701 256
TARGET_VOCAB_MAX_SIZE
27000

Figure 7 Model evaluation.

7 Conclusion and Future Work

This section is intended to close the paper, summarising the outcomes reached so far. The
first section contains the context on vulnerability detection, the motivation and objectives
of the project. The second section is a literature review on vulnerability detection. The
outcomes of the reported stage provided the foundations for the proposed approach. The
third section presents and discusses the our working proposal. The fourth section explains
the development and includes the presentation of the dataset used for training as well as
describes the hardware details. The fifth section discusses the implementation. Finally the
sixth section analyzes the training results obtained when testing models.

Taking into account the results from this first experiment, it becomes clear that the
hyperparameter optimization has improved the results in the increase the precision and the
other metrics. Also the train only for a specific vulnerability might as well have an influence
since the train for a more strict purpose is more effective, namely in this case. While Fastscan
attempts to predict the presence of many types of vulnerabilities, new Fastscan aims at
creating models to predict a single type of vulnerability, gathering the parts into a global
analyzer in a final system.
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Applying this model as a scanner that verifies projects before it goes through a SAST,
other tool or manual verification could represent a great improve in terms of spent time,
processing and manual work since it could eliminate the projects without vulnerabilities
from further scanning. Comparing to the traditional tools this approach requires less results
verification and promises better accuracy.

Summing up, the concept of vulnerability was presented and explained, the different
methods to identify them were discussed. Moreover, the improved approach and its first
promising results were described and analyzed. Also, it is important to highlight the effort
that done in the adaptation and installation of algorithms and programs to run the system
in parallel platform offered by the SEARCH cluster available in the Informatic Department
of University of Minho to be possible to train the models in acceptable time.

The next step planned to carry on the project is the training of models for other
vulnerability types in order to accomplish the second objective, as listed in the Section 1.
After that, it will be necessary to implement the architecture presented in Section 3.1, in
order to obtain a system capable of predicting the presence of vulnerabilities of different
types.

It also is important to investigate if there is the possibility to reduce the computational
cost with the mix of traditional and machine learning techniques.
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Abstract
This paper focuses on the scientific areas of Digital Humanities, Social Networks and Inappropriate
Social Discourse. The main objective of this research project is the development of an editor that
allows researchers in the human and social sciences or psychologists to add their reflections or ideas
out coming from reading and analyzing posts and comments of an online corpus 1. In the present
context, the editor is being integrated with the analysis tools available in the NetLang platform.
NetLangEd, in addition to allowing the three basic operations of adding, editing and removing
annotations, will also offer mechanisms to manage, organize, view and locate annotations, all of
which will be performed in an easy, fast and user-friendly way.

2012 ACM Subject Classification Human-centered computing → Interactive systems and tools;
Software and its engineering → Application specific development environments

Keywords and phrases Online Annotation tool, Document Markup System, Text Editor, Discourse
Analysis

Digital Object Identifier 10.4230/OASIcs.SLATE.2021.15

Funding This work has been supported by FCT – Fundação para a Ciência e Tecnologia within the
R&D Units Project Scope: PTDC/LLT-LIN/29304/2017.

1 Introduction

This paper discusses a tool developed in the context of the project NetLang – The Language of
Cyberbullying: Forms and Mechanisms of Online Prejudice and Discrimination in Annotated
Comparable Corpora of Portuguese and English. In the last decades, we have witnessed
an exponential growth of the Internet, more specifically in the way we communicate with
each other, that brought many great things to our society from breaking distances between
people to giving voice to those who didn’t have one, allowing them to report the many
injustices happening in the modern days. However it also empowered anti-social behaviors
like online harassment, cyberbullying and hate speech. This type of communication its usually
hostile and malicious, expressing discrimination, intimidation and disapproval towards certain
characteristics like sex, race, religion, ethnicity, colour, national origin, disability, or sexual
orientation of a person or a group of people. The objective of this kind of speech is to injure,
harass and degrade the targeted person or group in order to dehumanize them [1, 2, 5, 9, 12, 13].
In order to solve this problem, many big companies made available several options to address
this type of speech like flagging, reporting, counter-speaking or simply censor certain words
that are commonly used in this type of speech. However these strategies do not always work,

1 Consisting of texts extracted from various sources of Social Computer Mediated Communication
(comment boards of news sites and social networks) which are then converted to a specific JSON format.
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generating many cases of outrage like the case of 2013 where several pages were found in
Facebook with hateful content towards women like Violently raping your friend just for laughs
and Kicking your girlfriend in the fanny because she won’t make you a sandwich. In a matter
of weeks a petition was created that aggregated 200,000 signatures and many important
companies either removed their ads or threatened removing them from Facebook [10]. In
that context, the platform NetLang is being developed to support researchers in the human
and social sciences or psychologists collecting and making available for exploration a corpus
of posts and comments that express this kind of hateful language. To improve the usability of
the platform it was decided to develop a tool, like an editor, that would allow the researchers
to write their thoughts on specific parts of the comments creating annotations and saving
them so they can continue the analysis later. Our initial survey found several tools that offer
this type of functionality like Word2, Adobe Reader3, doccano4, Hypothes.is5 and Genius
Web Annotator6, differentiating among them in the way the note is created, the method used
to save/display them, the text formatting options available, etc.

After studying the problem through the exploration of other works and solutions related
to the topic, two objectives were established for the work here reported: to develop an editor
that allows users to annotate the text that they are analyzing; and finally to carry out
usability, conformance, and performance tests with the developed editor and real end users.
As final result, it is expected to have an editor that has a simple and easy to use interface.
This project will be very useful for its researchers since it will allow them to have the content
under study and their notes located on the same platform, ensuring better organization and
accessibility.

The paper is organized as follows. Section 2 will cover topics such as the history of
annotations, how people annotate on paper and on the web, annotation functionality and
types, advantages and disadvantages of digital annotations and an analysis of the existing
solutions. In Section 3 the system requirements will be listed and the system architecture
will also be discussed and sketched using block diagrams. Section 4 describes how the editor
was developed, showing some screenshots of the final result. Finally, in Section 5 an analysis
of the results obtained will be made and conclusions will also be drawn regarding the work
done and the future work.

2 Document Annotation, state-of-the-art

In this section the state of the art regarding annotation will be portrayed. Its initial part
will be used to describe the evolution of the annotations over the years. Then, studies
conducted by several researchers will be analyzed in order to understand the behavior of
readers when annotating on paper and online. Based on these studies and other articles, the
purposes and types of annotations will be described in general followed by the listing of the
advantages and disadvantages of digital annotation compared to physical annotation. After
that, some tools that allow the annotation of digital texts will be listed and compared taking
into consideration some dimensions that are considered to be important for the development
of NetLangEd.

2 Available at https://www.groovypost.com/howto/annotate-in-word/, accessed in December 2020
3 Available at https://helpx.adobe.com/acrobat/using/commenting-pdfs.html, accessed in December

2020
4 Available at https://doccano.github.io/doccano/, accessed in December 2020
5 Available at https://web.hypothes.is/help/annotation-basics/, accessed in December 2020
6 Available at https://genius.com/web-annotator, accessed in December 2020
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History of annotations

The usage of text annotations became a prominent activity around 1000 AD in Talmudic
commentaries and Arabic rhetorics treaties7. It was then used in the Medieval ages to
discuss, critique and learn from annotations created from previous readers who also read
from the same manuscript. There were also situations where at the time the manuscripts
were being copied, their annotations were included in the copy [14]. However, the emergence
of the printing press has made this use of annotations obsolete due to having facilitated
the circulation of information and the ability to purchase individual copies of text [14].
Nowadays annotation is an activity that is mostly done in private corresponding to the
reader’s interaction with the text being read. Computer-based technologies also provide
many solutions for both individual and shared annotations, allowing to apply this method to
online and offline digital documents [14].

How people annotate on paper and on the web

In order to understand the behavior of readers when annotating on paper and on the web,
the results described in the papers [11, 7, 3, 8] were studied, obtaining several conclusions
for both cases.

In the case of paper annotation, it was verified that highlights were the most used type of
annotation and the most common purpose was to remember, thus being able to relate these
two since highlights are normally used to help in the memorization process and to make it
easier to find the important parts of the text in a later reading. Another reason for this
predominant use of highlights is because they allow the reader to stay focused on the task of
reading since it is a method of quick execution compared to the other ones. Still regarding
the highlights, another important characteristic of these are their colors, which may have
additional meanings and can facilitate detection. In one of the analyzed experiments, it was
also found that the purpose of reading greatly influences the way in which readers annotate
their documents, namely in the types of annotations they use. A final observation is that
the annotations with text that are shared are written in a more explicit way so that other
readers understand them more easily.

Regarding annotation on the web, it is difficult to determine which types of annotations
are most used since it depends on the features that the systems provide. That being said, in
all cases, readers were careful to place the notes as close as possible to the respective parts
of the document to which they referred. Another interesting observation is that, in cases
where it was possible to highlight, this tended to be the most common choice, confirming
the popularity of this type of annotation. In this context, it was discovered that they had
the purpose of signaling parts of the text that were not understood, that they wanted to
remember or because they were important. As in the paper case, here the colors of the
highlights are also of great importance, allowing readers to better structure their annotations.
Regarding the notes that were made with the purpose of being shared, it was also possible
to verify the same situation that was described in the paper case. These are more developed
and explicit than the private notes, which are more short and ambiguous. Through this, it is
possible to conclude that the readers when writing private notes are only concerned with
their significance to themselves while in the case of shared notes they are written so that the
other readers have no problems in understanding them.

7 Available at https://en.wikipedia.org/wiki/Text_annotation, accessed in December 2020
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Functionality of annotations

There are several benefits that are obtained through private and public annotations. Taking
into account how people annotate on paper and on the web, as explained in the previous
section, and based on the work done by Jindia and Chawla [6] it was possible to identify the
following ones: facilitate the current or future reading process; facilitate the later writing
process; understand the insights of another reader; provide feedback to the text writer or
other readers; help with the memorization and recall process; draw attention to certain parts
of the text that are considered to be important for future reference or reading and correct a
specific part of the text.

Types of annotations

Annotations can take different forms where some of them assume a textual representation
and others consist of graphic effects. Thus, through the same sources of knowledge used in
the previous subsection, the following types of annotation were identified:

Mark: The method of marking an important word/phrase through visual effects. These
can be highlights, underlines, strikeouts, figures, etc.
Paraphrase: It consists of reproducing in a simpler and more accessible way the central
ideas of the original text, without changing its meaning.
Comment: This type is based on the formulation of comments to specific parts of the text
that are directed to the writer or self-directed. These may be of agreement/disagreement,
questions, responses, connection to ideas from other texts, personal experience, adding
explanation, etc.

Note that both the Paraphrase and Comment type can be combined with the Mark type
in order to be able to contextualize them in the text.

Advantages and Disadvantages of Digital Annotations

In this subsection we will discuss the advantages and disadvantages of using digital annotations
in comparison to paper-based annotations, since one of the main reasons that led to the
development of this work was the fact that the users of the platform NetLang were using
paper to write their comments/analysis of the text being read. To point out pros and cons
of digital annotation, the considerations previously mentioned and the work of Glover, Xu
and Hardaker [4] were taken into account.

The advantages that have been identified are as follows: better organization due to not
having the notes spread over several sheets; adding annotations wont damage the original
text; easier to change the content of annotations; allows the removal of annotations without
leaving marks in the document; it allows you to write notes with more extensive content
without having to worry about the space they will occupy and easier to locate annotations
on the document through mechanisms.

The disadvantages identified were the following ones: it is not possible to directly
manipulate the document requiring to follow a specific process that is more complex than
simply using the pencil to write and draw on the paper; the forms that digital annotations
can take are limited to those offered by the tool used; although a simple click of a button is
enough to share digital annotations with other users; the circulation of a physical document
will always be the most intuitive way to carry out this process and requires the user to learn
how to use the tool.
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Existing Tools

To conclude this section, the documentation of several tools that have annotation mechanisms
was analyzed. Of the several that were found, the most popular or that have the most
interesting characteristics are the following ones: doccano8, Word9, Adobe Reader10, Weava11,
LINER12, Diigo13, Hypothes.is14 and Kami15. The A.nnotate16 tool was also considered, but
since it is not as popular as the tools mentioned before it will not be covered here as well as
the tools Inception17, Prodigy18, UBIAI 19 and LabelStudio20 since they are very similar to
the doccano tool. In order to be able to compare them, some points that were considered to
be important for the editor were stipulated, being the following: Annotation of web pages,
Free, Multiple forms of annotation, Text formatting, Search facilities and Export and import.
After defining everything, the tools were compared in Table 1.

Table 1 Tool comparison.

Tool Annotation
of web pages Free

Multiple
forms of

annotation

Text
formatting

Search
facilities

Export and
import

doccano No Yes Limited No No Yes
Word No No No Yes Limited No

Adobe Reader No Yes Yes Limited Yes Yes
Weava Yes Limited No No Yes No
LINER Yes Limited No No Yes No
Diigo Yes Limited Limited No Yes No

Hypothes.is Yes Yes No Yes Yes No
Kami No Limited Yes Yes Limited No

Through Table 1 it is possible to conclude that, although there is no perfect tool, the
most complete is the Adobe Reader since it is the one that satisfies most of the requirements
in a satisfactory way. However, it does not fulfill the most important requirement for this
work, this being the ability to annotate web pages. Thus, if we look at the tools that fulfill
this requirement, the best one would be Hypothes.is due to fulfilling the greatest number of
the remaining requirements. Another factor that should be mentioned is that this tool is
the only one of the four web based tools that have been analyzed here that does not restrict
some of its functions through free and paid accounts. The only negative aspects of this tool
is that it only allows the use of highlights, to which it is possible to associate comments, as a
form of annotation and doesn’t have any mechanism that allows to export the work done so
that it can be imported later to continue it.

8 Available at https://github.com/doccano/doccano, accessed in April 2021
9 Available at https://www.microsoft.com/en-us/microsoft-365/word, accessed in April 2021
10 Available at https://get.adobe.com/br/reader/, accessed in April 2021
11 Available at https://www.weavatools.com/, accessed in April 2021
12 Available at https://getliner.com/, accessed in April 2021
13 Available at https://www.diigo.com/, accessed in April 2021
14 Available at https://web.hypothes.is/, accessed in April 2021
15 Available at https://www.kamiapp.com/, accessed in June 2021
16 Available at http://a.nnotate.com/, accessed in June 2021
17 Available at https://inception-project.github.io/, accessed in June 2021
18 Available at https://prodi.gy/demo, accessed in June 2021
19 Available at https://ubiai.tools/, accessed in June 2021
20 Available at https://labelstud.io/, accessed in June 2021
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3 NetLangEd, the proposed architecture

In this section, the work proposal will be described in detail starting with a list that contains
the features that the editor to be developed must have followed by the diagrams of the
system architecture. Based on the information collected during the literature review phase
to understand the State of the Art, discussed in Section 2, the features that the editor should
present will now be defined.

The editor will have the following Functional Properties:
Marks on the text: The part of the text that the user notes should be marked in some
way.
Highlight color options: The user must be able to customize the color of the highlight.
Tooltips in annotated text: When hovering the cursor over the annotated text, a
tooltip containing at least the respective comment must be presented.
Text formatting: The user must be able to format the comment text in different ways,
such as changing the font size, changing the font family, creating lists, etc.
Annotated comments list: The user must be able to see all comments on the annota-
tions made in the document he is analyzing.
Removal: There should be options that allow the removal of annotations and their
comments.
Editing: As with removals, there should also be options that allow editing annotation
comments.
Location discovery: There must be a mechanism that allows a quick location of the
annotation of the respective comment in the document.
Search: The user should be able to search a word/phrase in the comments of the
annotations.
Filter: The user must be able to filter comments according to various criteria.
Import: The user must be able to import from his computer the annotations and their
respective comments that were previously made in the document that is currently being
analyzed.
Export: The user must be able to export to his computer the annotations and their
respective comments that were made in the document.
Clear the document: The user must be able to remove all annotations in the document
at once.

The non-functional properties that the editor will possess are as follows:
Simple and clear interface: The interface should not take up too much space so as
not to distract the user and its content must be simple and explicit so that the user does
not feel confused when using it.
Simple and clear functionalities: The functionalities must be easy to understand and
to execute so that the user does not have difficulties in using the tool.
Quick add functionality: This functionality should be quick to perform, being done in
the smallest number of steps possible.
Quick edit functionality: Editing annotation comments should be possible both in the
annotation comments list and in the document, thus allowing the user to remove them
in any situation. This functionality should also be quick to perform, being done in the
smallest number of steps possible.
Quick removal functionality: As in the case of editing, the option to remove comments
from annotations should be possible to execute both in the comment list of annotations
and in the document, thus allowing the user to remove them in any situation. This
functionality should also be quick to perform, being done in the smallest number of steps
possible.
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Annotation overlay: The parts of the text where annotations overlap should be properly
treated so that the annotations involved can be easily distinguished.
Annotation comment representation: An annotation comment must be presented in
the same way both in the annotation comment list and in the document’s tooltips.

After the identification of the functional and non-functional requirements for the comments
annotation editor under discussion, its architecture is sketched.

3.1 System Architecture
In this subsection, several diagrams will be presented that will allow to better understand
the architecture of the system. Thus, Figure 1 presents the architecture of NetLangEd and
its integration with NetLang platform.

Figure 1 NetLangEd Architecture and Integration with NetLang platform.

Observing Figure 1 it is possible to see that the editor will be accessed from the pages that
contain the posts and comments that are stored in the NetLang repository. Another aspect
that can be seen in Figure 1 is the possibility of exporting and importing the work done,
these being done to and from the user’s computer respectively. Finally, Figure 2 presents
how the functionalities are organized in the system and how they can be accessed.

Figure 2 NetLangEd usage diagram.

SLATE 2021
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As can be noticed in Figure 2, some of them (add, edit and remove annotations, choose
the color of the annotations and tooltips) can be executed directly on the text; the remaining
are executed on the menu.

4 NetLangEd, development

In this section it will be described how each of the requirements that were listed in Section 3
has been achieved and how the integration process with the NetLang platform was carried out.

4.1 Functional properties
The functional requirements that were implemented will be discussed in this subsection.

Marks on the text

This requirement, that consists of allowing users to annotate HTML text without affecting
its original formatting, was the most important objective to be achieved in this project.
Several solutions were tested, with the vast majority of them failing with some tags such as
lists, links, etc or simply making it difficult to add, edit and remove annotations. Taking
these problems into account, the only solution that avoided most of them was to surround
each word, with the exception of HTML tags, with a span tag, after which it was decided
to surround each character in order to be able to annotate any part of the words instead
of being forced to annotate it entirely. These span tags have a unique identifier in order to
be able to change their properties more easily, and for that it was necessary to develop a
function that returned the identifiers of the spans that are present in the selection made by
the user. It should be noted that this approach is not without problems, being dependent on
the text to be annotated to remain unchanged so that the identifiers remain constant and
other problems that arose during the integration phase with the NetLang platform that will
be discussed in Subsection 4.3. Having said that, the adding process begins with the user
selecting the part of the text that he wants to annotate followed by clicking on the pop-up
that appears after completing the selection, in order to confirm the intention to annotate the
selected part of the text. After that, the addition box will appear in the sidebar in which the
user can enter the comment, with the possibility of associating tags to it, completing the
process using the button that allows to save the comment. This whole process can be seen in
Figure 3.

Figure 3 Text annotation functionality.

Highlight color options

This feature was implemented as a palette with the color options that are available (see
Figure 4). Initially it was possible to pick any color, however this method would complicate
not only the process of filtering the annotations by their color because it would lead to too
many options but it would also complicate the process of picking a color since the user would
have to either find the desired color or would have to save the color he picked for later use.
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Tooltips in annotated text

This feature can be seen whenever the user places the mouse cursor on top of an annotation
presenting the result visible in Figure 8b. In addition to containing the comment that is
associated with the annotation, the number of the note is also shown to make it possible
to identify them more easily. However, there are some restrictions regarding the display of
comments in the tooltips. In order to make sure that the tooltip is always visible, it can only
be shown up to six lines of the comment. In cases where there is more content to show, an
ellipsis is shown.

Text formatting

Concerning text formatting, there are many options that can be included, as undo, redo,
clear formatting, bold, italic, underline, strikethrough, superscript, subscript, fonts, font sizes,
numbered list, bullet list, text color, background color. From a technical point of view all of
them can be included. However only fifteen (as can be seen in Figure 3) were implemented
because the others were difficult to display in the tooltips.

Annotated comments list

As can be seen in Figure 4, all the annotations that were made on the document that is
currently being analysed will be listed on a sidebar. Another important aspect of this sidebar
was its simplicity, clarity and convenience. To this end, it was decided to keep at the top of
it all the options that are used on a recurring basis separated, like the filters that will be
talked about later, and group in one option all the options that wont be use as regularly, like
exporting, importing, etc. Another decision that was made was to place all the options that
can be made on the comments that are present in the sidebar on top of each one of them.

Figure 4 List of comments in the sidebar.

Removal

This requirement has been implemented and can be executed in two ways, where one is
performed by clicking on the desired annotation, that is present in the document, showing
the edition box that has the button that allows its removal and the other way is through the
removal button that is located over the annotations present in the sidebar. Both alternatives
can be seen in Figures 5a and 5b.

SLATE 2021
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(a) From the document. (b) From the sidebar.

Figure 5 Annotation removal functionality.

Note that, in both ways, the text box will be precariously filled with the current comment
of the respective annotation so that the user can make the decision to remove the annotation
more clearly.

Editing

As in the previous functional property, the editing process can also be done in two ways. The
first consists of clicking on the annotation, present in the document, whose comment is to be
edited and the second way is through the button that allows editing that is located on top of
each of the annotations present in the sidebar. In both cases the result of the clicks is the
display of the edit box where the user can edit the comment, as well as the tags and color
associated with it, concluding the process by clicking in the button to save the comment.
Both ways can be seen in Figures 6a and 6b.

(a) From the document. (b) From the sidebar.

Figure 6 Annotation editing functionality.

It should be noted that, in this case, the text box will also be precariously filled with the
current comment of the respective annotation so that the user does not have to rewrite the
entire text if he only wants to make some changes to it.

Location discovery

The purpose of this requirement was to help the user to easily locate the comment in the
document, being implemented through the button at the top of each of the comments present
in the sidebar visible in Figure 4. Initially, this feature only scrolled the page to the place
where the annotation was located, making it the only visible annotation in order to be more
easily detectable. However, after making the decision to display the documents in pages, due
to the problems that were detected in the process of integrating the work with the NetLang
platform and which will be discussed later, this feature now has the ability to switch to the
page where the annotation is located in case it was not done on the page that is currently
open.
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Search

This requirement is present at the top of the sidebar that can be seen in Figure 4. It is
important to mention that only the annotations whose comments contain exactly what is
entered by the user will be filtered, that is, the search takes into account the small and
capital letters, blank spaces, etc. It is also important to note that the result of applying the
filter is visible both in the document as in the sidebar.

Filter

This requirement was implemented through the three buttons that are to the right of the
search bar present at the top of the sidebar visible in Figure 4, having buttons that allow
filtering the annotations by tags, date and color. In addition to these three types of filters,
others were discussed, however these seemed the most useful. Note that these three filters
can be used together, including with the search functionality. That said, it was necessary to
make another decision on how these filters will act together, that is, if it is enough that the
annotations comply with one of the filters or if they have to comply with all of them. After
some reflection and taking into account that the purpose of filtering is to specify as much as
possible a characteristic of something, it was decided that the annotations have to comply
with all the filters to be shown. Another characteristic that is worth mentioning is that, as in
the previous requirement, the result of applying the filters is visible both in the document as
in the sidebar. Regarding the management of the tags, this will be done through the button
that allows filtering by tags, through which it will be possible to open the pop-up visible in
Figure 7 where the user will be able to create, edit and remove tags.

Figure 7 Tags manager.

Import

This requirement was implemented as a feature that is present in the dropdown that results
from clicking on the button that is represented by the three dots visible in Figure 4. While
the basic functionality of this requirement was achieved, it was attempted to apply a security
mechanism to prevent the user from being able to write malicious HTML code in the part of
the comments that would later be run when loading the file. Although it works and prevents
the import of a file that has been changed, the user can access the “keyword” and replicate
the hash process in order to overcome this barrier. However, it can be said that at least this
process cannot be carried out in such an easy way.
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Export

This functionality also appears in the drop-down that results from clicking on the button
that is represented by the three dots visible in Figure 4. Export option writes in a text file
the necessary information so that the user can restart the work where it was left in a next
section. Note that the user must click on the save button to save the current status of the
work done, before exporting it. Otherwise, the work will be lost.

Clear the document

This feature is also present in the drop-down that results from clicking on the button that
is represented by the three dots visible in Figure 4. This functionality simply removes all
annotations made in the document as well as in the sidebar.

4.2 Non-functional properties
In this subsection, it will be explained how the non-functional requirements were implemented.

Simple and clear interface

This requirement was achieved through several variables that were taken into account in the
development of the interface. The first one is related to the way in which the buttons were
placed at the top of the sidebar, which were explicitly placed those that are more likely to
be used more frequently and those that are used less frequently were grouped in the option
characterized by the three dots, as can be seen in Figure 4. Another important aspect is
related to the comments of the annotations present in the sidebar. These were embedded
inside compartments to better distinguish where a comment starts and ends. Another
important decision was to place the operations that can be executed on these comments
directly on them in order to be clear to the user to know which comment is applying the
operations on. All these decisions can also be seen in Figure 4. The placement of the color
palette was also subject of reflection. It was initially planed to be placed in the sidebar,
however since it is a tool that the user may want to use at any time, it was decided to keep
it fixed next to the sidebar as shown in Figure 4. Regarding the boxes that appear to edit
or add a comment, it initially appeared in the center of the screen with the capability to
be moved to any other part of the screen. However, since this task of always moving the
box is boring and as it is preferable to always be able to see the part of the text that is
being commented for contextualization, it was decided that in both cases these boxes would
be displayed in the sidebar, as can be seen through Figure 3. Finally, the last point that
was considered was the sidebar itself. It was decided to allow it to be hidden or expanded
since when it was open it could distract the user. Another detail is related to the fact that
it pushes the text that is being annotated to the side instead of overlapping it, thus not
covering the text, allowing the user to continue to annotate even with it expanded. This
decision can be seen in Figure 4.

Simple and clear functionalities

Most features have a word on their button that clearly describes their purpose, as for example,
in the case of Figure 4. There are some exceptions, such as the functionalities at the top of
the sidebar that have icons as shown in Figure 4. However, care was taken to use icons that
represent the respective functionalities. Thus, only the operations that are executed from
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the document, these being the tooltips, removal and editing, are not so obvious to execute.
However, in this case it was decided to sacrifice this aspect a little in order to benefit other
requirements that will still be discussed here.

Quick add functionality

This functionality was implemented being only necessary to perform four actions (select text,
click on pop-up, write comment and save comment) as can be seen in Figure 3. There is
a way to reduce the number of necessary steps to three, which consisted in removing the
pop-up part and display the addition box after completing the selection, however this method
could create complications in cases where the user accidentally selects something that he
didn’t want to annotate. Note that this process may require a greater number of steps if the
user wants to associate tags to the annotation, however it is not a mandatory step in the
process.

Quick edit functionality

To fulfill this requirement, it was important to make sure that the editing functionality could
be performed both in the document and in the sidebar. In this case, both situations only
require three actions (in the document it is necessary to click on the annotation, edit and
save changes and in the case of the menu it will be necessary to click on the edit, edit and
save changes button) to complete the process, both of which are visible in Figures 6a and 6b,
without having found any way to reduce this number. Note that, as in the case of addition,
this process may require a greater number of steps if the user wants to edit the tags or the
color that are associated with the annotation, however these are not mandatory steps in the
process.

Quick removal functionality

This requirement, just like in the previous one, was achieved by not only allowing the user
to use the removal functionality on the document and on the sidebar but also execute it
with the shortest number of clicks. Regarding this last aspect, in the document its only
required two steps (click on the annotation and click on the remove button) and on the list of
comments its required only one (click the remove button), both of this cases being visible in
Figures 5a and 5b. In the case of executing this functionality in the document, it is possible
to be done in just one click by right-clicking on the annotation to be removed, however this
method could lead to situations where the user could unintentionally remove an annotation.

Annotation overlay

This feature was implemented using a color effect, as can be seen in Figure 8a. Observe that
the color effect is present in the part of the text in which the overlap has occurred, which
will have a color that will be the result of combining the color of the last annotation made
on that part of the text with the color of the new annotation also made on that part of the
text. When there are a greater number of overlaps, placing the cursor over an annotation it
will only show that specific annotation, as visible in Figure 8b, returning to normal as soon
as the mouse is moved out of it.
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(a) Without effect. (b) With effect.

Figure 8 Example of an annotation overlay.

Annotation comment representation

This feature can be seen in Figures 8b and 4, where it is possible to see that the annotation
content and its formatting are displayed in the same way in both cases.

4.3 Integration with the NetLang project
To wrap up this section, where the tool development was discussed, the problems that
were encountered during the integration process with the NetLang existing platform will be
identified and the solutions found will be also presented. The first problem was related to the
fact that there are very long texts on which it would be applied the process of placing span
tags in all of its characters, causing the browser to jam and not load the page. The solution
to this problem was to load part of the document instead of loading it all at once and to
load more whenever the user pressed a button. Although the previous solution eliminated
the problem of not being able to load the page, it did not avoid the second problem that
occurred when the page size started to become very large, causing the editor to function
slowly. In view of this, the final solution was to load the document as pages that would not
exceed a maximum limit, where the user could navigate backwards or forwards one page at a
time or even directly open a specific page.

After overcoming all this problem, the planned tool is operational and can be accessed at
http://bit.ly/NetLangEd. Figure 9 is a screenshot that illustrates a working session. The
image shown exhibits the text window on the left with an annotation in green and with the
page browser at the top, the menu on the right side with the filters and other options at the
top and with all the comments of the annotations made in the document listed below it and
with the color palette to the left of the menu.

5 Conclusion

Along this paper it was presented the evolution that occurred in the use of annotations,
from a strict use for sharing knowledge to a primarily personal use. Through the analysis of
the studies carried out by several authors it was possible to observe details of the readers’
behavior when annotating on paper and online, through which were identified not only the
types of annotations used but also their purposes. It was also possible to enumerate some
advantages and disadvantages that online annotations have compared to paper annotations,
allowing to conclude that there are two main factors that determine the preference of its use.
The first is related to the original format of the document to be annotated where in the case
of being paper it will be very unlikely that it will be digitized to be digitally annotated and
the second factor is related to the functionalities that the annotation system provides where
in the case of not covering the readers’ main needs of annotation will lead them to prefer to
print the document and annotate it on paper. In order to understand the characteristics that

http://bit.ly/NetLangEd
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Figure 9 Example of a work session.

a web annotator should have, several existing solutions have been analyzed, being possible
to observe some characteristics that can be considered essential and others that are either
not very useful or simply do not fit the objectives that are intends to achieve with this work.
When comparing these solutions it was possible to conclude that, although none was perfect,
the best would be Hypothes.is since, of the tools that allow the annotation of web pages, it is
the one that fulfills the greatest number of the remaining requirements. That being said, the
analysis that was carried out in all of them served as a basis to create a list of requirements
that the editor to develop must fulfill by which the diagrams of the system architecture
were developed. After finishing the development of the editor, it is possible to affirm that
all the requirements that were stipulated here were fulfilled. To the best of our knowledge,
NetLangEd is the first annotation editor integrated with a corpus browser. However, there
are some aspects that can be improved or even added in the future, such as the aesthetic
component of the editor, allowing filters to act on the form of a conjunction and developing
a more efficient way to make annotations so that it is possible to load to the document in its
entirety instead of loading it in pages. Another future work will be to conduct tests with
users in order to obtain feedback.
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Abstract
We are proposing a keyword–based query interface for knowledge bases – including relational or
deductive databases – based on contextual background knowledge such as suitable join conditions
or synonyms. Join conditions could be extracted from existing referential integrity (foreign key)
constaints of the database schema. They could also be learned from other, previous database queries,
if the database schema does not contain foreign key constraints.

Given a textual representation – a word list – of a query to a relational database, one may parse
the list into a structured term. The intelligent and cooperative part of our approach is to hypothesize
the semantics of the word list and to find suitable links between the concepts mentioned in the query
using contextual knowledge, more precisely join conditions between the database tables.

We use a knowledge–based parser based on an extension of Definite Clause Grammars (Dcg)
that are interweaved with calls to the database schema to suitably annotate the tokens as table
names, table attributes, attribute values or relationships linking tables. Our tool DdQl yields the
possible queries in a special domain specific rule language that extends Datalog, from which the
user can choose one.
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Supplementary Material Software (Source Code): http://www1.pub.informatik.uni-wuerzburg.
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1 Introduction

The growing wave of digitization, which the smart world of the future is facing, could be met
by concepts from artificial intelligence (AI). The field of AI can be divided into symbolic and
subsymbolic approaches, e. g., [11,15]. Symbolic or knowledge–based approaches model central
cognitive abilities of humans like logic, deduction and planning in computers – mathematically
exact operations can be defined. Subsymbolic or statistical approaches try to learn a model
of a process (e. g., an optimal action of a robot or the classification of sensor data) from
the data.

Current knowledge–based information systems are increasingly becoming hybrid, including
different formalisms for knowledge representation. In this paper, we use concepts from AI
and logic programming for answering non–expert queries to hybrid knowledge bases. Still,
the most frequent fromalism is relational databases, but it would be very interesting to
include rule–bases, ontologies and Xml databases as well.

It is becoming popular to consider natural language queries [1]. In a simple form, this
concept is well–known from keyword–based queries in search engines like Google. It can be
very helpful for users who are not so familiar with the database schema, and for users on
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mobile devices, where it is difficult to enter complex–structured queries. For a preceeding
speech–to–text transformation, currently subsymbolic approches, e.g. voice/speech assitants
such as the commercial systems Siri, Alexa, or Dragon NaturallySpeaking or the publicly
available tools Mozilla Common Voice/Deep Spech [12] are popular. In this paper, the
complicated step of assigning a suitable semantics – i.e. of compling textual keyword–based
queries to correct complex–structured knowledge base queries, e.g. in Sql or Datalog– is
done using a symbolic, declarative knowledge–based approach with techniques from logic
programming and deductive databases [3, 6, 7].

The rest of this paper is structured as follows: Section 2 gives an overview on database
query languages and intelligent query answering. Section 3 presents our running example
of a database schema, a database instance (tables) and a set of relational database queries;
we sketch some possible ways of deriving suitable join conditions. Section 4 describes our
new system and langauge DdQl for answering keyword–based queries using technology from
logic programming and deductive databases; we use our running example database. Finally,
Section 5 concludes with a summary.

2 Database Query Languages and Intelligent Query Answering

Natural language interfaces (Nli) are considered a useful end–user facing query language for
knowledge bases, see Affolter et al. [1] and Damljanovic et al. [8]. This holds especially true
for complex databases and knowledge bases, where the intricacies of both the information
schema and the technicalities of the query language – Sql most of the time – put the task of
issuing useful queries well beyond the skill of most prospective, non–technical users. Nlis can
usually be catgorized into keyword–, pattern–, parsing–, and grammar–based systems. Recent
case studies are also reported by Stockinger [23] who argues that the trend of building Nli
databases is stimulated by the recent success stories of artificial intelligence and in particular
deep learning. An important keyword–based system is Soda [2]. Li and Jagadish [14] hold
that Nlis are superior to other approaches to ease database querying, such as keyword search
or visual query–building. They present the parsing–based systems NaLir and NaLix.

The main gripe with a natural language interface is that it’s inherently difficult to verify
reliably: an ambiguous sentence might be incorrectly parsed and its meaning evaluated,
without the end user ever becoming aware of the situation. As a consequence, much effort
has been placed into devising user–friendly ways of removing the ambiguity and translating
the query to a semantically equivalent one in the native database query language. In practice,
this entails presenting alternatives to the user and asking him to decide; the process may
be iterated.

Doing so with Sql as the target seems a natural choice, but hits many difficulties arising
from the language’s many quirks. This situation is exacerbated when one must present the
query interpretation back to the user. Relying on a more abstract query language, such
as a first order predicate logic–based one, turns out to be both easier and more effective,
especially as the reflection of the user’s utterance interpretation will be presented in a form
which is closer to its presumed grammatical structure and therefore easier to recognize
and understand.

Besides convenience in presentation, relying on a logic representation for the queries and
schema has several enabling benefits: a major one is that it provides a unifying framework for
heterogeneous sources of information, such as Sql databases but also deductive databases,
Xml databases, ontologies queried in Sparql or Rdf datasets [22]. This topic has been amply
covered in the literature, see for example [16] for an overview on logic in deductive databases.
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Interpreting a natural language sentence as a database query entails attempting to do
several queries, ranging over the schema but also the data and even the query history.
Contextual speech recognition is a very hard problem, which can be eased if one manages to
make use of background knowledge. The inherent ambiguity in the task of parsing and tagging
a sentence in natural language can be mitigated and complemented with concurrent knowledge
base queries: domain knowledge may be used to constrain the admissible interpretations as
well as to provide useful annotations. Having a logic–based framework also makes it easy to
provide views, which may be further used in interpreting natural language queries. The logic
dialect needs not be full first–order logic, as Datalog is sufficient to express queries originally
formulated in simple natural language.

3 Relational Database Queries

It is difficult for database users to have to remember the strucuture of the database (the
database schema) and the correct writing of the terms (table names and attributes) and the
values in the tables. Nevertheless, they have a good notion of the queries that they would
like to ask. One could, e.g., imagine the following database queries:

Q1 Give me the salary of Borg.
Q2 Who is the father of Alice ?
Q3 What is the salary of Research ?
Q4 Give me the sum of the salaries of the departments by name.
Q5 Give me the supervisor name of an employee by name.

The database user does not say that salary is an attribute of a database table or that Borg
is a value of another attribute. Moreover, there could be slight spellings mistakes.

We are proposing an intelligent expert tool for query answering based on the deductive
database system DDbase [21] of the declarative programming toolkit Declare [19]. We have
developed a module DdQl of DDbase, that can first parse the textual representation of the
query using Declare’s extended definite clause grammars (Edcg) [18] in Prolog based on
the background knowledge of the database schema and the database, then hypothesize the
intended semantics of the query using expert knowledge, and finally present possible queries
and answers, so that the user can select one. In future extensions, it might be possible to
define Datalog–like rules in natural language.

3.1 The Database Schema
We use the relational database Company from [9] in an extensive case study for exemplifying
our approach. The database schema in Figure 1 contains 6 entity/relationship types and 8
referential integrity constraints between them (links given by arrows). Some corresponding
database tables will be given in the following Section 3.2. The query compilation in Section 4.2
will extract undirected connected subgraphs from the corresponding link graph in Figure 2.

The relationship types from the corresponding ER diagram of [9] are represented in the
database schema as follows:
(a) in the table Employee, the 1:n relationship types Works_For and Supervision

from the ER diagram are integrated as foreign keys Dno and SuperSsn (the Ssn of
the supersisor), respectively;

(b) the manager of a department is given by the attribute MgrSsn in Department;
(c) the table Works_On gives the employees working on a project, and the attribute

Dnum in Project gives the responsible department of a project.

SLATE 2021
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Figure 1 Referential Integrity Constraints for the Relational Database Company.

Functionalities and existency constraints require: every employee works for exactly one
department; every department must have exactly one manager; an employee can manage at
most one department; every employee must work for at least one project; and every project
must have exactly one responsible department. All constraints of the database schema can
be used for optimizing queries.

3.2 Database Tables
In the following, we will use a slightly restricted version of the database, where some entity
types and attributes are not present or renamed.

Employee
Fname Lname Ssn BDate Address Sex Salary SuperSsn Dno

John Smith 4444 1955-01-09 731 Fondren, Houston M 30000 2222 5

Franklin Wong 2222 1945-12-08 638 Voss, Houston M 40000 1111 5

Alicia Zelaya 7777 1958-07-19 3321 Castle, Spring F 25000 3333 4

Jennifer Wallace 3333 1931-06-20 291 Berry, Bellaire F 43000 1111 4

. . . . . . . . . . . . . . . . . . . . . . . . . . .

James Borg 1111 1927-11-10 450 Stone, Houston M 55000 NULL 1

The departments and their managers are given by the table Department with the
primary key Dno (Dnumber in Figure 1). The 1:1 relationship type Manages is integrated
as a foreign key MgrSsn together with the describing attribute MgrStartDate, the start
date of its manager. The multi–valued attribute Locations of the entity type Department
yields a separate table Dept_Locations, which we do not consider here. The table
Works_On shows the Hours that the employees work on the projects.
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Department

Dname Dno MgrSsn MgrStartDate

Headquarters 1 1111 1971-06-19
Administration 4 3333 1985-01-01

Research 5 2222 1978-05-22

Works_On
ESsn Pno Hours

1111 20 NULL
2222 2 10.0
2222 3 10.0
3333 30 20.0
. . . . . . . . .

The 1:n relationship type Controls between Department and Project is integrated
as the foreign key Dnum in Project. Every project is located at one of the locations of its
controlling department.

Project

Pname Pnumber Plocation Dnum

ProductX 1 Bellaire 5
Reorganization 20 Houston 1

. . . . . . . . . . . .
Newbenefits 30 Stafford 4

In a deductive database variant, the rows of the relational tables would be represented by
Datalog facts.

3.3 Datalog–Like Rules

In our system DdQl, the relational or deductive database can be enriched with further
Datalog–like rules in field notation, or knowledge from ontologies in Rdf, Owl, or Swrl.
Likewise, some background knowledge from the database schema can be represented in a
Datalog–like manner. For the foreign–key constraint from Employee to Department,
a Datalog–like rule with field notation can be generated in DDbase which links the social
security number of an employee with the number of his or her department:

works_for (Employee , Department ) :-
employee :[ ’SSN ’:Employee , ’DNO ’: Department ].

From an ontology, it could be known that every employee is human. This would be expressed
by the following Datalog–like rule with field notation, since Ssn is the primary key of
Employee:

human( Employee ) :-
employee :[ ’SSN ’: Employee ].

The user of the database would like to ask queries in Google style, i.e. without precisely
remembering the database schema and the links between the tables by referential integrity
constraints. Here, the background knowledge given by the Datalog–like rules can be used.

SLATE 2021
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3.4 Inference of Join Conditions
Suitable join conditions can be inferred from the foreign key constraints given in the database
schema. The schema of the database company contained many foreign key constraints. For
many other databases, no foreign key constraints are given. But join conditions can be
inferred from previous Sql queries in the log file: e.g., a join condition can be assumed, if
the primary key of a table (all attributes of the primary key) is joined with some attributes
of another table.

In Declare, the schema of a table can be extracted automatically from a running relational
MySql database system and presented in Xml to the user and analysed with Prolog:

<table name=" employee ">
<attribute name="SSN" type=" varchar (9)" is_nullable ="NO"/>
<attribute name=" SALARY " ...>
<attribute name="DNO" ...>
...
<primary_key > <attribute name="SSN"/> </ primary_key >
<foreign_key >

<attribute name=" SUPERSSN "/>
<references table =" employee ">

<attribute name="SSN"/> </references > </ foreign_key >
<foreign_key >

<attribute name="DNO"/>
<references table =" department ">

<attribute name=" DNUMBER "/> </ references > </ foreign_key >
</table >

Currently, this Xml representation is derived using Odbc in Declare, and join conditions are
extracted in DdQl. If the second foreign key constraint was not given in the schema, we
may still infer a corresponding join condition from the following Sql statement occuring in a
query log file:

use company ;
select employee .DNO , employee .SSN , employee . SALARY
from employee , department
where department .DNAME = ’Research ’
and employee .DNO = department . DNUMBER ;

Declare provides a tool named Squash [5] to parse Sql statements to Prolog terms, which
may be mapped to Xml. Squash proposes a domain specific language SquashMl for
Sql statements; this can be further processed in Declare to infer the join conditions. In a
simplified version, the Sql statement above looks as follows:

<select >
<select_list >

<object table=" employee " column ="DNO"/>
<object table=" employee " column ="SSN"/>
<object table=" employee " column =" SALARY "/>

</ select_list_element >
<from_list >

<object table=" employee "/>
<object table=" department "/>

</from_list >
<where_list >

<condition junctor ="and">
<comparison operator ="=">

<object table=" department " column =" DNAME "/>
<object value=" Research "/>

</comparison >
</condition >

</where_list >
</select >
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4 The Declarative Database Query System and Language DDQL

In this section, we will present the new declarative database query system and language DdQl,
which is based on concepts from logic programming. The knowledge-based compilation of
keyword–queries to Datalog is done in three steps. In experiments with the company database,
useful queries were generated; if a database does not contain referential integrity constraints,
then we will need query logs for deriving suitable join conditions.

4.1 Syntax and Evaluation Using Logic Programming Concepts
The declarative programming toolkit Declare [19] and its deductive database system
DDbase [21] already have functionality for evaluating database queries formulated using
extensions of Datalog. Even hybrid queries including different knowledge representation
formalisms are possible in DDbase. E.g., relational databases can be accessed using Sql quer-
ies and Odbc; for Xml processing, a query, transformation and update language FNQuery
is given in [20].

We assume that the reader has some basic knowledge about logic programming [3, 7]
as well as relational [9] and deductive databases [16]. DDbase allows for rules of the form
A :– L1, . . . , Lm, where the head A is a logical atom and the body is a conjunction (the
comma “,” denoting the conjunction “∧”) of literals Li, 1 ≤ i ≤ m. The literals can
be logical atoms Li = Bi, default negated literals Li = not (Ai), or aggregation literals
Li = ddbase_aggregate(X , (A1, . . . , An), Xs) over logical atoms Ai. In the domain specific
language of DDbase, rules can have ordinary logical atoms – in Prolog notation – or field
notation atoms p : [a1 : t1, . . . , ak : tk], where p is a predicate symbol, a1, . . . , ak are field
names, and t1, . . . , tk are corresponding terms, which amounts to non–positional arguments
in Prolog terms. The rules must fullfil the safety condition that variables in atoms Ai within
default negated literals must be bound by preceeding ordinary atoms or aggregation literals
in the same rule body. It is not the intent of this paper to formally define the semantics
of DDbase. The next subsections will focus on the knowledge–based compilation of queries
and give some intuitive examples without default negation. Only one (Q4) contains an
aggregation literal

ddbase_aggregate( [C, sum(D)],
( employee(_, _, _, _, _, _, _, D, _, E),

department(C, E, _, _) ), Xs ),
member([A, B], Xs).

In analogy to Sql and extending Prolog’s predicate findall/3, this groups instantiations
of the variable C with the sum (which is an aggregation function) of the corresponding
instantiations of the variable D and returns pairs. Here, the template is X = [C, sum(D)]
and pairs [A, B] are selected from the result Xs.

DDbase programs are evaluated bottom–up with stratified fixpoint computation like Datalog
and they can – possibly – be compiled to Sql queries; often DDbase programs can also be
evaluated top–down like in Prolog. For the evaluation in logic programming, the field notation
atoms are compiled to ordinary, logical Datalog atoms based on background knowledge about
the database schema. The ordinary Datalog rules can be compiled to Sql with DDbase, if
there is no default negation – and for stratified default negation or aggregation. A stratified
evaluation requires that none of the embedded atoms Ai is mutualle recursive with the
head atom A. Then, the program is split into strata, such that default negated literals or
aggregation literals refer to lower strata; the strata are evaluated successively, and the output
of a lower stratum is fed into the strata above. For non–stratified default negation, DDbase
could use answer set solvers, cf. [4, 13], if there are no aggregation literals.
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4.2 Knowledge–Based Compilation of Queries
DdQl compiles a NL query QN to a Datalog query QD in three steps:

QN → QA → QF → QD.

It shows them in a command line interface; the result tables are shown in a graphical interface.

Annotation of Key Words (QA)

First, using Definite Clause Grammars (Dcgs, see, e.g., [3, 7]), an annotated query QA is
generated. Using, e.g., the following grammar rule in the extended Dcg formalism introduced
in [18], also the resulting parse tree can be computed:

query ==> aggregation , of , attribute , of , table.

The Dcg rules are fully interleaved with database access operations of DDbase using Odbc.
E.g., the derivations of attribute and table can result in Odbc calls, or – for potential
speed–up – calls to a cached collection of facts previously extracted from the database. Some
words of the query – such as “of” and “the” – are ignored.

DdQl generates the annotations one after the other on backtracking, starting with the
most likely annotations. E.g., the query Q1 with the key words “salary, of, Borg” is first
annotated to the following query QA:

salary=company/employee/attribute
’Borg’=company/employee/row(@LNAME)

The keyword “of” is ignored. In DdQl, it can be detected easily from the database schema
that salary is an attribute of the relation employee. The location of ’Borg’ has to be
done based on the contents of the database, which is more expensive. But this can be done
depending on the context of the table employee; it turns out that it is the value of the
attribute LNAME. After the first annotation has been done and the first solution to the query
has been produced, DdQl uses backtracking to generate further annotations and solutions.
Of course, then DdQl will also search for ’Borg’ in other tables of the database.

Generation of Field Notation (QF ) and Datalog (QD)

Then, the compilation of the annotated queries QA to Sql or Datalog is done using technology
from DDbase based on the database schema. As an intermediate representation, conjunctive
queries QF in Datalog are generated with atoms in field notation. The conjunctive queries
are then refined and optimized to ordinary Datalog queries QD using background knowledge
from the database schema or Datalog–likes rules. QD could be evaluated on a deductive
variant of the relational database or a deductive database; an Sql variant of QD can be
evaluated on the relational database.

In the following, we will show and explain the intermediate queries QF and QD for a few
example queries to the database company – and we skip the annotated queries QA.

The relevant links between the concepts mentioned in a user query might be an undirected
tree, or even a cyclic graph. E.g., if the user asks for the salary of all employees working in a
department that controlls the project ’ProductX’ and is located in ’Houston’, then the red
link tree in Figure 2 (arrows starting with a bullet) – which is an abstraction of Figure 1 –
might be used. The direction of the labelled referential integrity constraints Manages and
Controls is due to the fact that their corresponding relationships are integrated as the
attributes MgrSsn and Dnum into Department and Project, respectively.
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Figure 2 Link Graph for the Referential Integrity Constraints.

4.3 Example Queries
In the following, we will explain a spectrum of example queries to show different features of
DdQl.

Selection Queries Q1, Q2, and Q3

The two selection queries Q1 and Q2 are relatively simple to solve, since they rely on only
one table, namely Employee and Dependent, respectively (the latter table is not detailed
in this paper, but the schema in Figure 1 contains it). The selection query Q3 results in the
following NL query QN :

salary , of , ’Research ’

The database user might not know that Salary is an attribute of the table Employee, and
that Research is the value of the attribute Dname of the table Department. The query is
annotated, and a list QF of query atoms in field notation is generated:

employee :[ ’SSN ’:B, ’SALARY ’:C],
employee :[ ’SSN ’:B, ’DNO ’:A],
department :[ ’DNUMBER ’:A, ’DNAME ’:’Research ’].

The variables A, B, and C are automatically generated by the system. The second atom links
the first and the third; here, the Works_For relationship is integrated in Employee using
its last argument Dno. It would also be conceivable to link Employee and Department
by an atom associated with the Manages relationship to return the salary of the manager
of the research department, or even by a longer path using the relationships Works_On
and Controls to return the salary of all employees working for a project that is controlled
by the research department. The former, alternative path through Manages might be
offered to the user, but the latter, the longer path through Works_On and Controls
seems unlikely.

The list QF could be optimized using the database schema; the two employee atoms
could be combined into a single one, since they share the variable B for the key Ssn: the
result is the atom

employee :[ ’SSN ’:B, ’SALARY ’:C, ’DNO ’:A].

Thus, from QF , a Datalog query QD is generated:

select (A, B, C) :-
employee (_, _, _, B, _, _, _, C, _, A),
department (’Research ’, A, _, _).

SLATE 2021
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From QD, an Sql query is compiled, which could be presented to the user together with its
resulting table:

use company ;
select employee .DNO , employee .SSN , employee . SALARY
from employee , department
where department .DNAME = ’Research ’
and employee .DNO = department . DNUMBER ;

The – intermediate – Datalog query QD can be used for evaluation or clarification. If the
rule system of the user is complicated or refers to further Datalog rules, ontologies or Xml
tables, then QD cannot be translated to Sql and has to be evaluated in DDbase directly.

In general, the situation can be more complicated, as we can have multiple occurrences
of the same table and we need aliases, e.g. for Q5. Moreover, the linking atoms can be
ambiguous and we may need aggregations.

Aggregation Query Q4

Consider the following NL query QN :

sum , of , salary , of , department , name

The database user might want to know the sum of the salaries of the employees grouped by
the names of their departments. The query is annotated, and a list QF of query atoms in
field notation is generated:

aggregation :[C, sum(D)],
employee :[ ’SSN ’:F, ’SALARY ’:D],
employee :[ ’SSN ’:F, ’DNO ’:E],
department :[ ’DNUMBER ’:E, ’DNAME ’:C].

The system found out that the word name in the query refers to the attribute Dname of
Department. The third atom links the second and the fourth; here, the Works_For
relationship is integrated in Employee using its last argument Dno. The aggregation is
encoded as a special atom. This list could be optimized using the database schema; the two
employee atoms could be combined into a single one, since they share the value F for the key
Ssn, namely to the atom employee:[’SSN’:F ,’SALARY’:D ,’DNO’:E]. Thus, from QF , a
Datalog query QD is generated:

select (A, B) :-
ddbase_aggregate ( [C, sum(D)],

( employee (_, _, _, F, _, _, _, D, _, E),
department (C, E, _, _) ),

Xs ),
member ([A, B], Xs ).

ddbase_aggregate/2 is a meta–predicate provided with DDbase. From its result Xs, pairs
[A, B] are selected using member/2. Here, this gets compiled to an aggregation with a Group
By clause in Sql. From QD, an Sql query is compiled, which can be presented to the user
together with its resulting table:
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use company ;
select department .DNAME , sum( employee . SALARY )
from employee , department
where employee .DNO = department . DNUMBER
group by department .DNAME;

Moreover, it is possible in DDbase to use more general, user–defined aggregation functions.
E.g., for list(D) (instead of sum(D)), QD would be directly evaluated in DDbase to produce
a non–first normal form (NfNf, NF2) relation showing a list of the salaries grouped by the
departments C, which is not possible in Sql:

NF2 Relation

Dno Salaries

1 ’NULL’
4 25000, 43000, 25000
5 30000, 40000, 38000, 25000

Query Q5 with Aliases

The following NL query QN needs multiple occurrences of the same table and aliases:

name , of , supervisor , of , exmployee , name

The database user might want to know the names of the supervisors of the employees. The
query is annotated, and a list QF of query atoms in field notation is generated:

employee :[ ’SSN ’:D, ’LNAME ’:B],
employee :[ ’SSN ’:D, ’SUPERSSN ’:C],
employee :[ ’SSN ’:C, ’LNAME ’:A].

The second atom links the first and the third. The optimizer could combine the first two
atoms, since they agree on the key SSN, to the atom

employee :[ ’SSN ’:D, ’LNAME ’:B, ’SUPERSSN ’:C].

Notice, that the third atom cannot be merged since it differs on SSN. Thus, from QF , a
Datalog query QD is generated:

select (A, B) :-
employee (_, _, B, D, _, _, _, _, C, _),
employee (_, _, A, C, _, _, _, _, _, _).

Note that the SSNs of the supervisor (C) and the employee (D) are not part of the result.
From QD, an Sql query is compiled, which could be presented to the user together with its
resulting table:

use company ;
select employee__1 .LNAME , employee__2 . LNAME
from employee employee__1 , employee employee__2
where employee__1 . SUPERSSN = employee__2 .SSN;
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4.4 General Aspects of DDQL

The DdQl approach – exemplified in the case study – can be applied to knowledge databases –
e.g. relational or deductive databases. The following aspects have to be taken into account.

Links Based on Query Order

For successor atoms of the annotated query QF , links have to be found, which might not be
unique or obvious. In fact, also for the queries Q3 and Q4 the links based on Works_For
were not unique, but they were taken to follow the direction from Employee to Department
in Figure 1. If Department were to be mentioned before Employee in the query, then it
would be more likely that the user–intended semantics would be based on Manages.

Multiple Links

The atoms in QF might not appear consecutively in the graph of Figure 1. There might be
several linking trees, or the atoms could be on a cycle. DdQl is collecting heuristics for
finding suitable links. For Q3 and Q4 these links were affected by the order of the words in
the query.

However, if we were to ask about Employee and Pname, then there would be two
equally reasonable links, namely through Works_On and through Department (which
could itself be supported by two different foreign–key constraints). These two cases can be
expressed by the following Prolog clauses:

select (Lname , Pname) :-
employee (_, _, Lname , Ssn , _, _, _, _, _, _),
works_on (Ssn , Pno , _),
project (Pname , Pno , _, _).

select (Lname , Pname) :-
employee (_, _, Lname , _, _, _, _, _, _, Dnum),
department (_, Dnum , _, _),
project (Pname , _, _, Dnum ).

In the second query, the linking atom department(_, Dnum, _, _), which is produced
because of the foreign key constraints between Employee and Department and between
Department and Project, could be redundant. It makes a difference when there is no
department with the number Dnum referenced by Employee and Project. In that case,
the user has to decide about whether he wants to include this atom or not. If the query were
to contain a keyword that is similar to a link, then the link would be preferred. In general,
all corresponding queries can be presented to the user, for a choice to be made.

Similarities and Subsumptions

So far, we have not yet discussed similarities or subsumptions between words from the query
and the terms used in the database. Here, ontologies or concepts from linguistics can be
applied. A simple case would be the Levenshtein Distance (Edit Distance) between words
or conversions between singular and plural. More complicated cases could be handled by
background knowledge such as translations between languages.
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Figure 3 Graphical User Interface of DdQl: Variant of Query Q4.

Parsing Sentences and Rules

With a powerful speech–to–text component, we could aim to parse more complex structures
for sentences. Then we could enable the user to define subqueries producing views. With
DdQl, it is already possible to define additional Datalog predicates with rules to be used –
like Sql views – in further queries. Also, sometimes referential integrity constraints can be
inferred for these new predicates.

4.5 The Graphical User Interface
A prototype of the graphical user interface (GUI) of DdQl is shown in Figure 3. After
entering the keywords separated by blanks, a list of possible search queries in Datalog∗ is
generated. The generated queries might be further optimized. Currently, a corresponding
Sql query is shown, if there are no aggregation functions. Obviously, for user–defined
aggregation functions, only the Datalog∗ variant is possible. Figure 3 also shows the number
of result tuples, such that the user can choose a possible alternative answer. A ranking of
the results would be possible based on these numbers, the contextual knowledge, and the
query history – but so far we have not finalized that.

4.6 Benchmark – Database Schemas and Queries
We have investigated the database schemas of a collection of relational databases. The tuples
[DB, T, A, F] listed below show the following:
(a) DB is the name of the database,
(b) T is the number of tables in the database,
(c) A is the average number of attributes per table in the database,
(d) F is the average number of foreign keys per table in the database.

Most databases did not provide foreign key constraints. Only the database company provided
foreign key constraints, namely 1.33 on average per table.
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Tuples = [
[alignment, 5, 3.4, 0], [company, 6, 4.67, 1.33],
[evu, 20, 5.7, 0], [morphemes, 1, 7, 0], [selli, 1, 7, 0],
[stock, 6, 3.33, 0], [wm_2002, 9, 7.33, 0] ]

I.e., for most databases DdQl has to rely on the query log files with previous queries, which
we can parse to Xml using our tool Squash, to learn about possible join conditions.

In a benchmark with many queries to the relational database company – which has 1.33
foreign key constraints per table on average – about 4 to 5 different alternative suggestions
were generated on average per query. The answer intended by the user was always one of
them. For the single query

salary, of, exmployee, ’1111’

many (i.e. 20) different alternative suggestions were generated. We are currently trying to
reduce this number for similar cases. Without this query, only 3.5 alternative suggestions
were generated on average.

5 Conclusions

In this paper, we have shown how queries to relational databases can be answered in keyword–
based natural language interfaces using intelligent, cooperative techniques based on logic
programming and deductive databases.

The concepts mentioned in the query are linked based on contextual background knowledge,
mainly from the database schema. Also Datalog–like rules can be added as background
knowledge, e.g. for deductive databases – without a database schema. In the deductive
database DDbase, the knowledge could also be hybrid – including ontological, linked data
(Rdf, Owl), Swrl knowledge and semi–structured Xml documents – and hybrid queries
could become possible in DdQl.

Various styles or patterns of the database schema design can significantly influence the
level of application of our approach. E.g., under the universal relation scheme assump-
tion (URSA) [10] we could simply use natural join queries.

Currently, we are containerizing Declare – inluding DdQl – in a docker image. In the
future, we are planning to add a voice recognition part, especially for using DdQl on mobile
devices. Also the knowledge acquisition could be done with a voice assistant based on a
domain–specific language, see [17].

We are constantly incorporating further aspects of AI into DdQl. In the future, also
concepts from subsymbolic AI will be investigated and included where useful. For instance,
by looking at the user behaviour from previous queries, we may derive heuristics for finding
intended queries (e.g. linking atoms) using some form of machine learning.
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Abstract
This paper proposes a rule-based method for automatic polarity detection over economic news
texts, which proved suitable for detecting the sentiment in Portuguese economic news. The data
used in our experiments consists of 400 manually annotated sentences extracted from economic
news, used for evaluation, and about 90 thousand Portuguese economic news, extracted from two
well-known Portuguese newspapers, covering the period from 2010 to 2020, that have been used
for training our systems. In order to perform sentiment analysis of economic news, we have also
tested the adaptation of existing pre-trained modules, and also performed experiments with a set
of Machine Learning approaches, and self-training. Experimental results show that our rule-based
approach, that uses manually written rules related to the economic context, achieves the best results
for automatically detecting the polarity of economic news, largely surpassing the other approaches.
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1 Introduction

Economic data and economic indicators are an important resource to reveal the true picture
of an economy’s condition. They allow us to understand the state of the economy and to
determine our investment and consumption decisions. Also, forecasters and policy makers
need information about how economy stands to take appropriate responses to their decisions.
To give response to that and given the fact that economic indicators have usually a lag in their
publication, having mostly a monthly and quarterly frequency, we should take advantage
of the increasingly digital world that we have and transform the exponential amount of
information available in an opportunity. Taking into consideration that news are the main
form of transmission of information about the present, they can generate changes in the
expectations of their readers. If the news are positive, the expectations of economic agents
will also be positive and, consequently, the sentiment about the future of the economy as
well. Otherwise, mistrust will be generated about the situation of the economy, which may
have repercussions on economic agents investment and consumption actions [22].

Currently, a large amount of information is shared in news sites, blogs, and social networks.
If processed timely and adequately, it can help to obtain key insights about the economic
situation in almost real time. Sentiment analysis, also known as opinion mining, is the task
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of finding the opinion of an author of a text concerning its content [9]. In general, it consists
of identifying the polarity, positive or negative, of a text span (e.g., a document or a sentence)
that contains “explicit opinions, beliefs, and views about specific entities” (a subjective text
span).

Considering that the available linguistic resources for the Portuguese language are scarce,
sentiment analysis of texts in Portuguese is still an active field of research, especially
considering documents in specific domains, such as the economic domain [23]. In this work,
we explore three approaches to perform sentiment analysis of Portuguese economic news. Our
baseline approach consists of translating Portuguese economic news data into English, and
then apply well-known and widely used sentiment resources for English, such as VADER [15]
and TextBlob1. In the second approach, we manually created a set of rules based on the
economic context, and used a rule-based approach. Finally, we trained different machine
learning models, in order to try to improve our results even further. The performance of each
one of the previous approaches was evaluated using a manually labeled dataset, containing
400 economic sentences, created in the scope of this work.

The rest of this document is organized as follows: Section 2 presents an overview on the
related literature; Section 2.1 overviews the different strategies commonly used to perform
sentiment analysis, while Section 2.2 focus on sentiment analysis in the economic context;
Section 3 presents a description of our news data in Section 3.1 and the description of our
Golden Data manually annotated in Section 3.2; Section 4 presents the proposed pipeline
of our work; Section 5 describes the experiments performed with each one of our adopted
approaches, namely, the translation-based approach (Section 5.1), the rule-based approach
(Section 5.2), and the Machine Learning approach (Section 5.3), with Section 5.4 presenting
a summary of the results attained; finally, Section 6 presents the major conclusions, and
recommendations for future work.

2 Related Work

This section describes some relevant literature. We start by addressing sentiment analysis in
general, and then we focus on its application in the economic domain.

2.1 Sentiment Analysis
As previously mentioned, sentiment analysis focuses on the analysis of users’ expressions,
classifying them according to the polarity. Data from different types of sources such as blogs,
news, and social media, the use of different languages, non-standard words and the use of
emojis and other symbols led to approaches with distinct complexity levels.

Sentiment analysis has gained an important role in the analysis and understanding of
consumer communication in the media, allowing to provide key information about the public
opinion on several subjects [31]. In that sense, in recent years, in addition to the more
traditional focus on data from different news services, research in the field of sentiment
analysis has been carried out in several domains, focusing on the analysis of data from social
networks such as Twitter [12]. The difference between these two types of textual data is that
in the latter the opinion is generally clear, objective and is well defined in the text, while the
first may cover several domains and may consist of more subjective texts and descriptions of
complex and context-based events [3].

1 https://textblob.readthedocs.io

https://textblob.readthedocs.io
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There are several techniques for sentiment analysis. There are approaches based on
lexicons, which consist of predefined collections/dictionaries of terms and the associated sen-
timent/emotion; approaches based on Machine Learning (ML); and, even hybrid approaches,
in which both the previous approaches are combined. ML techniques can also be divided
into two groups, supervised techniques and unsupervised techniques. In the first case, the
data must be labeled, which is not the case with unsupervised techniques [18, 7].

Sentiment dictionaries are dictionaries where each word is associated with and opinion/po-
larity (positive, negative or neutral) and are very useful resources to classify the sentiment
polarity. There are many sentiment dictionaries based on the English lexicon, however,
for the Portuguese language these resources are scarce. The literature about sentiment
analysis focusing on the English language is vast but the linguistic resources available for
sentiment analysis in Portuguese and other languages are still limited. Several studies adopt
an approach based on the translation of the original data to English and after that an
English sentiment analysis tool is applied. However, translation errors and language specific
information can have a significant impact on the final result [23].

In the specific case of Portuguese, well-know sentiment analysis tools, like VADER,
TextBlob, or Stanza [24], do not work. VADER combines a lexicon and a rule-based approach
for sentiment analysis. VADER original experiments were performed only on English data.
TextBlob is a Python library that provides several natural language processing modules,
including one for sentiment analysis. TextBlob includes two sentiment analysis approaches, a
rule-based model and a supervised ML model, based on a Naïve Bayes classifier. As provided,
it only deals with the English language. Stanza toolkit also uses a ML model for sentiment
analysis, in this case based on a Convolutional Neural Network classifier. Stanza is also a
Python library and has models for English, Chinese, and German.

The ML approaches rely on ML algorithms to determine the sentiment as a text classifica-
tion problem. Given a phrase/instance of unknown class, the model predicts the label/class
to which it belongs. Supervised methods require the existence of labels in the training
data, and example of supervised classifiers are Support Vector Machine (SVM) and decision
trees [18, 29]. The unsupervised methods do not require the existence of labels and have
been subject of a lot of research.

Depending on the approach used to perform SA, before classifying the sentiment it
is necessary to extract and select the features of the text. Feature extraction consists of
performing a transformation to the original features and generate more significant ones,
aiming to reduce complexity and provide simpler representations to the data [16, 18]. During
the feature extraction process, useful features are identified and extracted, and analysis
can also be done to understand which features increase accuracy the most. To help weight
features, measures such as TD-IDF (term frequency-inverse document frequency) are used.
After extracting the features, the sentiment classification is done.

Ahmed and Ahmed [2] used an approach based on lexicons to classify data from news.
Firstly, they used text-preprocessing techniques, such as punctuation removal, “stop-words”
removal and stemming. After reducing the derived words, they computed the polarity using
TF-IDF measure to identify the most frequent words and to be able to assign them sentiment
scores through dictionaries such as SentiWordNet. Finally, the news polarity was determined
as positive, negative or neutral, by the sentiment average of the total news words.

Mohamed [19] evaluated several algorithms to perform sentiment analysis based, conclud-
ing that SVM outperforms other methods such as Naïve Bayes and decision trees. However,
each SA technique will have different performance and results depending on the data in
which it is applied.

SLATE 2021
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2.2 News, Sentiment Analysis and the Economy
The relationship between economic news, the economy and public perception, and opinion has
been a subject of research for a while. The news have influence on the evaluations and opinions
of economic agents about the economy. When they are negative, public opinion about future
economic conditions is unfavorable and pessimism about the economy is generated [8, 13].
The importance of public opinion is due to the fact that changes in expectations about the
economic future can be a source of economic fluctuations [11].

In order to understand the current state of the economy, high-frequency information is
needed quickly and in real time [26]. This way, economic agents can use a multitude of
high-frequency information in order to guide their actions, including news from the media [28].

There are several studies that focus on understanding the behavior of financial markets
and stock values based on economic news [30], some of them are shown in Table 1. Mining
the news plays an important role in designing strategies to predict market behavior and,
based on events and news items, it is possible to predict market prices [17]. When there is
pessimism in the media, patterns of falling stock prices and short-term returns are expected,
concluding that the news information is useful for making predictions of market return and
risk [27, 6].

In relation to the foreign exchange market, text mining is also a promising way to predict
exchange rate movements based on the economic events present in the news, bringing benefits
to investors and risk managers [20].

According to Huang et al. [14], traditional economic indicators based on surveys have
been replaced by techniques for extracting sentiments from news texts and central bank
statements, through the application of machine learning and other computational techniques.
News-based sentiment indicators make it possible to predict periods of financial crisis, serving
as early indicators of them. Nyman et al. [21], showed that periods of financial crisis can be
detected in the news, being preceded by sentiments of anxiety. From the Bank of England
news and publications data, they were able to obtain information about episodes of risk and
market volatility.

Aguilar et al. [1], when trying to monitor economic activity in Spain by building a
sentiment indicator based on the news, found that the developed indicator has advantages
over the indicator based on surveys in GDP forecasting and in forecasting the crisis related
to COVID-19. Also according to Fraiberger et al. [10], the sentiment indicator based on the
sentiment present in the news gives a direct and real-time view of the aggregate sentiment of
the current and future state of the economy, correctly portraying fluctuations in GDP, which
allows policy makers to react more efficiently to economic conditions.

3 Data

This work uses a large dataset of economic news for training our models, and a dataset of
labeled news that serves as reference for our evaluation experiments. This section presents
the details about the two datasets.

3.1 Portuguese Economic News
The data used for training our models consists of economic news produced between January
1st, 2010 to December 31st, 2020, covering an 11 years time-span (132 months). The
corpus was extracted from online news published by Expresso and Público, two well-known
Portuguese newspapers. For each article, we have extracted the date, the headline and the
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Table 1 Sentiment analysis in economic context.

Ref. Goals and Results Data Techniques Metrics

[14] Use news data to predict
periods of financial crisis

—————————————
News sentiment index contains
useful information to predict
financial crises and market risk

Financial Times
News

– Word vector
representation
– Semantic
clustering
– Sentiment of
each cluster

Precision
Recall
F-score

[21] Use text analysis to extract
statistics about the economy,
predicting important events and
systemic risk

—————————————
Strong correlation with
financial market events, such as
structural breaks, and with
other market measures such as
sentiment, confidence, market
volatility and systemic risk

– Comments
about the bank
of England
market
– Financial
market research
reports
– Economic news

– Word count
– Loughran and
McDonald
sentiment
dictionary

Granger
causality
p-value

[5] Create indicator to predict the
state and evolution of the
economy in France (GDP)

—————————————
Media are a promising tool for
economic analysis and have
made it possible to forecast
French GDP

Le Monde News – Construction
of a sentiment
dictionary
– Logistic
regression

RMSFE

[10] Create sentiment index to
predict economic fluctuations

—————————————
Index gives a direct and
real-time view of the aggregate
sentiment of the current and
future state of the economy,
correctly portraying GDP
fluctuations

Economic News Loughran and
McDonald
sentiment
dictionary
(economy) and
Young and
Soroka
dictionary
(economy and
politics)

Granger
causality
p-value
RMSE

[1] Create sentiment indicator to
monitor economic activity in
Spain in real time

—————————————
Correlation of the indicator
developed with the Economic
Sentiment Indicator (ESI) of
0.8. Better performance than
ESI in forecasting GDP and the
economic crisis related to
COVID-19. Better GDP
forecast when we use the
indicator developed compared
to the ESI.

Economic News Count words
related to
improvements
and economic
downturns

RMSE
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Table 2 Analysis of the number of words in the headlines and text descriptions.

Headline Description

Average length 9.08 15.31
Median length 9 15
Maximum length 31 235

Textblob

Naïve Bayes

Stochastic Gradient Descent

Logistic Regression

News Headlines

Support Vector Machine

Economic News Data

Dataset

Headlines Descriptions

Headlines + 
Descriptions

Headlines + Descriptions
+ Lemmatization

Golden Data

News Descriptions

Sentence split

Baseline Approach

Translation

Rule-based Approach

Machine Learning Approach

Rules based on the 
economic context

VADER

ACCURACY

Training

Lab
el d

ata

Figure 1 Automatic classification of economic news pipeline.

corresponding description, when available. This accounts to over 90,000 economic news
headlines, 62,326 of them also complemented with a textual description, which can contain
one or more sentences. Table 2 shows some statistics about the number of words present in
each one of the fields for each article.

3.2 Manually Annotated Data
In order to evaluate our approaches, we have collected a sample of 400 sentences from recent
economic news, and manually classified them with one of three possible labels, according to
its corresponding polarity: Negative, Neutral, and Positive.

4 Pipeline

In order to automatically classify the sentiment of Portuguese economic news, we have adopted
the following strategy, represented in Figure 1, that consists of a data collection stage, an
automatic classification stage, and the evaluation. We have started by collecting the data
from online newspapers, as described in Section 3. Each one of the news stories was processed
in order to extract the corresponding date, title (headline), and description. Additionally
to collecting the data from 2010 to 2020, we also have selected 400 sentences, extracted
from most recent news, that were manually annotated with the purpose of evaluating the
approaches under study.
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In terms of available natural language processing tools, the Portuguese language may be
considered a low-resource language, and during the course of this work, we could not find a
sentiment analysis tool that could be directly applied to detect the sentiment of a sentence
in Portuguese. For that reason, our initial strategy, represented in the top-middle box of
Figure 1, consisted of translating the Portuguese sentences into English, and then using one
of the existing English tools. However, sentiment analysis is known to be domain dependent,
and soon we have realised that the commonly used tools could not be easily applied to the
economic news domain. So, in order to overcome this problem, we have manually created
a set of rules adapted to the economic domain, and we adopted the rule-based approach
represented in the middle box of the figure. Finally, we have used our ruled-based approach
to label our large dataset of economic news, and, in order to improve our results even further,
we have trained several machine learning models, both in a supervised and semi-supervised
way, as represented in the bottom rectangle of Figure 1. All the described approaches are
evaluated using the same manually labeled dataset, described in Section 3.

5 Experiments and Evaluation

In this section, we present the details about the three different approaches used to perform
sentiment analysis. As previously mentioned, first we have tried to use existing tools
to perform sentiment analysis, but we soon realised that the resources available for the
Portuguese language are scarce. Thus, as a first approach, we translated our data into
English and then used VADER and TextBlob to perform the analysis. We concluded that
this approach is limited when applied to the economic context. So, we tried a second approach
where we observed the most common patterns appearing in economy news stories and created
a set of rules to classify each sentence, which proved to perform well in our data. In order
to improve our results even further, we experimented a third approach where we trained
different machine learning models. In the end of the section, we present a summary with the
results obtained with the mentioned approaches.

5.1 Baseline/Translation-based Approach

When facing the lack of tools for a given language, one possible immediate solution is to
translate the existing data to another language and then use the available tools for that
language. In fact, during the course of this work, we did not find any available tools to
perform sentiment analysis in Portuguese. As so, we have adopted TextBlob and NLTK
VADER [15], two well-known tools for sentiment analysis, with the latter reported to perform
well when applied to the finance domain [25]. So, after translating our reference data from
Portuguese to English using Googletrans, a python library that implemented Google Translate
API, VADER achieved an accuracy of 46.5% and TextBlob achieved an accuracy of 32.0%.
These results show that this approach is not suitable to the economic context, which was not
an unexpected result since we know that sentiment analysis is a domain-dependent task.

We have then applied these tools to our unlabeled data in order to analyse the results in
more detail. From the analysis we have observed that, for example, headlines with negative
words like unemployment, crisis, deficit, etc., were classified incorrectly most of the times.
In fact, the polarity associated with these words is negative, although we have seen that
many news involving these words, such as “unemployment is decreasing” and “crisis is
slowing down”, should be positive, and that VADER and TextBlob were not taking that into
consideration.
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Table 3 Expressions related to “unemployment”.

Word 1 Word 2 Word 3 Sentiment

unemployment reaches minimum 1
unemployment reaches maximum −1
unemployment decreased 1
unemployment increased −1

...
unemployment −1

5.2 Rule-based Approach
Our rule-based approach is similar to the approach proposed by Aguilar et al. [1] for classifying
the polarity of economic news, where the sentiment attributed to each headline is also based
on rules. For example, when combined with the word “economy”, the word “increase”
becomes positive, and the word “decrease” becomes negative.

After identifying the errors and limitations in the classification performed by the previous
approach, we have started looking at the more prominent words and combination of words in
our unlabeled data. We have manually analysed through frequency analysis, the set of words
co-ocurring with words like “unemployment”, to understand the most frequent patterns. As a
result of the analysis of these associations of words, we constructed a list of expressions/rules
related to the economic context, and labeled the sentiment associated to them. We have
observed meaningful combinations of two and three words, which derived in rules of one, two
and three words, accordingly. For example, for the word “unemployment”, we can think
of expressions involving words such as the ones presented in Table 3. We did the same for
other words related to the economic context such as “consumption”, “debt”, “economy”,
“recovery”, and we end up with approximately 600 rules with the corresponding associated
sentiment (-1 if the expression is negative and 1 if it is positive).

Algorithm 1 details our rule-based classification process. First we try to match all the
rules involving 3-words expressions. If more than one rule can be applied, we sum the
sentiment associated with all the matching rules, and check if the resulting sum is positive,
negative, or neutral. If none of the 3-words rules matches our sentence, we try to search all
the rules involving 2-words, and again sum the sentiment of each one that we find. Finally, if
none of the 2-words rules matches our sentence, we try to match 1-word rules. At the end of
this process, if the sentence did not match any rule, then we assume it is neutral. When
applied to our corpus of 90,000 news, 9.5% of the headlines where classified as negative and
7.5% as positive. The descriptions, 5.8% were classified as negative and 5.8% as positive.
When applied to our reference data, our rule-based approach achieves an accuracy of 86.3%,
a significant improvement over the baseline approaches.

5.3 Machine Learning Approach
In order to improve the results even further, we have performed additional experiments using
our unlabeled economic news dataset for training our machine learning models.

The dataset described in Section 3.1 was used to create four different collections of
texts that were used in our Machine Learning experiments: 1) sentences extracted from
the headlines (about 90,000 sentences); 2) sentences extracted from the descriptions (about
85,000 sentences); 3) a combination of the previous two collections (about 175,000 sentences);
and 4) a combination of the previous collection with its variant where lemmatization was
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Algorithm 1 Classification of each sentence based in the rules created.

input: sentence , rules

sentiment = 0
for rule in [rules with 3 words ]:

if rule. applies_to ( sentence ):
sentiment += rule. sentiment

if sentiment = 0 then
for rule in [rules with 2 words ]:

if rule. applies_to ( sentence ):
sentiment += rule. sentiment

if sentiment = 0 then
for rule in [rules with 1 word ]:

if rule. applies_to ( sentence ):
sentiment += rule. sentiment

if sentiment < 0 then
return -1

else if sentiment > 0 then
return 1

else
return 0

applied to the words in the texts, in order to capture a broader set of economic terms (about
350,000 sentences). Lemmatization is a preprocessing step often used in text mining and
natural language processing, that consists of converting each word in its basic/root form,
analyzing its morphology in order to remove the inflected affixes, leaving only the lemma [4].
For this task we used Spacy and, for example, this process will convert the words “increasing”,
“increased”, and “increases” into the word “increase”.

Our rule-based classifier was used to classify all the sentences in each one of the collec-
tions. Then, we have converted all the labeled sentences into their corresponding document
representation, using unigrams, bigrams, and trigrams.

We have applied the following classical supervised machine learning methods, used
extensively for classification and regression tasks: Naïve Bayes (NB), Stochastic Gradient
Descent (SGD), Logistic Regression (LR), and Support Vector Machines (SVM). Each one of
the methods was applied to each one of the four previously described text collections, using
their default parameters. Concerning the feature weights, we have used simple counts for
Naïve Bayes, and Term Frequency – Inverse Document Frequency (TF-IDF) weights for all
the other methods. The corresponding evaluation results for our reference data are presented
in Table 4.

The results attained show that, in general, the text contained in the title is better for
training than the text of the descriptions, but the best results are achieved when combining
both fields. With NB and SVM we could see that the use of lemmatization contributed to a
better result, we could not see the same when using SGD and LR.

Using only the title texts for training leads to a better accuracy with LR (74.0%), and
using only the sentences from descriptions perform better with SGC (73.0%). The collection
containing the titles and the descriptions led to better accuracy scores for SGD (76.3%), but
the best accuracy (77.0%) was achieved by training the SVM with features produced with
lemmatization.

SLATE 2021
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Table 4 Model evaluation in our reference Data.

Model Accuracy Precision Recall F1

VADER (baseline) 0.465 0.477 0.465 0.470
TextBlob (baseline) 0.320 0.352 0.320 0.301

Rule-based approach 0.863 0.863 0.863 0.863

Naïve Bayes
Titles 0.615 0.638 0.615 0.607
Descriptions 0.593 0.645 0.593 0.591
Titles + Descriptions 0.633 0.648 0.634 0.627
Titles + Descriptions + Lemmatization 0.663 0.675 0.663 0.661

Stochastic Gradient Descent
Titles 0.740 0.739 0.740 0.739
Descriptions 0.730 0.743 0.730 0.733
Titles + Descriptions 0.763 0.763 0.763 0.762
Titles + Descriptions + Lemmatization 0.740 0.738 0.740 0.739

Logistic Regression
Titles 0.738 0.737 0.738 0.737
Descriptions 0.693 0.718 0.693 0.698
Titles + Descriptions 0.758 0.764 0.758 0.759
Titles + Descriptions + Lemmatization 0.758 0.764 0.758 0.759

Support Vector Machine
Titles 0.738 0.736 0.738 0.736
Descriptions 0.678 0.697 0.678 0.683
Titles + Descriptions 0.755 0.761 0.755 0.757
Titles + Descriptions + Lemmatization 0.770 0.773 0.770 0.771

We also have performed additional self-training classification experiments, considering all
the texts labeled as positive or negative as the initial labels, and performing label propagation
to all the remainder data. Nonetheless, the results achieved did not surpass our previous
reported results.

5.4 Summary
Table 4 summarizes the results achieved with each one of the approaches when evaluated
using our reference data. The baseline approaches, using the NLTK VADER and TextBlob,
performed poorly in the economic context, where accuracies of 46.5% and 32.0% were
obtained, respectively. The best result was obtained with the rule-based approach with an
accuracy of 86.3%. The machine learning approaches were not able to surpass our rule-based
system: the best result of the machine learning approaches was achieved using SVM, with
an accuracy of 77.0%.

6 Conclusions and Future Work

The lack of tools for sentiment analysis for Portuguese and the difficulty to obtain a labeled
dataset to train a sentiment analysis system for economic context led us to explore a set of
approaches in order to solved this practical problem. First, we have tried a baseline approach
where we translated our texts into English and used well-known sentiment analysis tools,
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such as NLTK VADER and TextBlob. Given the poor results achieved in the economic
context, we tried a rule-based approach for which we have created manual rules, based on
the economic domain, and used those rules to classify the polarity of each economic text.
Finally, we have created a set of machine learning models, based on the large amount of
economic texts that we had available, aiming at improving our results even further.

In order to compare and evaluate the performance of the proposed approaches, we have
also created a reference dataset, containing 400 economic sentences, manually classified.
The performed experiments have shown that the baseline approach achieves poor results,
when applied to the economic domain. The rule-based approach achieved an impressive
performance of 86.3% accuracy, a significant increase of performance over the baseline
approaches. The machine learning models that we have explored were not able to generalise
and surpass the rule-based approach.

Our rule-based approach still lacks proper treatment of the negation, and adversative
conjunctions. In the near future, in addition to the rules created, we plan to improve the
classifier by treating differently words after a word such as “not” or “don’t”, and consider
ways of dealing with the classification of sentences with adversative conjunctions. Concerning
the negation, we should classify each sentence with the opposite sentiment of the rule it
matches, for example, “unemployment did not increase” should have a positive polarity,
whereas “unemployment increased” has a negative one. Adversative conjunctions introduce
additional challenges. They express opposition or contrast between two statements and
it is difficult even for a human, to tell the sentiment that it expresses. For example, in
“unemployment decreased but GDP increased”, the statement before the conjunction “but”
has a positive sentiment, but the statement after it has a negative sentiment. Our rule-based
approach would assign a neutral sentiment to this example, since it matches both negative
and positive rules.
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Abstract
Question answering systems are mainly concerned with fulfilling an information query written in
natural language, given a collection of documents with relevant information. They are key elements
in many popular application systems as personal assistants, chat-bots, or even FAQ-based online
support systems.

This paper describes an exploratory work carried out to come up with a state-of-the-art model
for question-answering tasks, for the Portuguese language, based on deep neural networks. We also
describe the automatic construction of a data-set for training and testing the model.

The final model is not trained in any specific topic or context, and is able to handle generic
documents, achieving 50% accuracy in the testing data-set. While the results are not exceptional,
this work can support further development in the area, as both the data-set and model are publicly
available.
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1 Introduction

Modern applications use different channels of communication to exchange information with
their user base, from businesses to governmental organizations. The increase of information
available in digital format has resulted in a high demand for effective, continuous and
uninterrupted, information provision services. In this context, tools capable of answering
simple questions in real time, without human intervention, are currently in high demand.
Some examples of these tools are commonly known as chatbots or digital assistants [4].

In the last years there has been a large amount of research in the development of these
applications, mostly motivated by the increase of available data, recent advances in Machine
Learning techniques, namely on Deep Neural Networks or Word Embeddings, and the increase
of computational power readily available. This also spawned some frameworks providing
out-of-the-box applications that enable a quick, and cheap, implementation of such systems
with an acceptable quality.
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A common key element in these frameworks, and corresponding workflows, is a question
answering model. These models are able to find an answer to an information query, described
by the user in natural language, from a collection of texts. Deep learning neural networks [5]
currently achieve some of the best results for this specific task [3, 2, 9].

This paper introduces an exploratory work carried out to build a model for performing
question answering tasks for the Portuguese language. Although the current literature is
rich on models and techniques, some languages (in particular, the Portuguese language) lack
state-of-the-art implementations of such models. Therefore, the guiding research question for
this work is defined as:

Can transfer learning be explored to train a model, for the Portuguese language,
capable of providing satisfying results for finding an answer to a information query
writen in natural language from a collection of texts?

Given the lack of computational power and enough data to train a model from scratch, and
also in order to reuse information obtained from previously training in other languages, we
start the work with the parameters from a pre-trained model. This means that we take
advantage of the parameters exploration during previous training, and fine tune the model
for the Portuguese language. Transfer learning encompasses the idea of not starting the
model training stage from scratch, bootstrapping the model using parameters from previously
training steps [7]. This usually allows the training process to achieve better results with less
data or fewer training steps.

The goal of the model is: given a snippet of text and an information query written in
natural language, find the answer to the query in the text. This snippet of text is usually
referred to as a context, and it is assumed that the given context contains the answer to the
query. This enables the implementation of chatbots (or similar applications) that can answer
questions systematically without being explicitly programmed to do so, and independently
of the subject or topic at hand.

This paper is organized as follows: Section 2 introduces the data-set created for training;
Section 3 discusses the architecture of the used model; Section 4 depicts the model training
and its validation process, illustrating the results with some examples; Section 5 follows with
an analysis of the obtained results. The document concludes with some final remarks and
possible directions for future work.

2 The data-set

The Stanford Question Answering data-set (SQuAD) [8] contains a collection of around 400
generic articles from Wikipedia and, for each article, a set of questions and corresponding
answers written in natural language. The collection is organized as a sequence of paragraphs
(contexts) and, for each one, a set of questions and their answers is available. The answers
can be gathered from the context paragraph.

Given the original data-set is only available in English, and there is no similar data-set
available for the Portuguese language1, we bootstrapped a Portuguese data-set using Machine
Translation.

The original SQuAD data-set was automatically translated using the Google Translate
API. Although the translation is not at human level, given that the paragraphs, questions,
and answers are relatively small (just a few words in the case of the answers, a single sentence

1 Note that there are other translations from SQuAD that are based on our work. Nevertheless, this
article is relevant as our resource is being used for other works, and because implicitly we are evaluating
Machine Translation systems.
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for the questions, and a few sentences in the case of the contexts), most of the translations
are acceptable. The main problem, as we will discuss later, is the lack of coherence between
different translations, depending on the sequence context.

Given that the goal of the model is to find patterns between the structure of the text
and the formulated questions, grammatical accuracy, exceptions, inconsistencies and similar
shortcomings usually associated with automatic translations should not have a big influence
in the results.

The current version of the translated data-set is available online2. The data-set is divided
in two parts: train and dev, that have the same format, and can be used for training and
testing respectively.

3 The Model

Bidirectional Encoder Representations from Transformers (BERT) is a state-of-the-art model
for many NLP tasks as, for instance, document classification, named entity recognition,
or question-answering [3]. The model is implemented using a deep neural network with
a set of different layers. It can be seen as the complement of two major networks: (i) a
pre-trained transformer that acts as a language model, and (ii) a network with different
outputs depending on the task at hand.

In the context of question-answering tasks, the input to the model is composed by the
context (the snippet of text that contains the answer) and the information query (the
question). The output of the model is the span of text, from the context, that contains the
answer. This is represented by the starting and ending tokens of the span of the answer in
the context:

qaptnet :: (Context, Question) → (Start, End)

4 Training and Validation

Google provides different flavors of pre-trained parameters for the BERT model, both as
monolingual or multilingual, and with different depth size (with different amounts of hidden
layers). To train QAPTNET we used one of the multilingual models, case sensitive and 12
hidden layers, as a bootstrap model. The model was then trained using the training data-set,
for 2 epochs, using a batch size of 8. The optimizer used was the Adam algorithm with a
fixed weight decay, and a learning rate of 3 × 10−5 [6]. Implementation, training and testing
of the model was performed done using the PyTorch-Transformers Python package3.

The model was then tested with the validation data-set, scoring around 50% accuracy, i.e.
it was able to correctly find the answer for half the questions. The final version of the model
is available publicly4, including a Python package companion that helps using it. The main
reason for this result is that the model is not able to completely capture a pattern between
the question and the corresponding answer. This may be due to some factors including: not
enough data for training, or the model not being complex enough to capture the intended
pattern.

The following examples (in Portuguese) illustrate the use of the final model. For example,
given the following context:

2 Available at https://github.com/nunorc/squad-v1.1-pt.
3 Available at https://pytorch.org/hub/huggingface_pytorch-transformers/.
4 Available at https://github.com/nunorc/qaptnet.
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Arquitetonicamente, a escola tem um caráter católico. No topo da cúpula de ouro do
edifício principal é uma estátua de ouro da Virgem Maria. Imediatamente em frente
ao edifício principal e de frente para ele, é uma estátua de cobre de Cristo com os
braços erguidos com a lenda Venite Ad Me Omnes. Ao lado do edifício principal é a
Basílica do Sagrado Coração. Imediatamente atrás da basílica é a Gruta, um lugar
mariano de oração e reflexão. É uma réplica da gruta em Lourdes, na França, onde
a Virgem Maria supostamente apareceu a Santa Bernadette Soubirous em 1858. No
final da unidade principal (e em uma linha direta que liga através de 3 estátuas e da
Cúpula de Ouro), é um estátua de pedra simples e moderna de Maria.

One could pose the following question:

A quem a Virgem Maria supostamente apareceu em 1858 em Lourdes, na França?

The model result is:

>>> qaptnet.query(context = context, question = question)
’Santa Bernadette Soubirous’

This example uses the model Python package companion to simplify the use of the model, a
complete example on how to use this package is available in [1].

5 Data-Set and Results

One of the main challenges of this work is the data-set scale. In fact, it was automatically
translated and not manually corrected. This means that some translations are not at a
trained human translator level, and also that some translations were performed differently
whether the string appeared with context (in the context paragraph) or without context (in
the short answer). A simple example if the answer to the question shown in the previous
section. While “Santa Bernadette Soubirous” is the correct answer, it will be accounted as
wrong, as when translating the answer the system used “Saint Bernadette Soubirous”.

As a simple exercise to evaluate the quality of the data-set, for each answer we checked
whether it is present in the context. Performing this analysis in the training data-set, we
found up that 27 710 answers were not present in the context, from a total amount of 87 599
answers (about 30% of the training set). Doing the same analysis in the validation data-set,
11 081 answers of the total amount of 34 726 was not present in the context paragraph (about
31%).

This analysis did not account for other problems, like the lack of quality of the translation
or even the upper-case versus lower-case comparison of the answers with the context (as we
had a case-sensitive model).

Nevertheless, after training, a 50% accuracy was obtained. If we account the 30% of
problematic entries, that the system would never guess, from the total amount of 34 736
entries, only 23 645 entries could be correct. Doing the proportion, the system would get up
to 70% accuracy accounting only the correct parts of the validation set.

6 Conclusion

This paper introduces QAPTNET a model for performing question answering tasks, i.e. given
a context and a question find the span of text in the context that answers the question,
for the Portuguese language. The final version of the model achieves around 50% accuracy
on the development part of the data-set, which is interesting enough for a first exploratory
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attempt, given the complexity of the task, and the initial lack of data to train the model.
The other major outcome of this work is the data-set, the first of its’ kind, in Portuguese,
publicly available, that other researches can use to explore different models, and be improved
by the community.

Returning to the research question guiding this work, the final model is able to find a
satisfying number of answers for question, context pairs written in Portuguese. The transfer
learning approach was the main enabler for achieving these results with such a small number
of steps and shortcomings in the data-set. Of course this is still a work in progress, some
trends for future work include:

Correcting the data-set, validating the translations and the existence of the answer in the
contexts;
Fine-tuning model the hyper-parameters: some parameters used during training can be
tuned to achieve better results, e.g. learning rate and batch size, also increasing the model
complexity might help capturing patterns in the data;
The analysis of a similar approach using the 2.0 version of SQuAD data-set.

References
1 N.R. Carvalho, 2019 (last accessed: 28- 08-2019). URL: https://github.com/nunorc/

qaptnet.
2 Zihang Dai, Zhilin Yang, Yiming Yang, Jaime Carbonell, Quoc V Le, and Ruslan Salakhutdinov.

Transformer-xl: Attentive language models beyond a fixed-length context. arXiv preprint,
2019. arXiv:1901.02860.

3 Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training
of deep bidirectional transformers for language understanding. arXiv preprint, 2018. arXiv:
1810.04805.

4 SurveyMonkey Audience Drift and Myclever Salesforce. The 2018 state of chatbots report.
how chatbots are reshaping online experiences, 2019.

5 Ian Goodfellow, Yoshua Bengio, and Aaron Courville. Deep learning. MIT press, 2016.
6 Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv

preprint, 2014. arXiv:1412.6980.
7 Emilio Soria Olivas. Handbook of Research on Machine Learning Applications and Trends:

Algorithms, Methods, and Techniques: Algorithms, Methods, and Techniques. IGI Global,
2009.

8 Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and Percy Liang. Squad: 100,000+
questions for machine comprehension of text. arXiv preprint, 2016. arXiv:1606.05250.

9 Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Carbonell, Russ R Salakhutdinov, and Quoc V
Le. Xlnet: Generalized autoregressive pretraining for language understanding. In Advances in
neural information processing systems, pages 5754–5764, 2019.

SLATE 2021

https://github.com/nunorc/qaptnet
https://github.com/nunorc/qaptnet
http://arxiv.org/abs/1901.02860
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1606.05250




Development of Self-Diagnosis Tests System Using
a DSL for Creating New Test Suites for Integration
in a Cyber-Physical System
Ricardo B. Pereira #

Department of Informatics, University of Minho, Braga, Portugal

José C. Ramalho #

Centro Algoritmi (CAlg-CTC), Department of Informatics, University of Minho, Braga, Portugal

Miguel A. Brito #

Centro Algoritmi, Department of Information Systems, University of Minho, Guimarães, Portugal

Abstract
Testing Cyber-physical systems (CPS) requires highly qualified engineers to design the tests since
its computational part is programmed in low-level languages. The origin of this work arises from
the need to find a solution that optimizes this problem and allows abstracting the current methods
so that the tests can be created and executed more efficiently. We intend to do this by creating a
self-diagnosis tests system that allows us to automate some of the current processes in the creation
and execution of test suites. The work presented here addresses the problem by creating a new
self-diagnosis tests system that will guarantee the reliability and integrity of the CPS. In detail, this
paper begins by exposing a study on the current state of the art of test automation, Keyword-driven
Testing (KDT) methodology and Domain-specific Languages (DSL). A new modular and extensible
architecture is proposed for self-diagnosis tests systems based on two main concepts: the creation
of a DSL combined with the use of the KDT methodology, as well as a methodology to extend it
and integrate it into a CPS. A new self-diagnosis tests system has been proposed that applies the
proposed architecture proving that it is possible to carry out the self-diagnosis in real-time of the
CPS and allowing the integration of any type of test. To validate the implementation of the system,
28 test cases were carried out to cover all its functionalities. The results show that all test cases
passed and, therefore, the system meets all the proposed objectives.

2012 ACM Subject Classification Software and its engineering → Parsers; Computer systems
organization → Embedded and cyber-physical systems; Information systems → RESTful web
services

Keywords and phrases Web Application, DSL, Self-diagnosis, Test automation, Cyber-physical
systems
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1 Introduction

Today, the production of many industrial companies is supported by cyber-physical systems
(CPS) and, therefore, they must be able to obtain the maximum performance of these
systems. For this, it is necessary that these systems remain reliable and can guarantee their
functionality [9]. However, to ensure that these systems work correctly, a diagnosis of them
is necessary regularly. Testing CPS requires highly qualified engineers to design the tests
since its computational part is programmed in low-level languages. The origin of this work
arises from the need to find a solution that optimizes this problem and allows abstracting the
current methods so that the tests can be created and executed more efficiently. We intend
to do this by creating a self-diagnosis tests system that allows us to automate some of the
current processes in the creation and execution of test suites.
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The work presented here addresses the problem by creating a new self-diagnosis tests
system that will guarantee the reliability and integrity of the CPS. In detail, this paper
begins by exposing a study on the current state of the art of test automation, Keyword-
driven Testing (KDT) methodology and Domain-specific Languages (DSL). A new modular
and extensible architecture is proposed for self-diagnosis tests systems based on two main
concepts: the creation of a DSL combined with the use of the KDT methodology, as well as
a methodology to extend it and integrate it into a CPS. A new system of self-diagnosis tests
system has been proposed that applies the proposed architecture and aims to prove that it is
possible to perform the self-diagnosis in real-time of the CPS and allow the integration of
any type of test through the combination of a DSL with the KDT methodology. Some test
cases were also carried out to validate the implemented solution.

Section 2 analyzes the state of the art in test automation, KDT methodology and DSL.
Section 3 describes the structure and architecture of the system. Section 4 describes the
implementation of the system. Finally, Section 5 concludes and identifies future work.

2 State of the art

In this section, a review of the state of the art in test automation will be presented in
Section 2.1. In Section 2.2, KDT methodolody is presented as well as the advantages and
disadvantages of using it. In Section 2.3, a brief introduction is made to the concept of
DSL and, more specifically, how to apply this concept with the Another Tool for Language
Recognition (ANTLR).

2.1 Test Automation
The importance of testing automation is directly related to the quality of the final product.
The execution of all functional tests before delivery guarantees the lowest incidence of errors
in the post-delivery of the final product. As such, software developers/creators are required
that their projects maintain a certain quality standard during all phases of development
until the launch of a new product. Therefore, testing at the end of each stage no longer
works in a professional environment. This is because the occurrence/discovery of unforeseen
obstacles can significantly delay the development of the software. In recent years, it has been
found that the software development market has increased its competitiveness, due to the
modernization of the technologies involved and due to the maturity of the capacity to develop
software. Thus, the range of information technology solutions, to meet the needs of consumer
organizations, has increased considerably, which ends up making it difficult for users to
choose when purchasing a product. In this competitive scenario, consumer organizations,
when opting for software, are increasingly relying on quality criteria. One of the pillars for
ensuring this quality of the software product is the testing process [1].

In the current software market, the concern for creating quality and error-free products
has led companies to look for models and processes that guarantee quality to satisfy the needs
of their customers. Unsuccessful projects, with expired deadlines and defective products, lead
to customer dissatisfaction, high maintenance costs and compromise the company’s image.
The main objective of a software test is to define the implementation of this software that
meets all the specifications and expectations defined and expected by the customer, that is,
the objective is to “verify” if what was specified in the requirements phase is what really
was developed. When verifying that the implemented software meets all specifications and
expectations defined and expected by the customer, it also looks for errors in the software.
The software test must be seen as a part of its quality process.
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Test automation is not limited to just performing the tests but above all being aware of
when and where the tests need to be carried out, thus leaving the test team more time to
plan more effective tests with better quality accuracy instead of worrying about scheduling
them. Thus, automation results in the mechanization of the entire process of monitoring and
managing the needs for testing and evaluation associated with software development [3].

2.2 Keyword-Driven Testing
KDT is a type of functional automation testing methodology that is also known as table-
oriented testing or action-based testing. In KDT, we use a table format, usually a spreadsheet,
to define keywords or action words that represent the content of the tests in a simple way. But
it also allows the use of a keyword to represent part of the test case and in this way make the
creation of the test case simpler, since we can reuse the keywords and the whole process they
represent in different test cases. It allows novice or non-technical users to write tests more
abstractly and it has a high degree of reusability. Industrial control software has been having
an enormous increase in complexity as technology has developed and requires a systematic
testing approach to enable efficient and effective testing in the event of changes. KDT has
been proving that it is a valuable test method to support these test requirements [16]. Recent
results from other researchers have shown that the design of the KDT test is complex with
several levels of abstraction and that this design favours reuse, which has the potential to
reduce necessary changes during evolution [6]. Besides, keywords change at a relatively low
rate, indicating that after creating a keyword, only localized and refined changes are made.
However, the same results also showed that KDT techniques require tools to support keyword
selection, refactoring, and test repair [4].

2.2.1 Advantages
Fast execution of test cases;
Software testing in less time;
All manual testing problems are solved by automated testing;
Repeating test cases are handled in an easy way.

2.2.2 Disadvantages
Sometimes some knowledge of programming and skill is needed to use these tools;
Maintenance is a complicated task and can be expensive;

2.3 Domain-Specific Language
DSL is a language meant to be used in the context of a particular domain. A domain could
be a business context or an application context. A DSL does not attempt to please all.
Instead, it is created for a limited sphere of applicability and use, but it’s powerful enough
to represent and address the problems and solutions in that sphere [5]. A DSL can be
used to generate source code from a keyword. However, code generation from a DSL is not
considered mandatory, as its primary purpose is knowledge. However, when it is used, code
generation is a serious advantage in engineering. DSL will never be a solution to all software
engineering problems [10], but their application is currently unduly limited by the lack of
knowledge available to DSL developers, so further exploration of this area is needed [7].
Other researchers used DSL in CPS and left their testimony of how the specification language
hides the details of the implementation. The specifications are automatically enriched with
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the implementation through reusable mapping rules. These rules are implemented by the
developers and specify the execution order of the modules and how the input/output variables
are implemented [2]. This allows the reuse of software components (e.g. modules or classes)
and improves software productivity and quality [8].

2.4 ANTLR
ANTLR is a parser generator, a tool that helps you to create parsers [12]. A parser takes a
piece of text and transforms it into an organized structure, a parse tree, also known as an
Abstract Syntax Tree (AST) [15]. AST is like a story describing the content of the code, or
its logical representation, created by putting together the various pieces [13]. Figure 1 shows
the parsing process.

Figure 1 Block diagram of a standard Language Processor.

The Parsing process shown in Figure 1 goes through three major phases explained below:

Lexical Analysis:
It is performed by a component usually called Lexer, Lexical Analyser or Tokenizer;
The Lexer reads and divides the input (character or byte stream) into tokens applying
lexical rules;
Lexical rules are defined using regular expressions and aim to identify terminal symbols
and specify tokens;
In the end, the Lexer generates a token stream as output.
Figure 2 shows the illustration of this process.

Syntactic Analysis:
It is performed by a component usually called Parser, Syntatic Analyser or Grammar;
The parser gives the token stream a structure by checking token order against structural
rules;
These Structural rules define the order and structure of token combination;
In the end, the Parser generates a parse tree as output.
Figure 3 shows the illustration of this process.

Transformations:
It is performed by a component usually called Transformer or Walker and it follows
the pattern Visitor or Listener;
The Transformer traverses the parse tree in order to produce some output;
The traversal defines an action for each node of the parse tree;
The action can output text (string) or any other complex object.
Figure 4 shows the illustration of this process.

ANTLR is a parser generator that uses ALL(*). It parses the input dynamically at
runtime and uses a top-down parser left to right by constructing a Leftmost derivation of the
input and looking any number of ahead tokens when selecting among alternative rules [14].
The Visitor pattern let us decide how to traverse the tree and wich nodes we will visit. It
also allows us to define how many times we visit a node [11].
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Figure 2 Block diagram of a Lexical Analyzer.

Figure 3 Block diagram of a Syntactic Analyzer.

Figure 4 Block diagram of a Transformer.
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3 Architecture

As the architecture incorporates several diversified components, its modelling was divided
into two phases. In the first phase, the part of the architecture that refers to the system to
be developed and that includes the management and configuration of the tests are explained.
In the second phase, the general architecture of the CPS is presented.

3.1 Self-diagnosis Tests System Architecture
To obtain a complete understanding of this architecture, it is necessary to understand the
3 tiers that are present, Frontend, Backend and Database. We can see the architecture in
Figure 5, shown below:

Figure 5 Proposed architecture for self-diagnosis tests system.

3.1.1 Frontend
In this tier, we have two first elements, OPERATOR and TEST MANAGER, which represent the
two types of users that the system has. Therefore, according to the permissions of each
one, this tier makes available to each user the respective interface that will give access
to the realization of the functions of each one in the system. The two elements below in
the tier, TESTS EXECUTION and SYSTEM CONFIGURATION, represent the different interfaces
that each user will have access to. In this case, the OPERATOR type user will have access
to the system TESTS EXECUTION mode and the TEST MANAGER type user will have access to
the SYSTEM CONFIGURATION mode. The last element of this tier, USER INTERFACE SERVER,
represents the logic of the Client. It is in charge of implementing any logic that exists in this
tier, such as, for example, providing an adequate interface for the type of user that must
comply with it or even the manipulation of data in the formation of web pages. It is also
this server that establishes the connection to the Backend tier, making HTTP requests to
request data or actions, receiving and validating data that arrives through HTTP responses.

3.1.2 Backend
The Backend tier, unlike what was done in the Frontend tier, will be analyzed from the bottom
up, as it will be understood more intuitively. In this tier, we start by looking at two elements
in parallel. The OBJECT DATA MODELING element represents the module responsible for
establishing the connection between this tier and the Database tier, that is, it is this module
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that performs the queries and receives data from the database. Element TESTS MANAGEMENT
is responsible for the acquisition and management of the primitive tests of the system and
the configuration of new test suites for the system, using the KDT methodology and a
DSL. Above, we see the BUSINESS LOGIC SERVER element that represents the Server that
implements all the logic of this tier. This component is responsible for executing the tests and
for the internal organization of all other components of this tier. Manages all data arriving
at the system, guaranteeing its integrity, and also provides the routes or services through
which this tier responds to Clients requests. The last element of this tier, API FRAMEWORK, is
responsible for building and making the REST API available to the Client. This element
implements the routes that are created in the BUSINESS LOGIC SERVER element and, in this
way, the Client can make HTTP requests to the Server.

3.1.3 Database
Finally, it remains only to present and explain the Database tier, which is also the simplest
tier of this architecture. It consists of the system database, which is a document database that
stores documents in JSON. All data sent to the Backend tier, via OBJECT DATA MODELING, is
in JSON, which is an advantage because all data processing and manipulation in the system
is always done in this format.

3.2 General Architecture for Cyber-Physical System
In this section, the final CPS architecture is presented and explained, where we integrate all
its components with the self-diagnosis tests system. This architecture enables the CPS to
diagnose itself and, thus, be able to identify the failures in case of any internal error. The
architecture, being the final abstraction of the system, can be seen in Figure 6.

Figure 6 Proposed architecture for a self-diagnosis test system integrated with the CPS.

In this architecture, we can easily identify 4 component groups in which three of them
will form an integral part of the CPS: Devices Under Test, Electronic Test Drivers and the
Self-Diagnosis Tests System. The last group will be an important intervenient, but it is not
an integral part of the CPS, the User Types. Each of these groups will be explained in detail,
as each has its particularities.
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The Devices Under Test group contains, as the name implies, the devices that can be
subjected to tests which are the car radios and the machine itself. The elements CAR RADIO
and TSIM MACHINE represent the two types of devices, the car radio and the machine,
respectively. The Electronic Test Drivers group is responsible for the primitive tests of the
system, which in this case will be mostly electronic tests, but which can be any type of test
as long as they respect the same integration format. Each element of this group must respect
the following format:

EXECUTABLE DRIVER – Provides an executable driver file to run that will contain several
primitive tests that can be run and test the Devices Under Test;
METADATA – Provides a metadata file that contains all the information about the tests
that the driver can perform.

The Self-Diagnosis Tests System group is where the system developed in this work is
represented, which will allow users to manage and execute the system tests. This system will
be fed with primitive tests from the group of Electronic Test Drivers. The TESTS MANAGEMENT
element is responsible for loading all the metadata of the primitive tests, available in the
METADATA files of the Electronic Test Drivers group, and managing them so that they are
saved in the system database and are available for execution.

The link element with the system database is the OBJECT DATA MODELING that will make
the connection and handle queries and transactions to the database, which is the DATABASE
element.

This test management is done through the KDT methodology, and the configuration
of new test suites made through the developed DSL. The tests will be performed by the
BUSINESS LOGIC SERVER element, which will receive the execution orders from the end-user
and proceed with the executions. The way to do this is to execute the drivers that are
available as executable files. This Server will know which tests are available to execute on
each driver since the TESTS MANAGEMENT element has already collected the metadata of all
drivers and at that moment made available for execution, all the tests contained therein.

This entire organization is orchestrated by the Server, which is responsible for the logic of
the system and is represented by the element BUSINESS LOGIC SERVER. This Server not only
controls all the data and logic of the system but also defines the routes and types of requests
that can be made by the Client-side. It defines the services that will be available and this
is called an API. The API FRAMEWORK element is responsible for creating and providing a
REST API for any client to access, but obviously with the appropriate permissions, also
defined by the BUSINESS LOGIC SERVER.

In this system architecture, USER INTERFACE SERVER represents the Client-side, that is,
it is the server responsible for creating the web interface for end-users. It makes HTTP
requests specifying the services, through routes, that it wants to access, to obtain the data it
needs for its pages. Two types of interfaces are available, the execution interface, represented
by the TESTS EXECUTION element, and the test and configuration management interface,
represented by the SYSTEM CONFIGURATION element. Each of these interfaces will have its
correspondent as a user, which brings us to the last group specified in the architecture, the
User Types.

This group is represented by the USER TYPES element and represents the different types
of users of the final system. The first and most basic type of user is the OPERATOR, that is,
the industrial operator who is working and commanding the CPS and performs only the
tests or test packages of the system. The second type of user, already more sophisticated, is
the TEST MANAGER, who is someone with the responsibility of managing the entire system,
using the appropriate interface for that.
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4 Implementation

This section describes the implementation of the system and its validation. Thus, Section 4.1
explains each collection of data maintained in our database. Section 4.2 describes the
Backend tier where the system logic is, including the management of the system data and
the configuration and execution of the tests. Section 4.3 describes the Frontend tier that
contains the user interface and the different features available for each type of user. Finally,
Section 4.4 presents the results obtained from the validation performed to ensure the correct
functioning of the system.

4.1 Database

For the database, MongoDB was used, which is a document database, that is, it stores
the data in the form of JSON documents. According to the data that the system needs, 5
collections of data have been identified to be stored in the database: Configurations, Tests,
Packages, Reports and Schedules.

The configuration collection contains attributes about some configurations that may differ
from machine to machine and are necessary to ensure the correct functioning of the system.
The tests collection stores all metadata for the system’s primitive tests. This metadata
is provided by those who create and make the primitive tests available, so they are only
imported into the system database and updated whenever there are changes. The packages
collection stores all metadata for the new test suites that are created in the system from the
primitive tests. The reports collection stores all reports of execution of primitive tests or test
packages in the system. The schedules collection stores all primitive test executions or test
suite executions scheduled for a specific time by the user.

After specifying the data to be saved in each collection of the system’s database, the next
section will explain how the system interacts with the database, through queries, to obtain
the data for its operation.

4.2 Backend

The Backend is the system tier responsible for managing the database and making the data
available to Frontend. Therefore, framed in the MVC architecture, it is the Controller of the
system and establishes the connection between the database and the user interfaces, thus
guaranteeing the integrity of the data, not allowing other components to access or change
them.

The technology used to develop this server was Node.js combined with Framework Express.
This server is organized so that there is a division of the code according to its function, that
is, instead of all the code being in one file, it was divided into different files and directories
according to its purpose on the server. This will allow the reuse and modularity of the
developed code, which will also facilitate its maintenance and understanding in the future.

Thus, the server structure is as follows:
Models: Here are the models that correspond to the collections saved in the database.
Each model contains the attributes corresponding to its collection and performs validations
related to data types to ensure that wrong data types are not inserted into the database;
Controllers: Here are the files responsible for performing all system operations, such as
database queries, executing primitive tests and test suites, and creating new test suites
using the DSL defined;
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Grammar: Corresponds to the DSL developed for the system, where is the grammar,
composed by a Lexer and a Parser, and the Visitor that generates the code for the new
test suites;
Routes: Here is the file that routes the requests, from the client, that is, from the user
interfaces to the controllers, according to the URL request. As soon as the requested
operations are completed, sends the requested data to the client.

Each of these elements mentioned above, has a fundamental role in the Server’s logic, so
each of them will be explained in the next subsections individually.

4.2.1 DSL
The DSL developed aims to enable the creation of new test suites, from the primitive tests
available in the system, with rules and logic applied. This will allow the test suites to
be optimized to execute in the shortest possible time and may shorten certain executions
whenever the suite specifies it. The language was created from the identification of terminal
symbols, that is, the symbols that would be identified by Lexer. After this step, the Parser
was created, where the rules of logic and sentence construction of the grammar are specified.

The terminal symbols of the DSL are shown in Table 1, where the respective descriptions
are also shown.

Table 1 DSL Symbols Description.

Symbol Description
keyword Catches the keywords in the script

-> Catches the “next” symbol, which means that after that symbol the next block
to be executed arrives

( Catches the opening parenthesis
) Catches the closing parenthesis
? Catches the conditional expressions from the script
: Catches the next block of code to be executed when a condition is false
& Catches the logical operator that means intersection
| Catches the logical operator that means union
; Catches the end of the script

The Lexer structure is shown below in Listing 1:
Listing 1 Grammar Lexer.

lexer grammar TestLexer ;

NEXT : ’->’ ;
AND : ’&’ ;
OR : ’|’ ;

IF : ’?’ ;
ELSE : ’:’ ;

RPAREN : ’)’ ;
LPAREN : ’(’ ;

END : ’;’ ;
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KEYWORD : ([A-Za -z]+([/ _ -][A-Za -z]+)*)
;

WS
: [ \r\n\t] -> skip
;

The structure of the Lexer is quite simple, starting with its identification and then just
specifying all terminal symbols that must be recognized. The way these symbols are specified
is through regular expressions, that is, for each symbol the regular expression that represents
it is defined, however, always taking care that this definition does not include unexpected
elements and, therefore, is not ambiguous.

The symbols we see in this grammar are very intuitive and this is also one of its advantages,
as it will be easy for the end-user to understand, which is one of the objectives. The only
symbol that gives rise to any further explanation is the KEYWORD symbol. This symbol must
recognize all the names of the primitive tests introduced in the script and, therefore, its
regular expression includes isolated words or also the composition of several words, thus
giving the user some freedom to be more expressive in the choice of keywords since this it is
also the purpose of the KDT methodology applied in the system.

After defining the terminal symbols and the Lexer specification, it is time to specify the
sentence construction rules with these symbols and this is done in the Parser, which is shown
below in Listing 2:

Listing 2 Grammar Parser.
parser grammar TestParser ;

options {
tokenVocab = TestLexer ;

}

test
: statement END
;

statement
: condition # Conditional
| seq # Sequence
;

condition
: expr IF statement ELSE statement # IfElse
| expr IF statement #If
;

seq
: KEYWORD (NEXT statement )*
;

expr
: LPAREN KEYWORD (AND KEYWORD )* RPAREN #And
| LPAREN KEYWORD (OR KEYWORD )* RPAREN #Or
;
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The Parser also starts with its identification, following the reference for the Lexer that
it provides the symbols to be able to know which are the terminal symbols. After these
two steps, the sentences of the grammar are specified and here there is no more than a
specification of the sequences that the elements of the language can follow. We can see,
for example, in the element statement two possibilities. One possible statement is the
condition that represents a conditional expression and the other possibility is a seq that
represents a tests sequence. The most important part of the Parser to retain is the elements
that come at the end of the lines for each possibility determined at the beginning of words by
a #. This allows the Visitor to know the possible paths in the parsing tree that this Parser
will generate.

So that this grammar can now be used by the system and generate the parsing tree that
will be interpreted by the Visitor, it is still necessary to find a way to use it in the system.
Since ANTLR offers the transformation of these grammars for several known programming
languages, we will proceed to transform the grammar into JavaScript and include the code
directly in the system. For this, it is necessary to execute the following command:

$ antlr4 -Dlanguage=JavaScript Lexer.g4 Parser.g4 -no-listener -visitor

In this command, we specify the Lexer and Parser to be transformed and we also specify
that we do not want the generation of a Listener because, by default, it generates the Listener.
Finally, we specify the generation of a Visitor because, by default, it does not generate the
Visitor. After executing this command, several files will be generated, among which, the
Visitor that will be the most important in the next steps, as this is where the code to be
generated for the new test suites will be specified.

We can see below, in Listing 3, an example of a Visitor function:
Listing 3 Grammar Visitor.

TestParserVisitor . prototype . visitAnd = function (ctx) {
this.auxOp = 0;
for (let i = 0; i < ctx. KEYWORD (). length ; i++) {

this. auxList .push(ctx. KEYWORD (i));
}
return "";

};

The Visitor’s strategy developed is to go through the code script through the elements
specified in the Parser and each element generate the corresponding code. The generated
code, within the Visitor, is nothing more than a string that is incremented and filled up to
the end of the parsing tree. All keywords are also being saved in a list so that the list and
the string containing the generated script are returned at the end. The list of keywords is
necessary because after generating this code it will be necessary to match the keywords with
the primitive tests but this is a process already done in the packages controller.

4.3 Frontend
The frontend is the system tier responsible for creating and managing graphical interfaces
for end-users. In this case, there are two types of users in the system, and it is important to
understand well the limits on what each one should be allowed to do or not do. The first
type of user, more basic, will only have access to the execution of primitive tests and test
suites. The second type of user, already responsible for managing the system and also the
test suites for it, has access to all other features. The technology used to develop this tier
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was React, as it will allow us to create dynamic interfaces, with components managing their
state and the possibility to compose the components themselves. This allows the code to be
modularized and, in the future, it will be easier to understand the code.

4.3.1 Components
As mentioned, the development of components in React becomes an asset, but to master the
use of technology it is necessary to understand the fundamentals and the way the components
interact with each other. The three concepts that we highlight are the following:

State: The state of a component is mutable and can be changed by the component itself,
due to the actions performed by the user. Information stored in a component’s state can
be accessed as attributes of the component, such as “this.state.name”;
Props: Props are state information from a parent component to a child component, so
the child cannot directly change the props but can access them in the same way as the
parent, such as “this.props.name”. They are generally used to determine some properties
of the child component when it is created;
Events: Events are how the child component should inform the parent component of
changes that have occurred. This is how a child component can change the state of
the parent component, through events that will inform the parent component so that it
updates its state.

Thus, to understand how these concepts apply in practice and make the most of the use
of React components, we can see below, in Figure 7, an illustration of how these concepts
are related:

Figure 7 Interactions between reaction components.

4.3.2 Obtaining API data
Another important aspect for this part of the system to work as planned is to obtain the data
that is managed by the Backend tier. For the graphical interfaces built to be as optimized as
possible and quick in obtaining data, so that the user does not have to wait long to load
the pages, the data must be obtained in the best way. And here the decision made was that
the parent components of each page make the data requests to the API at the time of its
creation. With this, what happens on the system pages is that whenever the user changes
the page or enters a new page, the data is requested and loaded. This will allow the actions
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taken by the user on the components belonging to these pages to be carried out much more
quickly, giving the user the perception that nothing has happened when real events and state
changes have already occurred witch allows the page to become dynamic with desired speed.

The way to obtain the data is through HTTP requests, explained previously, therefore,
to make the code clearer, a dedicated file was created for request methods. This file contains
the base URL of the Data API and all methods add only the route and sub-route as needed.
We can see below, in Listing 4, an example of a method of obtaining data by making an
HTTP request to the data API:

Listing 4 Example of request to obtain API data.
export const getTests = async () => {

try {
const response = await axios.get(‘${url }/ tests ‘);
return response .data;

} catch (error) {
const statusCode = error. response ?

error. response . status :
500;

throw new Error( statusCode . toString ());
}

};

In this example, we can see how HTTP requests are made to the API. These requests
are made through the imported module “Axios” since the technology does not provide this
functionality natively. Another important feature that we see in this example is the use of
the keyword “await”, which in this particular case makes the method wait for the results
of the API. This is also one of the strong characteristics of the technologies used, as they
perform I/O operations asynchronously by default.

4.3.3 User Interfaces
Only one page will be demonstrated in this paper for the same reason that previously only
the implementation of DSL was demonstrated. This is the page for managing and configuring
new test suites for the system, which can be seen in Figure 8. The user has on this page at
his disposal the list of existing packages in the system, where he can remove or edit them.
There is also a form for creating a new test suite, where the user only needs to specify the
name, description and code of the new test suite. The code is written with the DSL presented
earlier. In this case, the elements that can be used to write the code are the connectors
below the form that are made available to the user according to the status of their script, to
help the user and try to avoid errors. The other elements to include in the script are the
primitive tests, and these are made available in a list next to the form where the user can
even see their description to understand what the test does. To include a test in the script,
the user just needs to click on it and it is automatically added to the script. This way, the
user does not need to write anything manually, having to select the elements he wants to
add to the script.

4.4 Validation
Having already implemented the system with all the requirements that were established,
several test cases were created to be carried out in the system to validate the solution and
confirm the fulfilment of all the proposed objectives. The first tests were carried out on the
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Figure 8 Package creation and management page.

most fundamental functionalities of the system, the execution of the tests and the automation
of the update in the face of changes introduced in its supply. Several test scenarios were
simulated and the system behaved as expected, passing all performed tests.

In total, 28 test cases were carried out covering all the functionality of the system and in
some of them with more than one test case. No more test cases were carried out because the
time it would take to do so is immense, but the test cases performed were considered to be
the most comprehensive cases and therefore will give the greatest coverage of requirements.
After analyzing all the results obtained in the tests and verifying that they all passed, we
can say that all requirements have been successfully implemented and the system is ready to
be integrated with the other components.

5 Conclusions and Future Work

The main contributions of this paper are the design of the architecture to integrate a self-
diagnosis tests system into a CPS and its implementation. This architecture provides a
modular and extensible solution so that the system can be integrated with the CPS and
perform any type of test. The system was implemented based on the proposed architecture,
but only the part of the implementation corresponding to the DSL was demonstrated due to
the paper size limit. To validate the implementation of the system and its compliance with
the established requirements, 28 test cases were carried out to cover all requirements. All
test cases have passed and, therefore, the system meets all the objectives.

The proposed modular and extensible architecture represents an innovation for research
in self-diagnosis systems and CPS, as it allows the combination of these two types of systems,
through the use of KDT methodology with a DSL to manage and configure the tests of the
system. This architecture also allows the execution of the tests to be done remotely or by any
other system with permission to make HTTP requests to the API REST provided. Although
the focus of the architecture is the application in a CPS, it is also applicable to any type of
system, since it is generic to accept any type of test. With this work, we proved that it is
possible to integrate self-diagnosis tests systems into a CPS with a practical and also generic
solution that can be integrated with other types of testing systems.

As future work, it would be interesting to improve the interface for creating new test
suites in the system. Although the solution currently implemented is practical and allows
good use, it could be even more practical and simple for the user if a drag and drop window
were developed in the design of new test suites instead of writing a code script.
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