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INTERNATIONALES BEGEGNUNGS- UND

FORSCHUNGSZENTRUM FÜR INFORMATIK

Schloß Dagstuhl

Seminar Report 9337

Parallel and Distributed Algorithms

September 13 - 17, 1993

OVERVIEW

The second Dagstuhl Seminar on Parallel and Distributed Algorithms was orga-
nized by Richard Cole (Courant Institute, New York), Ernst W. Mayr (TU Mün-
chen), and Friedhelm Meyer auf der Heide (Universität Paderborn). It brought
together 25 participants from 6 countries, 7 of them came from overseas.

The 25 talks presented covered a wide range of topics including "parallel data
structures, models of parallel computing, parallel complexity theory, and efficient
algorithms for PRAMS, interconnection networks, and Boolean circuits, and ran-
domization techniques for parallel algorithms.

The abstracts of all talks can be found in this report.

An interesting guided excursion to the ancient Roman city, and therefore oldest
German city, of Trier took place on Thursday. _

The outstanding environment and organization of Schloß Da.gstuhl greatly
contributed to the success of the seminar.

Reported by Rolf Wanka
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Abstracts

A Method for Implementing Lock-Free Shared Memory Data Structures

by GREG BARNES

We are interested in implementing data structures on shared memory multiprocessors. A nat-
ural model for these machines is an asynchronous parallel machine, in which the processors
are subject to arbitrary delays. On such machines, it is desirable for algorithms to be lock-free,
that is, they must allow concurrent access to data without using mutual exclusion. E�icient
lock-free implementations are known for some speci�c data structures, but these algorithms
do not generalize well to other structures. For most data structures, the only previously
known lock-free algorithm is due to Herlihy. Herlihy presents a simple methodology to cre-
ate a lock-free implementation of a genera.l data structure, but his approach can be very
expensive.

We present a technique that provides the semantics of exclusive access to data without using
mutual exclusion. Using this technique, we devise the caching method, a general method of
implementing lock-free data structures that is provably better than Herlihy�s methodology
for many well-known data structures. The cost of one operation using the caching method
is proportional to Tlog T, where T is the sequential cost of the operation. Under Herlihy�s
methodology, the cost is proportional to T + C , where C is the time needed to make a logi-
cal copy of the data structure. For many data structures, such as arrays and well connected
pointer-based structures (e.g., a doubly linked list), the best known value for C is proportional
to the size of the structure, making the copying time much larger than the sequential cost of
an operation. The new method can also allow concurrent updates to the data structure; Her-
lihy�s methodology cannot. A correct lock-free implementation can be derived from a correct
sequential implementation in a straightforward manner using this method. The method is
also flexible; a programmer can change many of the details of the default implementation to
optimize for a particular pattern of data structure use.

Models for Distributed Memory Communication

by SANDEEP BHATT (joint work with Pangfeng Liu and William Aiello)

We present a simple model to investigate the effect of contention in message-passing network
systems. Within one time step, each processor in the �atomic message-passing model� can
receive one message, perform local computation and send one message. When several messages
from distinct sources are destined to the same processor then one is transmitted and the rest
are blocked. Blocked messages cannot be retrieved by their sending processors; each processor
must wait for its blocked message to clear before sending more messages into the network.
Depending on the traf�c pattern, messages can remain blocked for arbitrary number of steps.

The atomic model is conservative with existing message-passing architectures. Nonetheless,
we prove linear speedup for backtrack and branch�and-bound searches using simple random-
ized algorithms. We will also present a number of problems that remain to be solved.
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An Area-universal VLSI Circuit

by GIANFRANCO BILARDI (joint work with Paul Bay)

An area-universal VLSI circuit is proposed which has area O(A) and can simulate any syn-
chronous digital VLSI circuit of area A with only O(log A) slowdown. The universal circuit
is a hybrid of a mesh and a concentrator fat-tree and accomplishes its simulations by a
combination of routing techniques. It could be viewed as a Field Programmable Gate Array
(F PGA). The layout of the simulated circuit is �compiled� into a �program� that is loaded
into control registers of the universal circuit. The compilation takes O(A) sequential time.

Two-dimensional Pattern Matching

by RICHARD COLE (joint work with Crochemore, Galil, Gasieniec, Hariharan, Muthukrish�
nan, Park, Rytter)

The talk described a parallel algorithm for the problem for the CRCW PRAM. The problem
is to �nd all instances of an m x m pattern in a larger n X n text; each pattern and text
entry is a character over some arbitrary alphabet. Preprocessing of the pattern, but not of
the text, is allowed. The preprocessing has a complexity of O(log log m) time and performs
O(m2) operations and the main (matching) algorithm takes 0(1) time and performs O(n2)
operations. All these results are optimal.

The Matrix Chain Product Problem

by ARTUR CZUMAJ

The talk will deal with the problem of �nding an optimal order of the multiplication chain of
matrices and the problem of �nding an optimal triangulation of a convex polygon. For both
these problems the best sequential algorithms run in @(n log n) time. All parallel algorithms
previously known use the dynamic programming paradigm and run in a polylogarithmic
time using, in the best case, O(n6/log6 n) processors. We give a new algorithm which uses
a different approach and reduces the problem to computing certain recurrence in a tree. We
show that this recurrence can be optimally solved and describe an algorithm that runs in
O(log3 n) time using n2/log3 n processors on a CREW PRAM.
We also show that the problem of �nding an optimal triangulation in a monotone (bitonic)
polygon can be solved in O(log2 n) time using n processors on a CREW PRAM.

Optimal Parallel String Operations

by TORBEN HAGERUP

We study fundamental ordering operations on strings of characters, equipped with the usual
lexicographical ordering. For each problem studied, we give an algorithm that is optimal
with respect to at least one criterion for which no optimal algorithm was previously known.
Speci�cally, our main results are: T

o Two sorted sequences of strings, containing altogether n characters, can be merged in
O(log n) time using O(n) operations on an EREW PRAM. This is optimal as regards
both the running time and the number of operations.

o A sequence of strings, containing altogether n characters represented by integers of size
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polynomial in n, can be sorted in O(log n/log log n) time using O(n log log n) opera-
tions on a CRCW PRAM. The running time is optimal for any polynomial number of
processors.

o The minimum string in a sequence of strings containing altogether n characters can be
found in O(log log n) time using O(n) operations on a CRCW PRAM. The number of
operations is optimal, and the running time is optimal for any algorithm using a.t most
n processors.

Dissemination of Information in Edge(Vertex)-Disjoint Paths Modes

by JURAJ HROMKOVIÖ (joint work with R. Klasing, E. Stöhr, W. Unger, H. Wagener)

The gossip complexity of fundamental interconnection networks in disjoint-paths modes of
communication is investigated. Several effective (in some cases optimal) gossip algorithms
are designed. All algorithms follow a very natural concept of so-called three-phase design.
Some lower bounds (in some cases very close to the achieved upper bounds) on the gossip
complexity of networks are presented. A list of open problems is presented and a connection
between the gossip complexity of constant-degree graphs and the size of permutation networks
for some subclasses of permutations is shown.

Explicit Simulation of Small Depth Threshold Circuits

by MAREK KARPINSKI (joint work with M. Goldmann)

We prove that the single threshold gate can be simulated by an explicit polynomial size
depth 2 majority circuit. In general, we show that a depth cl threshold circuit can be simulated
uniformly by a majority circuit of depth d + 1. Our construction answers two open problems
of Goldmann, Hastad and Razborov (1992): we give the �rst explicit construction for which
they use a randomized existence argument, and we show that such a simulation is possible
even if the depth grows with the number of variables n the simulation of Goldmann, Hastad
and Razborov gives polynomial size circuits only when d is constant). Our result entails the
�rst explicit constructions for the optimal depth, polynomial size majority circuits for the
number of basic functions including, among others, powering (depth 3), integer multiplication
(depth 3), and integer division (depth 3).

Efficient Algorithms for Checking the Atomicity of a Run of Read and Write
Operations

by LEFTERIS KIROUSIS (joint work with A. Veneris)

Let X1, . . . , Xe be variables shared by a number of processors P1, . . . , Pq which operate in a
totally asynchronous and wait-free manner. An operation by a processor is either a write to
one of the variables or a read of the values of all variables. Operations are not assumed to
be instantaneous and may arbitrarily overlap in time. A succession of possibly overlapping
operations (11, . . . , an (i.e.� a run) is said to be atomic, if these operations can be serialized
in a way compatible with any existing precedences among them and that any read operation
returns for each variable the value of the most recent � with respect to the serialization
-�� write Operation on this variable. This talk examines the complexity of the combinatorial
problem of testing a run for atornicity. First it is pointed out that when there is only one shared
variable or when only one processor is allow- d to write to each Variable, known theorem lead
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to polynomial-time algorithms for checking the atomicity of a run (the variable of the time-
complexity function is the number of operations in the run). It is then proved that checking
atomicity has polynomial�time complexity in the general case of more than one variables
and with all processors allowed to read and write. For the proof, the atomicity problem
is reduced to the problem of consecutive Is in matrices. The reduction entails showing a
combinatorial result which might be interesting on its own. Moreover, our algorithm can be
used to e�iciently construct an atomic serialization of the run, if there is one.

The All-to-all Mapping and its Impact on Sorting and Routing

by MANFRED KUNDE

We present a new method for deterministic sorting and routing on nets of processors. The
method is based on a standard global routing routine, the all�to-all mapping, and local sorting
procedures. On r�dimensional n X - -- X n grids of processors we apply this method to h - h
problems, h 2 47°, where each processor initially and �nally contains at most h elements. We
show that the general h � h sorting as well as h � h routing problem can be solved within
hn,/2 + o(hr2n) steps. That is, the bisection bound is asymptotically tight for deterministic
h �- h sorting and h � h routing. On an r-dimensional torus, a grid with wrap-arounds, the
number of transfer steps is hn/4+0( hrn), again matching the corresponding bisection bound.
This shows that in spite of the fact that routing problems contain more information at the
beginning than the sorting problems there is no substantial difference between them on grids
and tori.

By the help of the new method we can show for the �rst time that sorting and routing on
meshes with diagonals can be performed faster than the best possible algorithms on meshes
without diagonal connections.

Periodic Constant Depth Sorting Networks

by MIROSLAW KUTYLOWSKI (joint work with Marcin Kik and Grzegorz Stachowiak)

Comparator networks of constant depth can be used for sorting in the following way. The
computation consists of a number of rounds, say t, each round being a single run through the
comparator network. The output of a round j (j < t) is used as the input for the round j + 1.
The output of the round t is the output "of the computation. In such a way, we may apply a
small comparator network for sorting long input sequences. The main problem, however, is
achieving a good computation time.

Odd�Even Transposition Sort gives a periodic sorting network of depth 2, that sorts n numbers
in n / 2 iterations. The network of depth 8 proposed by Schwiegelshohn sorts n numbers in
0(\/E log n) iterations. Krammer modi�ed the algorithm and obtained a network of depth 6
sorting in O(\/nlog n) iterations.

For a fixed but arbitrary k E W, we present a periodic sorting network of depth 0(k) that
sorts n. input numbers in O(n1/k) steps.

10

to polynomial-time algorithms for checking the atomicity of a run (the variable of the time­
..:omplexity function is the number of operations in the run). It is then proved that checking 
atomicity has polynomial-time complexity in the general case of more than one variables 
and with all processors allowed to read and write. For the proof, the atomicity problem 
is reduced to the problem of consecutive ls in matrices. The reduction entails showing a 
combinatorial result which might be interesting on its own. Moreover, our algorithm can be 
used to efficiently construct an atomic serialization of the run , if there is one. 

The All-to-all Mapping and its Impact on Sorting and Routing 

by MANFRED KUNDE 

We present a new method for deterministic sorting and routing on nets of processors. The 
method is based on a standard global routing routine, the all-to-all mapping, and local sorting 
procedures. On r-dimensional n x · · · x n grids of processors we apply this method to h - h 
problems, h 2: 4r , where each processor initially and finally contains at most h elements. We 
show that the general h - h sorting as well as h - h routing problem can be solved within 
hn/2 + o(hr2n) steps. That is, the bisection bound is asymptotically tight for deterministic 
h - h sorting and h - h routing. On an r-dimensional torus, a grid with wrap-arounds, the 
number of transfer steps is hn/4+ o(hrn), again matching the corresponding bisection bound. 
This shows that in spite of the fact that routing problems contain more information at the 
beginning than the sorting problems there is no substantial difference between them on grids 
and tori. 

By the help of the new method we can show for the first time that sorting and routing on 
meshes with diagonals can be performed faster than the best possible algorithms on meshes 
without diagonal connections. 

Periodic Constant Depth Sorting Networks 

by MIROSLAW KUTYLOWSKI (joint work with Marcin Kik and Grzegorz Stachowiak) 

Comparator networks of constant depth can be used for sorting in the following way. The 
computation consists of a number of rounds, say t, each round being a single run through the 
comparator network. The output of a round j (j < t) is used as the input for the round j + 1. 
The output of the round t is the output of the computation. In such a way, we may apply a 
small comparator network for sorting long input sequences. The main problem, however, is 
achieving a good computation time. 

Odd-Even Transposition Sort gives a periodic sorting network of depth 2, that sorts n numbers 
in n/2 iterations. The network of depth 8 proposed by Schwiegelshohn sorts n numbers in 
0( .jn log n) iterations. Krammer modified the algorithm and obtained a network of depth 6 
sorting in 0( Jn log n) iterations. 

For a fixed but arbitrary k E JN, we present a periodic sorting network of depth O(k) that 
sorts n input numbers in O(n11k) steps. 

10 



Problems of Parallel Complexity Theory

by KLAUS-JÖRN LANGE

The current parallel complexity theory offers the class N C as a tool to characterize those
problems inside of P, which possess efficient parallel algorithms. There are certain aspects
which let appear this approach unsuitable. These objections may be arranged into two groups.

The Growth Probiem: The original notions of sequential complexity theory to observe com-
pleteness results are polynomial time and logspace many-one reductions. These have a poly-
nomial length of output and hence lead to complexity classes which are closed under poly-
nomial growth. This carried over to newer types of reducibility notions like projections or
circuit based reductions.

This led to very robust classes and hence to a very rich structure. But these reductions are
not suitable to consider or measure speed-ups and efficiencies of parallel programms. To look
at these, a linear bound on the output length seems to be necessary. On the other hand,
linear growth doesn�t seem to be robust enough to allow for a reasonable structure. Some
approaches to circumvent this difficulty are presented.

Machine Problem: Most reducibility notions are based on sequential machines. This is the
reason that they are not capable in dealing with communication problems, in particular with
problems like latencies, topologies or hierarchical memories. There are many attempts to
model these problems under the aspect of preserving constants and yielding good predictions.
But it seems very hard to get appropriate models which are sufficiently robust. Two ways to
deal with this difficulty are presented.

Dynamic Distributed Load Balancing

by REINHARD LÜLING (joint work with Burkhard Monien)

The overall efficiency of parallel algorithms is most decisively effected by the strategy applied
for the mapping of workload. Strategies for balancing dynamically generated workload on
a processor network which are also useful for practical applications have intensively been
investigated by simulations and by direct applications.

Within the talk we present the theoretical analysis of a dynamically distributed load balancing
strategy. The algorithm is adaptive by nat1.re and is therefore useful for a broad range of
applications. A similar algorithmic principle has already been implemented for a number of
applications in the areas of combinatorial optimization, parallel programming languages and
graphical animation. The algorithm performed convincingly for all these applications.

In our analysis We prove that the expected number of packets on each processor varies only by
a constant factor compared with that on any other processor, independent of the generation
and consumption of workload on each processor. We give exact bounds for these values and
prove an exact upper bound, independent of the number of processors. Thus, the algorithm
achieves a well-balanced Workload distribution on the network for any underlying application.
We also prove that the variation of the expected number of packets on a processor is very
small and only dependent 011 the parameters of the algorithm. Furthermore. we present some
analysis of the costs of our algorithm. We will also show that all tradeoffs between balancing
quality, variation and costs can be determined by the parameters of the algorithm.

11

Problems of Parallel Complexity Theory 

by KLAUS-JORN LANGE 

The current parallel complexity theory offers the class NG as a tool to characterize those 
problems inside of P, which possess efficient parallel algorithms. There are certain aspects 
which let appear this approach unsuitable. These objections may be arranged into two groups. 

The Growth Probiem: The original notions of sequential complexity theory to observe com­
pleteness results are polynomial time and logspace many-one reductions. These have a poly­
nomial length of output and hence lead to complexity classes which are closed under poly­
nomial growth. This carried over to newer types of reducibility notions like projections or 
circuit based reductions. 

This led to very robust classes and hence to a very rich structure. But these reductions are 
not suitable to consider or measure speed-ups and efficiencies of parallel programms. To look 
at these, a linear bound on the output length seems to be necessary. On the other hand, 
linear growth doesn't seem to be robust enough to allow for a reasonable structure. Some 
approaches to circumvent this difficulty are presented. 

Machine Problem: Most reducibility notions are based on sequential machines. This is the 
reason that they are not capable in dealing with communication problems, in part icular with 
problems like latencies, topologies or hierarchical memories. There are many attempts to 
model these problems under the aspect of preserving constants and yielding good predictions. 
But it seems very hard to get appropriate models which are sufficiently robust. Two ways to 
deal with this difficulty are presented. 

Dynamic Distributed Load Balancing 

by REINHARD LULING (joint work with Burkhard Monien) 

The overall efficiency of parallel algorithms is most decisively effected by the strategy applied 
for the mapping of workload. Strategies for balancing dynamically generated workload on 
a processor network which are also useful for practical applications have intensively been 
investigated by simulations and by direct applications. 

Within the talk we present the theoretical amdysis of a dynamically distributed load balancing 
strategy. The algorithm is adaptive by natl re and is therefore useful for a broad range of 
applications. A similar algorithmic principle has already been i1:1plemented for a number of 
applications in the areas of combinatorial optimization, parallel programming languages and 
graphical animation. The algorithm performed convincingly for ctll these applications. 

In our analysis we prove that the expected number of packets on each processor varies only by 
a constant factor compared with that on any other processor, independent of the generation 
and consumption of workload on each processor. We give exact bounds for these values and 
prove an exact upper bound, independent of the number of processors. Thus, the algorithm 
achieves a well-balanced workload distribution on the network for any underlying application . 
We also prove that the variation of the expected number of packets on a processor is very 
small and only dependent on the parameters of the algorithm. Furthermore. we present some 
analysis of t,he costs of our algorithm . We will also show that all tradeoffs between balancing 
quality, va1iation and costs can bf' determined by the paramc~ters of t;he algorithm. 

11 



Recon�guring Parallel Computers with Faulty Components

by BRUCE MAGGS (joint work with Richard Cole, Tom Leighton, and Ramesh Sitaraman)

This talk shows that a parallel computer whose underlying communication network is a tree,
mesh, or butter�y can sustain many faults and still emulate a fault-free computer of the same
size and type with little slowdown. The type of faults that we consider are failures of the
nodes (processors) and edges (communication links) of the network. We assume that faults
are static and detectable, and that information regarding the locations of the faults can be
used to recon�gure the network. We show, for example, that even if an adversary is allowed
to place a set of N1� worst-case faults in an N >< N mesh, for any �xed 6 > O, the network
ca11 still emulate a fault-free N x N mesh with only constant slowdown. Before this research,
there was no example of any connected bounded-degree network that could sustain more
than a constant number of worst-case faults without suffering more than constant slowdown.

Scheduling Interval Orders in Parallel

by ERNST W. MAYR

Interval orders are partial orders de�ned by having interval representations. It is well known
that a transitively oriented digraph G is an interval order iff its (undirected) complement Ö
is chordal. We investigate parallel algorithms for the following scheduling problem: Given a
system consisting of a set T of n tasks (each requiring unit execution time) and an interval
order < over T, and given m identical parallel processors, construct an optimal (i.e., minimal
length) schedule for (T, <).

Our algorithm is based on a subroutine for computing so-called scheduling distances, i.e., the
minimal number of time steps needed to schedule all those tasks succeeding some given task
t and preceding some other task t�. For a given interval order with n tasks, these scheduling
distances can be computed using n4 processors and 0(log2 n) time on a CREW�PRAM. We
then give an incremental version of the scheduling distance algorithm, which can be used to
compute the empty slots in an optimal schedule. From these, it is straightforward to derive
the optimal schedule, requiring no more resources than for the initial scheduling distance
computation.

The algorithm can also be extended to� handle task systems. which, in addition to interval
order precedence constraints, have individual deadlines and/or release times for the tasks.
Our algorithm is the �rst NC-algorithm for this problem.

Shared Memory Simulations: Theory and Experiments

by FRIEDHELM MEYER AUF DER HEIDE (joint work with Martin Dietzfelbinger, Christian
Scheideler, and Uwe Kastens / Alf Wachsmann / Friedrich Wichmann)

A distributed memory machine (DMM) consists of n processors and memory modules. Each
processor can access any cell in any module in unit time, but concurrent accesses to cells
in the same module are not possible. A CRCW-DMM tolerates attempts to concurrently
access the same module, and processes one of the requests. A c-Collision DMM also tolerates
concurrent accesses, but only processes a request, if at most c requests arrive at the module

concurrently.

We present PRAM simulations based on hashing the shared memory cells� to the modules
and show:
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o a scheme using three hash functions that yields a simulation with expected delay
O(log log n) on 2-Collision DMMS,

o a re�nement using nine hash functions that runs on 1-Collision DMMS,

o simple time-processor optimal simulations that run on CRCW-DMM�s (using one hash
function) and on �2-Collision DMM�s (using three hash functions).

Finally we report on experiments to implement hashing strategies for virtualizing globa.l
variables on Transputer networks, and describe our OCCAM extension OCCAM light.

Using Trees to Obtain Parallel Algorithms for Graphs

by NAOMI NISHIMURA (joint work with Arvind Gupta)

Many difficult or even intractable graph problems can be easily solved in parallel when
the inputs are trees. One can make use of a tree-like representation of a graph (the tree-
decomposition of a graph) to apply techniques used to solve problems on trees to solve prob-
lems on more general classes of graphs. For the problem of subgraph isomorphism 011 partial
k-trees, we present an NC algorithm when the source graph has bounded degree and an RN C
algorithm when the source graph is ls:-connected; the problem is known tobe NP-complete
when both inputs are unrestricted partial k-trees. Generalizations of subgraph isomorphism,
namely topological embedding and minor containment, are considered for similar classes of
partial k-trees.

Parallel Algorithms for Memory-mapped Persistent Stores
by PRABHAKAR RAGDE (joint work with P. Buhr, A. Goel, and N. Nishimura)

Traditional methods of managing large persistent data �les have several drawbacks: they re-
quire mechanisms external to the programming language (�le systems); they require �ltering
or conversion of pointer-based structures; they are type�unsafe; they a.re usually non�portable.
These drawbacks can be avoided by extending virtual memory to cover all of external stor-
age, thereby eliminating explicit I/O. Our work (in progress) aims to demonstrate the effec-
tiveness of this approach in shared-memory concurrent environments. We have developed a
performance model which will be validated by experiments on a prototype system coded in
C++ with concurrent extensions. Our initial experiments useiparallel versions of algorithms
for database join (such as sort-merge and hybrid hash). In the future, we will also look at
fundamental structures and operations used in CAD / CAM, text management, and GIS.

Parallel Construction of Optimal Alphabetic Trees

by WOJCIECH RYTTER (joint work with L. Larmore and T. Przytycka)

The problem is to construct a full binary tree of minimal cost for a given sequence of positive
weights of 12 items. The items are to be stored in the leaves in the same (left to right) order as
given by the input sequence. The best previously known algorithm working in polylogarithmic
time employed around n6 processors. We construct a completely different algorithm and
reduce the number of processors to n2. This is done by parallelizing a version of the Garsi;-1-~
Wachs version of the Hu-Tucker algorithm. The input sequence of items is decomposed into
special segments called 1-valleys. Each of them is processed independently in parallel. This
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can be done efficiently by reducing the tree construction problem for such special sequence
to the concave least weight subsequence problem.

Remarks on Limited Independence
by ALAN SIEGEL

Part I is a probabilistic inequality: Let X1,X2, . . . , Xk be random variables with zero means,
and let H(X,-,a), for a _>_ 0, denote the Chernoff�Hoeffding estimate for Pr0b{X,- 2 a}, i.e.
the overestimate min,\ e&#39;)��E[e�\X*&#39;]. Suppose X = X1 + 51:; + . . . + Xk and the X,- might even
be worst case dependent. Suppose H(X,-,a,-) S C�, for i = 1�2�...�k, and Z,-a, = a. Then
H (X, a) S C. More succinctly,

H(X7 a) S al+ai2Ilf__+ak ma$iH(~�¬n m�).

The X, need not have similar distributions.

Part II concerns the construction of Universal Families of highly random hash functions that
can be evaluated by the exclusive or of a �nite number of random seeds in a moderately large
array. Array access follows edges in an expander-like bipartite graph. Nearly matching upper
and lower bounds are presented, but the upper bounds are not presently achievable, because
there are no graphs known to exhibit the good properties needed, despite a simple probabilis-
tic existence argument. A simple �x gives constructions, but at the price of exponentiating
the number of requisite exclusive or�s.

Fast Parallel Approximations to P-complete Problems and Beyond

by PAUL SPIRAKIS (joint work with J. Diaz , M. Serna , J. Toran, and L. Kirousis)

We present here recent and new results on fast parallel approximations to problems that are
hard to parallelize. We discuss �ve paradigms for ef�cient parallel approximations.

(1) The dense graph properties paradigm where a particular algorithm that eliminates
vertices of low degrees is shown to produce in NC constant ratio approximations for
any graph problem satisfying a certain property of a certain class of extremal graph
properties.

(2) By suitably modifying the L-reductions of the class Max-SNP to be log-space, we show
that any problem in SNP admits constant ratio NC approximations .

(3) We discuss the primal-dual method of Luby and Nisan which shows that positive LP
(�an be approximated in NC.

(4) We present the scaling down method for problems whose hardness is due to size of
numbers. We show that general Max Flow admits a fully RN C approximation scheme
and an NC approximation scheme. We show the same for Maximum Matching.

(5) We overview the method of decomposing in NC a planar graph into k-outerplanar
components (for �xed k) and discuss the constant ratio approximations obtained for
MIS and other planar graph problems by this tlecomposition.
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Scheduling Malleable and Nonmalleable Parallel Tasks

by PRASOON TIWARI (joint work with Walter Ludwig)

A malleable parallel task is one that can be executed on any number of processors, with its
execution time being a function of the number of processors allotted to it. A nonmalleable par-
allel task is one that requires a speci�c number of processors. In addition, for various parallel
architectures, it may be that not only the number of processors but also their con�guration
is a factor. In this talk, we show that for any architecture, any algorithm for scheduling non-
malleable tasks on that architecture can be extended to an algorithm for scheduling malleable
tasks on the same architecture. In many cases, the approximation factor of the new algorithm
is identical to that of the original algorithm. Meanwhile, only an 0(mn) term is added to
the running time, where m is the number of processors and n is the number of tasks. Thus
we get the best known approximation factor of a polynomial-time algorithm for scheduling
malleable parallel tasks, and the fastest running time in which that factor can be achieved,
for all architectures. Furthermore, we provide an algorithm for scheduling malleable tasks
for the case when the addresses of the processors assigned to each task must be contiguous.
The algorithm has an approximation factor of 2, under a natural assumption on the task
execution times. In contrast, the best known approximation factor for nonmalleable tasks in
this case is 2.5. To the best of our knowledge, this is the only case where the best known
approximation factor for malleable tasks is strictly less than that for nonmalleable tasks.

The Shearsort Algorithm for Three-dimensional Meshes

by ROLF WANKA (joint work with Miroslaw Kutylowski)

We consider the following generalization of the sorting procedure ShearSort to multi�dimensional
meshes of processors: Initially, each node contains one number. We proceed in rounds each
round consisting of sorting the rows of the mesh according to the snake-like order where
the dimensions are passed through in descending order. The execution terminates when the
numbers stored in the mesh are sorted according to the snake-like order. Up to now, there
were no small bounds on the number of rounds known. We examine the 3�dimensional case

and show the following bounds: For l >< l X l-meshes, l arbitrary, 2logl + 9(1) rounds are
necessary and sufficient to sort in the worst case. For an m3 X m2 >< m1�mesh, 777.,� arbitrary,
log mg + log m2 + OG-z�-Ei-g) rounds are sufficient.
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the running time, where m is the number of processors and n is the number of tasks. Thus 
we get the best known approximation factor of a polynomial-time algorithm for scheduling 
malleable parallel tasks, and the fastest running time in which that factor can be achieved, 
for all architectures. Furthermore, we provide an algorithm for scheduling malleable tasks 
for the case when the addresses of the processors assigned to each task must be contiguous. 
The algorithm has an approximation factor of 2, under a natural assumption on the task 
execution times. In contrast, the best known approximation factor for nonmalleable tasks in 
this case is 2.5. To the best of our knowledge, this is t he only case where the best known 
approximation factor for malleable tasks is strictly less than that for nonmalleable tasks. 

The Shearsort Algorithm for Three-dimensional Meshes 

by R OLF WANKA (joint work with Miroslaw Kutylowski) 

We consider the following generalization of t he sorting procedure ShearSort to mult i-dimensional 
meshes of processors: Initially, each node contains one number. We proceed in rounds each 
round consisting of sorting the rows of the mesh according to the snake-like order where 
the dimensions are passed through in descending order. The execution terminates when the 
numbers stored in the mesh are sorted according to the snake-like order. Up to now, t,hcrc 
were no small bounds on the number of rounds known. We examine the 3-dimensional case 
and show the following bounds: For l x l x /-meshes, l arbitrary, 2 log l + 0 (1) rounds are 
necessary and sufficient to sort in the worst case. For an m3 x m2 x m 1-mesh, mi arbitrary, 
log m3 + log m 2 + 0( :~::;) rounds are sufficient. 
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NC-Algorithms for Operations on Binary Decision Diagrams
by INGO WEGENER (joint work with Detlef Sieling)

Ordered binary decision diagrams are the� state of the art data structure for Boolean functions.
They are applied for symbolic veri�cation, model checking, test pattern generation, logical
synthesis and many other problems. NC-algorithms are presented for the typical operations
on ordered binary decision diagrams like synthesis, reduction, satis�ability, equality test or
replacement. The number of processors used is for some operations quite large due to the
well-known transitive closure bottleneck.

Optimal Tree Contraction on the Hypercube and Related Networks

by RALPH WERCHNER (joint work with Ernst Mayr)
An optimal tree contraction algorithm for the boolean hypercube and the constant degree
hypercubic networks, such as the shuffle exchange or the butter�y network, is presented.
For trees of size n, stored on a p processor hypercube in in-order, the running time of the
algorithm is O( �~B log p). The resulting speed�up of ®(p/ log p) is optimal due to logarithmic
communication overhead, as shown by a corresponding lower bound.

The algorithm consists of three phases: First, maximal subtrees stored in subcubes of size
p3/4 are identi�ed and contracted in a recursive call. In the resulting tree, the remaining
�chains� are contracted by a segmented parallel pre�x operation, prepared by a suitable
reorganization of the chains employing a novel routing technique. Finally, a standard PRAM
tree contraction algorithm is simulated with only constant slow�down, which can be achieved
after rearranging the nodes in the cube according to the communication structure of the
PRAM algorithm.
Tree contraction can be used to evaluate algebraic expressions consisting of operators +, �, -, /
and rational operands, as well as for the membership problem for certain subclasses of lan-
guages in DCFL.
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