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Report

on the First Dagstuhl Seminar on

Cryptography

September 27 � October 1, 1993

The First Dagstuhl Seminar on Cryptography was organized by Andrew M. Odlyzko
(Murray Hill), Claus P. Schnorr (Frankfurt) and Adi Shamir (Tel Aviv). The 38 partic-
ipants came from 12 countries. Unfortunately Andrew Odlyzko fell ill shortly before the
meeting and could not attend.
The 31 lectures covered a broad range of actual research in cryptography dealing with
new cryptographic systems and their cryptanalysis. New schemes have been presented
for public key signatures, key distribution, key sharing, authentication and cryptographic
hashing. Some talks were given about various aspects of number theory like lattice re-
duction and factorization. Other talks studied cryptographic problems in the framework
of coding and information theory. Adi Shamir proposed in an off�schedule discussion an
encryption scheme for pictures. It later on has been visualized on some nice slides by
Antoine J oux.

N
Reporter: Carsten Rossner
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Abstracts

MICHAEL BURMESTER

An Efficient and Secure Conference Key Distribution
System
Joint work with Yvo DESMEDT (UNIVERSITY OF WISCONSIN, MILWAUKEE)
Key management is one of the main problems in cryptography and has attracted a lot of
attention. Research has focused on secure key distribution and many practical schemes
have been proposed. A conference key distribution system is a key distribution system
in which more than two users compute a common key. Designing such systems can be
particularly challenging because of the complexity of the interactions between the users.
Many conference key distribution systems have been presented recently. These however
are either impractical (the unconditionally secure ones), or only heuristic arguments were
used to address their authenticity and/ or security against a wiretapper.
A new conference key distribution system was presented for which the common key is
a cyclic function and for which authenticity is achieved by using a separate public key
(interactive) authentication scheme. The combined system is secure against any type of
attack (including those by active adversaries), provided the Dif�e Hellman problem is
hard.

HARALD NIEDEREITER
Factorization Algorithms for Polynomials over Finite
Fields, A Progress Report
New deterministic algortihms for factoring polynomials over �nite �elds were designed by
the speaker in 1992, and these methods have become a subject of intensive study since
then. The algorithms are based on the same central idea of using differential equations
in the rational function �eld over the given �nite �eld to linearize the factorization prob-
lem. The resulting factorization algorithms have several advantages over the classical
Berlekamp algorithm, and they are particularly efficient for �nite �elds of small charac-
teristic. The talk presents the current state of knowledge about these algorithms and
covers� the work of von zur Gathen, Gottfert, Lee and Vanstone, and the speaker.

LEONID BASSALYGO

A Lower Bound of Probability of Substitution for
Authentication Codes without Secrecy
It is proved that the probability of successful substitution of a message for any authenti-
cation code without secrecy and the optimal strategy of the opponent is equal or greater
than K "1/ 2 , where K is the number of keys, provided the probability of any message
does not exceed l / 2 .
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FRANQOIS MORAIN

Computing the Number of Points on an Elliptic
PCurve mo : Practical Considerations

When implementing cryptosystems based on elliptic curves over �nite fields, the �rst step
is usually to compute the number of points on an elliptic curve. This problem was solved
in a theoretical way by Schoof, who gave a polynomial time deterministic algorithm for
achieving this task. However, the algorithm as such is very inefficient.
Atkin and Elkies have devised practical improvements to this algorithm, when one is deal-
ing with elliptic curves over �elds of large characteristic. The aim of this talk is to present
these improvements and give some details on the implementation. In particular, we ex-
plain how to build modular equations for small primes. Data for �elds of characteristic p
with up to 225 decimal digits are given.

ANTOINE J OUX

A fast parallel lattice reduction algorithm
The famous L3 algorithm by Lenstra, Lenstra and Lovasz is a polynomial time lattice
reduction algorithm. However, the original algorithm was quite slow. In order to improve
it, C.P. Schnorr proved that it was possible to devise a similar algorithm with numerical
stability properties. He thus created a much faster algorithm working on approximated
representations of numbers, instead of the exact rational representation of L3. G. Villard
proved that it was possible to parallelize the L3 algorithm, using the original rational
numbers, thus yielding another improvement. We show here, that these two approaches
are compatible, and we describe a parallel L3 working on approximated numbers.

CARSTEN RössNER

A Stable Algorithm for Integer Relations
Joint work with CLAUS P. SCHNORR

A non-zero vector m E Z" is called an integer relation for a: 6 IR" if < m,m >= 0 ,
where < , > denotes the Euclidean inner product. We let /\(a:) denote the length �C�� 2:
< m,m >1/2 of the shortest integer relation m for z, A(a:) = oo if no relation exists. We
present a polynomial time algorithm that given a: 6 IR" and a E IN proves a lower bound
on Mm), that is reasonable close, and �nds a short integer relation m for either a: or a
nearby point z� so that the length of m is bounded by a function f(a, �œ� It is important
that the constructed 1:� is good in the sense that no short relation exists for any point 5:
that is much closer to 2:.

Our algorithm uses at most (n+log a)0(1) many arithmetical operations on real numbers.
If z is rational the algorithm operates on integers having at most (n + log a + log B)O(1)
many bits where B is the maximum of the denominators and numerators in 2:.
The problem to �nd in polynomial time integer relations for real numbers was �rst solved
by the HJLS�algorithm of Hastad, Just, Lagarias, Schnorr (1989) which is a variation
of the L3�algorithm of Lenstra, Lenstra, Lovasz (1982). The new algorithm is a stable i
Variation of the HJLS�algorithm.
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CLAUS P. SCHNORR

Parallel FFT-Hashing
We propose a simple design and an algorithm for collision�resistant hashing of arbitrary
messages into a 128 bit hash value. This improves and generalizes the algorithm FFT�
Hash II presented at EUROCRYPT�91. We present a highly parallel hash algorithm
that models the computation of the discrete Fourier transform. The algorithm operates
on double bytes, i.e. bit strings of length 16. The compression function transforms the
uniform distribution on input bit strings of length 256 into the uniform distribution of
output bit strings of length 128. We introduce the notion of multipermutations that
generalizes the boxes of the Fourier transform.

MONI NAOR

Broadcast Encryption
Joint work with AMOS FIAT

We deal with broadcast encryption. We consider a scenario where there is a center and
a set of users. The center provides the users with prearranged keys when they join the
system. At some point the center wishes to broadcast a message (e.g. a key to decipher a
video clip) to a dynamically changing privileged subset of the users in such a way that non-
members of the privileged class cannot learn the message. Naturally, the non-members
are curious about the contents of the message that is being broadcast, and may try to
learn it.

We present several schemes that allow a center to broadcast a secret to any subset of
privileged users out of a universe of size n so that coalitions of k users not in the privileged
set cannot learn the secret. The most interesting scheme requires every user to store
0(k log k log 17.) keys and the center to broadcast 0(k2 logz klog n) messages regardless of
the size of the privileged set. This scheme is resilient to any coalition of I3 users. We
also present a scheme that is resilient with probability p against a random subset of 1:
users. This scheme requires every user to store 0(log klog(1/p)) keys and the center to
broadcast O(k logz k log(1/p)) messages.

JOAN DAEMEN

A New Approach towards Block Cipher Design
Joint work with RENE GOVAERTS AND Joos VANDEWALLE

A hardware oriented design approach is applied to the design of symmetric key block
ciphers. Key words in this approach are simplicity, uniformity, parallellism, distributed
nonlinear: (�y and high diffusion. Key components in the construction are a 3-bit nonlinear
S�box and a linear mapping that can be described by modular polynomial multiplication
in GF(2�). The arrangement of the components facilitates software implementations.
The proposed cipher structure is investigated with respect to both linear and differential
cryptanalysis. In this context very powerful results were obtained.
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cryptanalysis. In this context very powerful results were obtained. 
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MICHAEL PORTZ

How Interconnection Networks �t into certain Cryp-
tographic Frameworks
As was shown in recent papers interconnection networks (INs) do have their applications
in the �eld of cryptography, i.e., they can be used as design tool for permutation gener-
ators (PGs). A certain IN�topology due to Benes can be used to design pseudorandom
permutation generators. In it is shown, how the classical DES�based PGs and the Benes-
based PGs are related. Both can be shown to be special cases of the Clos�based PGs. In
such a generator permutations are generated by evaluating the underlying C1os�networks
switching elements by smaller permutation, e.g. one generates a DES�like permutation
by evaluating them by permutations of the type 1r(R) = R EB f(L).
In the talk given the question was raised, whether replacing these undeniably simple per-
mutations by permutations of a more complex type does improve the security of a thusly
designed blockcipher. This question has no positive answer if one uses certain INs to
evaluate the switching elements of a Clos-network with 22" inputs and one takes inde-
pendent, uniformly distributed random bits to determine the switching elements setting.
One needs n - 2�"1 bits for each switching element compared to n bits in the DES�based
PG without gaining anything concerning the security of the resulting system. However,
the assumption was made, that a kind of �lower quality� random bits might be sufficient
to achieve the same quality of the resulting PG.

GILLES BRASSARD

Generalized Privacy Ampli�cation
Joint work with CHARLES H. BENNETT (IBM RESEARCH, YoRKTowN HEIGHTS),
CLAUDE CREPEAU (EcoLE NORMALE SUPERIEURE, PARIS), UEL1 M. MAURER
(ETH, ZÜRICH), JEAN-MARC ROBERT (UNIVERSITE DU QUEBEC, CHICOUTIMI)
Assume Alice and Bob share an n-bit string a: about which an eavesdropper Eve has
incomplete information characterized by a probability distribution over the 11-bit strings.
For instance, Eve might have eavesdropped on some of the bits of a: through a binary
symmetric channel. Alice and Bob have some knowledge of this distribution, but they
do not know exactly what is compromised about the secrecy of their string. Using a
public channel, which is totally susceptible to eavesdropping but immune to tampering,
they wish to agree on a function g : {O, l}� �+ {0,1}&#39; such that Eve, despite her partial
knowledge about a: and complete knowledge of g, almost certainly knows nearly nothing
about g(:c). This process transforms a partly secret n�bit string a: into a highly secret but
shorter r-bit string g(:c). We characterize how the size of the secret they can safely distill
depends on the kind and amount of partial information Eve has on z. We also discuss
applications to quantum cryptography.
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UELI M. MAURER

The Right De�nition of Secret Key Rate
Three parties, Alice, Bob and Eve, know the sequences of random variables X N =
[X1,X2,...XN], YN : [Y1,Y3,...YN] and [ZN = Z1,Z2,...ZN], respectively, where
the triples (X,-Y,-Z,-), for 1 5 i S N, are generated by a discrete memoryless source
according to some probability distribution Pxyz. Motivated by Wyner�s and Csiszar
and K6rner�s pioneering definition. of, and work on, the secrecy capacity of a broad-
cast channel, the secret key rate of Pxyz was de�ned by Maurer as the maximal rate
M /N at which Alice and Bob can generate secret shared random key bits 31, . . . ,SM
by exchanging messages over an insecure public channel accessible to Eve, such that the
rate at which Eve obtains information about the key is arbitrarily small, i.e., such that
1imN_..,o I(.S&#39;1, . . . , SM; ZN, C�)/N = 0, where C� is the collection of messages exchanged
between Alice and Bob over the public channel. However, this de�nition is not completely
satisfactory because only the rate, but not the total amount of information about the key
obtained by Eve is bounded. We introduce and investigate a stronger de�nition of secret
key rate: it is required that the total amount of information about the key obtained by Eve
be negligible, i.e. limN_.°° I(S1, . . . , SM; ZN, C�) = 0, and that [$1, . . . , SM] be arbitrarily
close to uniformly distributed, i.e. limN_.°° M � H ([51, . . . , S M]) = 0. Using novel results
on privacy ampli�cation by Bennett, Brassard, Crépeau and Maurer we demonstrate that
the known results for the secret key rate also hold for the stronger de�nition.

ODED GOLDREICH

Using Error�correcting Codes to Enhance the Secu-
rity of Signature Schemes
The talk has consisted of two (very mildly related) parts. In the �rst part, I have advocated
the formulation of theoretic results so that the transformation of security (speci�cally the
running-time and success probability of adversary algorithms) is explicitly stated. Such
a formulation enables to distinguish between results which have practical signi�cance
and results which pose a challenge for providing more ef�cient transformations. The
two fundamental theorems demonstrating that one-way functions imply pseudorandom
generators and secure signature schemes, respectively, both belong to the second category.
(This part of the talk follows ideas �rst expressed by Leonid A. Levin.)
In the second part of the talk, I have presented an idea which can be used to enhance the
security of signature schemes. The idea is to encode messages using a good error-correcting
code and sign the resulting codewords instead of the original messages. The idea is shown
to enhance security in the context of constructing one-time signature schemes out of any
one-way function. (This part of the talk is based on recent work with Shimon Even and
Silvio Micali.)
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VALERI I. KORJIK

The In�uence of Real Random Sequence Generator
on the Capacity of the Wire-Tap Channel
Joint Work with V. YAKOVLEV (ST. PETERSBURG, UNIVERSITY OF TELECOMMUNI-
CATION)
The capacity of the code noising channel corresponding to Wyner�s concept but for real
random sequence generators is considered. We derive an explicit formula and different
bounds of this capacity. These results allow us to set requirements to balance and cor-
relation for the generators of random sequences to provide only slightly decreasing in
information protection efficiency, in comparison with ideal random sequence generators.

NIELS FERGUSON, PRESENTING A WORK OF
DAVID CHAUM (DIGICASH, AMSTERDAM)

Designated Con�rmer Signatures
This paper introduces a new kind of signature authentication and gives a practical con-
struction for it. In one extreme case, the new signatures approach the functionality of
standard digital signatures; in another, they approach that of zero�knowledge proofs.
And they have the undeniable signatures as a trivial case.
The new signatures solve the problem with undeniable signatures that no con�rmation
protocol can be performed if the signer is unavailable. The solution presented here in
essence allows the signer to prove to the recipient of the signature that designated parties,
presumably more sure to be available to the recipient than the signer, can confirm the
signature without the signer. But the signer is still protected, since unless the designated
parties con�rm, the recipient of a signature remains unable to convincingly show the
signature to anyone else.

ADI SHAMIR

Cryptographic Applications of Birational Mappings
A birational mapping is an invertible mapping from k-tuples to k�tuples such that both
the forward mapping and the inverse mapping are expressible by rational functions (in-
volving addition, subtraction, multiplications, divisions, but no radicals). In this talk we
describe two new families of birational mappings, in which the inverse mapping cannot
be easily deduced from (a truncated version of) the forward mapping. Such mappings
could serve as the basis for efficient signature schemes, but the two particular construc-
tions we are currently aware of can be broken by new algebraic techniques developed by
Coppersmith, Stern and Vaudenay.

11

VALERI I. KORJIK 

The Influence of Real Random Sequence Generator 
on the Capacity of the Wire- Tap Channel 
Joint work with V. YAKOVLEV (ST. PETERSBURG, UNIVERSITY OF TELECOMMUNI

CATION) 

The capacity of the code noising channel corresponding to Wyner's concept but for real 
random sequence generators is considered. We derive an explicit formula and different 
bounds of this capacity. These results allow us to set requirements to balance and cor
relation for the generators of random sequences to provide only slightly decreasing in 
information protection efficiency, in comparison with ideal random sequence generators. 

NIELS FERGUSON , PRESENTING A WORK OF 
DAVID CHAUM (DIGICASH, AMSTERDAM) 

Designated Confirmer Signatures 
This paper introduces a new kind of signature authentication and gives a practical con
struction for it. In one extreme case, the new signatures approach the functionality of 
standard digital signatures; in another, they approach that of zero-knowledge proofs. 
And they have the undeniable signatures as a trivial case. 
The new signatures solve the problem with undeniable signatures that no confirmation 
protocol can be performed if the signer is unavailable. The solution presented here in 
essence allows the signer to prove to the recipient of the signature that designated parties , 
presumably more sure to be available to the recipient than the signer, can confirm the 
signature without the signer. But the signer is still protected, since unless the designated 
parties confirm, the recipient of a signature remains unable to convincingly show the 
signature to _anyone else. 

ADI SHAMIR 

Cryptographic Applications of Birational Mappings 
A birational mapping is an invertible mapping from k- tuples to k- tuples such that both 
the forward mapping and the inverse mapping are expressible by rational functions (in
volving addition, subtraction, multiplications, divisions, but no radicals). In this talk we 
describe two new families of birational mappings, in which the inverse mapping cannot 
be easily deduced from ( a truncated version of) the forward mapping. Such mappings 
could serve as the basis for efficient signature schemes, but the two particular construc
tions we are currently aware of can be broken by new algebraic techniques developed by 
Coppersmith, Stern and Vaudenay. 

11 



JACQUES STERN
Attacks on the Birational Permutation Signature
Schemes
Joint work with DON COPPERSMITH (IBM RESEARCH, YoRKTowN HEIGHTS) AND
SERGE VAUDENAY (I§3coLE NoRMALE SUPERIEURE, PARIS)
Shamir recently proposed a family of cryptographic signature schemes based on birational
permutations of the integers modulo a large integer N of unknown factorization. These
schemes are attractive because of the low computational requirements, both for signature
generation and signature verification. However, the two schemes presented in Shamir�s
paper are weak. We show here how to break the first scheme, by first reducing it al-
gebraically to the earlier Ong-Schnorr-Shamir signature scheme, and then applying the
Pollard solution to that scheme. We then show some attacks on the second scheme. These

attacks give ideas which can be applied to schemes in this general family: basically, we
use the fact that the trapdoor reveals algebraic dependencies that do not hold for generic
objects. When there is a lack of symmetry, these dependencies disclose pieces of informa-
tion that are part of the original trapdoor. When full symmetry is present, we compute
with symbolic objects, in a context very similar to Galois theory.

CLAUDE CREPEAU

Proving Security of Quantum Cryptographic Proto-
cols
Joint work with GILLES BRAssARD (UNIVERSITE DE MONTREAL), RICHARD JozsA
(UNIVERSITE DE MONTREAL), DENIS LANGLOIS (UNIVERSITE PARIs�SUD)
Assume that a party, Alice, has a bit z in mind, to which she would like to be committed
toward another party, Bob. That is, Alice wishes, through a procedure commit(2:), to
provide Bob with a piece of evidence that she has a bit z in mind and that she cannot
change it. Meanwhile, Bob should not be able to tell from that evidence what z is. At a
later time, Alice can reveal, through a procedure unveil(:c), the value of z and prove to
Bob that the piece of evidence sent earlier really corresponded to that bit. Classical bit
commitment schemes (by which A.lice�s piece of evidence is classical information such as a
bit string) cannot be secure against unlimited computing power and none have been proven
secure against algorithmic sophistication. Previous quantum bit commitment schemes
(by which AIice�s piece of evidence is quantum information such as a stream of polarized
photons) were known to be invulnerable to unlimited computing power and algorithmic
sophistication, but not to arbitrary measurements allowed by quantum physics: perhaps
more sophisticated use of quantum physics could have defeated them.

We present a new quantum bit commitment scheme. The major contribution of this work
is to provide the �rst complete proof that, according to the laws of quantum physics,
neither participant in the protocol can cheat, except with arbitrarily small probability.
In addition, the new protocol can be implemented with current technology.
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ARJEN K. LENSTRA

QS "versus NFS
The quadratic sieve factoring algorithm �š� can be expected to factor a composite integer
n in time L(n) : exp((1 + o(1)) )� for n �> oo. This asymptotic runtime
estimate can be used to derive a reasonably accurate estimate of the actual runtime to
factor some number m using QS, if the runtime of some other number n close to m is
known: if n took time T(n)� then m will probably take time L(m)T(n)/L(n). Based
on the actual runtimes of recent QS-factorizations of 116 and 120-digit numbers, one
can estimate the time needed to factor the 129-digit RSA-challenge RSA129 (Scienti�c
American 1977) as approximately 200 years on a DEC 5000 workstation; a less reliable
estimate to factor 512-bit numbers could also be obtained in this way.
The number �eld sieve factoring algorithm (NFS) can be expected to factor a composite
integer n in time exp((1.923 + o(1))(log n)1/3(log log n)2/3)� for n �> oo, which implies
that NFS is asymptotically faster than QS. Actual runtime estimates for, for instance,
the factorization of RSA129 using NFS can be obtained in two ways: either we implement
NFS and see how fast it works on numbers of 120 or more digits. Or we could try to
come up with a way to compare the practical. performance of QS and NFS. Attempts
in the latter direction have appeared at several p?z:.r.:es, but they give con�icting results,
and they fail to take into account many important aspects of the two methods. Thus it
seems that the only way to get a good impression of how N FS will work in practice is to
actually implement and run it. It is too early to give precise figures, but estimates based
on a very recent NFS implementation suggest that RSA129 could be factored by NFS in
substantially less time than QS would take.

SCOTT A. VANSTONE

The Knapsack Problem in Cryptography
Joint work with MIN GUA QU (University of Waterloo, Ontario)
The basic knapsack problem apllied to cryptography has had a somewhat brief but in-
teresting and, one would say, not so illustrious history. The purpose of this lecture is to
consider the failings of these early attempts and to describe a more general direction for
future research.

The concept of group factorization in a �nite group is fundamental to the discussion.
Group factorization were de�ned in the early 1940�s and have been studied by many
people since that time. Magliveras applied these structures to cryptography in the 1970�s
and constructed private key schemes based on them. Various attempts to create public
key systems have followed. Some of these will be described and a new scheme proposed.

KEVIN MCCURLEY

A Hacker�s View of Cryptography
Computers serve several roles in cryptography, including cryptanalysis and the perfor-
mance of cryptographic functions. In this talk we discuss two low-level views of the
effectiveness of recent advances in computer architecture from a cryptographic viewpoint.
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The two topics are the use of massively parallel computers for the computation of dis-
crete logarithms and the use of common microprocessors for execution of the Secure Hash
Algorithm (SHA). In both cases the algorithm that is used was tuned considerably to
achieve high rates of performance. The common lesson from these two situations is that,
in order to be successful, algorithms should be designed from the beginning to closely
match the architecture of the machine that will execute them. Current and future trends

in computer architecture will therefore continue to play an important role in the design
of cryptographic algorithms.

TSUTOMU MATSUMOTO

A New Approach to Key Sharing
Joint work with HIDEKI IMAI (UNIVERSITY OF TOKYO)
This talk introduced a newly proposed class of cryptographic key sharing schemes [1], with
each of which an entity (say i) in a very large network can locally compute a common key
shared with another entity (say, ) by using

(1) i�s secret algorithm selected by herself,

(2) j �s identi�er, and

(3) i�s public algorithm generated by a protocol conducted by i and the managing cen-
ter(s).

A highlight of the class is that a small amount of descriptive and executive complexity of
the secret algorithm is sufficient to maintain any required security level if the complexity
of the public algorithm can be reasonably increased. Thus very cheap powerless smart
cards, storing and executing secret algorithms, can be used to build a highly practical and
reliable key sharing system for any kind of networks. The class also attains the following
interesting features: manageability of disenrolled entities; load sharing between a sender
and a receiver; computational anonymity of senders, etc.
Reference: [1] T.Matsumoto, H.Ima.i� �An Approach to Key Sharing Problem � Pre-
liminary Announcement �� (in Japanese) IEICE Technical Report, Information Secu-
rity/ Computation, July 12, 1993.

HANs�JoAoH1M KNOBLOCH

Veri�able Secret Sharing for Monotone Access Struc-
tures
Joint work with THOMAS BETH AND MARCUS OTTEN (UNIVERSITÄT KARLSRUHE)
Several veri�able secret sharing schemes for threshold schemes based on poynomial inter-
polation have been published in the literature. Simmons and others have introduced secret
sharing schemes based on finite geometries which allow to distribute a secret according
to any monotone access structure.
We presented a verification method for a class of these geometry-based schemes which thus
provides veri�abl "2 sharing of secrets according to general monotone access structures.
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Reference: [1] T.Matsumoto, ff.Imai , "An Approach to Key Sharing Problem - Pre
liminary Announcement ", (in Japanese) IEICE Technical Report, Information Secu
rity /Computation, July 12, 1993. 

HANS- JOACHIM KNOBLOCH 

Verifiable Secret Sharing for Monotone Access Struc
tures 
Joint work with T HOMAS BETH AND MARCUS OTTEN (UNIVERSITAT KARLSRUHE) 

Several verifiable secret sharing schemes for threshold schemes based on poynomial inter
polation have been published in the literature. Simmons and others have introduced secret 
sharing schemes based on finite geometries which allow to distribute a secret according 
to any monotone access structure. 
We presented a verification method for a class of these geouetry-based schemt:s which thus 
provides verifi.abl : sharing of secrets E,ccording to general monotone access s;, mctures. 
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Our scheme relies on the homomorphic properties of the discrete exponentiation and
therefore on the cryptographic security of the discrete logarithm. The version based on
Simmons� scheme is non-interactive.

ELI BIHAM

On Matsui�s Linear Cryptanalysis
In [1] Matsui introduced a new method of cryptanalysis, called Linear Cryptanalysis. This
method was used to attack DES using 247 known plaintexts. In this paper we formalize
this method and show that although in the details level this method is quite different
from differential cryptanalysis, in the structural level they are very similar. For example,
characteristics can be defined in linear cryptanlysis, but the concatenation rule has several
important differences from the concatenation rule of differential cryptanalysis,
Reference: [1] M.Matsui� �Linear Cryptanalysis Method for DES Cipher �� Abstracts
of EUROCRYPT�93, pp. W112�W123, May 1993.

KAZUO OHTA

Differential Attack on Message Authentication
Codes
Joint work with MITSURU MATSUI (MITSUBISHI ELECTRIC CORPORATION, KANA-
GAWA)
We discuss the security of Message Authentication Code (MAC) schemes from the view-
point of differential attack, and propose an attack that is effective against DES�MAC and
FEAL�MAC. The attack derives the secret authentication key in the chosen plaintext sce-
nario. For example, DES(8�round)-MAC can be broken with 222 pairs. The proposed
attack is applicable to any MAC scheme, even if the 32-bits are randomly selected from
among the 64�bits of ciphertext generated by a cryptosystem vulnerable to differential
attack in the chosen plaintext scenario.

MoT1 YUNG

Eavesdropping Games
Joint work with MATTHEW FRANKLIN (COLUMBIA UNIVERSITY), ZvI GALIL
(COLUMBIA UNIVERSITY, TEL AvIv UNIVERSITY)
Security of computation has motivated a variety of basic issues in the last two decades.
Here, we initiate a graph-theoretic approach to study the (information-theoretic) mainte-
nance of privacy in distributed environments in the presence of a bounded number of mo-
bile eavesdroppers (�bugs�). The system is modeled as a network of processors/switches
in which the eavesdropping take place. The goals are to combinatorially characterize and
compare privacy maintenance problems, to determine their possibility (under numerous
bug models), to analyze their computational complexity, and when possible to Suggest
protocols.
For two fundamental privacy problems � secure message transmission and distributed data
base maintenance - we assume an adversary is �playing eavesdropping games,� coordinat-
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ing the movement of the bugs among the sites to learn the current memory contents. We
consider various mobility settings (adversaries), motivated by the capabilities (strength)
of the bugging technologies (e. g. how fast can a bug be reassigned).
For secure message transmission, we show that privacy is achievable if and only if a certain
network connectivity condition is met, independent of the mobility setting. Determining
privacy is co-NP-complete in one variant, and in P-time for another (where the variant
depends on the relation of the sender and receiver to the network).
For distributed database maintenance, we show a close connection to the problem of
graph searching (cornering a fugitive by moving guards among the nodes of a graph).
Determining privacy is, in the general case, PSPACE�complete. We also give natural
mobility settings (i. e. simple constraints) for which determining privacy is NP�complete
and co-NP�hard.

We further show that different mobility settings imply different privacy problems, by
demonstrating sensitivity to various aspects of setting (e. g. parallel versus sequential
bug movement, �edge-crawling� versus �node-hopping� bugs, infrequent versus frequent
bug reassignment). To this end, we exhibit explicit families of graphs with large additive
and multiplicative differences in number of bugs tolerated. We also show that the time
required to compromise privacy can be exponential for bugs that can be reassigned at the
network speed, while it is always polynomial for bugs that reassign sufficiently slowly.

ERNST M. GABIDULIN

How to avoid the Sidelnikov-Shestakov Attack
against the Niederreiter System
Joint work with OLAF KJELSEN (ETH, ZÜRICH)
A simple criterion is given when the Sidelnikov-Shestakov attack is applicable against
some Niederreiter PKC based on an MDS code. Two methods are proposed how to
modify this PKC. The first one is hiding a Public-Key by means of adding to an old
Public-Key parity check matrix some matrix of rank 1. The second one is using other
than Generalized Reed�Solomon codes family of codes. Namely, codes correcting rank
not Hamming errors seem to be as suitable for the Niederreiter PKC.

URIEL FEIGE

2�Prover 1�Round O�Knowledge Proof Systems
Joint work with J oE KILIAN (NEC RESEARCH INSTITUTE, PRINCETON, NEW JERSEY)
We provide an error reduction technique for two-prover one-round zero-knowledge proof
systems. Our technique is a modification of the algebraic error reduction technique of
Lapidot-Shamir and Feige-Lovasz. Using this, we show that NEXPTIME has two-prover
one-round perfect zero knowledge proof systems with exponentially small error, and that
NP has such proof systems with polylogarithmic communication, and error smaller than
the inverse of any polynomial. This solves an open question of Dwork, Feige, Kilian, N aor
and Safra. T

Our error reduction technique also has the desirable feature of transforming proof systems
that are zero knowledge with respect to �super honest� veri�ers (which we call verifreiers),
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to proof systems that are zero knowledge with respect to any veri�er, including cheating
veri�ers. This considerably simpli�es the design of two-prover one-round zero-knowledge
proof systems.

BIRGIT PFITZMANN

De�ning Signature Schemes generally
Digital signature schemes are a fundamental tool for secure distributed systems. It is
important to have a formal notion of what a secure digital signature scheme is, so that
there is a clear interface between designers and users of such schemes. A de�nition that
seemed �nal was given by Goldwasser, Micali and Rivest in 1988. Recently, however,
several signature schemes with new security properties have been presented, which are
not covered by the de�nition mentioned above. Hence their new properties cannot be
de�ned as additions, but each new type of scheme needs a new de�nition from scratch,
and many variants currently have no de�nition at all. This is unsatisfactory.
This talk presents (an overview of) a general de�nition of digital signature schemes that
covers all known schemes, and hopefully all that might be invented in future. Additional
properties of special types of schemes can then be de�ned in an orthogonal way, so that
existing schemes can be classi�ed systematically.
It turns out that signature schemes are best de�ned by a separartion of service, structure
and degree of security, with a service speci�cation in (temporal) logic. Several parts of
such a de�nition can easily be reused for general de�nitions of other classes of crypto-
logic schemes. Some relations to de�nitions of secure multi-party function evaluation are
discussed.

YACOV YACOBI

Minimal Asymmetric Authentication and Key
Agreement Schemes
Joint work with M. J. BELLER

We propose an asymmetric Authentication and Key Agreement scheme which is aimed
at minimizing the on-line computation of one of the parties (e. g. a smart-card), and the
communication complexity. The proposed protocol requires only ont to three (depending
on situation) on-line multiplications for one of the sides. Evidence for its security is given.

RENE PERALTA

Factoring with a Quadratic Residuosity Oracle
Given a composite number N and a secret factor P, assume that it is possible to efficiently
decide whether or not a number 2: modulo N is a quadratic residue modulo P. Under
this assumption we show a particularly e�icient �large prime� variation of the elliptic
curve method of obtaining P. We also show a (randomized) reduction to a combinatorial
optimization problem which, although N P-Complete, might be efficiently solvable in the
average.

Integers with secret factorization of the form PQ2 have occasionally been proposed for
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cryptographic use. For these integers, the above assumption holds since the Legendre
symbol (a: / P) is equal to the Jacobi symbol (2:/N Hence you are asking for trouble if
you use integers of this type for cryptographic purposes.
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cryptographic use. For these integers, the above assumption holds since the Legendre 
symbol (:c/ P) is equal to the Jacobi symbol (:c/N). Hence you are asking for trouble if 
you use integers of this type for cryptographic purposes. 
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mod p : Practical Considerations.
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Algorithm, Uniting the Speed-up of Sclmorr and the Parallelisation of

Villard.

17.25 - 17.55 I C. Rössner: A Stable Algorithm for Integer relations.
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