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1. Introduction

Requirements engineering is a field of growing interest to informatics theory and practice. On the one hand, efforts in formalization and integration of formal and informal representations move the frontier of design support environments towards the upstream phases. Thus, computer science offers the means to deal with requirements information as well as with the downstream phases of software specification, design, and implementation.

On the other hand, users demand "corporate ownership" of information technology. They will not use systems they do not trust, and they will not trust systems they do not understand. Requirements modeling, which provides an application perspective on software-intensive systems, offers a way for this understanding. But ways must be found to actually use the expressed requirements (functional and non-functional ones) in the process of developing, deploying, and using information systems, even down to the task of estimating consequences of information technology to workplace and society. This places strong demands on the structure and content of requirements information and on its integration in development environments.

Research groups throughout the world are attacking these issues with very different approaches, ranging from Formal Methods to Enterprise Modeling to User Interface Technology to Participative Design to Socio-Technical and Ethnographic Methodologies. It was the intention of this Dagstuhl seminar to bring leading representatives of these approaches together in an intensive discussion setting to achieve real progress in understanding their interrelationships and possible roles in future practice. Practitioners with a proven understanding for research were invited to provide a real-world perspective; individual researchers, including junior ones, brought in their ideas and got feedback for their further research. The discussion was focused through a number of hypotheses concerning possible integration recently developed in collaborative basic research projects in which the organizers are involved.

This seminar brought together researchers from several disciplines and business practitioners to discuss needs and possibilities for better handling of requirements to complex organizational information systems. The discussion touched three dimensions of the requirements process:

- what requirements do we need to know about?
- what representations should be used?
- how can agreement between stakeholders be reached?

In addition, we discussed the business modeling context and three aspects of the RE process:

- modeling of methods and guidance
- modeling of CASE environments that guide, execute, and trace the process
- teaching of requirements engineering.

Participants prepared position papers which are available in the Technical Report Series at RWTH Aachen (Aachener Informatik Berichte 94-29).
2. Final Programme

Tuesday, Oct. 4, 1994

morning session chair: John Mylopoulos

9:00 - 9:30  Welcome
9:30 - 10:00 Matthias Jarke  Goals and Organization of the Seminar
10:00 - 10:30 Sol Greenspan  Perspectives on RE
12:00 - 13:30 Marcel Franckson  RE: An European Perspective
13:30 - 17:30  Lunch Break

Wednesday, Oct. 5, 1994

Morning

Parallel Sessions (Part I - Collecting Issues, Positions, and Arguments):

Session 1: What should be in a Requirements Specification?
How can we get it there?
(Domain Models, Architectures, Standards, Scenarios)
Moderator: Alistair Sutcliffe

Session 2: When do we need which Representation for which kind of Information in RE?
How do we represent, analyze, transform and integrate Requirements Models?
(Language Concepts, Reasoning Techniques, Interface Issues)
Moderator: Eric Dubois

Session 3: What are the Cooperation Problems in Requirements Specifications?
What is available to help us solve them?
(Social Aspects, Models and Tools for Cooperation, Goal-Oriented Development)
Moderator: Colin Potts

Session 4: What is the Environment of RE?
How can we relate Requirements Models to the Environment?
(Composite Systems, Business Modeling and Engineering, Impact Analysis)
Moderator: Janis Bubenko

Afternoon

Excursion
**Thursday, Oct. 6, 1994**

Morning  
Parallel Sessions (Part II - Organizing and Summarizing the Groups Results):  

Topics and Moderators as before  

Plenary: Reports from the parallel Sessions, general Discussion  

**Afternoon**  
Session 5: How do we model and manage the RE Process?  
(Process Modeling, Traceability, Guidance, Improvement)  
*Moderator: Colette Rolland*  

Session 6: How and to whom should we teach RE?  
(Undergraduate/Graduate Curriculum, Industrial Training, Technology Transfer)  
*Moderator: John Mylopoulos*  

Session 7: How do we organize Requirements Engineering Environments?  
(Tools, Environments, Repositories)  
*Moderator: Panos Constantopoulos*  

**Friday, Oct. 7, 1994**  

Plenary: General Discussions  
*Moderator: Peri Loucopoulos*
3. Abstracts of Presentations

Configuration of Situational Methods and Tools to Facilitate Project-Specific Requirements Engineering

Sjaak Brinkkemper
University of Twente, Twente, The Netherlands

Proven fragments of existing requirements engineering techniques can be configured into a situational method i.e. a project approach that is tuned to the project at hand. We are currently developing a method engineering language, called MEL, that is capable of describing method fragment and of manipulating for the purpose of selection and assembly. Furthermore, a Computer Aided Method Engineering tool is under construction. This tool provides functionality for the configuration of method fragments that have been selected from the Method Base. Generator transform the fragment data into input data for a meta CASE tool. Empirical research is performed to collect current method tuning practices as well as suitable project characterization factors.

What is the Future of Requirements Engineering

Janis A. Bubenko
Swedish Institute of Systems Development, Kista, Sweden

I consider Requirements Engineering (RE) (for Information Systems (IS)) as the "early part" of the IS-area. As such RE deals with issues related to the actual business, which requires support of one or more inf. systems. Therefore, RE implies work in different application domains, and must consider many "situational factors". RE also implies very intensive co-working with domain experts and users. In RE, the importance of good knowledge of the application domain is essential, may it be insurance, health case, or car manufacturing. In RE, knowledge of formal, Computer Science (CS) related topics is not directly essential. It does not seem possible that IS and CS can in its domain accommodate knowledge about many different application domains, which is necessary to develop knowledge about how to apply RE to the domains. It is therefore, my conclusion that in 10-20 years, RE will be mainly performed by specialists from different "core domains". CS and IS will gradually move towards developing theoretical, genuine RE concepts and techniques, possible to specialize to a large number of domains.

Integrating Specifications

Panos Constantopoulos
Foundation for Research of Technology-Hellas, Heraklion, Greece

Requirements analysis usually results into a set of different specifications for the same system, which must be integrated. Integration involves elimination of discrepancies, completion and validation, and proceeds in stages of analysis and synthesis. Realizing that discrepancies between specifications may be due to differences in representation models and/or modeling perspectives and practices, we propose an approach to the analysis stage using meta-modeling and similarity analysis, whereby comparison of components is achieved through their classification under domain- and model-independent abstractions, and a newly developed model of similarity.
Albert at the Age of Two

Eric Dubois
University of Namur, Namur, Belgium

Our work is dealing with the modeling and the analysis of system requirements related to complex real-time distributed and cooperative systems. To this end, we had designed the Albert language, a formal language based on the concept of 'agent' in terms of which one may express real-time requirements as well as some "non functional" requirements related to the reliability and security aspects of agents. In the context of the application of this language is the content of C.I.N. applications, we are also investigating some methodological guidelines regarding the use of the Albert language.

Canonical Exceptions

Martin S. Feather
University of Southern California, Marina de Rey, USA

Software components are employed within many systems because of the flexibility that they provide. They can be tuned, extended, customized, etc., to the particulars of the application within which they are embedded. Yet, this flexibility comes at a price, primarily one of design rather than materials. A prevalent contributing factor to this design cost is the need to accommodate exceptional conditions, one of the areas of flexibility for which software is prized.

My focus is the disciplined design of exemption handling. My belief is, that it is during requirements engineering that exceptions and their treatments should be related to the idealized goals the system seeks to achieve. Compromises and approximations of these goals give rise to the need to tolerate exceptions, and the appropriate responses when those exceptions arise.

By canonical exceptions I mean commonly recurring forms of exceptions (and their handling) that arise in many systems, across many domains. In the realms of programming and specification the support of exception handling has given rise to general-purpose tools, language constructs and methodologies. The challenge is to extend these to the requirements phase of system design.

A Course on Requirements Engineering

Anthony Finkelstein
City University, London, UK

I only wrote a one line abstract - which will probably annoy my biographer...
"This short paper outlines the content of a course on requirements engineering."
Goals, Business Rules and IS Specification: A Ideological View of Requirements

Peri Loucopoulos
UMIST, Manchester UK

A critical factor in successful requirements analysis appears to be the understanding not only of 'what' the system should do, but also 'why'. To capture the reason of a system one needs mechanisms to describe the behavior of the organization in which the software system will be embedded. This approach suggest further understanding and modeling of organizational goals. Goals of a high level of abstraction represent objectives whose operationalization results in the organizational process. These goals will give rise to the systems requirements and constraints. In software systems development we often make the distinction between the enterprise world and the system world. The former describes the terrain about which the proposed system is to provide some service, while the latter is concerned with specifying on what the system is intending to do. Bridging the two worlds is a problem that requires a formal yet natural transition from the enterprise goals to the specification of system behavior. An enterprise model is needed which offers (among others) an ontology of goals. The formality engineered in this enterprise model would be further used for the elicitation of business rules, successfully externalizing business policy from software components.

Requirements Engineering as Knowledge Creation Towards Incremental Approach to Method Adoption and Use

Kalle Lyytinen
University of Jyväskylä, Jyväskylä, Finland

My work deals with knowledge theory and its application to RE process. It is used to extend and understand the role of RE in creating the knowledge of some organizational domain.

Requirements Engineering from the Viewpoint of Software Design

Manfred Nagl
RWTH Aachen, Aachen, Germany

In the last year we have studied integration of RE and Design languages, we have built integrated RE and Design tools, and we have realized integration tools from RE to Design. Further SDE tools are not of interest for this workshop. Tool building has been mechanized by assuming a framework and using generator tools, which derive tools from an internal specification.
Enough Requirements to Make Decisions

Marcel Franckson
SEMA Group, Montrouge, France

An important type of decision in the customer-supplier process is the investment decision. An investment decision is about whether to proceed or not in an IS development. It needs to investigate system characteristics to determine the feasibility, costs, benefits and risks of the IS development. An important issue is what kind of requirements and how much requirement do decision makers need for such a type of decision. This issue should be treated within the situational approach insofar as there are likely to be as many answers as there are different types of situations. This could be an interesting research focus for empirical research.

ACME and SOS

Sol Greenspan
GTE Labs, USA

Formalization of requirements can be done through conceptual modeling using representation and reasoning techniques. ACME, A Conceptual Modeling Environment, is an experimental environment that accepts one's favorite modeling framework (as a metamodel) and then provides editing and analysis facilities for it. A framework for Business Processing Re-Engineering (BPR) has been installed in ACME to produce ACME/BPR, which has been used on several large BPR projects.

Another line of investigation involves the design of a suitable ontology for combining business aspects of enterprise with the systems aspects. The Service-Orient Systems (SOS) framework supports modeling of business goals (in terms of the services offered by an enterprise organization, and resources (agents) and capabilities of systems. Requirements Engineering in this context is an analysis of the relationships (e.g. responsibility, support) between the various enterprise viewpoints, knowledge representation and reasoning techniques, i.e. those in ACME, are to be used to construct and use these models.

Describing the Usage of Information (Technology)

Peter Holm
Swedish Institute of Systems Development, Kista, Sweden

In the NATURE-project a framework has been proposed that gives an overview of different system contexts. This framework origins from the DAIDA project. One of the contexts is the usage of information (technology). In many current modeling methods there is an extremely poor terminology in describing different usage of information and information technology. Such a terminology could help us making software design models easier to understand and help developers to verbalize their expectations on organizational effects of implementing a particular software design suggestion. I hold the formulation of such a terminology to be a research topic of major importance for RE. My position paper to this seminar concerns a historical inheritance in our thinking about information (techn.) that blinds us for the different usage of information (tech.). This idea is called "the database version of the descriptive fallacy", i.e. the assumption that information technology is used solely to describe a universe of discourse (a domain).
From Requirements to Implementation

Markus Nüttgens
Universität Saarbrücken, Saarbrücken, Germany

It was a pleasure to discuss topics along the border of organization and IT. RE seems to link the technology view to the social part of organizations. RE as a Socio-technical discipline? Are we looking for a common understanding of IS based processes? We are on the way!

Modeling Business Processes and Related Objects: An Integrated, High-level Petri Net Based Approach

Andreas Oberweis
Universität Karlsruhe, Karlsruhe, Germany

Requirements Engineering requires a model of relevant business processes and organizational aspects which are related to a system to be developed. For business process modeling high-level Petri Nets are suggested which allow an integrated representation of aspects like activity and data structure, organization concepts, exception handling. Petri Nets support a stepwise formalization of process models. An evolutionary simulation supported methodology is proposed which supports this modeling step. Interfaces are provided to map existing informal, application oriented notations for business processes and organizations modeling on to high-level Petri Nets.

Requirements: How to Organize them for Reuse

Barbara Pernici
Politecnico of Milano, Milano, Italy

Reusable requirements can be the basis for improving the requirements engineering practice, providing a starting point for the elicitation and analysis process and for restructuring existing applications. The design of reusable components and their reuse require that they are organized adequately to facilitate their storage and retrieval in a repository or library. The main points to provide such an organization are the following: to facilitate access to results of previous projects, to find "families" of related artifacts (requirements, conceptual schemes, and the like); to facilitate the comparison of parts of artifacts both for retrieval of components for reuse and also to build the components themselves from previous developments, providing similarity evaluation criteria and supporting links between related components; to organize the components at different levels of abstraction according to different types of criteria (e.g. refinement level, development phase, purpose of requirements). Clustering of requirements for creating abstraction levels and similarity criteria for supporting the analysis of the contents of a repository to create families of artifacts and support the creation of reusable components and of generic components are being studied at the Information System Group of Politecnico of Milano.
There is no more a Requirements Process than there is an Invention Process

Colin Potts
Georgia Institute of Technology, Atlanta, USA

Our studies of requirements activity in industrial software projects have revealed that many projects do not elicit requirements from a customer, but rather invent or negotiate product features as part of a broader conceptual design activity. The idea that this type of cooperative, intellectual work can be pre-planned or scripted like manufacturing processes or administrative workflows is as credible as the notion that our own research can be so scripted.

Design teams don't need process support that leads them by the nose down some path specified for them by 'experts' who do not practice. They need unobtrusive tools to support requirements work, tools to help them keep track of unresolved questions, unfulfilled obligations and consequences of assumptions. If this is process support, so be it; but the process implied is very like those of invention and discovery.

Requirements Traceability in Systems Development

Bala Ramesh
Naval Postgraduate School, Monterey, USA

Requirements traceability is concerned with following the life of a requirement identifying where requirements come from and linking requirements to various aspects produced during the system development process. Based on empirical studies involving various categories of stakeholders involved in large scale system development efforts, we have identified issues that must be addressed in implementing a comprehensive traceability scheme. Observations on current practices and lessons learnt from introducing traceability schemes are presented.

Agent-based Support for Communication between Developers and Users in Software Design

David F. Redmiles
University of California, Irvine, USA

Research in knowledge-based software engineering has led to advances in the ability to specify and automatically generate software. Advances in the support of upstream activities have focused on assisting software developers. We examine the possibility of extending computer-based support in the software development process to allow end users to participate, providing feedback directly to the developers. The approach uses the notion of "agents" developed in artificial intelligence research and concepts of participatory design. Namely, agents monitor end-users working with prototype systems and report mismatches between developers expectations and a system's actual usage. At the same time, the agents provide end users with an opportunity to communicate with developers, either synchronously or asynchronously. The use of agents is based on an actual software development experience. This research is carried out jointly with Andreas Lingensohn of Nynex Corporation, White Plains, and Frank Shipman of the University of Texas, College Station.
I see two orthogonal aspects to the interaction between AI and RE. The more obvious one is that we can look to AI technology to help solve many of the most difficult and crucial problems facing RE, particularly those of knowledge acquisition and storage. The second and more interesting aspect is that the achievements, limitations and experience of the AI field have lessons for the RE community. AI's limited success in solving many of its long standing problems should be a cautionary tale for RE researchers. Where AI has succeeded, and has been accepted by society, is within narrow niches where heuristic knowledge and sub-optimal solutions are integral to the domain. So RE should beware of the grand plans of early AI and concentrate instead on small scale, high leverage technology that can be readily evaluated and accepted within a social context.

RE: What is it?

Arne Sølvberg
University of Trondheim, Trondheim, Norway

I am critical of the word Requirements Engineering on this field of such great importance. The word implies that the world should be viewed as what is external to the software, and that software exists in separation from the rest of the world (into which it is embedded). So let us find a new and better word on an existing research field.

Requirements Engineering through Application Frameworks Evolution

Paul Sorenson
University of Alberta, Canada

Much of my previous research in the RE area has dealt with the facilitation/development of a meta-system to support requirements and design environments. I am currently examining how to build an application framework for the domain of "size engineering". I plan to use this case study to determine aspects of process/product/tool evolution in the context of an application framework approach to RE.
Enactment of Process by Analysis of Traces

George Spanoudakis
Foundation for Research of Technology-Hellas, Heraklion, Greece

RE activities are highly creative and human oriented. Therefore, process models representing them tend to be general with regard to the alternative steps they predict at various stages of the underlying activities. Such models can not always provide detailed guidance to the humans who are responsible for the execution of the relevant activities. It seems that accumulation of experiences of executing the activities in different contexts of application domains is the only way to understand better their various alternatives.

We propose the tracing and analysis of past enactments of processes as a means of facilitating decisions. In particular reasoning by analogy on the basis of recorded traces could reveal similar situations to the one faced in some current enactment. In such cases detected analogies may be used as a criterion for following the scene enactment path and also provide concrete examples on how to operationalize the followed activity.

A Short History of Requirements Engineering

Alistair Sutcliffe
City University, London, UK

In the beginning there was the world, only one, and the designer was the Requirements Engineer. The designer had created the world and it only took 7 days with no budget overrun. Then the designer let two users interact with his wonderful creation, but they didn’t understand their commitments and misused the system even though the constraints were formally specified. A little later another designer who was also a requirements engineer built a large floating artifact which was very successful for 40 days but it was seriously underspecified in its navigation functionality and ended up on top of a mountain. Time passed and there were very many more designers who were also requirements engineers. They decided to build a tower. Unfortunately they all had their own viewpoint expressed informally in a variety of notations and languages. Aha! thought the designers we need people of great foresight and understanding who communicate with us about the future which we can’t know about. And so Requirements Engineers came to exist. And they were called priests and prophets who were sometimes greatly respected by the people and designers but only too often they got the future wrong and designers decided that collaboration for solving ambiguous wicked problems like the real world, should not entrusted to such people. So designers became requirements engineers and developed complex multi functional systems which were the subject of occasional use in the real world. And so the trace was a history of RE which seemed to be going towards an unobtainable ideal. Alas, there was no one left to use the trace. So the moral of this tale is I came (to Dagstuhl), I thought, I wandered, and parted a little wiser.
Integrating Diagrammatic and Formal Requirements Descriptions

Martin Wirsing
Universität München, München, Germany

The goal of this work is to bridge part of the gap between semi-formal diagrammatic notations currently used in re-engineering methods and formal techniques. Algebraic/axiomatic specifications are known to be a suitable tool for the formal description of the functional aspects of a software system including data structure, control and reactive behavior. We have shown that they are also suitable for formally describing entity relationship diagrams, data flow diagrams, scenarios and access rights. Moreover, the notion of refinement between specifications provides a formal tool for checking the correctness of requirements and for tracing design decisions back to requirements. Hence formal specification techniques complement pre-formal and informal ones. The integration of all those leads to an improved requirements analysis.

Modeling "Why" in Requirements

Eric Yu and John Mylopoulos
University of Toronto, Toronto, Canada

Traditionally, requirements include a prescription for the system to be built as well as a model of the organizational environment within which it will function. The model of the organization is usually given in terms of entities, activities, agents and the like.

We argue that requirements ought to include information about organizational goals and intentions. To accomplish this, we propose a set of primitive concepts which make it possible to represent "dependencies" among organizational actors. The concepts are illustrated through an example.
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