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Informatics and Semiotics 
Introduction 

Frieder Nake 

In recent years, the theoretical and philosophical foundations of informatics have 
been questioned. While no one really disputes the roots of computing in formal lo­
gics, specialists in various fields have noticed that there is more to a theory of writing 
programs than formal logics and algorithmic theory could provide. With the rapidly 
growing and accelerating proliferation of computers and of complex application soft­
ware into many areas of human activity, one particular aspect of software has begun 
to emerge: its intrinsic semiotic nature. 

It should not come as a surprise that a distinction is necessary between ,,data" and 
,,information", and a borderline has to be established to ,,knowledge", if basic con­
cepts of informatics are to be defined in a rigorous way. Without such a clarification 
of concepts, informatics is not likely to be accepted as a proper scientific discipline. 

With the concept of a ,,sign" and, perhaps even more importantly, with that of 
,,semiosis" (sign process), semiotics offers a very promising and tempting conceptual 
basis to informatics. Peter B0gh Andersen (1990) and Clarisse Sieckenius de Souza 
(1993) have published definitions of computer signs, i.e. signs as they appear on the 
screen of a computer display unit, or within the processor and memory of the 
computer. Their approaches, as well as those of others, indicate a new way of looking 
at the interactive use of computing machinery by humans. 

In a simplistic manner, semiotics already played some role in informatics during 
the sixties, when programming languages were defined by the dozen. The distinc­
tion, by Charles Morris, of syntactics, semantics, and pragmatics, was then imported 
into programming language theory. A few authors, like, most prominently, Saul 
Gorn, and Heinz Zemanek explicitly referred to semiotics. 

Hardly noticed by anyone, a small number of researchers in informatics have al­
ways maintained that any real-world situation or process has to undergo a semiotic 
transformation before it may be subjected to treatment by a computer program, and 
thus become a ,,computer application" . This is usually referred to as representation: 
Without reducing a real world situation or process to signs - i.e. without represen­
ting it - it cannot become a subject matter of computation. The computer has there­
fore been called a semiotic machine. This characterization seems to gain in acceptance, 
but it was first suggested back in 1977 by Mihai Nadin. From this perspective, infor­
matics can be viewed as Tech11ical Semiotics. Semiotic Engineering is an alternative, and 
maybe equivalent, form to express the same idea (used by de Souza, and Joma). 
Semiotronics was suggested even earlier, in 1988, by Pierre Maranda. 

By itself, this observation does not distinguish informatics much from any other 
science or field of study. Indeed, in scientific endeavors, we always first replace that 
aspect of the real world that we intend to study with some specific model, and then 
continue to view that model as if it was the world . But a model is composed of signs 
that in turn form supersigns etc. Hence, models are always of a semiotic nature. 
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What is new, however, about informatics is its primary concern for computable 
functions and for the special type of machines (namely digital machines) that eval­
uate computable functions. Therefore, informatics deals with algorithmic semioses, i.e., 
sign processes that are computable and, moreover, are carried out by machines. 

The last statement contains a contradiction. That contradiction corresponds to the 
complex nature of signs. Signs, in the proper meaning of the concept, appear as rich 
relational entities. They are pragmatically interpreted, semantically established, and 
syntactically processed. Computability, however, applies to the syntactic dimension 
of signs only. Therefore, in order to be processed by computer, signs have to be 
reduced to their syntactic dimension. When we perform that reduction of a sign to its 
syntactic component, the essential semiotic characteristics are strongly affected. 

On the syntactic level, the sign relation appears as a physical entitity only. But we 
are hardly ever interested in the sign as a physical entity. Rather, our interest is in the 
sign as a something that stands for another something. We are those who establish 
that relation by an interpretative act. Interpretation is essential to signs . A sign owes 
its unique nature to the never-ending capacity of being interpreted. On the syntactic 
level, however, virtually all interpretation ceases, because we want computable 
processes to end with predictable results. 

Therefore, ,,algorithmic semiosis" appears to be a contradiction in itself: the contra­
diction is that of predictable algorithmic behavior and indefinite pragmatic interpre­
tability. Traditionally, central concepts of informatics have been programs and data, 
automata, languages, and algorithms, and systems. By and large, they still define im­
portant parts of many undergraduate curricula. They are sufficient when we want to 
establish a functional theory of programming, for which mathematics and enginee­
ring are responsible. 

A second layer of informatics is connected to metaphors like tool or media. They 
became important when the ,,user" entered to scene. Sloppy, soft concepts like usabi­
lity, interface, ,,look and feel", or participatory design surfaced. They indicate a turn 
toward a systemic theory of programming. Such a theory relies on social science and 
psychology, even on aesthetics. 

From a third tradition, the concepts of information and communication still appear 
central to informatics, and in fact they have recently gained new strength. 

Convincingly, ,,sign" appears as a notion common to all those concepts of infor­
matics. Whereas Jorge Bogarin, in his 1989 Ph.D. thesis at the University of Stuttgart, 
discussed the traditional theoretical foundation of informatics (i.e., formal languages, 
automata, and recursive functions) from an explicitly semiotic perspective, others 
like, e.g., Aaron Marcus, make use of semiotic terminology in dealing with interface 
issues. 

Forerunners usually get detected only after a phenomenon is declared to be a new 
one. In our case, pioneering work was done, on a very general level, by Max Bense, 
Elisabeth Walther, and their students at the University of Stuttgart during the 1960s. 
The first congress on semiotics at Milano, in 1974, already was aware of the impact of 
computers on semiotics. The famous, yet unsuccessful Fifth Generation Computer 
Project in Ja pan contained a semiotic aspect. Hiroshi Kawano, a pioneer of computer 
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art, has long ago published on aspects of our topic. Mihai Nadin and Leif Allmendin­
ger conducted an interface evaluation project for Apple from 1983 to 1985 in which 
semiotics played a role. 

The Dagstuhl Seminar addressed the contradiction mentioned above. It had to find 
and sustain a balance between contributions by semioticians who take informatics 
into consideration, and by informaticians who refer to a semiotic perspective. Their 
views showed differences in theoretical background, as well as in practical conclu­
sions. It was not easy to precisely identify such differences and discuss them with the 
aim of putting detailed questions onto the research agenda. 

The seminar started out with two sets of related questions. The first set was: 

In which precise sense does semiotics belong to the foundations of a theory of 
informatics? What are the semiotic foundations of informatics? 

What happens to signs and sign processes when they are submitted to the 
computer and thus to computation? 

Which new kinds of signs appear on computer displays? What can interface 
designers learn from semiotics? 

What are repercussions of informatics on semiotic research? Does informatics 
constitute an empirical basis for semiotics? 

How does interactivity reflect the semiotic condition of informatics? 

The second set of questions was: 

What does semiotics offer to informatics? What is a minimal amount of 
semiotics that should be studied in informatics? How should that be studied? 

Do semioticians welcome informaticians in their field? Why and what for? Can 
informatics contribute to advance semiotics? 

Does the concept of a sign contribute to an understanding of information, 
communication, organization? 

Despite a strong attempt by all participants to move from their field of specialization 
towards that of the others, a gap was felt by many. In a coarse simplification, the gap 
could be described as the difference between a need for constructive design, and an 
interest in theoretical description. The intriguing elegance of semiotics became as ob­
vious as the ostensible simple-mindedness of software problems that could be dis­
cussed within the confines of such a seminar. Interactivity and.the quasi-autonomous 
state that signs take on when processed by computer, proved to be the two central 
fields where informatics and semiotics are bound to meet and probably give birth to 
some really interdisciplinary research. The challenge lies in combining a constructive 
engineering approach with an interpretative humanities approach. Such a combina­
tion will definitely advance our understanding of design and of media . -

As the list at the end of this report documents, there were 38 participants (8 of 
them were women) representing 12 countries: 18 participants from Germany, 6 from 
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Denmark, two each from Brazil, Great Britain, the Netherlands, and the US, and one 
each from Australia, Canada, Finland, Norway, Romania, and Sweden. The actual se­
quence of presentations, demonstrations, and special discussions developed on a 
day-to-day basis. There were 29 presentations, 27 of which are documented by ab ­
stracts in this report. Abstracts were provided by participants after their talks. Parti­
cipants were given a chance to edit their abstracts before they went to print. We kept 
the sequence of presentations as they were delivered to the seminar. In addition to 
the abstracts, there is a list of ,,problems and questions" that was produced during 
the seminar in response to a request. 

One highlight of the seminar was the presentation, by a group of informaticians, of 
a typical short sequence of interactive operations by the user of a graphical user in­
terface. That sequence later became referred to as ,,Dag's problem". Presenters invi ­
ted the crowd to semiotically analyze Dag's problem. After short hesitation, this ef­
fort produced some remarkable suggestions and insights. Due to time limitations, the 
exercise had to be cut off but everyone was asked to produce a written analysis of 
Dag's problem. Unfortunately, only two such analyses were handed in - probably 
because the excellent wines of SchloB Dagstuhl prevented people from writing down 
their ideas. 

Unanimously, the seminar was called a success. Its major result appears to be a 
cross-fertilization between the two fields . A number of concrete projects were ini­
tiated by small groups of participants. One textbook project got its final kick during 
the seminar week. The probability of a follow-up meeting is deemed high. 

I gratefully acknowledge the tremendous support by the wonderful staff of IBFI, 
both in preparing, carrying through, and wrapping up the seminar. Angelika Hoppe 
deserves a hearty thank-you as the decisive force behind editing this report. 
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Representation in Semiotics and in Computer Science 
Winfried Noth 

Representation has been a key concept both in the history of semiotics and in compu­
ter science, but while there has been talk about a ,,crisis of representation" in the 
postmodern theory of signs, computer scientists have unswervingly pursued their 
project to model the representation of knowledge by means of intelligent machines. 

Representation is often a mere synonym of a sign in general. Sometimes it is a sign 
vehicle, a mental concept or schema, an iconic sign, or the relation of signification or 
denotation. Can computers be said to represent in any of these senses? 

On the basis of C. S. Peirce's theory of signs, I argued that the processes taking pla­
ce within the computer are in fact not only energetic processes, but genuine sign pro­
cesses (processes of semiosis). The computer's internal capacity of decoding and 
transforming its symbolic input exemplifies the transformation of a sign vehicle (re­
presentamen) into its interpretant. From this perspective, computers establish rela­
tionships of signification. However, in such processes, computers do not establish 
object relations, relations of denotation. The computer has no ,,window to the 
world". However, a robot with perceptual modules to give a symbolic representation 
of the world, with action modules to move around in this world, and also with the 
ability to learn from its interaction with its environment, is in fact a semiotic machine 
which manipulates signs not only by establishing relations of signification, but also 
by the ones of denotation. 

7 



Semiotically Relevant Aspects of Informatics 

Solomon Marcus 

l. Informatics is so genuinely related to the other information fields, that it is neces­
sary to adopt as a framework the general paradigm of information. We take an histori­
cal approach, by distinguishing five different waves of information and computation 
fields and problems. Since semiotics too emerged in the context of information fields, 
corresponding interactions have to be expected. 

2. Towards the middle of the 20th century, it became clear that the old paradigms 
of matter and energy are no longer able to cope with many of the new evolutions in 
science, technology, and society. A new paradigm had to be invented and it received 
the name infor111ntio11 . 

3. The Infonnation Era can be segmented into five waves. The first wave in the thir­
ties, but mainly in the fourties, is dominated by a mathematical and engineering per­
spective. The logical preliminaries of computation were clarified, under four 
different, but equivalent variants, suggesting the general idea of an algorithmic semio­
tics. Recursiveness became the model of an intuitive process applied to some primi­
tive operations and suggesting a similar procedure in approaching iterative sign pro­
cesses. Turing machines represent a semiotic event: calculation is no longer obligato­
ryly related to numbers, it concerns abstract qualitative symbols. The first program­
mable electronic computer (von Neumann) is challenging us to invent suitable ideas 
of semiotic machines, covering the whole evolution of computation devices, from the 
old abacus till the most recent supercomputers (a first suggestion in this respect is 
due to Nadin, Se111iosis 1977). Cybernetics called attention to some isomorphic sign 
processes in animals and in machines. Shannon's information theory lead to the 
discovery that information can be separated from meaning. The 1.-calculus (Church) 
developed the idea of an indefinite semiosis, later exploited by LISP: one can write 
programs able to work on data-programs and to produce result-programs. Shannon's 
theorem calls attention to genuine restrictions operating on different components of 
the communication process: message, source, code, channel, noise. Molecular 
genetics shows that heredity is a semiotic-informational itinerary from DNA to RNA 
to proteins to metabolism. 

4. The second wave, related to the fifties, is bridging science, engineering, and the 
humanities . Chomsky generative grammars point out an isomorphism between 
language competence and logical competence and bring a new perspective to the 
study of learning processes, viewed rather as innate-acquired interactions. AI and 
Cognitive Science articulate the computational, the logical, the biological, the 
linguistic, the psychological sources of information science, adding to them the 
perspective of cognitive philosophy. 

5. The third wave, in the sixties, includes: The emergence of the theory of program­
ming languages, whose syntactic behavior proves to be isomorphic to the syntactic 
behavior of natural languages. Kolmogorov and Chaitin initiate the algorithmic 
information theory, by adopting an individual perspective in the study of randomness 
of strings, in contrast with the previous global perpective due to Shannon. Carnap & 
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Bar-Hille! begin the study of semantic information, while Zadeh initiates the study of 
systems with incomplete information (fuzzy set theory). In the same period, semio­
tics emerges, reaching however slowly its awareness as an information field. Many 
works are devoted to the semiotic status of programming languages, not yet clarified. 
The phenomenon of parallelism (see Lindenmayer systems) is challenging the se­
quential nature of computation. Informational, algorithmic and computational com­
plexity are suggesting the problem of various possible concepts of complexity of a 
sign system and of a semiotic machine. 

6. The fourth wave, in the seventies, is dominated by both co111plexity and self-orga ni­
zation . Synergetics points out some rules by which order arises in complex systems; 
catastrophe theory proposes a common pattern for biology and linguistics, under the 
form of discrete singularities in a context of continuous development; feed-back 
processes, in wich the same operation is carried out repeatedly, the output of one 
operation being the input of the next one, lead to the fractal geometry of nature. The 
science of chaos points out the yet Lmseen behavior of nonlinear dynamical systems, 
and reminds us of von Neumann's remark that in contrast to simple machines, com­
plex machines may have an unpredictable behavior. Complexity problems in semio­
tic machines may lead to similar difficulties. 

Communication emancipates now from information, while the latter emancipates 
from objective information. In this respect, the semiotic perspective becomes clear in 
Nauta's 1972 book. Dissipative structures, the rhizome, and autopoietic structures 
point out the conflictual nature of life processes. The traditional paradigm of objec­
tive information gets into a crisis. The logarithmic semiotics of man-nature interac­
tion is contrasting with the antilogarithmic semiotics of man-computer interaction. 
The deterministic-nondeterministic dilemma (P = NP?) may suggest similar dilem­
mas in semiotic machines. 

7. The fifth wave, in the eighties and nineties, includes: The development of compu­
tational biology (with the challenge of possible DNA-like computation); Chai tin's 
theorem giving an informational interpretation of Godel's incompleteness theorem; 
the emergence of the study of cognitive models and cognitive metaphors; the new 
perspective of including quaritum physics in an information-semiotic perspective (H. 
Stapp 1993, K. Svozil 1993) and, last but not least, the semiotic limitations resulting 
from the fact that most recursive functions are not primitive recursive; most strings 
are random; most dynamical systems are chaotic etc. 
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Semiotic Principles and Systems in Human-Computer Interaction 

Udo L. Figge 

Energy or matter taken in by a system can be processed as an environmental influ­
ence by a peripheral component sensitive to such influences, producing a particular 
state of this component. This processing can be continued, resulting in a particular 
state of a component that cannot be directly reached from outside and that is autono­
mous in this respect. The resulting inner state is always quite dissimilar from the ori­
ginal peripheral state. In such cases the energy or matter is taken in from a medium 
and processed as a sign according to a receptive semiotic principle. On the other hand, 
certain states of inner components of a system, which are not perceptible to its 
environment and which are autonomous in this respect, can be coupled with states of 
peripheral components in a way that certain forms of expending energy or excreting 
matter through these components function as manifestations of these inner states. In 
such cases, energy or matter is transmitted to a medium as a sign according to a 
productive semiotic principle. 

Both semiotic principles are realized by semiotic systems as subsystems of more 
comprehensive (biological and technical) systems. Hwnan-Computer Interaction is bas­
ed on a combination of four different semiotic systems. A human can manifest the 
need to have a problem solved by a computer according to the productive semiotic 
principle, normally by expending mechanical energy through movement of his 
hands. This results in certain states of an input device of the computer, which then 
undergo further processing as instructions, triggering off an internal working state 
according to the receptive semiotic principle. The computer can manifest certain 
inner states, typically working results, through states of output devices according to 
the productive semiotic principle, mostly by setting free optical energy. The human 
can process this energy by his sense of sight and then gain knowledge according to 
the receptive semiotic principle. 
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The Semiotic Engineering of Concreteness and Abstractness 

Clarisse Sieckenius de Souza 

Most successful User Interface Languages have been designed following two impor­
tant guiding principles: task specificity and direct manipulation of graphic objects. 
Programming languages, in their turn, have often been pursuing such goals as gene­
ral-puposeness and efficient symbolic manipulation of linguistic objects. When it 
comes to End User Programming Languages, features that are apparently in conflict 
with each other must be combined to allow non-programmers to write extensions to 
existing applications and to design and implement completely novel applications 
and programs. 

In view of increasingly strong evidence for the need of engaging users in the pro­
gramming of software tools, some researchers advocate that the interface language 
should become a real programmming language, whereas others remain skeptical 
about th.is possibility. We propose that an integrated interface environment should 
be designed within a unified semiotic framework that accounts for interaction with 
and specification of, computer applications. A brief case study about a successful text 
editor and its extension language reveals some of the features this unified semiotic 
framework should have and provides important interactive and programming 
profiles for research in interface system design. The integration of both profiles is the 
object of Semiotic Engineering of concreteness and abstractness in computer-medi­
ated interpersonal communication via software applications. 

11 



Combining Informatics and Semiotics. Four Questions. 
Peter B0gh Andersen 

1. Why should informatics do it? 

2. Why should semiotics do it? 

3. How should they do it? 

4. Should only the two of them do it? 

Answer to 1: Why should informatics? Informatics should do it because of the way 
computers have developed. They are increasingly used as media, they acquire a still 
richer repertoire of means of expression (sound, picture, movie), and they merge 
with analogue media. In addition, the integration of computers into all parts of 
society requires informatics to integrate analyses of technical and social systems. 
Semiotics has the advantage that its concepts can be applied to aspects of the human 
organization as well the technical system, namely in their capacity of signs. Psyd10-
logy and sociology can describe users, but not computers. Finally, many techniques 
used in system analysis are really disguised semiotic techniques (conceptual analysis, 
e.g.), and therefore will get a better theoretical foundation. 

Counteranswer to 1: Why should informatics not? Because the theory is too difficult 
to apply, it deals only with a subset of relevant issues, and says trivial things in a 
complicated way. 

Answer to 2: Why should semiotics? It is a professional duty of semiotics to take an 
interest in any new type of sign systems, especially when the sign system has the 
social importance of computers. Its theoretical foundation can be broadened by 
entering new data, and - well, it is easier to get money for research in computer sys­
tems. 

Counteranswer to 2: Why should semiotics not? The subject of computers is too 
narrow to yield insights, and computer science often tends to put the how question 
before the what and why questions. Finally, if successful, it runs the risk of being 
gobbled up by technology. 

My opinion is that the pros outweigh the cons. 

Answer to 3: How should they combine? Making a new field is, in my opinion, not 
realistic, and neither field should be seen as a subfield of the other. Instead, both 
fields should maintain their own identity, but create windows within themselves, 
enabling each part to view a part of the other discipline. Borrowing concepts is a 
natural thing to do (and is in fact extensively done), but the borrowed goods will 
soon be digested and integrated into the reproductive cycle of the borrower. The 
original source of the loan-words will soon not be able to recognize the loan. This 
goes for both disciplines, and may not necessarily lead to novelties. Instead, the two 
disciplines should enter into a regular interaction and communication, irritating and 
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challenging each other, while remaining strange, and therefore interesting, to each 
other. 

Answer to 4: Should they do it alone? The advent of nets may create a need for a 
1ne11age a trois. Global nets are not controllable and the individual contribution will 
keep entering into new physically different texts by linking. Nets seem to acquire an 
existence of their own, they feel like a natural thing, such as a landscape, an ocean or 
a river, that cannot be controlled by the individual. In order to understand the 
evolvement of nets we may need concepts neither furnished by informatics nor semi­
otics. 
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Information Systems Concepts Based on Semiotics 
Wolfgang Hesse 

In its work, the IFIP Working Group FRISCO (FRamework of Information System 
COncepts) follows the objective to better understand, clarify, and define Information 
System (IS) concepts including 

• their meaning and correspondence to real-world phenomena (semiotic 
aspects), 

• their structure, (internal and external) dependencies, and relationships 
(modelling aspects), and 

their position, need, and usefulness in the organizational and societal context 
(systemic aspects). 

This work implies the classification and establishment of a uniform IS terminology 
including terms like 

sign, meaning, language, knowledge, information, data, communication 
(semiotic terms) 

model, actor, activity, event, state, process, enti ty, object, attribute, 
relationship; system, information (modelling terms) 

system, organization system, information system (systemic terms) etc. 

One of the fundamental questions for the group was to agree on a joint philosophi­
cally grounded position. In our situation, where we are dealing with an area in which 
many concepts are not yet well established and still disputed, a (moderate) construc­
tiv_ist approach seemed to be appropriate. That means: We find ourselves participa­
ting in negotiating processes going along with the construction of a piece of reality. 

Semiotics is considered an indispensable foundation for building a terminological 
framework. For our purposes, we have transformed the traditional semiotic triad to a 
tetrahedron of the following form: 

::; ign concept 

sign object !)ign ca rrier 

The ,,sign interpreter" in the center of the triad reflects the constructivist approach: 
There is no perception of objects, conception of ideas and thoughts, formation and 
interpretation of sign tokens, wi thout an interpreter or observer. In a particular con-
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text, the interpreter might also be a group. Whether he may even be a machine, is a 
point of debate. With the help of the tetrahedron, many concepts can be defined 
more clearly and their interrelationships can better be illustrated. Examples are the 
definitions of 

knowledge: the totality of perceptions, observations, and experiences of a 
persor\1 , or a group of persons, of him/her/themselves and his/her/their 
environment; 

i11for111atio11: a piece of knowledge of a person 1 on things of a (conceived or 
imagined) world; 

data: symbolic representation of information. 

Referring to the semiotic triad, ,,knowledge" and ,,information" have their focus on 
the ,,sign concept" vertex, whereas ,,data" is primarily located in the ,,sign token" 
vertex. 

Another example is the triad for ,,system": 

~ystem 
domain 

model 
( = system description; 

,,System" is considered to be a mental construct and thus located in the ,,sign con­
cept" vertex. It may be represented by a ,,system model" (some denotation or ,,to­
ken" of the system) and it refers to a ,,system domain", i. e. its counterpart in the 
physical or mental world. 

1 A more comprehensive (and less cautious) version would replace ,,person" by the neutral ,,actor" 
(also implying non-human actors). 
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The Computer as a Semiotic Machine 

Lucia Santaella Braga 

After a brief examination of the descriptive names that have been used to charac­
terize the functions of the computer, such as a tool, a tool-kit, a device, an instrument, 
a machine, an equipment, an apparatus, and a medium, this paper discusses the 
multiple meanings of the word medium, analyzing what it means to consider the 
computer as a medium from a semiotic point of view. 

Peirce's definition of the sign is examined on its most abstract level and applied to 
the understanding of the computer as a semiotic machine. According to the logical 
form of semiosis described by Peirce, there are two senses for sign: an extensive and 
a specific one. In the extensive sense, the sign is a synonym, or mediation, functio­
ning as an epistemological model of the world. The computer can be understood as a 
sign in this extensive sense. In its more specific sense, the sign, for Peirce, is the 
middle term in the triadic relation of sign-object-interpretant. Here, the three logical 
functions of mediation, determination, and representation are analyzed. The compu­
ter is a very complex machine with signic facets. As such, there are at least three basic 
semioses where, (1) the computer, or better, the executable program performs the 
role of the interpretant, the program is the sign and the subject domain is the object; 
(2) the computer is the sign, the program is the object and the outputs are the inter­
pretant; (3) the computer is the object, the outputs are the sign, and the interfaces 
with users are the interpretant. 
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Software Systems 
Inger Lytje 

Software systems can be conceived of in one of the following ways: 

(1) dynamically as ,,pure" information processes comprising storage & retrieval of 
information, computation and interaction, 

(2) as representation, and 

(3) as intervention. 

Seeing representation as a semiotic process, three kinds of semiosis can be identified: 
model, text, and knowledge base. In computer science, software systems are usually 
considered models, and modelling phenomena and concepts from the real world 
according to a denotational semantics is the only kind of semiosis that is taken into 
account. I suggest that software systems should rather be seen as text, having a cer­
tain structure, carrying a message or a theory, and writing new contexts. Seen as in­
tervention, software systems are situated in specific contexts - in space and time and 
with respect to users and the users' tasks. Different kinds of intervention can be iden­
tified: regulating, fascilitating, organizing, learning, enjoying etc. The way software 
systems are conceived has some consequences for the system development process. 
Considering software systems as text, e.g., implies that authoring rather than engi­
neering should be the metaphor we use about the system development process. 
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Computation, Semioses, Anticipation 
Mihai Nadin 

The primitive age of computation is coming to an end. Increased performance in 
almost all aspects of computation and progress in programming (in particular the 
paradigm of object-oriented programming) make a new qualitative perspective 
possible. In addition, computation has diversified enormously, extending into the 
genetic, molecular, chemical. As a result, many kinds of new challenges need to be 
addressed. In this context, semiotics has yet another chance to ascertain itself. Based 
on its particular subject of inquiry- signs and sign processes (also known as semioses) 
- semiotics should address the new possibilities opened by advanced computation 
technology. 

The subjects to which semiotics can contribute include: 

interactivity, 

variety of data types (e.g., multimedia and related), 

• virtual interaction (work, study, research, etc.), 

hypertext and associated applications, 

computing metaphors (to replace the dominant file model). 

In order to fulfil! such a high order of expectations, semiotics has to interact with 
computer science at levels where such interaction is meaningful. Instead of the 
,,cosmetics" of user interfaces, semiotics could initiate interface considerations at the 
level of the design of new operating systems. 

As the person who introduced the notion of the computer as a semiotic machine, I 
should explain the two intentions I spoke of in 1977: 

the possibility to operate on semiotic entities, 

the theoretic/ conceptual notion of a semiotic machine as pertaining to the 
generation or constitution of signs, sign awareness, sign interpretation. 

This notion of the computer as semiotic machine seems to have assumed a life of its 
own. Regardless of its use, it introduced the important element of anticipation. In 
short, anticipation concerns systems in which the current state depends upon a futu­
re state. It is important to understand that user interface is in anticipation of compu­
tational processes that lead to meaningful interpretations of data. In order to 
transcend the practice of designing languages of interaction, which have a merely 
cosmetic function, we need to deal with the complex mechanisms of anticipation. As 
computation develops beyond its infancy, anticipation becomes one of its inherent 
dimensions. 
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lnterpretant, Interpreter and Computer Signs 

Jorge Bogarfn 

1. The distinction between general interpretants and individual interpreters is very 
important in Peirce's semiotics . One of the reasons is that he particularly avoided 
doing psychology in his ideoscopy and in his semiotics. Nevertheless, he definitely 
does include minds in all his definitions of signs and semiosis. 

2. We do not need yet to expand our concept of interpreter to include digital com­
puters. There are sign processes going on in computers, but only because human 
beings build the hardware, write the programs, and give the input (or build some 
quasi-sensory input devices). But I am not confining interpretation of signs to human 
beings, not even to biological systems. If we do not want to defend an animistic view, 
we have to accept the possibility that machines could someday, as living organisms 
did, make a dialektischen Sprnng from syntax to semantics. 

3. Within Peirce's system of ten classes of signs, the characteristic mode of repre­
sentation of formalized sign systems - like Turing machines - corresponds to the 
rhematic symbolical legisigns. If we use the list of 66 classes of signs, such systems 
belong to the class of formal argumentical pragmatical indicative conventional rela­
tive symbolical collective copulant legisigns. 
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Iconic and Notational Models in Formal Logic and Automata Theory 

Julian Warner 

This paper was concerned with the contrast between models used in formal logic and 
automata theory. It announced itself not as declaration of intent, asserting the poten­
tial value of semiotics to informatics, nor as an empirical study, but as a considera­
tion of theoretical issues in informatics informed by a semiqtic perspective. Its under­
standing of semiotics was influenced by de Saussure, Barthes and Eco, not by Peirce, 
except in some qualifications made, and this affected both the terminology (notational 
might be replaced by symbolic in Peirce's terms) and other aspects. The contrast 
between de Saussure and Peirce could be said to echo the fields about to be de­
scribed: of two adjacent but no fully intersecting areas of study. 

Automata theory was valued for the understanding of the computational process 
which could be obtained by avoiding real world complexity and which could then be 
brought back to bear on the practical world. The separate development of working 
computers and automata theory was noted and it was suggested that the distance 
between these could be reduced by recognizing the technology as a human construc­
tion critically dependent on the exactness offered by graphic signification for its de­
velopment. It was suggested that formal logic and automata theory had also tended 
to develop separately. The contrast between these had been encapsulated by Godel 
as a dichotomy between a definition relative to a given language (for formal logic) 
and an absolute account of the computational process (for the Turing machine 
model). This dichotomy was questioned: Wittgenstein's almost humorously emphati­
cally syntactic view of logic (whoever dreamt of defining a bracket?) was alluded to; 
the presence of iconic elements in a notation was discussed (for instance, 92 93 ... 9n 
are iconic with respect to q 1); an implicit connection to the connectives of formal logic 
in the Turing machine was noted; and analogies between the methodology of 
construction and reasoning used in formal logic and automata theory were noted. 

It was suggested that the models used in automata theory could be regarded as an 
alternative formulation for formal logic as well as/instead of an absolute account of 
the computational process. Automata theory and formal logic could both be regar­
ded as socially constructed modes of discourse. The curious nature of diagrams, pos­
ed between the evidently conventional system of writing and the seemingly more 
natural iconicity of aspects of the pictorial, was briefly discussed. The denial of the 
possibility of innocent perception, not mediated by a paradigm or sign system, in the 
philosophy of science (Fleck and Kuhn) and in branches of semiotics, was discussed. 
The final suggestion was that the contrast between the models used in formal logic 
and automata theory could be understood as a contrast between types of sign (along 
a continuum from notational to iconic), not as a dichotomy between a relative defini­
tion and absolute formulation, and this was a more satisfying formulation of the con­
trast. 

A published version of this argument can be found in Julian Warner: From writing to computers. 
London and New York: Routledge, 1994 (pp. 65-74, 101-103, 107-112, and 115-116). 
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Computer Support for Human Creativity 

Ernest Edmonds 

The paper presents some current problems in human-computer interaction that 
might obtain help from semiotics. My research concern is with the problem of deve­
loping computer support for human creativity. Thus the concern is less with the 
results generated by the computer and more with the thoughts generated in the 
human. The question can be put as ,,which behaviours should the computer exhibit 
in order to support creative thought?" . Of course, in the real world, ,,computer" 
should be seen as including, e.g., the network and the people connected through it. 
However, for this paper, I will concentrate on just two problems that we face today 
in the case of interaction between one human and one computer. 

The top-level concern is with the ,,human machine" machine in the context of crea­
tive tasks. The approach is to study empirical evidence and conduct empirical studies 
(of a variety of types) of creative people, such as designers working on new design 
concepts. From this guidance, it is possible to formulate some of the requirements for 
the decision support systems. 

The paper discusses two characteristics of creative work that each present signifi­
cant challenges to human-computer interaction. 

1. Reflection in action 

Donald Schon has shown how professional workers, such as designers, reflect upon 
what they do whilst they do it. The key point is that they learn about their methods 
and s trategies during practice. Hence practice is always changing. In terms of 
computer support this introduces the problem of a very heavy maintenance requi­
rement. In fact the only solution is for the user to maintain the system. Thus the user 
needs access to deep aspects of the computer system. The need is, therefore, for a 
solution to the ,,end user programming" problem. I argue, however, that the use of 
the word ,,programming" is not helpful. Programming is about how to compute 
things whereas our user is concerned with what is the case. The user wishes and 
needs to communicate with the machine about the domain of the knowledge. In 
other words, the need is to approach end user programming from the user's domain 
and its language and constructs rather than, e.g., program control constructs. This is 
known as the problem of designing and building ,,Knowledge Support Systems" . 
Perhaps, semiotics can help? 

2. Emergence 

At a much lower level of granularity, we can readily note that during creative pro­
cesses new and unexpected concepts emerge. This can be illustrated in terms of 
emergent shapes. To take an example, consider two triangular objects as in the 
following sketch: 
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Now, place them together like 

zz 
We see the emergent diamond shape. If we consider doing this in a computer 
drawing system, we will certainly see the diamond but the computer will have no 
knowledge or representation of it. Thus it may be ridiculously hard for us to, e.g., 
copy it. In certain systems, region growing algorithms are provided that could find 
this particular emergent shape, but consider the triangle in the following well-known 
sketch: 

The problem is to understand the process of emergence and to provide support for 
the user so that the computer does not get in the way of the discovery of emergent 
concepts. 
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How Do Signs Get Meaning in Computer Science? 

Dirk Siefkes 

Individually and collectively living beings develop through two interrelated types of 
interplay: between the living (process) and its representation (form), and between the 
general and the particular. In our mind, fleeting thoughts harden into concepts which 
may carry new thoughts, generalizing into imagination and knowledge, resp. Thus 
conceptual learning interleaves with corresponding changes in imagination. The 
process is strongly influenced by communication, where we seemingly exchange 
words, but join in imagination as well: It is stories we understand - language pieces 
that make sense. 

Second, learning involves feelings and values, intuition and conscience, in a similar 
way. We communicate visually, through gestures and other signs. Feelings and 
thoughts come together, conceptual and emotional growth are interwoven. Through 
perception and interaction, individual learning depends on development in social 
groups, from where it spreads out into culture and comes back to both support and 
constrain the individual. 

Thus semiotics without semantics and pragmatics does not make sense: Represen­
tations, thus signs, get their meaning in social development. Problem: How do verbal 
and visual representations relate? What role do diagrams play? 

In science, we order the world through generalization of experiences. We use des­
criptions for this. A result are theories and formalisms made up of rules and defi­
nitions. This strong bias hinders the interplay and thus learning, and leads to both 
anxiety and power phantasies when people face formalisms and machines. This is 
particulary true in .traditional computer science, since formal objects fit into a general 
environment only where human particulars do not count. My prescription is to work 
locally, so I can know what is going on. In both software development and teaching 
prototyping is helpful. Find out what orients people towards certain goals, and thus 
determines the development of computer science. 

Computer related art does not appear to be ,,about" anything; there are no themes, 
only strategies. Why care for a medium, if there is no message? 

Some relevant publications: 
W. Coy, F. Nake, J. Pfluger, A. Rolf, J. Seetzen, D. Siefkes, R. Stransfeld (Hrsg.): Sichtweisen der Infor­
matik. Braunschweig: Vieweg 1992 

Dirk Siefkes: Formale Methoden und kleine Systeme - Lemen, leben und arbeiten in formalen Umge­
bungen. Braunschweig: Vieweg 1992 

Dirk Siefkes: Okologische Modelle geistiger und sozialer Entwicklung. Beginn eines Diskurses zur 
Sozialgeschichte der Informatik. Discussion Paper. Wissenschaftszentrum Berlin fur Sozialforschung 
FS II 95-102, 1995 

23 



Semiotic Foundations of Communication 

Roland Posner 

It is shown that the traditional opposition of natural signs (symptoms) and conven­
tional signs (symbols), advocated by Plato, Locke, and Husser!, is misleading and has 
to be replaced by a new logically based hierarchy of sign concepts. 

Four increasingly specialized sign types are introduced· on the basis of the inter­
preter's reactions: If something causes the interpreter to respond with an overt or 
covert change of state, it is a signal. If something causes the interpreter to have a spe­
cific belief, it is an indicator. If something causes the interpreter to believe that its pro­
ducer is in a specific state, it is an expression (of the state) . If something causes the 
interpreter to belief that its producer has the intention to produce a further action, it 
is a gesture (announcing that action). 

These sign types occur on increasingly complex levels of sign use: Responding to 
an inarticulate cry by assuming that its producer is in pain, is taking it as an expre­
ssion and involves what we call sign interpretation. Uttering such a cry in order to 
bring about such a reaction amounts to expressing, and involves what we call sign 
production. When the cry is stylized (e.g. manifesting some language sign such as 
German ,,aua", English ,,oh", or French ,,ai"), it is not only received as an expression 
but also interpreted as a product of an expression attempt (interpretation of sign pro­
duction) . When such words are pronounced without crying, they are no longer taken 
as an expression, but only as indicating expressing (indication of sign production). Ex­
pressing one's state by merely indicating an expressing attempt is a case of commu­
nication. On the level of communication, signals become imperatives, indicators asserti­
ves, expressions expressives, and gestures commessives (in the sense of John Searle). 

Now, expressing is often taken as signaling to get help. When someone relies on 
this tendency and articulates an expression with the intention of having it interpreted 
as a signal, he performs indirect communication . By uttering an expressive he produces 
an imperative. 

It is demonstrated that all these sign concepts can be defined on the basis of the 
predicates believe, cause, and intend. This approach also allows an explication of the 
concepts of action, interpretation and indication of action and declaration . 

The given hierarchy of sign concepts is exhaustive, covering all possibilities of 
semiosis, but open to further differentiation. It is offered as a theoretical basis for the 
reconstruction of sign processes in Artificial Intelligence research. 
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Understanding Interactivity 
Dag Svances 

In the late seventies and early eighties the developers of Xerox Star, Lisa, and the 
Macintosh made it easy for ordinary users to make use of the computer. My aim is to 
contribute to doing the same to programming in the nineties and after. As I see it, 
this requires a deeper understanding of interactivity. Let me give an example to 
clarify: Consider a user A constructing a piece of software X to be used by user B. 

Onedav: 

A X * _.. 
A creates X 

Later: 

X B -~* 
Buses/reads X 

What is the best way to describe this? One way is to see it as user A composing a 
message X and sending it to B. This is the semiotic approach. This leaves out the fact 
that the message is interactive. It contains a potential for interaction. Constructing 
interactive software is similar to writing, but the writer does not take the reader on a 
journey with start and end, but creates a possibility for a lot of journeys. 

In this manner it is more similar to the situation where a designer A is creating an 
artefact or environment for B to be used/lived in. The problem here is that we lose 
the sign aspect - artefacts are not usually intended as carriers of meaning. We see 
that neither communication metaphors nor material metaphors give a complete 
account of the phenomenon. 

Where should we look for inspiration for a new understanding? My current 
answer is phenomenology (Merleau-Ponty), abstract art (Kandinsky), and detailed 
empirical studies of how interactive artefacts are perceived. 

To find out how interacting is perceived I have constructed some abstract interac­
tive artefacts and observed non-programmers exploring them. An example is indica­
ted by the following state transition diagram. 
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Click in left ------~. 
~ -------· 

Click in right 

From this experiment I have found the computer science c.oncepts object, state and 
time to be non-intuitive to non-programmers. This new understanding I will apply to 
the design of end-user-programming tools. 
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Worlds, Modelling, and Semiotic Engineering 

Rene Joma 

In the development of management information systems (MIS), the mainstream 
approach is to start from reality, make a depiction of it into functional terminology 
and end up with program(ming) code. The program is a representation of the situa­
tion in reality. There are at least three major problems (issues) with this widespread 
view. 

The first is that it gives no answer to the question of decision alternatives in mode­
ling. Why is one model better than another model? ,,Ultimate" criteria are difficult to 
find in classical information system methodologies. 

The second is that the perspective of the task being executed by a cognitive system 
or human information processing system normally is not taken into account. This has 
harmful effects for the success and acceptance of the resulting computer. 

The.third problem is one that I consider to be the most fundamental. It is the deba­
table ideological view that building information systems and programs means copy­
ing reality with the help of what has been called ,,ontological engineering" {Lenat & 
Guha, 1990). In contradiction to this I would like to call the enterprise of building 
information systems a matter of creating worlds (in the sense of domains or models) 
with the help of several types of sign structures. The name for this approach is ,,semi­
otic engineering" (also see CS. de Souza, 1993). 

Semiotic engineering is the construction, the design and/or development of all 
kinds of sign structures. Sign structures can be at the object level (symbols, program 
codes, characters, widgets, icons, etc.) or at the meta level (artifacts like organisations, 
cars, etc.). Meta level sign structures can be interpreted by intelligent systems as sign 
structures at the subject level. The results of semiotic engineering consist of artifacts, 
models and other configurations. 

We applied the semiotic engineering approach to the domain of scheduling and 
planning (staff, production and transportation). The semiotic engineering approach 
resulted in a so-called Scheduling Expertise Concept (SEC). SEC takes into account 
aspects of task domain, task execution, task context, and task outcome. Furthermore, 
several scheduling supporting systems have been built, such as ZKR (nurse schedu­
ling), IPS-Rabo (banking staff scheduling), EPL (transport planning), Planmax (con­
struction planning), etc. (van Wezel, Joma & Mietus, 1996). 
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Pliable Surfaces: 
A Local Magnification Interface for Exploring Visual Information 

Sheelagh Carpenda le 

Multi-scale views make more effective use of screen space by allowing magnification 
of areas of interest while compressing other sections. Studies supporting this 
approach show both human predilection for presenting and storing information in 
this manner, and increased user performance. However, user comments about dis­
orientation and confusion are also reported. One possible explanation is that the user 
is trying to comprehend both the information itself and what magnification or distor­
tion that is present. This distortion is the result of mathematics that the user may well 
be unfamiliar with. To avoid this situation where the object (the mathematics) of the 
sign vehicle (the distorted image) is not part of the user's world, we have chosen to 
represent it as the cumulative result of the user's own actions. To achieve this the in­
formation is placed on a 2D pliable surface which is manipulated in a 3D space. This 
provides the functionality of multiple arbitrary shaped foci and an intuitive inter­
action metaphor where the user pulls areas of interest closer in order to see them 
better. However, unless the surface is visually convincing it will remain as part of the 
mathematical solution instead of informing the user. 

To make this surface comprehensible we focus on the representatum. The question 
arises of what visual primitives can be used . While work on this issue exists for other 
media (Bertin's for 2D g raphics) there is no corresponding reference for the compu­
ter. Computers allow both areas of extension (time, motion, animation and interac­
tivity) and limitation (Ware indicates orientation becomes ambiguous) . However, 
partly because the computer is still rapidly developing as a media it is a difficult task 
to discover what its visual primitives might be. As a temporary solution we have 
followed Ware's suggestion to consider human perceptual capabilities. The current 
options include using perception of shape from shading, in conjunction with a car­
tographic grid. Toge ther these provide both an intuitive reading and an approximate 
quantitative reading of relative magnification and compression. Having provided a 
spatial metaphor for the distortion complete with visual cues to aid in its reading, the 
question remains to what extent this increases the user's ability to understand multi­
scale views. For instance, does this allow the user to interpret relative distance across 
an area of distortion. Alternatively, as the original image is the actual information of 
interest, the shading and the grid are just intended to support reading of the multi­
scale view. How discrete can they be and still remain effective in visually defining 
the 3-dimensional form of the surface? 
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Informatics is the Formal Branch of the Social Sciences 
when Viewed in the Framework of Semiotics 

Ronald Sta.mper 

Information to be of any value must produce a social effect; this is evident from the 
semiotic framework showing that signs are formed by adding to the physical tokens 
layers of different properties that enable them to generate or modify features of 
our social reality. Informatics has confined itself to the three lower levels where its 
formal methods have been highly successful. I want to indicate how to extend 
informatics from the engineering of information-handling artifacts into the formal 
science of information on all levels. 

Social level: norms, attitudes, commitments, contracts, 

Pragmatics: intentions, conversations, power, 

Semantics: meaning, validity, 

Syntactics: structure, form, deduction, 

Empirics: variety, channel capacity, entropy, 

Physical level: signals, tokens, place, material/energy used, cost. 

All signs have a physical form and consume some scarce material or energy, al­
though usually in trivial quantities, so that on this physical level we account for the 
material costs of information. Whatever the physical realisation of the sign-tokens, 
they must be instances of sign-types that can be repeatedly recognised and these 
have to be transmitted and stored with sufficient empirical reliability before they can 
be used to make syntactic structures of any sophistication, such as software and data­
bases. These three lower levels are the primary concern of computer science but the 
true character of this discipline can only be understood by noting that the signs 
handled by computers and telecoms have no value unless they are also correctly 
used on the upper three levels. 

The upper levels concern the functions of signs that can only be established by 
human action. Well-formed signs ad sign structures can be given meanings - the con­
cern of semantics. Meaningful signs can then be used to express the intentions of 
people - the concern of pragmatics. Finally, interpreting the communicated inten­
tions results in the changing of the dispositions people have to act in various ways, 
whether on particular matters or according to principles applied universally. Collec­
tively, these dispositions constitute what we experience as our social world. 

The norms, the universal dispositions, can be used to model the social fabric that 
persists through the shifting attitudes concerning particular matters. This observa­
tion was the starting point for a study of how to understand social structures as 
systems of norms. For the practical purposes of engineering information systems, this 
concept leads to elegant solutions because the norms define the information required 
for the functioning of the social structure: every sign that plays a social role does so 
by virtue of its place in the condition of some norm and every sign that is social in 
origin is the direct or indirect result of the consequent of some norm. What this mo-
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de! suggests is that we should consider signs and norms together as the two ,,elemen­
tary particles" of the social domain . 

Our research on formalising norm structures and their relationships with signs led 
us to the problem of semantics which then raised the more basic problem of what 
underlying metaphysical position to adopt. The work made limited progress so long 
as we maintained the objectivist position. But a break-though came when we adop­
ted two metaphysical principles quite different from the naive realism that informs 
most work in computer science and data base work in particular. They are: 

l. There is, for all practical purposes, no reality without an agent; 

2. The agent only knows about reality through his/her /its behaviour. 

In fact, the agent does not perceive a ready-made reality but has to construct that 
reality in the process of learning to perceive. The agent must take responsibility for 
the reality so defined, so the agent is always a person or a group. These principles 
give rise to a wff 

agent behaviour (this is a wff in Norma) 

where the behaviour should be thought of, in the sense introduced by Gibson in his 
psychology of perception, as an ,,affordance" which is a repertoire of behaviour that 
is invariant while the agent has access to it. By extension, norms define repertoires of 
social behaviour. We can distinguish the realisation of particular instances of these 
invariants from the realisation of universals which are the abilities to realise particu­
lars. Working at the universal level we can model the dependencies of one invariant 
upon another. Given 

(agent behaviour) 

as a modified agent, it can then enjoy some other behaviour 

(agent behaviour) behaviour - e.g. Stamper upright walk. 

This illustrates a particular realisation of the persistent ability to be upright or to 
walk. Each of these abilities is also an affordance of a universal kind, like a data-type, 
enabling us to use a compact graphical notation for Norma (a language for norms 
and affordances), as illustrated in this social case: 

Society __ nation __ company======= contract - - - - propose 
\ ________ / 

It shows that instances of items on the right can only exist during the existence of 
appropriate ,,ontological antecedents" to the left. The broken line indicates that the 
antecedents is not the contract but a sign for the contract. Each of the universal and 
particular invariants has a start and a finish event, each of which is governed by the 
authority of an agent or a norm, a device that links the formal structure to the social 
system in which it is embedded. 

This model has nothing particular to do with computers; it is concerned with a 
social structure viewed from an information or semiotic perspective. The figure 
shows an ontological structure which is the basis for a formal analysis of meaning in 
terms of behaviour (affordances). The pragmatic aspects can be handled by treating 
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intentions as affordances involving the use of signs (as in the instance of ,,propose" 
in the figure). The social level of analysis is provided by the agent term in the wff 
which, in the illustration is Society at the root, Society being the source of our 
commonsense meanings. But the nation and the company, or pair of companies 
entering into the contract, are more specific agents . Every instance of every 
affordance has its start and finish events with which are associated responsible 
authorities in the form either of agents who exercise discretion or of norms that 
distribute the discretion over a number of agents. 

The resulting formal structure can be interpreted directly by computer. And an 
,,ontological schema" of the kind illustrated above can be used as a schema for a 
semantic, temporal database which generates a technical information system to serve 
the people in the problem domain. The version of the system which also handles the 
norms we call a Normbase because it allows all the social norms to be separated from 
the computer programs and treated as a purely social resource. 

The practical value of semiotics in informatics is demonstrated by the fact that, 
using these methods, we have achieved, in comparison with a package for a large ad­
ministrative system, reductions in development costs by a factor of three even on our 
first attempt, and reductions in support and maintenance costs by a factor of seven 
over a period of several years. 

These ideas are presented in a chapter of the book Signs at Work, edited by 
Andersen & Holmqvist, de Gruyter 1996, in which they are applied to the analysis of 
concepts on each of the semiotic levels introduced above. By means of this kind of 
formal analysis, I hope that semiotics can also be given greater precision than seems 
the rule today. 

The study of information outside its social framework is incomplete. Inside that 
framework informatics or computer science extends naturally into the social domain 
where it derives its value. 
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Joining Icon, Symbol, and Index in One Connectionist Substrate 

Bo Pedersen 

In order to create some common ground for semiotics and informatics, I propose a 
link between the semiotics of C.S. Peirce and the connectionism of Paul Smolensky. 
The link has its starting point in some of the central concepts of connectionism and 
the Peircean categories: 

1: quality neuron, 
quale excitation 

2: relation connection, 
relate weight 

3: representation harmony function, 
representamen hilfmony value. 

Peirce uses these categories to derive his sign types. If we use the connectionist inter­
pretation of the categories above in this derivation we get a connectionist interpreta­
tion of the sign types: 

Icon: A pattern of neurons that can be compared to another pattern of neu 
rons without considering connections or harmony functions, that is, the 
pure (Euclidean) distance between the patterns. 

Index: A pattern of neurons that can be compared to another pattern of neu 
rons by connections alone, that is, without considering the harmony 
function and the pure distances between patterns. This is what Peirce 
calls ,,a correspondence in fact". 

Symbol: A pattern of neurons that can be compared to another pattern of neu 
rons by calculating the harmony of the net with respect to these two 
patterns, and only this way, and because this is the only way it resemb 
Jes the ,,imputed" character of the symbol. 

If we use these interpretations we can have different sign types represented in one net 
in a non-trivial way. If we also consider the tensor product representation of Smo­
lensky, we can represent whole structures of this mix of sign types . 

This could serve as a platform for making ,,semiotic programming" in the connec­
tionist paradigm, or for analysing existing connectionist systems. 

The presentation can be found in full length at: http://www.daimi.aau.dk/~bop/ and comments can 
be send to bop@daimi.aau.dk. 
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Two Paradigms of Modeling 

Peter Stephan 

The design of software implies the use of a different type of models. Besides the dis­
tinction of models according to computer science or semiotic terms there are under­
lying paradigms. Two paradigms are identified: The engineering paradigm and the 
experimental paradigm. 

They imply different methodologies and have consequences for the possible func­
tion of semiotics and computer science in the design of software. To describe the two 
paradigms, two examples of modeling processes were discussed. 

1. The engineering paradigm 

Task: To.model a production process 

Question: Which processes can be described precisely enough so they can be 
implemented technically? 

Methodology: Analysis: identify relevant factors (e.g. resources: work, energy, 
information, capital) of a layout grid for measurement (e.g. intensity of time); 
Data gathering: measure and write data of resources into the grid; 
Structuring: define nodes as point of time, where certain measurements are 
supposed to be met, describe interdependencies, develop logical structure; 
Implementation: transfer found structure to hard- and software system. 

Achievements: controling, steering, planning 

2. The experimental paradigm 

(based on Hans-Jorg Rheinberger's conception: Experiment - Differenz - Schrift (1992)) 

Task: To model a research process 

Question: How can we model the paradoxical activity of creating a setup that 
,,delivers surprises"? 

Methodologi;: Generate hypothetical models, implement in a ,,representational 
space." Scientific objects are identified as: unbound fields of interest, ill 
defined, ,,Machine producing questions". 
Technical objects are identified as: limiting questioning possibilities, access to 
the scientific object, ,,Machine producing answers". 
Register traces (Derrida) 

Achievements: transfer scientific objects into technical objects, transfer technical 
objects into scientific objects. 
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Signs Without Message - The Topographical Dimension of Mediality 
Georg Christoph Tholen 

The task of a non-anthropological or not-instrumentalistic reduced theory of media 
has become very important since the use of the computer ,,as" a medium. 

To develop a historical and systematic philosophy of mediality it is important to 
reflect the concept of a symbolic machine which elaborates the complex theory of 
Lacan (the model of the real, the symbolic order, and the imaginary). In combination 
with the de-constructivist method of J. Derrida (M. Heidegger's concept of Technik), I 
will give some fundamental aspects of a theory of the media in its role of transfer and 
transmission. This theory of mediality as transfer avoids the restrictions of anthropo­
logical and instrumentalistic definitions of the computer and of information. 
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Three topics are discussed: 

1. The Eventual Effect of the World-Wide Web 

Dynamics of the Web 

Jeff Nickerson 

The implications of the web on publishing and distribution are described . The 
question is posed in semiotic terms - what is the final interpretant of the web? 

2. Association 

We can treat the web as a directed graph and analyze for, say, strongly connected 
components. By looking for net traffic we can treat the web as a weighted graph and 
apply other techniques - network flow, and perhaps neural net techniques. We can 
then pose questions such as: what would be the harmony function for the web? We 
discuss hypertext links, and observe that links are associations based on similarity 
that become links based on contiguity. 

3. Suggestion 

The tendency of web multi-media is toward threedimensional immersion with 
kinesthetic components. Citing Peirce, we conclude that the tendency toward 
immersive technology makes the web a powerful vehicle for suggestion. 
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Face-to-Face Communication on the Internet -
Redefining Computer-Mediated Communication 

Anita Noupponen 

I am interested in computers as communication media between humans, how this 
new media affects our ways of behaving and language use. In my contribution, I 
discussed the evolution of video-conferencing and the possibilities that real-time 
video brings to human communication and collaboration over physical distances. 

Human communication on the Internet is still usually seen as text-based, faceless, 
lacking contextualization cues, nonverbal signals etc. The ordinary Internet users 
have, however, already been able to test and utilize the first Internet video-conferen­
cing and audio-conferencing systems. These add several benefits of normal face-to­
face communication to communication in computer networks. So, finally, Internet as 
the global village, acquires two crucial aspects of village life: seeing and hearing the 
other villagers. · 

,,Traditional" video-conferencing systems do not support collaborative use of the 
communication channel, nor do they encourage new innovative uses, or spontane­
ous, informal communication. Internet video-conferencing systems like CU-SeeMe, 
developed by Cornell University, start from the other end. They are not restricted to 
special studios, and do not require dedicated hardware. CU-SeeMe is being deve­
loped in close cooperation with the users. The software is free, easy to install and use, 
and does not require technical personnel, or much technical skill. This gives a possi­
bility for many-to-many communication as an alternative to one-to-one or one-to­
many communication. Many kinds of Internet communities have been formed 
around this application, because of the public or password secured meeting places, 
i.e. programs called reflectors, where people can meet each other without any prepa­
ration. Reflector surfing is a favorite pasttime hobby and could be compared to tv­
channel surfing. A big difference, however, is that here people communicate with 
each other and not with a tv station. 

When we bring videoconferencing from studios to desktops, many new possibili­
ties for different fields of life from education to work and leisure time will open. 
There are already schools using this media. Software like CU-SeeMe or Mbone-based 
video-conferencing tools help us to devise and test new ways of working, studying 
and spending leisure time in tomorrow's world. They are developing new communi­
cation cultures on Internet. They influence our ways of behaving and communica­
ting, but also show that human-computer interaction cannot substitute human­
human communication. Internet video-conferencing systems add many properties of 
face-to-face communication to ,,traditional" text-based computer mediated commu­
nication, and so the computer-mediated communication is not anymore solely face­
less written communication, but it can even be written communication integrated 
with a real time video. The new communication technology is a field where compu­
ter scientists and semioticians as well as linguists, psychologists and sociologists can 
find common research interests, which is also important now when more and more 
people are starting to use computers and Internet for communication. 
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Graphic Evolution - How Signs Develop Over Time 

Leif Allmendinger 

Graphic signs evolve over time 
based on perceptual, cognitive, social, and cultural user needs. 
In this evolution, good representations tend to live and bad ones tend to die. 

What makes one form of representation better than another? 
Better signs are easier to use. 
Effectively, they function as cognitive tools - ,,in the world" knowledge 
that allows people to communicate and solve problems 
while avoiding complex cognitive tasks. 

Both readability and writeability (legibility and sign production) 
determine ,,ease of use", 
and one form of representation may answer only some user needs. 
It is therefore necessary to represent the same information in different ways to 
answer different needs. 

Like biological evolution, 
information design does not evolve in a neat, predictable way. 
In the short run, social, cultural, and political, and technical considerations 
can determine whether people accept a new form of representation. 

Viewing human-computer interface design as evolution 
can shed light on how research may be implemented 
and why societies are slow to absorb improvements in the field. 
It also raises a major question for semioticians -
how do we speed up this natural process? 

Future research will deal with this question. 
Right now, I only know some of the reasons it takes so long. 

Seven things that slow info design evolution: 

1 Principles discovered in one research project may or may not extend to others. 
2 Users may need extensive time to learn how to use better forms of representa 

tion. 
3 Establishing standards may limit innovation. 
4 We don't know how to tell the difference between quality of design strategy 

and quality of implementation. 
5 Cognitive research considers users as isolated information processors. 
6 Evolution requires competing approaches over time. 
7 A response to failure approach to design may be slow to recognize new oppor 

tunities. 
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A Systemic Semiotic Approach to IS Development and Use 

Rodney J. Clarke 

A semiotic model of language called Systemic Functional Linguistics (SFL) has been 
developed by British linguist Michael Halliday and colleagues (Hasan, Martin, Mat­
thiessen, Ventola, Christie and others), and over the last decade it has been extended 
into a general semiotics called Social Semiotics (Kress, Vi'\n Leeuwen, Threadgold, 
Lemke, Thibault and others). Studies which combine both SFL and Social Semiotics 
have been referred to as Systemic Semiotics (Fawcett). Typical application domains 
for Systemic Semiotics have included education and cultural studies. Since 1990, Sys­
temic Semiotics has also been applied to workplaces in general, referred to as organi­
sational semiotics, and to the IS discipline, referred to as semio-informatics (Clarke, 
Cross, O'Brien, and Tebble). The application of Systemic Semiotics to semio-informa­
tics and organisational semiotics holds great potential since traditional information­
theoretic approaches lack, amongst other things, a rigorous definition of context 
needed to describe the conditions under which ,,information" becomes informative. 

Systemic semiotics has been applied to informatics to theorise: 

(i) work practices as textual processes; 

(ii) IS and IT as involved in the production of textual products (reports, schedules, 
invoices); 

(iii) IS and IT as intertwined with the textual products which utilise these products 
(management decision making, sales activities, service encounters with 
clients); 

(iv) the textual processes and products of systems development activities inclu 
ding analysis and design; and 

(v) the evolution of IS in organisations. 
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Information Field: a New World Model? 

Horst Volz 

We know of two ways of getting information or knowledge. The intuitive way takes 
up Dreyfus' notion of gray knowledge. Information is gained by seeing, hearing, and 
acting. The second way takes off with the ancient Greeks. They discovered that sto­
ries can be created in an axiomatic, or - as we would call it- an algorithmic, manner. 
The concept of truth appears, and much later that of rationalism. 

Up to our times, all descriptions of (parts of) the world are contained in models. 
Specifically, matter, energy, and information are but three such models of the world. 
Matter appears to be appropriate in the case of chemical aspects, energy in the case of 
physical problems. Information is a new model that came up by Norbert Wiener's 
work. It appears to be useful for many problems of our time. 

It is obvious that these three models do not describe the whole world. We need 
other models as well. Another abstract division of the world separates the discrete 
from the continuous, yet another one the static from the dynamic aspects. I maintain 
that a hypothetical information field may be appropriate to deal with continuous and 
dynamic problems at the same time. However, its definition is problematic. 
Physicists have, for a long time, successfully worked with the concept of field, but 
they have not given a definition of it. An old problem was pointed out by Faraday. 
He showed that fields need time and they have a velocity. Therefore he named itfare­
off-action. 

When looking for problems that could be described in terms of information fields, I 
first found the typical distance between persons, and later the stream of persons 
walking to and from locations like railway stations, theatres etc. In some of these 
cases it is possible to calculate behaviours. 

Additional aspects are contained in, e.g., 
H. Volz: Information verstehen - Facetten eines neuen Zugangs zur Welt. Braunschweig, Wiesbaden: 
Vieweg-Verlag, 1994 

H. Volz: Meaning Outline of the Term Information. In: K. Kornwachs and K. Jacoby: Information. 
New Questions to a Multidisciplinary Concept. Berlin: Akademie Verlag, 1996, 19-39 
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Conceptual Landscapes of Knowledge: 
A Pragmatic Paradigm for Knowledge Processing 

Rudolf Wille 

An understanding of knowledge based on Peirce's pragmatism can be activated by 
using the metaphor of landscape. This is outlined by discussing conceptual land­
scapes of knowledge within the developments of Formal Concept Analysis. Various 
tasks of conceptual knowledge processing are considered such as exploring, sear­
ching, recognizing, identifying, analyzing, investigating, deciding, improving, re­
structuring, and memorizing. All these tasks are illustrated by examples which show 
the fruitfulness of the landscape paradigm of knowledge. Most of them have been 
implemented by use of the management system TOSCANA. 
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Problems and Questions 
suggested by participants 

During the seminar, participants were asked to do two things: 

• Identify a problem in your field of research (informatics or semiotics, as may 
be the case) that interests you. 

Formulate a specific question that pertains to that problem, and that would 
help solve the problem. Address your question to the other field (semiotics or 
informatics). 

Several persons responded, in writing, to this request. Here are their answers. They 
may indicate directions for further research. 

Leif Allmendinger 
Problem and Question: 
How can semiotics speed up the evolutionary process underlying the field of human-compu­
ter interaction? 

Peter B0gh Andersen 
Problem: 
The relation between language usage and language system. On the one hand, language system 
is an emergent property of the millions of utterances. On the other hand, the system constrains 
the self-same utterances it is made of. 
Question: 
How can emergent properties become independent entities with causal effects? 

Udo Figge 
Problem: 
It seems that the production and transmission of a sign is not enough for the sign to be 
received by some other organism. Rather, it must be accompanied by some key that opens the 
entrances of the other organism. In human language, it seems to be the intonation sentences 
are packaged in, that serves this function. 
Question: 
If a computer becomes part of a human-machine dyad like the one it was alluded to in some 
sessions, and if the computer assumes the role of an initiator of the interaction/cooperation, 
what can be done in order to equip the signs the computer produces with some force that 
opens the attention of the human for the signs? 

Wolfgang Hesse 
Problem and Question: 
About the relation of 

concept (defined by the dichotomy extension/intension) and 
sign ( defined by the semiotic triad). 

Is there a uniform way to view these terms? Is there a (somehow enhanced) triad to cover 
in tensional and extensional aspects? 
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Angelika Hoppe, Ulrike Wilkens 
Thesis: 
To become a medium in the sense of sign, the mediality (mediating function, the functioning 
as a s ign) of a special technique (e.g. the computer) has to be developed (by the users, who 
want to use this technique as a medium for special purposes !?). 
Can we describe the process of developing the medium as dis -covering the signs that the 
technique mediates? 
,, Dis-covering", because we think, a new ,,sign-technique" (like that of the computer) stands 
between the user and the sign, unless it is a fully developed medium. 

Could we say, that discovering the mediality of a sign-technique (in any case?) has to deal 
with the three dimensions of the sign? 
We would describe these phases (not necessarily strictly separated and sequential) as follows: 
1. We focus on the representamen (or the syntactic dimension of the sign): we become ac­
quainted with the ,,surface" (the outmost level) of the signs, we deal with the handling of this 
surface, becoming used to the rules of combining the represen ta men etc. 
2. We concentrate on the relation of the representamen to the object under the special condi­
tions of the technique we have to deal with (the semantic dimension) . 
We explore, what happens to ,,real things" in our domain, when they turn into objects a (com­
puter-based) represen tamen refers to. We find out, what objects are appropriate to be repre­
sented by this special technique, whether they ought to have a special structure/character etc. 

3. The interpretant comes into the center of interest (the pragmatic dimension). The mediality 
(or should we say semioticity?) of the technique has been developed, when we can use it as a 
medium in meaningful situations (work, learning): interpretants can be created, sign processes 
can go on, mediated by a technique, we do not recognize as such any longer(= transparent, 
ubiquitous . .. ) 

Questions we are interested in: 
Does this view (a semiotic one???) help to determine the degree of mediality a technique has 
already obtained in special domains (e.g. education, art)? 
Does it help to find out what to do, to develop the technique to be a medium for our special 
purposes? 
Does this approach allow to make assumptions/predictions about how a technique will or can 
be used in the future? 

Questions (to semioticians, but informaticians may also answer): 
• Are the phases of dis-covering the medium common to other ,,sign techniques" (e.g. 

print, film, hypermedia), for individuals, groups, societies in a similar way? 

Are we right in characterizing a technique as ,,sign", when it functions as a medium? 

Rene Joma 
Problem and Question: 
How to decide between different models in a real problem in information systems design­
development. User models, program models, organizational models, task models, cognitive 
models, expertise models, communication models, etc. 
Are there criteria, decision rules based on semiotic principles that can be used immediately or 
after short adjustments? 
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Solomon Marcus 
Problem: 

Elaboration of some adequate concepts of semiotic machines and their confrontation with the 
existing basic entities in informatics. 
Question: 

Formulate some basic requirements a concept of semiotic machine should fulfill. 

Mihai Nadin 
Problem: 

Learning. 
Question: 
How to design effective learning environments? 

Frieder Nake 

Problem: 

There has to be a (new) thorough and powerful theoretical foundation for informatics, if 
informatics is to become a real science. 
Question: 
In which precise and detailed sense could the concept of a sign contribute to such a theory, 
and which particular concept of sign is well suited for this purpose? 

Clarisse Sieckenius de Souza 
Problem: 
I work with human-computer interaction, as a researcher, a teacher, and a designer. And the 
greatest challenge for me now is to be able to design good interactive systems and to teach my 
students how to do better. 

Questions: 
How can semiotic theory help me to understand my job more deeply (give me insight), and 
achieve better results? I.e ., does semiotic theory have a word to say to designers? 
Peirce seems to be the prevailing reference in all our discussions. Hasn't any alternative view 
in semiotics been able to provide useful perspectives upon ,,computer semiotics" from a 
semiotician's point of view? Why? 
Adler & Winograd have written a book called ,,Usability: Turning Technology into Tools". 
Would any of our semiotician colleagues think of writing something like: ,,Computer 
Semiotics: Turning Philosophy into Technology"? Would he/she be able to give us the very 
high-level approach he/she would take to do it (or the reasons why he/she wouldn't do it)? 

Ronald Stamper 

Problem (from a book I11for111ation& the Second World which I am writing): 
Human welfare derives from: 

2 

physical consumption; 

use of physical capital; 
3 physical competence 
4 semiological competence 

l' defensive expenditure 
2' maintenance 

5 enjoyment of semiological processes 
6 enjoyment of semiological capital(= community) 
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[Items 1 through 3 comprise World-1: physical/economic man, scarce resources; 
items 4 through 6 comprise World-2: semiological/social man, info resources (virtually) unli­
mited; 
items 3 and 4 comprise selfrealisation (work, access, liberty, ... )] 
GNP= 1 including 1' & 2' regarded as positive 
!SW= Index of Sustainasble Welfare= 1 - 1' - 2' and term for 2 & possibly 3 
But no index takes account of 3, 4, 5, & 6 which are of great importance to social semiological 
man. 
Classical economics is content to advise destruction of 3, 4, 5 & 6 for the sake of efficient 
production to satisfy 1. 
Question: 
I-low do we construct an index of se111iologicnl welfare? 

Peter Stephan 
Problem: 
The physical and cognitive coupling of man and environment is identified as a design pro­
blem. Our environments are penetrated more and more by computer technology (ubiquitous 
computing). 
Question: 
What contribution do semiotics and informatics have to offer for the design of intelligent envi­
ronments? 

Dag Svances 
Problem: 
Currently, interactive computer artifacts are represented mainly as text in a formal language. 
Implicit in these languages are the concepts of ,,objective" objects, discrete linear time, and 
static states. My empirical research shows that these concepts are not intuitive to ordinary 
users. They consequently have great problems expressing interactive behavior. 
They seem to conceptualize behavior through metaphor. Their mental processes are more like 
operations on visual images (i.e., visual thinking). I think this is what Lakoff and Johnson call 
image schemata operations. For some reason, our current languages with their logical basis 
inhibit schemata operations like foreground/background switching and mapping. 
Question: 
Is it possible to design formalisms (i.e., tools for thought) that encourage ,,creative" image 
schemata operations like conscious foreground/background switching, metaphor creation, 
and methonymisation? 

Julian Warner 
Problem: 
Saussurean and Peircean traditions and influences in se1niotics. 

Question: 
Which is more valuable to informatics: the Saussurean or the Peircean model of the sign? 
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