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Summary 

The Dagstuhl seminar on Combinatorial Approximation Algorithms brought together 
54 researchers with affiliations in Austria (1), France (1), Germany (11), Hungary (1), 
Iceland (1), Israel (7), Italy (1), Netherlands (2), Russia (1), Sweden (1), Switzerland 
(1), United Kingdom (3), and USA (23). In 35 talks the participants presented their 
latest results on approximation algorithms, covering a wide range of topics. The 
abstracts of most of these talks can be found in this report. Moreover, there is a list 
of open problems that were stated in the open problem session. 

Special events were a hiking tour on Wednesday afternoon and an open problems 
session held on Thursday evening. In the open problem session, Mark Jerrum, Dorrit 
Hochbaum, David Shmoys, Vijay Vazirani, and David Williamson presented lists 
with their favorite open problems. Following the example of Paul Erdos, David 
Williamson offered money rewards for solutions to his open problems; Sanjeev Arora 
and Luca Trevisan managed to solve one of his problems ( on the Rectilinear Steiner 
Arborescence problem) by Friday morning. 

Due to the outstanding local organization and the pleasant atmosphere, this 
seminar was a most enjoyable and memorable event. 

Yuval Rabani 
David Shmoys 

Gerhard Woeginger 
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Abstracts 

Minimizing Service and Operation Costs of Periodic Scheduling 
AMOTZ BAR-NOY 
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We study the problem of scheduling activities of several types under the constraint 
that at most a fixed number of activities can be scheduled in any single period. 
Any given activity type is associated with a service cost, and an operating cost that 
increases linearly with the number of periods since the last service of this type. The 
problem is to find an optimal schedule that minimizes the long-run average cost per 
period. 

Applications of such a model are the scheduling of maintenance service to ma
chines, multi-item replenishment of stock, and minimizing the mean response time 
in broadcast disks. Broadcast disks gained a lot of attention recently, since they are 
used to model backbone communications in wireless systems, Teletext systems, and 
web caching in satellite systems. 

The first contribution of our work is the definition of a general model that com
bines into one several important previous models. We prove that an optimal cyclic 
schedule for the general problem exists and establish the NP-hardness of the prob
lem. Next we show a lower bound on the cost achieved by an optimal solution. Using 
this bound we analyze several approximation algorithms. Next, we give a non-trivial 
9/8-approximation for a variant of the problem that models the broadcast disks ap
plication. The algorithm uses some properties of "Fibonacci sequences". Using this 
sequence we present a 1.57-approximation algorithm for the general problem. Fi
nally, we describe a simple randomized algorithm and a simple deterministic greedy 
algorithm for the problem, and prove that both achieve approximation factor of 2. 
To the best of our knowledge this is the first worst case analysis of a widely used 
greedy heuristic for this problem. 

Joint work with Randeep Bhatia, Seffi Naor, and Baruch Schieber. A full 
version of the paper can be found in: http://W1-vw.cs.umd.edu;-randeep/ and in 
http://www.eng.tau.ac.il/-amotz/publications.html 

Approximating the permanent of a non-negative matrix 
ALEXANDER BARVINOI< 

Let A = ( a;;) be a non-negative n x n matrix. Let us consider the following algorithm 
for approximating the permanent of A (Gaussian version of the Godsil-Gutman esti
mator). Sample n 2 variables u;; at random from the standard Gaussian distribution 
in R with the density ,f,(x) = (1/$) exp{-x2 /2}. Compute an n x n matrix 
B = (b;;) as follows: b;; = u;;._/a;j- Compute a= (det B)2. Output a. 

It is easy to show that the expectation of a is the permanent of A, and, therefore, 
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by the Chebyshev inequality the probability that c, 2: Cper A is at most 1/C for any 
C > 1, so c, is unlikely to overestimate the permanent by a large factor (this remains 
true if we have sampled u;i from any distribution with expectation O and variance 
1 ). Furthermore, it turns out that for some constant c = e_., /2 r::J 0.28, where 'Y is 
the Euler constant, and any O < f < 1, the probability that c, < (cftper A does not 
exceed 8/(n ln2 €) . In other words, c, is unlikely to underestimate the permanent of 
A by more than an exponential in n factor. Using Gaussian distribution is essential, 
this is no longer true for any discrete distribution. 

V.D. Milman suggested that for any 1 > f > 0 there is a polynomial time 
algorithm approximating the permanent within a (1 - ft factor. 

In the course of the talk and shortly thereafter, Martin Dyer and Mark Jerrum 
suggested to modify the algorithm by using complex Gaussian variables U;j. Thus 
u;i have zero expectation, the expectation of ju;iJ2 is 1, and c, = jdetBJ2 . This, 
indeed, improves the constant twice: c = e_., r::J 0.56. 

Fast Approximate Graph Partitioning Algorithms 
GUY EVEN 

We study graph partitioning problems on graphs with edge capacities and vertex 
weights. The problems of b-balanced cuts and k-multiway separators are unified with 
a new problem called minimum capacity p--separators. A p-separator is a subset of 
edges whose removal partitions the vertex set into connected components such that 
the sum of the vertex weights in each component is at most p times the weight of 
the graph. 

We present a new and simple O(log n)-approximation algorithm for minimum ca
pacity p--separators yielding an O(log n)-approximation algorithm both for b-balanced 
cuts and k-multiway separators. In particular, this result improves the previous best 
known approximation factor for k-multiway separators in undirected graphs by a 
factor of O(log k) . We enhance these results by presenting a version of the algorithm 
that obtains an O(log OPT)-approximation factor. The algorithm is based on a tech
nique called spreading metrics that enables us to formulate directly the minimum 
capacity p--separator problem as an integer program. 

Joint work with Seffi Naor, Satish Rao, and Baruch Schieber. 

Improved bounds for acyclic job shop scheduling 
URIEL FEIGE 

In acyclic job shop scheduling problems there are n jobs and m machines. Each job 
is composed of a sequence of operations to be performed on different machines. A 
legal schedule is one in which within each job, operations are carried out in order, 
and each machine performs at most one operation in any unit of time. If D denotes 
the length of the longest job, and C denotes the number of time units requested by 
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all jobs on the most loaded machine, then clearly lb = max[C, DJ is a lower bound 
on the length of the shortest legal schedule. A celebrated result of Leighton , Maggs 
and Rao shows that if all operations are of unit length, then there always is a legal 
schedule of length O(lb), independent of n and m. For the case that operations may 
have different lengths, Shmoys, Stein and Wein showed that there always is a legal 
schedule of length 0(1b(log lb)2), where ( 0) notation is used to suppress log log(lb) 
terms. We improve the upper bound to 0( lb log lb) . Similar to the proof of Leighton, 
Maggs and Rao, our proof makes repeated use of the Lovasz local lemma. Our 
technique for extending the use of the local lemma to the case where operations are 
of different lengths may be of independent interest . We also show that our new upper 
bound is essentially best possible, by proving the existence of instances of acyclic job 
shop scheduling for which the shortest legal schedule is of length f!( lb log lb) . This 
resolves (negatively) a known open problem of whether the linear upper bound of 
Leighton, Maggs and Rao applies to arbitrary job shop scheduling instances ( without 
the restriction to acyclicity and unit length operations). 

Joint work with Christian Scheideler 

Geometric Packing and Dispersion Problems 
SANDOR FEKETE 

We present a number of algorithmic aspects of packing and dispersion of two
dimensional objects into a polygonal domain. 

In the first part, we describe difficulties of packing in two dimensions, highlighting 
differences to one-dimensional problems. In particular, we describe what is and what 
is not known about "Pallet Loading": How many rectangles of size a * b can you fit 
into a rectangle of size A * B? For this problem, it is not known whether there 
is an algorithm with running time bounded by a polynomial in log a, log b, log A , 
log B. Moreover, we do not even know whether the problem belongs to the class 
NP, i. e., whether there always exists an optimal solution that can be described in 
space polynomial in the input length. We give some basic concepts and a number of 
specific questions related to this problem. 

In the second part , we consider geometric dispersion problems, where the objec
tive is to place k objects in a polygonal region with n edges, such that the objects 
are "far away" from each other. The problem of deciding whether k objects of size 
D can be packed into a given region. It was shown by Hochbaum and Maass that 
the related problem of maximizing k for a given D in the case of L 1 distance allows 
a polynomial time approxiamtion scheme. We show that the problem of maximizing 
D for a given k cannot be approximated in polynomial time within a factor better 
than H, unless P=NP. For various versions of the problem, we give polynomial time 
approximation methods, including a method that guarantees a factor of ! for the 
scenario where the objects have to be kept away from the boundary of the region. 

Parts of the material presened are joint work with Christoph Baur (Koln) . 
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A framework for half integrality and 2-approximations 
DORIT S. HOCHBAUM 

We define a class of integer programs for which half integral superoptimal solutions 
are obtained in polynomial time. For some of these problems it is possible to round 
the half integral solution to a 2-approximate solution. This extends the class of 
integer programs with at most two variables per constraint that were analyzed in 
Hochbaum, Meggido, Naor and Tamir, 1993. Interesting problems for which we 
can get superoptimal half integral solutions include the sparsest cut problem, and 
minimum weight edge deletion to obtain a bipartite graph. Problems for which we 
can get 2-approximations include minimum satisfiability, scheduling with precedence 
constraints, optimization of boolean functions in two variables (generalized 2SAT) 
and the feasible cut problem. Certain constraint satisfaction problem are included 
in this framework as well. 

The approximation algorithms here work by solving a minimum cut on a certain 
network associated with the formulation . These algorithms provide an improvement 
in running time and range of applicability compared to existing 2-approximations, if 
any. Furthermore, we conclude that problems in the framework are MAX SNP-hard 
and at least as hard to approximate as vertex cover. 

Problems that are amenable to the analysis provided are easily recognized. The 
analysis itself is entirely technical and only involves manipulation of the constraints, 
transforming them to a totally unimodular system while losing no more than a factor 
of 2 in the integrality. 

Approximate counting: a short introduction 
MARK JERRUM 

One of the great triumphs of theoretical computer science in recent years has been 
the classification of combinatorial optimisation problems according to the accuracy 
within which their solutions can be approximated in polynomial time. Many degrees 
of approximability may be exhibited, ranging from approximation within ratio 1 ±c: 
for any c > 0, to non-approximability within ratio n" for some c, > 0. Counting 
problems are different: under weak assumptions, approximation is either (a) possible 
within ratio 1 ±c in time poly(n,C:- 1 ) or (b) impossible within any polynomial factor 
in polynomial time. (As usual, n is some measure of input size.) In case (a) we say 
that a "fully polynomial randomised approximation scheme" or "FPRAS" exists for 
the problem. 

The most successful approach to constructing FPRAS's has been the "Markov 
chain Monte-Carlo" or "MCMC" method. In this , information about a set of com
binatorial structures is obtained by simulating a random walk on the set of struc
tures. Rapid mixing (i .e., convergence to equilibrium) of this random walk may be 
proved by many methods: canonical paths, geometric arguments or coupling. Non-
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approximability results are hard to come by: existing ones amount to little more 
than observations. 

On the average case behavior of FFD and BFD under discrete distribu
tions 
DAVID S. JOHNSON 

We investigate the asymptotic average case behavior of the First Fit Decreasing 
(FFD) and Best Fit Decreasing (BFD) bin packing algorithms under discrete proba
bility distributions, in particular, ones that allow only a finite number of distinct item 
sizes. We show that for any such distribution and any of a wide class of algorithms, 
including FFD and BFD, the expected wasted space in packings generated by the 
algorithm is either 0(n), 0(y'n), or 0(1), where n is the number of items. We also 
provide an algorithm to determine which alternative applies by treating the number 
of items as a continuous quantity and performing one or more runs of a fluid packing 
algorithm. The algorithm runs in exponential time, which is probably unavoidable 
since the problem of determining which case holds, given a distribution, is NP-hard. 

For the important special case of the discrete uniform distributions U {j, k}, where 
items are of size 1/k, 2/k, . .. ,j/k, for 1 ::; j ::; k and bins have unit size, the fluid 
algorithm runs in time polynomial in k. Here the expected waste is 0( fol when 
j E {k-1, k} and 0(1) when j < ./k or j > k-./k, but is less predictable between 
these extremes, as we show by using the fluid packing algorithm to determine which 
alternative applies for each pair (j, k) with k ::; 2,500. Both linear waste (0(n)) 
and constant waste (0(1)) occur throughout the intermediate region. Even in the 
case of linear waste, however, the packings remain reasonably efficient. For instance, 
for all discrete uniform distributions U {j, k }, the asymptotic ratio of the expected 
number of bins under FFD or BFD to the expected optimal number is bounded by 
169/168 = 1.00595 ... , which occurs when j = 6 and k = 13 (a distribution for which 
the online algorithm Best Fit surprisingly yields constant waste) . 

This is joint work with E.G. Coffman, Jr , P.W. Shor, and R.R. Weber. 

Collecting the best approximation bounds - is it really a good idea? 
VIGGO KANN 

A compendium of NP optimization problems, containing the best approximation 
results known for each problem, is available on the web at 

http://www.nada.kth . se/ viggo/problemlist/ 

The compendium is modeled after the famous list of NP complete problems by Garey 
and Johnson, but is continuously updated with new results . This resource is much 
used ( over 40 accesses every day) and appreciated by researchers in the area from 
the whole world. 
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Since the research area of approximation algorithms is very active there are hun
dreds of new results every year that must be entered into the compendium. In order 
to minimize the work needed by the authors (Pierluigi Crescenzi and Viggo Kann) 
for updating the compendium three web forms have been constructed and made 
available on the home page of the compendium. One form is used for reporting 
improved results, one for reporting results for new problems, and one for reporting 
errors in the compendium. We hope that in the future every researcher publishing a 
new approximation result will report it to us using the web forms. 

An Approximation Algorithm for the Bandwidth of Dense Graphs 
MAREK KARPINSI(( 

We study computational complexity of the problem of approximating the Bandwidth 
of graphs, and matrices. We display an evidence that there are no efficient PTAS 
for this problem, and further design the first constant ratio approximation algorithm 
for it on NP-hard dense instances. The best approximation ratio achievable by our 
method equals 3. · 

Joint work with J. Wirtgen and A. Zelikovsky 

Greedy Strikes Back: Improved Facility Location Algorithms 
SAMIR KHULLER 

A fundamental facility location problem is to choose the location of facilities, such 
as industrial plants and warehouses, to minimize the cost of satisfying the demand 
for some commodity. There are associated costs for locating the facilities, as well 
as transportation costs for distributing the commodities. This problem is commonly 
referred to as the uncapacitated facility location problem. Hochbaum had shown that 
a greedy set covering approach yields an approximation bound of O(log n). Recently, 
the first constant factor approximation algorithm for this problem was obtained by 
Shmoys, Tardos and Aardal (STOC 1997). 

We show that a simple and natural greedy heuristic combined with the Shmoys, 
Tardos and Aardal algorithm, can be used to derive a better approximation guaran
tee. We discuss a few variants of the problem, demonstrating better approximation 
factors for restricted versions of the problem. 

We also show that the problem is Max SNP Hard. However, the inapproximability 
constants derived from the Max SNP hardness are very close to one. By relaxing the 
assumption that P i NP to NP S?; DT IM E[nO(loglogn)] we provide a much stronger 
lower bound on the best possible approximation ratio. This is surprising because we 
show that the problem can be approximated to within small constants. We expect 
this reduction approach to be extended to other problems to provide stronger lower 
bounds on the best possible approximation factors. 

Joint work with Sudipto Guha. 
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A polynomial-time approximation scheme for weighted planar TSP 
PHIL KLEIN 

11 

Given a planar graph on n nodes with costs (weights) on its edges, define the distance 
between nodes i and j as the length of the shortest path between i and j. Consider 
this as an instance of metric TSP. For any c: > 0, our algorithm finds a salesman 
tour of total cost at most (1 + E) times optimal in time n°(11<

2
l. 

Approximation algorithms for scheduling problems with communication 
delays 
ROLF H. MOHRING 

In the last few years, multi-processor scheduling with interprocessor communication 
delays has received increasing attention. This is due to the more realistic constraints 
in modeling parallel processor systems. 

We develop approximation algorithms for minimizing the makespan and the 
weighted sum of completion times for "small" communication delays, arbitrary prece
dence constraints, and parallel identical processors. 

The common underlying idea of our algorithms is to compute first a schedule 
by LP-relaxation and rounding that regards all constraints except for the proces
sor restrictions. This schedule is then used to construct a provable good feasible 
schedule for a limited number of processors by a suitable generalization of Graham's 
list scheduling rule. We thus obtain a simple f-approximation algorithm for the 
makespan, and a 6.14232-approximation algorithm for the weighted sum of comple
tion times. 

Complementing these results , we obtain new polynomial-time exact algorithms 
and NP-completeness results on the class of series-parallel precedence constraints. 

This is joint work with Markus Schaffter and Andreas Schulz, Berlin. 

Relaxed Multicommodity Flow and its Applications in the Design of Ap
proximation Algorithms for Cut-Related Problems 
SEFFI NAOR 

We introduce the notion of relaxed multi-commodity flow and show its usefulness in 
designing approximation algorithms. The problems considered are cut-related prob
lems in graphs. A common framework for designing approximation algorithms for 
such problems is the primal-dual method. In many cases, however, the integrality 
gap is large, and thus, it is not possible to obtain small (constant) approximation 
factors via this approach. We have developed a technique for overcoming this ob
stacle in certain cases by defining A new version of multi-commodity flow which we 
call relaxed multi-commodity flow. The main feature of this new flow function is that 
it distinguishes between inter-commodity and intra-commodity constraints, and re-
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laxes the inter-commodity constraint. We apply this technique to two problems: the 
directed multiway cut problem and the subset feedback set problem. In both cases 
we obtain constant approximation factors which improve upon logarithmic approx
imation factors previously known. The following polynomial time approximation 
algorithms are obtained: 

1. An approximation algorithm that achieves a factor of 2 for the minimum weight 
multiway cut problem in directed graphs. 

2. An approximation algorithm that achieves a factor of 2 for the minimum weight 
subset feedback edge set problem. 

3. An approximation algorithm that achieves a factor of 8 for the minimum weight 
subset feedback vertex set problem. 

This is joint work with Guy Even, Baruch Schieber, and Leonid Zosin. 

Approximating Network Inhibition 
CYNTHIA A. PHILLIPS 

In the network inhibition problem, we wish to expend a limited budget removing 
edges or pieces of edges so as to minimize the resulting maximum s-t flow. The 
problem is strongly /If P-hard. Previous approximation algorithms applied only to 
planar graphs. In this talk, we give a polynomial-time algorithm, based on a linear
programming relaxation of an integer program, that finds an attack with cost B. 
and residual network capacity (max flow) C. such that 

where f > 0, B is the budget (the amount of resources to expend damaging the 
network), and C* is the minimum (optimal) residual capacity for any attack with 
budget B. For example, our algorithm returns a (1, 1 + 1/f)-approximation or a 
(1 + f, 1)-pseudoapproximation, but we do not know which a priori. The parameter 
f biases the nature of the solution, but does not effect the running time. We give 
a generalization to multiple attack methods/budgets and show that computing the 
most cost-effective attack is in P. 

This is joint work with Carl Burch (CMU) , Sven Krumke (U. Wiirzburg), Madhav 
Maranthe (Los Alamos National Laboratory), and Eric Sundberg (Rutgers) . 

Two-Machine No-Wait Flow Shop Scheduling with Missing Operations 
CHRIS N. POTTS 

This paper considers the no-wait scheduling of n jobs in a two-machine flow shop, 
where some jobs require processing on the first machine only. The objective is to 
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minimize the maximum completion time, or makespan. In view of its N ?-hardness, 
we propose three heuristic algorithms, each of which is based on solving optimally a 
related problem that has no missing operations using, for example, the well-known 
algorithm of Gilmore and Gomory. An analysis of the worst-case performance of 
these algorithms is given. The main result is an 0( n log n )-time heuristic which 
generates a schedule with makespan no more than 4/3 times that of an optimal 
schedule. A new proof technique is employed, which has potential application in a 
variety of bin packing and parallel machine scheduling problems. 

Joint work with C.A. Glass and J.N.D. Gupta. 

Online Throughput-Competitive Algorithm for Multicast Routing and 
Admission Control 
MONIKA R. HENZINGER 

We present the first polylog-competitive online algorithm for the general multicast 
problem in the throughput model. The ratio of the number of requests accepted by 
the optimum offiine algorithm to the expected number of requests accepted by our 
algorithm is O(log M(log n + log log M) log n ), where M is the number of multicast 
groups and n is the number of nodes in the graph. We show that this is close to 
optimum by presenting an !1(log n log M) lower bound on this ratio for any random
ized online algorithm against an oblivious adversary, when J\,f is much larger than 
the link capacities. We also show that it is impossible to be competitive against an 
adaptive online adversary. 

As in the previous online routing algorithms, our algorithm uses edge-costs when 
deciding on which is the best path to use. In contrast to the previous competitive 
algorithms in the throughput model, our cost is not a direct function of the edge load. 
The new cost definition allows us to decouple the effects of routing and admission 
decisions of different multicast groups. 

Joint work with Ashish Goel and Serge Plotkin. 

Coin Tosses and LPs: New Approximations in Scheduling 
ANDREAS SCHULZ 

We present a new class of randomized approximation algorithms for scheduling prob
lems by directly interpreting solutions to so-called time-indexed LPs as probabilities. 
The most general model we consider is scheduling unrelated parallel machines with 
release dates ( or even network scheduling) so as to minimize the average weighted 
completion time. The crucial idea for these multiple machine problems is not to 
use standard list scheduling but rather to assign jobs randomly to machines (with 
probabilities taken from an optimal LP solution) and to perform list scheduling on 
each of them. 

For the general model , we give a (2 + €)-approximation algorithm. The best 
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previously known approximation algorithm has a performance guarantee of (16/3 + 
c) [Hall, Shmoys, & Wein 1996]. Our algorithm improves as well upon the best 
previously known approximation algorithms for the special case of identical parallel 
machine scheduling. Moreover, in this case our analysis also reveals an interesting 
insight into scheduling by a-points. In addition, for identical parallel machines 
the algorithm has running time 0( n log n) and can easily be turned into an on-line 
algorithm with the same performance ratio. 

This is joint work with Martin Skutella. 

Approximating Weighted Completion Time Schedules for Parallel Jobs 
UWE SCHWIEGELSHOHN 

A parallel machine with m identical resources is assumed. Further, there are n inde
pendent jobs to be scheduled on the machine such that the total weighted completion 
time is minimized. Each job i has weight the w; and requires m; resources for a time 
period t,. First, a preemptive algorithm is proposed which achieves a performance 
guarantee of 2.37 times the optimum. This algorithm is based on the observation 
that systems can be scheduled in a non preemptive fashion with a performance guar
antee of 2 using a simple list schedule, if for all jobs either m, ~ T or m; > T holds. 
Therefore, the jobs are divided into those two classes and two independent sched
ules are generated. Then, both schedules are interleaved. The algorithmic analysis is 
partly based on the results of Kawaguchi and Kyan (SIAMJC 1986). In a second part 
the preemptive schedule is transformed into a non preemptive schedule by expanding 
the schedule and thus separating jobs which cause preemption from the other jobs. 
By careful selection of the parameters this increases the total weighted completion 
time of the preemptive schedule by at most a factor of 3. Both results together 
yield a performance guarantee of 7.11 for non preemptive schedules improving on 
the previously best known value of 8.53. 

Compact vector summation: how it works in different fields of discrete 
mathematics 
SERGEY V. SEVASTIANOV 

We consider a geometrical problem called compact vector summation problem. Sup
pose that we have an m-dimensional real space IRm with a norm s, and we are given 
a finite family of "short" vectors X = {xi, ... ,xn} C IRm, llxill, ~ 1, with zero 
sum: ~Xj = 0. (Such family of vectors is called s-Jamily.) We wish to find the 
permutation rr = (rr1 , .. . , rrn) for which all partial sums ~j=1 x .,,;, k = 1, . .. , n, are 
within a ball of a minimum possible radius: 
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We show that for any norm s and any s-family of vectors X C !Rm they can be 
summed within a ball of radius m, and the desired permutation rr can be found in 
polynomial time (O(n2m 2

)). 

Next we demonstrate how this result can be applied in different fields of mathe
matics: 

• to prove the Steinitz theorem about the domain of sums of a conditionally 
convergent series in m-dimensional space; 

• to prove Gordon's lemma about a basic family of integral solutions of a homo
geneous linear system (Ax= O); 

• to find an upper bound on the maximum degree D(n) for which there exists a 
D(n)-regular indecomposable hypergraph on n vertices; 

• to find an "almost even" partition of a given annual plan of an enterprise into 
1 parts (4 quarters, 12 month plans, etc.); 

• to construct asymptotically optimal solutions to NP-hard shop-scheduling 
problems (job-shop, e.g.) in polynomial time. 

Greed is good, but guessing is better 
DAVID B. SHMOYS 

We consider approximation algorithms for the metric uncapacitated facility location 
problem: given a set of demand points D and a set of potential facility locations 
F in a common metric space, where the distance between demand point j E D 
and location i E Fis c;;, and, for each i E F , f ; is the cost of opening a facility at 
location i, find S ~ Fat which to open facilities such that Lies f;+ L;eD min;es c;; is 
minimized. Shmoys, Tardos, and Aardal had previously given a 3.16-approximation 
algorithm based on rounding an optimal fractional solution to the linear relaxation 
of the natural integer programming formulation of this problem. We show that their 
techniques, when combined with randomized rounding as well as information given 
by the optimal dual solution, leads to a randomized approximation algorithm with 
expected performance guarantee equal to 2.034. 

This is work done jointly with (and primarily by) my Ph.D. student, Fabian A. 
Chudak. 

Random methods and geometric algorithms 
MIKLOS SIMONOVITS 

Calculating the volume of an m-dimensional convex polytope is NP-hard: actually it 
contains several subcases which are intractable. The best one can hope for is to find 
some approximation, but even this is impossible by deterministic algorithms (Elekes, 
Ba.ra.ny-Fiiredi). Following the break-through of Broder, Jerrum and Sinclair in the 
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Permanent Problem, Dyer, Frieze and Kannan gave a polynomial approximation 
algorithm of a convex body given by a weak separation oracle. Several variations, 
improvements and modification of the original algorithm were found. All these algo
rithms use multiphase Monte Carlo methods, contain random walks on some (pos
sibly infinite) geometrically defined graphs, use some rounding phase and establish 
the fact that the Markov chain corresponding to the random walk is rapidly mixing. 
It turns out that uniform sampling, integration of log-concave functions over convex 
domains and calculating the volume are (in some sense) equivalent. 

Currently the authors, Kannan, Lovasz and Simonovits gave a randomized algo
rithm which, with probability at least 1 - 8, approximates the volume of a convex 
body in then-dimensional space in roughly O(n5

) steps, with relative error smaller 
than e. An interesting feature of this algorithm is that it uses the isotropic position 
of the body. In some sense it also calculates an "almost" Lowner-John ellipsoid in 
o·(n5) steps. 

There is a sharp difference between approximating the volume and the diameter 
(or the width) of a convex body: this later one is superpolynomial even if we use 
randomized algorithms: 

Theorem. Consider a randomized algorithm estimating the diameter of an arbi
trary convex body J( ~ Rn, given by a separation oracle. If the algorithm provides 
a lower bound L(J() and an upper bound U(K) so that 

L(K) :S diam(K) < U(K) 

and 

U(I<)/L(I<) = o (~ 

then it must use superpolynomially many question on the oracle. 
This theorem is sharp. The question: "How many steps are needed to ap

proximate the diameter of a convex body" with a given relative errror T/ (where 
2 :S T/ :S Jn) is strongly connected to the covering problem of a high dimensional 
sphere by smaller spherical caps. 

Joint work with Ravi Kannan and L. Lovasz. 

A new randomized approximation algorithm for the Steiner tree problem 

ANGELIKA STEGER 

In this talk we present an RNC-algorithm for finding a minimum spanning tree in a 
weighted 3-uniform hypergraph, assuming the edge weights are given in unary, and 
a fully polynomial time randomized approximation scheme if the edge weights are 
given in binary. From this result we then derive RNC-approximation algorithms for 
the Steiner problem in networks with approximation ratio (1 + e) 5/3 for all c > 0. 
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Approximation Algorithms for Unsplittable Flow Problems 
CLIFFORD STEIN 

17 

In the unsplittable flow problem, we are given a network and set of commodities 
(source-sink pairs) with associated demands. We seek a single source-sink flow path 
for each commodity so that the demands are satisfied and the total flow routed across 
any edge is bounded by its capacity. The problem is an NP-hard variant of max flow 
and a generalization of single-source disjoint paths with applications to scheduling, 
load balancing and virtual-circuit routing problems. 

We give a simple framework which leads to small constant-factor approximation 
algorithms for, in the single source case, minimizing congestion, maximizing total 
flow, and minimizing the number of rounds needed to route all the flow. In the mul
tiple source case, this framework yields an approximation algorithm for maximizing 
the total flow, and for the disjoint paths problem. 

This is joint work with Stavros Kolliopoulos. 

Approximating Satisfiable Satisfiability Problems 
LUCA TREVISAN 

We study the approximability of the Maximum Satisfiability Problem (MAXSAT) 
and of the boolean k-ary Constraint Satisfaction Problem (MAXkCSP) restricted to 
satisfiable instances. For both problems we improve on the performance ratios of 
known algorithms for the unrestricted case. 

Our approximation for satisfiable MAX3CSP instances is better than any possible 
approximation for the unrestricted version of the problem (unless P = NP). This 
result implies that the requirement of perfect completeness weakens the acceptance 
power of non-adaptive PCP verifiers that read 3 bits. 

We also present the first non-trivial results about PCP classes defined in terms 
of free bits that collapse to P. 

Primal-Dual Approximation Algorithms for Feedback Vertex Problems in 
Planar Graphs 
DAVID WILLIAMSON 

Given a subset of cycles of a graph, we consider the problem of finding a minimum
weight set of vertices that meets all cycles in the subset. This problem generalizes a 
number of problems, including the minimum-weight feedback vertex set problem in 
both directed and undirected graphs, the subset feedback vertex set problem, and 
the graph bipartization problem, in which one must remove a minimum-weight set 
of vertices so that the remaining graph is bipartite. We give a ~-approximation al
gorithm for the general problem in planar graphs, given that the subset of cycles 
obeys certain properties. This results in ?-approximation algorithms for the afore-
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mentioned feedback and bipartization problems in planar graphs. Our algorithms 
use the primal-dual method for approximation algorithms as given in the survey of 
Goemans and Williamson (Chapter 4 in Hochbaum, ed., "Approximation Algorithms 
for NP-hard Problems," PWS, 1997). 

One for the Price of Two: A Unified Approach for Approximating Cov
ering Problems 
REUVEN BAR-YEHUDA 

We present a simple and unified approach for developing and analyzing approxima
tion algorithms for covering problems. We illustrate this on approximation algo
rithms for the following problems: Vertex Cover, Set Cover, Feedback Vertex Set, 
Generalized Steiner Tree and related problems. 

The main idea can be phrased as follows: iteratively, pay two dollars (at most) 
to reduce the total optimum by one dollar (at least) , so the rate of payment is no 
more than twice the rate of the optimum reduction. This implies a total payment 
(i.e., approximation cost) ::; twice the optimum cost. 

Our main contribution is based on a formal definition for covering problems, 
which includes all the above fundamental problems and others. We further extend 
the Bafna, Berman and Fujito Local-Ratio theorem. This extension eventually yields 
a short generic r-approximation algorithm which can generate most known approxi
mation algorithms for most covering problems. 

Another extension of the Local-Ratio theorem to randomized algorithms gives 
a simple proof of Pitt's randomized approximation for Vertex Cover. Using this 
approach, we develop a modified greedy algorithm, which for Vertex Cover, gives an 
expected performance ratio ::; 2. 
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Open Problems 

A collection of open problems 
DAVID WILLIAMSON 
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During the open problems session at Dagstuhl, I listed the following 10 problems as 
interesting and (in my opinion) eminently solvable, except possibly for problems 8 
and 9. For each I will give a cash reward for solving the problem, to be awarded if 
a paper containing the result is accepted to a refereed journal by 1/1/1 ( or another 
arrangement at the judge's discretion) . 

1. ($30) Find an approximation algorithm for the Rectilinear Steiner Arbores
cence problem with a constant performance guarantee less than 2. See Rao, 
Sadayappan, Hwang, and Shor, "The Rectilinear Steiner Arborescence Prob
lem," Algorithmica, 7:277-288, 1992. 

Claimed by Sanjeev Arora and Luca Trevisan, August 22, 1997. 

2. ($40) Find a 2-approximation algorithm for the Survivable Network Design 
Problem with multiple edge copies allowed. See Section 4.2 of Goemans 
and Williamson, "A General Approximation Technique for Constrained Forest 
Problems," SIAM Journal on Computing, 24:296-317, April 1995. 

3. ($40) Find a constant approximation algorithm for the scheduling problem 
QlpreclCma.~ (i .e. scheduling related machines with precedence constraints so as 
to minimize makespan). See Chudak and Shmoys, "Approximation algorithms 
for precedence-constrained scheduling problems on parallel machines that run 
at different speeds," SODA '97, pp. 581-590. 

4. ($30) Give a 2-approximation algorithm for the subset feedback vertex set prob
lem in undirected graphs. See Even, Naor, and Zosin, "An 8-approximation 
algorithm for the subset feedback vertex set problem," FOCS '96, 310-319. 

5. ($40) Give a new proof of the Linial-London-Rabinovich O(log n)-distortion 
embedding for arbitrary metrics by using the dual of Garg's semidefinite pro
gram. See Linial, London, and Rabinovich, "The geometry of graphs and some 
of its algorithmic applications," Combinatorica, 15:215-246, 1995; and Garg, 
"A deterministic O(log k)-approximation algorithm for the sparsest cut prob
lem" (request from Naveen Garg, naveen©mpi-sb.mpg.de). 

6. ($40) Find an approximation algorithm for the Steiner tree problem with con
stant performance guarantee better than 2 that bounds against the bidirected 
linear programming formulation of Steiner tree. Alternatively, give an example 
that shows that a factor of 2 is the best achievable using this formulation. See 
p. 321-322 of Chopra, Gorres, and Rao, "Solving the Steiner Tree problem on 
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a graph using branch and cut," ORSA Journal of Computing 4:320-335, 1992, 
for a definition of the bidirected formulation and empirical evidence that it 
performs well in practice. 

7. ($40) Show that every weighted connected graph can be O(logn)-proba
bilistically-approximated by tree metrics. See Barta!, "Probabilistic Approxi
mation of Metric Spaces and its Algorithmic Applications," FOCS '96, 184-193. 

8. Find an improved approximation algorithm for the sparsest cut problem. 
See Shmoys, "Cut problems and their application to divide-and-conquer," in 
Hochbaum, ed., "Approximation algorithms for NP-hard problems," PWS, 
1997. $50 for a performance guarantee of o(logn), $100 for a constant. 

9. Analyze the max cut semidefinite program given the addition of triangle con
straint inequalities. See Goemans and Williamson, "Improved approximation 
algorithms for maximum cut and satisfiability problems using semidefinite 
programming," JACM, 42:1115-1145, 1995; and Karloff, "How good is the 
Goemans-Williamson MAX CUT algorithm?," STOC '96, 427-434. $100 for a 
tight analysis, otherwise a sliding scale for improvement from .878 up to 16/17. 

10. ($50) Give a combinatorial .878-approximation algorithm for MAX CUT (see 
above). 

Some Open Problems 
MARK JERRUM 

Permanent of a 0,1-matrix. A counting problem is specified by a function 
f : E* -+ IN mapping problem instances encoded in some alphabet E to numbers. 
A randomised approximation scheme for f is a randomised algorithm that takes as 
input an instance x E E" and a tolerance E > 0, and outputs a number Z ( a random 
variable) satisfying 

The randomised approximation scheme is fully polynomial if its running time is 
poly(n,C1) . The phrase "Fully Polynomial Randomised Approximation Scheme" is 
often abbreviated to FPRAS. 

The permanent of an n x n matrix A= (a,j) with (say) integer entries is 

per A= L a1,r.(1)a2,r.(2) • •• an,r.(n), 

" 
where the sum ranges over all permutations rr of { 1, ... , n}. Formally, per A is 
similar to <let A except that all terms have positive sign. Is there an FPRAS for the 
permanent of a 0,1-matrix? The crucial point here is that the matrix is non-negative. 
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If negative entries are allowed, it is hard to determine even the correct sign for per A. 
On the other hand, there is a technique for encoding the permanent of a matrix with 
arbitrary non-negative integer entries as a permanent of a (not too much bigger) 0,1-
matrix. FPRASs are known for some special cases, for example when the matrix A 
is "dense" [JS96] , but the existence of an FPRAS for general 0,1-matrices is open. 

In the absence of an FPRAS, Barvinok asks whether perA can be approximated 
in a weaker sense. More precisely, is there, for every t: > 0, a polynomial-time 
randomised algorithm that outputs a number Z satisfying 

See [B97] for an important step in this direction. 

Random walk on the bases of a matroid. There is a very natural random 
walk on the bases of a matroid Mon ground set S : if the current base is B, select 
e, f E S uniformly at random and let B' +- B EB {e, /}, where EB denotes symmetric 
difference; if B' is a base then move to B', otherwise stay at B. Is this random walk 
rapidly mixing? Precisely, is the !-step distribution within variation distance £ of 
the stationary distribution in t = poly(n, logc:-1 ) steps, where n = ISI? Feder and 
Mihail [FM92] show rapid mixing for "balanced" matroids, a class of matroids that 
strictly includes regular matroids. An extension of this result to an interesting class 
of non-regular matroids would lead to new FPRASs: e.g., for forests of given size in a 
graph (bases of a truncation of a graphic matroid), or connected spanning subgraphs 
of given size in a graph (a truncation of the dual of a graphic matroid). Note that 
the latter counting problem corresponds to "all-terminal reliability" estimation for a 
network with independent edge failures. Rapid mixing is not known even for binary 
matroids. 

Random walk on the independent sets of a matroid. There is an equally 
natural random walk on the independent sets of a matroid Mon ground set S: if the 
current independent set is I, select e E S uniformly at random and Jet I' +- I EB { e }; 
if I' is an independent set then move to I', otherwise stay at J. Even Jess is known 
about this random walk than the one on bases: rapid mixing is not known even for 
graphic matroids. (Note that regular matroids include graphic matroids.) 

Words of given length in a context free grammar. Is there an FPRAS for the 
following problem: given a context-free grammar G (with terminal symbols E) and 
a positive integer m (in unary notation), how many words of length m are there in 
the language L(G) generated by G? Equivalently, and perhaps more naturally, given 
G and m, select a word u.a.r . from L( G) n Em . The difficulty lies in ambiguity: if G 
is an unambiguous grammar then the required number could be computed exactly 
by dynamic programming. Gore et al. [GJKSM97] provide a "quasi-polynomial" 
approximation algorithm-i .e., one with running time exp(polylog(IGI + m))-based 
on iterated Karp-Luby sampling from unions of sets. The existence on an FPRAS 
is open. The non-uniform version of the problem, in which G is not considered to 
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be part of the input, appears to makes sense, and is also open, to the best of my 
knowledge. 

Interesting non-approximability results. There can be no FPRAS for the 
number of independent sets of size at least k in a graph G unless RP = NP, since an 
FPRAS must, a fortiori, distinguish between no independent sets of size k, and some. 
Somewhat less trivially, it is known [Sin93] that there can be no FPRAS for counting 
independent sets of all sizes, unless RP = NP. Roughly, this is because the graph G 
can be "powered" to a graph G' in such a way that almost all independent sets in 
G' correspond to maximum independent sets in G. It would be a significant advance 
to have an example of a counting problem that is non-approximable for some more 
interesting reason. The general 0,1-permanent forms an excellent test case for those 
who conjecture that it does not admit an FPRAS. 

(B97] Alexander Barvinok, A simple polynomial time algorithm to approximate the per
manent within a simply exponential factor, MSRI preprint #1997-031. 

(FM92] Tomas Feder and Milena Mihail, Balanced matroids, Proceedings of the 2,fth 
Annual ACM Symposium on Theory of Computing, ACM Press, 1992, 26-38. 

(GJKSM97] Vivek Gore, Mark Jerrum, Sampath Kannan, Z. Sweedyk and Steve Ma
haney, A quasi-polynomial-time algorithm for sampling words from a context-free 
language, Information and Computation 134 (1997), 59-74. 

(JS96] Mark Jerrum and Alistair Sinclair, The Markov chain Monte Carlo method: an 
approach to approximate counting and integration. In Approximation Algorithms 
for NP-hard Problems (Dorit Hochbaum, ed.), PWS, 1996, 482-520. 

(Sin93] A. J . Sinclair, Randomised algorithms for counting and genemting combinatorial 
structures, Advances in Theoretical Computer Science, Birkhauser, Boston, 1993. 

A List of Open Problems 
MAREK KARPINSKI 

1. Verify the approximation hardness status of the MINIMUM BISECTION problem 
(MAXIMUM BISECTION is known to be MAX-SNP hard) . The problem admits 
a PTAS on dense instances (Arora, Karger, Karpinski, 1995), and the standard 
reductions from MAXIMUM BISECTION do not seem to yield lower approximation 
bounds for this problem. 

2. Design sublinear approximation algorithms working in polynomial time for 
the MINIMUM BISECTION. 

3. Verify approximation hardness of the MINIMUM BANDWIDTH problem. 
The problem does not admit an efficient PTAS (Karpinski , Wirtgen, 1997). The 
problem admits a 3-approximation algorithms on dense instances (Karpinski, Wirt
gen, Zelikovsky, 1997). How about the existence of a PTAS for this problem on dense 
instances? 
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4. Design a sublinear approximation algorithm working in polynomial time for 
the MINIMUM BANDWIDTH. 

5. Design a sublogarithmic approximation algorithm working in polynomial time 
for the MINIMUM SET COVER problem on dense instances. MINIMUM SET 
COVER on dense instances is known to be approximable within ratio cln(n) for any 
c > 0 (Karpinski, Zelikovsky, 1997). 

[AKK95] Arora, S., Karger, D., and Karpinski, M.(1995) , "Polynomial Time Approxima
tion Schemes for Dense Instances of NP-Hard Problems", Proc. 27th ACM STOC 
(1995), pp. 284-293. 

[K97] Karpinski, M.(1997), "Polynomial Time Approximation Schemes for Some Dense 
Instances of NP-Hard Optimization Problems", Proc. 1st Symp. on Randomization 
and Approximation Techniques in Computer Science, RANDOM'97, Lecture Notes 
in Computer Science Vol.1269, Springer Verlag, 1997, pp. 1-14. 

[KW97] Karpinski, M., and Wirtgen, J.(1997), "On Approximability Hardness of the 
Bandwidth Problem", Research Report, Dept. Computer Science, Univ. Bonn, 
1997. 

[KWZ97] Karpinski , M., Wirtgen, J., and Zelikovsky, A.(1997), "An Approximation Al
gorithm for the Bandwidth Problem on Dense Graphs" , ECCC Technical Report TR 
97-017. 

[KZ97] Karpinski, M., and Zelikovsky, A.(1997)," Approximating Dense Cases of Covering 
Problems", ECCC Technical Report TR 97-004. ) 

An Open Problem on Graph Spanners 
PHIL KLEIN 

This spanner question would be useful for generalizing the approximation scheme for 
weighted planar TSP: Given a weighted planar graph G, a subset S of nodes, and a 
parameter c, does there exist a subgraph H such that 

• the weight of His at most a polynomial in 1/c times the weight of a Steiner 
tree in G spanning the nodes in S, and 

• for every pair of nodes u , v belonging to S, the u-to-v distance in H is at most 
1 + c times the u-to-v distance in G. 

Some Open Problems 
ANDREAS SCHULZ 

Acyclic subdigraph and linear ordering problem. Trivial 2-approximation al
gorithms are known. Find an approximation algorithm with worst case performance 
better than 2 or prove that this is impossible. 
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Total completion time with release dates. There is one machine and n jobs 
Ji, j = l, . .. , n, with processing times Pi and release dates ri. The goal is to find a 
feasible schedule that minimizes the sum of all job completion times. An e/(e - 1)
approximation algorithm is known. Does their exist a PTAS? An FPTAS is not 
possible unless P=NP, since the problem is strongly NP-hard. 

Total completion time with precedence constraints. There is one machine 
and n precedence constrained jobs Ji, j = l , ... , n, with processing times Pi and 
weights Wj- The goal is to find a feasible schedule that minimizes the weighted 
sum of job completion times. Several 2-approximation algorithms are known for this 
problem. Does their exist an approximation algorithm with performance guarantee 
strictly less than 2? Does there exist a PTAS for the special case where wi = l for 
all jobs Ji? Or can we show that this special case is not easier than the general case 
with arbitrary nonnegative weights? 

An Open Problem on Non Preemptive Weighted Completion Time Sched
ule for Parallel Jobs 
UWE SCHWJEGELSHOHN 

A parallel machine with m identical resources is assumed. Further, there are n inde
pendent jobs to be scheduled on the machine in a non preemptive fashion such that 
the total weighted completion time is minimized. Each job i has weight the w; and 
requires m, resources for a time period t,. Find a lower bound (or a PTAS) for the 
problem. 

Known Results: 3 different approximation algorithm are known: 

• Chakrabarti et al. [CPS96] presented a method which gives an approximation 
factor of 12 in the deterministic case and an approximation factor of 8.67 if 
randomization is allowed. 

• The use of the SMART algorithm [TSWY94a] gives an approximation factor 
of 8.53 (deterministic) [SLWTY98] . 

• The transformation of a preemptive schedule into a non preemptive one results 
in an approximation factor of 7.11 (see the abstracts of the meeting) . 

There are no results known on lower bounds. However, in the case m, = I for all 
jobs Sahni [Sah76] gave a PTAS. 

Award: $ 50.- (the rules defined by David Williamson apply.) 

[CPS96) S. Chakrabarti, C. Phillips, A.S. Schulz, D.B. Shmoys, C. Stein, and J. Wein . 
Improved approximation algorithms for minsum criteria. In Proceedings of the 1996 
International Colloquium on Automata, Languages and Programming. Springer Ver
lag Lecture Notes in Computer Science, 1996. 

(Sah76] S. Sahni. Algorithms for scheduling independent tasks. Journal of the ACM, 
23:116-127, 1976. 
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[SLWTY98] U. Schwiegelshohn, W. Ludwig, J.L. Wolf, J .J. Turek, and P. Yu. Smart 
SMART bounds for weighted response time scheduling. SIAM Journal on Comput
ing. Accepted for publication . 

[TSWY94a] J.J. Turek, U. Schwiegelshohn, J.L. Wolf, and P. Yu. Scheduling parallel 
tasks to minimize average response time. In Proceedings of the 5'• SIAM Symposium 
on Discrete Algorithms, pages 112-121, 1994. 

A Favorite Open Problem 
DAVID B. SHMOYS 

In this scheduling problem, there are n jobs and m machines, where each job j has 
a processing time Pi and a subset Sj of machines that are capable of processing it. 
Each job j must be assigned to exactly one machine i E Si· The load on a machine 
is total processing time of jobs assigned to it. We wish to find an assignment that 
minimizes the maximum machine load. Lenstra, Shmoys, and Tardos give a 2-
approximation algorithm, and show, for any p < 3/2, that there does not exist a 
p-approximation algorithm for this problem. Give an approximation algorithm with 
constant performance guarantee better than 2. 
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