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Summary of the Dagstuhl Seminar 

"Complexity of Boolean Functions" 

The complexity of Boolean function s is one of the central and classical topics in 
the theory of computation. Despite of some breakthrough results (e. g., exponential 
lower bounds on the monotone circuit complexity, bounded depth unbounded fan-in 
circuits, and linear depth branching programs, or the classification of bounded-width 
polynomial-size branching programs by NC1

) there still seems to be a long way to go 
before successfully establishing large lower bounds in the case of unrestricted circuits 
over complete bases . Besides the classical lower bound and classification problems 
people active in this area are working on related topics like communication complex
ity, neural nets, quantum computing, and learning. 
The organizers are happy that 37 researchers followed their invitation to Dagstuhl, 
they came from Germany (17 including guests from Poland and Lithuania), USA (5), 
Canada (4), Japan (4), Austria (2), Czech Republic (2), England, Netherlands, and 
Russia. 
The 27 talks captured many of the aspects of Boolean function complexity. There were 
several talks on branching programs (also for variants with applications in CAD and 
verification), circuits, communication complexity, and learning. Further talks focussed 
on algebraic methods . Aspects like randomization and nondetenninism were consid
ered as well as quantum computing and cryptography. Besides some classical au
tomata problems also related topics on algorithms and data structures were discussed. 
The schedule contained an open problem session and an evening discussion on new 
models motivated from biocomputing. 
Perhaps more important than the "official" sessions were the many informal discus
sions inspired by the Dagstuhl atmosphere. The participants also found time for the 
traditional Wednesday hike, a table tennis tournament, and a wine party. 

The organizers 

David Mix Barrington, Rudiger Reischuk, and Ingo Wegener 
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Seminar Program 

Monday, November I st, 1999 

9.10- 9.45 Kazuo lwama, Kyoto 
Oblivious vs. Non-Oblivious Branching Programs 

9.50 - 10.20 Peter Savicky, Prague 
A Hierarchy Result for Read-Once Branching Programs 
with Restricted Parity Nondeterminism 

10.40- I I. 15 Detlef Sieling, Dortmund 
Lower Bounds for Linear Transformed OBDDs and FBDDs 

11.20 - 12.00 Elizabeta Okol'oishnikova, Novosibirsk 
On Operations over Boolean Functions 

15.30- 16.10 Thomas Zeugmann, Fukuoka 
On the Complexity of Learning Boolean Functions 

16.20 - 17 .00 Peter Damaschke, Hagen 
Leaming Boolean Functions with few Relevant Variables by Queries 

17. 10 - 17.50 Hans Ulrich Simon, Bochum 

9.00- 9.40 

9.45- 10.25 

10.45- 11.25 

I 1.30 - 12.05 

15.30- 16.10 

16.15 - 16.40 

16.45 - 18.00 
19.30 

Combinatorial Invariants of Boolean Concept Classes 
and Their Relation to Query Complexity 

Tuesday, November 2nd, 1999 

Wolfgang Maass, Graz 
On the Computational Power of Winner-Take-All 
Anna Gal, Austin 
On the Sensitivity of Multiple Output Boolean Functions 
Harry Buhrman, Amsterdam 
Quantum Communication Complexity Lower Bounds by Polynomials 
Thomas Thierauf, Ulm 
The Complexity of Problems in Linear Algebra 
Pierre McKenzie, Montreal 
Polynomial Replacement Systems 
Mario Szegedy, Murray Hill 
Dynamic Problems 
Open Problems Session 
Discussion: From Threshold Circuits to Cortical Circuits 
Moderator: Wolfgang Maass 
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Wednesday, November 3rd, 1999 

9.00- 9.30 Uwe Schiining, Ulm 
Randomized Algorithms for k-SAT 

9.35 - l0. 15 Andreas Jakoby, Toronto 
Average Case Complexity of Unbounded Fan-in Circuits 

l 0.40 - 11.20 Matthias Krause, Mannheim 
On the Minimal Hardware Complexity of Pseudorandom Function Generators 

11.25 - 12 .05 Maciej Liskiewicz, Lubeck 
On Dynamic Process Graphs 

Thursday, November 4th , 1999 

9.00 - 9.40 Juraj Hromkovic, Aachen 
Communication Complexity and Lower Bounds 

9.45 - 10.25 Martin Sauerhoff, Dortmund 
Guess and Verify vs . Unrestricted Nondeterminism 

10.50 - 11 .20 Stasys Jukna, Dortmund 
Branching Programs with Bounded Uncertainty I 

11 .25 - 12.00 Stanislav Zak, Prague 
Branching Programs with Bounded Uncertainty IT 

16.00 - 16.40 Akira Maruoka, Sendai 
Some Properties of Modulo m Circuits Computing Simple Functions 

16.45 - 17 . 15 Prabhakar Ragde, Waterloo 
The Smallest Common Supertree-Major Problem 

17 .20-17.50 Eric Allender, Piscataway 
Planarity Testing 

Friday, November 5th, 1999 

9.00 - 9.40 Denis Therien, Montreal 
Programs over Fini te Monoids 

9.45 - l0.20 David Mix Barrington, Amherst 
The Complexity of Some Problems on Groups Input as 
Multiplication Tables 

10.45 - 11.15 Georg Schnitger, Frankfurt 
Las Vegas Automata 

11.20- 12.00 Ingo Wegener, Dortmund 
Asymptotically Optimal Lower Bounds for OBDDs 
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Oblivious vs. Non-Oblivious Branching Programs 

Kazuo Iwama (Kyoto University, Japan) 

(Joint work with Toshiro Takase and Yasuo Okabe.) 
It is shown that oblivious branching programs are exponential ly slower than non
oblivious branching programs for some Boolean functions. Namely there exists a 
Boolean function f such that f needs O(nlogn) depth for oblivious BPs but O(log3 n) 
depth is enough for read-once syntactic BPs. 
It is also shown that any BP of depth d can be simulated by an oblivious BP of depth 
dn/ log log n . Therefore, if there is a Boolean function which can be computed by a 
BP of depth O(lognloglogn) and which needs O(nlogn) depth for oblivious BPs, 
then it can be regarded as an optimal speedup for BPs. Our current result is weaker 
than this. 

A Hierarchy Result for Read-Once Branching Programs with 
Restricted Parity Nondeterminism 

Petr Savicky (Academy of Sciences, Prague, Czech Republic) 

(Joint work with Detlef Sieling.) 
Restricted branching programs appear to be an important model for representing 
Boolean functions in applications. Understanding of the properties of different re
strictions may help to find stronger models. 
We investigate read-once branching programs with restricted parity nondeterminism, 
which means that the only nondeterministic node is the source and the acceptance 
mode is the parity one. We prove a proper hierarchy for such b. p. with respect to the 
out-degree of the source node. 
Our result contributes to the understanding of parity nondeterminism and its iteraction 
with adaptive ordering of the variables. 
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Lower Bounds for Linear Transformed OBDDs and FBDDs 

Detlef Sieling (Universitat Dortmund, Germany) 

Linear Transformed Ordered Binary Decision Diagrams (LTOBDDs) have been sug
gested as a generalization of OBDDs for the representation and manipulation of 
Boolean functions. Instead of variables as in the case of OBDDs, linear tests , i. e., 
tests of parities of variables, may be perfo,med at the nodes of an LTOBDD, where an 
ordering of the linear tests has to be respected. By this extention, it is possible to rep
resent functions in polynomial size that do not have polynomial size OBDDs, e.g. the 
characteristic functions of linear codes. We extend the fool ing set method in order to 
prove exponential lower bounds for LTOBDDs, and apply this method to an explicitly 
defined function. 
We also consider two possibilities to introduce linear transformations into read-once 
branching programs!FBDDs (Free Binary Decision Diagrams) and call the resulting 
variants of FBDDs LTFBDDs and strong LTFBDDs. We separate these two variants 
by proving a polynomial upper bound for strong LTFBDDs and an exponential lower 
bound for LTFBDDs for a modified version of the matrix storage access function. By 
all the upper and lower bound results we also separate the classes of functions with 
polynomial size LTOBDDs, LTFBDDs and strong LTFBDDs from the corresponding 
complexity classes for several other variants of branching programs. 

On Operations over Boolean Functions 

Elizabeta Okol 'nishn.ikova (Sobolev Institute of Mathematics, Novosibirsk, Russia) 

It is shown that the operation of the geometrical projection and the operation of the 
monotone extension can lead to the increase of the complexities of Boolean functions 
for some kinds of schemata without restrictions. It is shown that there exists some rela
tion between complexities of Boolean functions for nondeterministic and deterministic 
read-k-times branching programs on one hand and between complexities of Boolean 
functions and their geometrical projection for read-k-times detenuinistic branching 
programs on the other hand. It is also shown that there exists some relation between 
the operation of the geometrical projection and the operation of monotone extension. 



On the Complexity of Learning Boolean Functions 

Thomas Zeugmann (Kyushu University, Fukuoka, Japan) 

(Joint work with Riidiger Reischuk.) 

We advocate to analyze the average complexity of learning problems. An appropri
ate framework for this purpose is introduced. Based on it we consider the problem of 
learning monomials and the special case of learning monotone monomials in the limit 
and for on-line predictions in two variants: from positive data only, and from positive 
and negative examples. The well-known Wholist algorithm is completely analyzed 
with respect to its average-case behavior with respect to the class of binomial distri
butions. We consider different complexity measures: the number of mind changes, the 
number of prediction errors, and the total learning time. Tight bounds are obtained 
implying that worst case bounds are too pessimistic. On the average learning can be 
achieved exponentially faster. 

Furthermore, we study a new learning model, stochastic finite learning, in which, in 
contrast to PAC learning, some infonnation about the underlying distribution is given 
and the goal is to find a correct (not only approximatively correct) hypothesis. We 
develop techniques to obtain good bounds for stochastic finite learning from a precise 
average case analysis of strategies for learning in the limit and illustrate our approach 
for the case of learning monomials. 
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Learning Boolean Functions with Few Relevant Variables by 
Queries 

Peter Damaschke (Fernuniversitat Hagen, Germany) 

We consider exact learning of monotone Boolean functions by membership queries, 
in case that only r of the n variables are relevant. The learner proceeds in a number 
of rounds. In each round he submits a set of queries which may be chosen depending 
on the outputs from previous rounds to the function oracle. In a STOC '98 paper we 
proved that 0(2r + rlogn) queries in O(r) rounds are sufficient . While the query 
bound is optimal for trivial information-theoretic reasons, it was open whether par
allelism can be improved without increasing the amount of queries. Here we prove 
a negative answer: 0(r) rounds are necessary in the worst case, even for learning a 
very special type of monotone function. The proof is an adversary argument exploit
ing a distance inequality in binary codes. More generally, we obtain a lower bound 
for the queries vs. rounds tradeoff, however it remains open whether this bound is 
tight. On the other hand, a Las Vegas strategy based on another STOC '98 result can 
learn monotone functions in 2 log2 r + 0(1) rounds, without using significantly more 
queries. (Actually, more function classes are learnable in the same way.) We also study 
the constant factors in nearly query-optimal deterministic strategies. 

Combinatorial Invariants of Boolean Concept Classes and 
Their Relation to Query Complexity 

Hans Ulrich Simon (Ruhr-Universitat Bochum, Germany) 

The results, presented during the talk, are part of a joint work with Jose Balcazar, 
Jorge Castro, and David Guijarro. An extended abstract of this work will appear in the 
proceedings of ALT '99 (Springer-Ver!ag, LNAI Series) . 
We prove a new combinatorial characterization of polynomial Jearnability from equiv
alence queries, and state some of its consequences relating the leamability of a class 
with the learnability via equivalence and membership queries of its subclasses ob
tained by restricting the instance space. Then we propose and study two models of 
query learning in which there is a probabil ity di stribution on the instance space, both 
as an application of the tools developed from the combinatorial characterization and 
as models of independent interest. 
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On the Computational Power of Winner-Take-AU 

Wolfgang Maa5s (Technische Universitat Graz, Austria) 

Winner-Take-All and its variants are common computational operations in artificial 
neural networks, models for biological neural systems, and analog VLSI. We show 
that Winner-Take-All requires quadratically many gates on any feedforward threshold 
circuit. On the other hand arbitrary threshold circuits of depth 2 can be simulated by a 
single Winner-Take-All gate applied to positive weighted sums. Thus Winner-Take-All 
is shown to be a surprisingly powerful and versatile computational operation. 

For details see #119 on http://www.cis.tu-graz.ac.at/igi/maass 

On the Sensitivity of Multiple Output Boolean Functions 

Anna Gal (University of Texas at Austin, USA) 

(Joint work with Adi Rosen.) 
The sensitivity of a function on a given input is the number of variables, such that 
changing the value of just one variable at a time, changes the value of the function. The 
sensitivity of the function is the maximum of its sensitivity over all inputs. We give 
an almost tight upper bound on the sensitivity of multiple-output Boolean functions in 
terms of the sensitivity of each coordinate, and the size of the range of the function. 
More formally, we prove the following theorem: Let F be an m-output Boolean func
tion such that the sensitivity of each of its coordinate function s is at most k. If the 
range of F contains at most D different values then the sensitivity of F is at most 
4k(log D + 2). 
Note that the restriction on the size of the range of F can be interpreted as a condition 
on the "correlation" between the coordinate functions. Our results show that even if 
the range of Fis an arbitrary subset of size 2q of the m-dimensional Boolean cube, the 
sensitivity of F cannot be much larger than the sensitivity of functions whose range is 
restricted to a q-dimensional subcube. Our bound is almost tight, as for q independent 
coordinates the sensitivity kq is achieved. 
Using the above theorem we prove a tight lower bound (up to a small constant factor) 
on the number of rounds required to privately compute a Boolean function . The lower 
bound is given in terms of the sensitivity of the function being computed, and the 
amount of randomness used by the protocol overall. 
We believe that the theorem about sensitivity is of independent interest, and may find 
additional applications. 
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Quantum Communication Complexity Lower Bounds by 
Polynomials 

Harry Buhrman (CWI Amsterdam, The Netherl ands) 

(Joint work with Ronald de Wolf.) 
The quantum version of communication complexity allows Alice and Bob to com
municate qubi ts and/or to make use of prior entanglement (shared EPR-pairs). Some 
lower bound techniques are available for qubit communication, but except for the inner 
product function, no bounds are known for the model with unlimjted prior entangle
ment. We show that the "log rank" lower bound extends to the strongest model (qubit 
communication + prior entanglement). By relating the rank of the communication ma
trix to properties of polynomials, we are able to derive some strong bounds for exact 
protocols. In particular, we prove both the " log-rank conjecture" and the polynomial 
equivalence of quantum and classical communication complexity for various classes 
of functions . We also derive some weaker bounds for bounded-error protocols. 

The Complexity of Problems in Linear Algebra 

Thomas Thierauf (Universitat Ulm, Germany) 

(Joint work with Thanh Minh Hoang.) 
We investigate the computational complexity of some important problems in linear 
algebra. 

• The problem of verifying the characteristic polynomial of a matrix is known to 
be in the complexity class C=L (exact couming logspace). We show that it is 
complete for C=L-

• The problem of deciding whether two matrices are similar is known to be in 
the complexity class AC0(C =L), the AC0-closure of C =L. We show that it is 
complete for this class. 

This answers open questions posed by Santha and Tan. 
A central open problem in thi s area remains open however: 

• ls C =L closed under complement? 

This in known for nondeterministic logspace , NL (Immerman and Szelepcsenyi) and 
for symmetric logspace, SL (Nisan, Ta-Shma). It is triv ially true for probabilistic 
logspace, PL, and, at least in the non-un iform setting, for unambiguous logspace, UL 
(Allender, Reinhardt). 

A full paper wi ll be avai lable soon at http ://www.informatik.uni-ulm.de/abt/ti/thie rauf 
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Polynomial Replacement Systems 

Pierre McKenzie (Universite de Montreal, Canada) 

(Joint work with Heribert Vollmer and Klaus Wagner.) 

We discuss the problems of counting proof trees (as introduced by Venkateswaran and 
Tampa) and counting proof circuits, a related but seemingly more natural question. We 
show that counting proof circuits is #P-complete. The problems of counting proof trees 
and proof circuits lead to a common generalization of straight-line programs which we 
call polynomial replacement systems. We suggest a classification of these systems and 
we consider the complexity of relevant computational problems. 

Dynamic Time Complexity 

Mario Szegedy (AT&T Labs, Murray Hill, USA) 

Dynamic algorithms compute a function for continuously updated inputs. The se
quence of updates is potentially infinite. The dynamic time (DYNTIME) for comput
ing a function with respect to a given algorithm is the maximum computation time 
in between two input-updates maximized over all input sequences. A function is in 
dynamic time f(n) (DYNTIME(J(n))) if there exists an algorithm which computes 
it within dynamic time f(n) . We study the question: P ~ DYNTIME(polylog) ? 
(To avoid trivial counter-examples an arbitrary polynomial time preprocessing is al
lowed.) We propose several conjectures that would lead to a negative answer to the 
above question. (Report on an ongoing research with Mikkel Thorup.) 
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Randomized Algorithms for k-SAT 

Uwe Schoning (Universitat Ulm, Germany) 

We consider some very easy randomized algorithms for 3-SAT, more generally for k
SAT, and even more generally, for arbitrary (discrete) constraint satisfactio_n problems. 
The first algorithm selects a starting assignment at random, and then, by some deter
ministic backtracking procedure determines if there is a satisfying assignment within 
Hamming distance an from the initial assignment. The best choice for a is 1 / 4 in the 
case of 3-SAT and 1/(k + 1) in the case of k-SAT. It turns out that the complexity 
is 1.5n, and for general k-SAT, (2k/(k + l)t- An improvement is obtained by sub
stituing the backtracking procedure by some random walk. In each step a clause not 
being satisfied by the actual assignment is selected, then the value of some randomly 
selected literal in that clause is flipped. It turns out that the complexity is ( 4/3t in the 
case of 3-SAT, and in case of a constraint satisfaction problem with domain sized and 
constraint order l', the complexity is (d(l - 1/£)t . 

Average Case Complexity of Unbounded Fanin Circuits 

Andreas Jakoby (Universi ty of Toron to, Canada) 

(Joint work with Rudiger Reischuk (Med. Universitat zu Lubeck).) 

Hastad has shown that functions like PARITY cannot be computed by unbounded 
fan in circuits of small depth and polynomial size. We generalize this result in two 
directions. First, we obtain the same tight lower bound for the average case. This is 
done by estimating the average delay - the natural generalization of circuit depth to an 
average case measure- of un bounded fanin circuits of polynomial size, resp. their error 
probability given an upper bound on the maximal delay. These bounds are obtained by 
extending the probabilistic restriction method to an average case setting. 
Secondly, we completely class ify the set of paral lel prefix functions -for which PAR

ITY is just one example - with respect to their average delay in unbounded fanin 
circuits of a given size. It is shown that only two cases can occur: a parallel prefix 
functions either has the same complexity as PARITY, that is the average delay has to 
be of order 8(log n/ log logs) for circuit of sizes, or it can be computed wi th constant 
average delay and almost linear size - there is nothing in between. This classification 
is achieved by analyzing the algebraic structure of the semigroups that correspond to 
parallel prefix functions. 
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On the Minimal Hardware Complexity of 
Pseudorandom Function Generators 

Matthias Krause (Universitat Mannheim, Germany) 

(Joint work with Stefan Lucks.) 

A set of n-ary Boolean functions F is called a pseudorandom function generator 
(PRFG) if communicating with a randomly chosen secret function from F via mem
bership queries cannot be efficiently distinguished from communicating with a truly 
random function. We ask for the minimal hardware complexity of a PRFG. Apart 
from the fact that this is an interesting challenge for complexity theory, the study of 
this question is also motivated by design aspects of secure secret key cryptosystems. 
On the one hand one chooses encryption algorithms with very fast hardware imple
mentations. But on the other hand one requires that each output bit behaves like a 
PRFG. 

We show that (via widely believed cryptographic hardness and number-theoretic as
sumptions) TC~ contains a PRFG. On the other hand, by giving universal efficient dis
tinguishing algorithms we prove that complexity classes like AC0

, LT1 (AC0
), LT1 ( EB ), 

AC0(p], p prime, and complexity classes induced by depth restricted polynomial size 
BDDs are to weak for containing PRFGs. Moreover, we relate our concept of distin
guishability to learnability of Boolean concept classes and to the concept of natural 
proofs and strengthen the main observation of Razborov and Rudich on lower bound 
arguments and cryptographical weakness. 
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On Dynamic Process Graphs 

Maciej Liskiewicz (Med. Universitlit Liibeck, Gennany) 

(Joint work with Andreas Jakoby and Rudiger Reischuk.) 

In parallel and distributed computing scheduling low level tasks on the available hard
ware is a fundamental problem. Traditionally, one has assumed that the set of tasks 
to be executed is known beforehand. Then the scheduling constraints are given by a 
precedence graph. Nodes represent the elementary tasks and edges the dependencies 
among tasks. This static approach is not appropriate in situations where the set of tasks 
is not known exactly in advance, for example, when different options how to continue 
a program may be granted. 

In this paper a new model for parallel and distributed programs, the dynamic process 
graph, will be introduced, which represents all possible executions of a program in a 
compact way. The size of this representation is small - in many cases only logarith
mically with respect to the size of any execution. An important feature of our model 
is that the encoded executions are directed acyclic graphs having a "regular" structure 
that is typical of parallel programs. 

Dynamic Process Graphs embed constructors for parallel programs, synchronization 
mechanisms as well as conditional branches. With respect to such a compact repre
sentation we investigate the complexity of different aspects of the scheduling problem: 
the question whether a legal schedule exists at all and how to find an optimal schedule. 
Our analysis takes into account communication delays between processors exchanging 
data. 

Precise characterization of the computational complexity of various variants of this 
compact scheduling problem will be given in this paper. The resu lts range from easy, 
that is NL-complete, to very hard, namely NEXPTIME-cornplete. 
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Communication Complexity and Lower Bounds 

Juraj Hromkovic (RWTH Aachen, Germany) 

Communication complexity of two-party (multiparty) protocols has established itself 
as a successful method for proving lower bounds on the complexity of concr~te prob
lems for numerous computing models. While the relations between communication 
complexity and oblivious, semilective computations are usually transparent and the 
main difficulty is reduced to proving nontrivial lower bounds on the communication 
complexity of given computing problems, the situation essentially changes, if one con
siders non-oblivious or multilective computations . The known lower bound proofs for 
such computations are far from being transparent and the crucial ideas of these proofs 
are often hidden behind some nontrivial combinatorial analysis. The aim of this pa
per is to create a general framework for the use of two-party communication protocols 
for lower bound proofs on multilective computations. The result of this creation is 
not only a transparent presentation of some known lower bounds on the complexity of 
multilective computations on distinct computing models, but also the derivation of new 
nontrivial lower bounds on multilective VLSI circuits and multilective planar Boolean 
circuits. In the case of VLSI circuits we obtain a generalization of Thompson's lower 
bounds on .4T2 complexity for multilective circuits. The !1(n2) lower bound on the 
number of gates of any k-multilective planar Boolean circuit computing a specific 
Boolean function of n variables is established for k < ½ log2 n. 

Another advantage of this framework is that it provides lower bounds for a lot of 
concrete functions. This contrasts to the typical papers devoted to lower bound proofs, 
where one establishes a lower bound for one or a few specific functions. 
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Guess and Verify vs. Unrestricted Nondeterminism for OBDDs 

Martin Sauerhoff (Universitlit Dortmund, Germany) 

It is well-known that an arbitrary nondeterministic Turing machine can be simulated 
with polynomial overhead by a so-called "guess-and-verify" machine. It_ is an open 
question whether an analogous simulation exists in the context of space-bounded com
putation. In this talk, a negative answer to this question is given for nondeterministic 
OBDDs. If it is required that all nondeterministic variables are tested at the top of the 
OBDD, i. e., at the beginning of the computation, this may blow-up the size exponen
tially. 
This is a consequence of the following main result presented here. There is a sequence 
of Boolean functions f n : {O, 1 }n -, {O, 1} such that fn has nondeterministic OBDDs 
of polynomial size with O (n 113 log n) nondeterministic variables, but fn requires ex
ponential size if only at most O(Jogn) nondeterministic variables may be used. 

A preliminary version is available at: 

http://1s2-www.cs .uni-dortmund.de/~ sauerhof 

On Branching Programs with Bounded Uncertainty 

Stasys Jukna (Universitlit Dortmund, Germany) 

and Stanislav Zak (Academy of Sciences, Prague, Czech Republic) 

We propose an information-theoretic approach to proving lower bounds on the size of 
branching programs. The argument is based on Kraft-McMillan type inequalities for 
the average amount of uncertainty about ( or entropy of) a given input during various 
stages of the computation. We first demonstrate the approach for read-once programs. 
Then we introduce a strictly larger class of so-called "gentle" b.p. and, using the 
suggested approach, prove that some explicit Boolean functions , including the Clique 
function and a particular Pointer function (which belongs to AC0

), cannot be computed 
by gentle program of polynomial size. 
These lower bounds are new since explicit functions, which are known to be hard 
for all previously considered reading-restricted classes of branching programs (such 
as (1, +s)-programs or syntactic read-k-times programs) can be easi ly computed by 
gentle programs of polynomial size. 
Finally, we argue how the suggested approach could be used to prove a super-poly
nomial lower bound for unrestricted branching programs, and present one candidate 
for such hard function based on partial t-designs. 

Preliminary version is available at: http://1s2-www.cs.uni-dortmund.de/~ jukna 
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Some Properties of Modulo m Circuits Computing Simple 
Functions 

Akira Maruoka (Tohoku University, Sendai, Japan) 

(Joint work with Kazuyuki Amano.) 

A MODm gate is a Boolean gate with unbounded fan-in which outputs is O if and only 
if the sum of its inputs is divisible by m. A MODm circuit is a circuit that consists 
solely of MODm gates. It is a long standing open problem to derive a superlinear 
lower bound on the size complexity of depth three MODm circuits that compute some 
function in NP. 

In this paper, we investigate the complexity of constant depth MOD2p circuits, where 
p is an arbitrary prime number. It consists of two parts : 

(i) A (MODp, MOD2) circuit is a depth two circuit with MOD2 gates at input level 
connected to a MODp gate at the output. We give a procedure that converts a 
MOD2p circuit with an arbitrary finite depth to a (MODp, MOD2) circuit without 
changing the function that the MOD2p circuit computes. 

(ii) We verify that (MODp, MOD2) circuits computing non-trivial symmetric func
tions have rich connection between the input gates and the input variables of the 
circuits. The statement stated in a technically rigorous way is proved by Fourier 
analysis. 

So if we can show that, for any linear size constant depth MOD2p circuit C computing 
a non-trivial symmetric function, a circuit obtained from C by the procedure described 
in (i) can not implement the rich connection described in (ii), then we could have 
a superlinear lower bound on the size of MOD2p circuit computing the non-trivial 
symmetric function. 

Although we are not so far successful in obtaining some lower bounds along this strat
egy, we derive an exponential lower bound on the size of (MODp, • - •, MODp, MOD2p) 
circuits computing non-trivial symmetric functions. 
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The Smallest Common Supertree-Major Problem 

Prabhakar Ragde (University of Waterloo, Canada) 

(Joint work with Naomi Nishimura (Waterloo) and Dimitrios Thilikos (UPC Barce
lona).) 

The diversity of application areas relying on tree-structured data results in a wide in
terest in algorithms which determine differences or similarities among trees. One way 
of measuring the similarity between trees is to find the smallest common superstruc
ture or supertree, where common elements are typically defined in terms of a mapping 
or embedding. In the simplest case, a supertree will contain exact copies of each in
put tree, so that for each input tree, each vertex of a tree can be mapped to a vertex 
in the supertree such that each edge maps to the corresponding edge. More general 
mappings allow for the extraction of more subtle common elements captured by looser 
definitions of similarity. 
We consider supertrees under the general mapping of minor containment, where a 
graph G is a minor of a graph H if it is possible to map each vertex in G to a connected 
subgraph of H such that each edge in G maps to a path in H. Minor containment 
generalizes both subgraph isomorphism and topological embedding; as a consequence 
of this generality, however, it is NP-complete to determine whether or not G is a minor 
of H, even for general trees. By focusing on trees of bounded degree, we obtain an 
O(n3) algorithm which determines the smallest tree T such that both of the input trees 
are minors of T , even when the trees are assumed to be unrooted and unordered. 

Planarity Testing 

Eric Allender (Rutgers University, Piscataway, USA) 

(Joint work with Meena Mahajan, of the Institute of Mathematical Sciences, Chennai, 
India.) 

We clarify the computational complexity of planarity testing, by showing that planarity 
testing is hard for L, and lies in SL. This nearly settles the question, since it is widely 
conjectured that L = SL. The upper bound of SL matches the lower bound of L in the 
context of (nonuniform) circuit complexity, since L/ poly is equal to SL/ poly. 

Similarly, we show that a planar embedding, when one exists, can be found in FLSL_ 
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Programs over Finite Monoids 

Denis Therien (McGill University, Montreal, Canada) 

An n-input program over M is a sequence of instructions cp = (i1, / 1) ... (ii, /1), 
where 1 :::; i1 :=; n, ff A -, lvl. Such program defines a function from An _to M by 
cp(x1 ... Xn) = Ji (x; 1 ) • •• f 1(x;, ). Say that a monoid M is universal if \f n any subset 
L ~ An has the form L = cp- 1(F), F ~ M, for some M-program cp. Say that a 
monoid M has the polynomial-length property iff 3 k \f n any M-program is equiva
lent to a program of the length nk. We conjecture that M has the polynomial-length 
property iff Mis not universal. The forward direction is obvious. We can show that the 
conjecture is true for groups. For group-free monoids, it is known that monoids in DA 
have PLP and that monoids divided by the syntactic monoid of A*bbA* are universal. 
We can show that the syntactic monoid of ( ab )* is not universal, but we cannot yet see 
how to prove it has PLP. 

The Complexity of Some Problems on Groups Input as 
Multiplication Tables 

David Mix BaJTington (University of Massachusetts, Amherst, USA) 

(Joint work with Peter Kadau (Tlibingen), Klaus-Jorn Lange (Tlibingen), and Pierre 
McKenzie (Montreal).) 

The Cayley Graph Membership problem (CGM) is to input agroupoid (binary algebra) 
G given as a multiplication table, a subset X of G, and an element t of G, and to 
determine whether t can be expressed as a product of elements of X. For general 
groupoids CGM is P-complete, and for associative algebras (sem.igroups) it is NL
complete. 
Here we investigate CGM for particular classes of groups. The problem for general 
groups is in Sym-L, but any kind of hardness result seems difficult because it would 
require constructing the entire multiplication table of a group. 
We introduce the complexity class FOLL = FO(loglogn) of problems solvable by 
uniform circuit families of polynomial size, unbounded fan-in, and depth O(log log n). 
Since parity is not in FOLL, no problem in FOLL can be complete for any class 
containing parity, such as NC1

, L, or Sym-L. But FOLL is not known to be contained 
even in Sym-L. 
We show that CGM for cyclic groups is in FOLLnL, and that CGM for abelian groups 
is in FOLL. We conjecture that CGM for solvable groups is in FOLL as well. 
We also consider the problem of testing for various properties of a group input as a 
table: we prove that cyclicity and nilpotency can each be tested in FOLL n L. 
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Las Vegas Automata 

Georg Schnitger (Johann Wolfgang Goethe-Universitat Frankfurt, Germany) 

(Joint work with Juraj Hromk:ovic.) 

We consider two-way finite automata and investigate the number of required states 
to accept languages with a deterministic, nondeterministic or Las Vegas computation. 
Let s(L) (resp. ns(L) or lvs(L)) denote the minimal number of states required by a 
two-way deterministic (resp. nondeterministic or Las Vegas) automaton to recognize 
the language L. We obtain the following results: 
(1) lvs(L) = 8(ns(L) + ns(L )). 
(2) There is a family Ln such that ns(Ln) .Sn, but lvs(Ln) = !1(n2). Thus there is an 
at least quadratic gap between nondeterministic and Las Vegas two-way automata. 
(3) There is a family Ln such that lvs(Ln) .S n, but s(Ln) = !1( 10;:n). Thus there is 
an almost quadratic gap between deterministic and Las Vegas two-way automata. 

Asymptotically Optimal Lower Bounds for OBDDs 

Ingo Wegener (Universitat Dortmund, Germany) 

(Joint work with Beate Bollig.) 

It is well-known that one-way communication characterizes the n-OBDD size for 
Boolean functions. Nevertheless, we have only unsati sfactory lower bounds on the 
OBDD size of certain important functions, e.g., multiplication. We solve some open 
problems concerning the OBDD size. They are motivated by the application of 
OBDDs as data structure and by automata theory. 

- There are functions fn and 9n essentially depending on all their variables such that 
the OBDD size of hn = fn Er) 9n and an optimal variable ordering is of the order of 
the product of the 1r-OBDD size of fn and 9n· 

- The QOBDD (quasi-reduced OBDD) size and the ZBDD (zero-suppressed OBDD) 
size of the multiplexer is only 8(n2 /(log n)) and it is not optimal to test all control 
variables before all data variables. 

- There are explicitly defined functions fn essentially depending on n variables such 
that the OBDD size of fn is linear while its QOBDD size is quadratic . 

- There are explicitly defined functions fn such that JJ,;_-- 1(1)1 = n and the OBDD size 
of fn is 8(n2

) . 

The proofs contain some new methods how to obtain asymptotically optimal lower 
bounds for OBDDs. 
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Finite Model Theory, Databases, and Computer-Aided Verification; Dagstuhl
Seminar-Report; 253;03.10.1999 - 08.10.1999 (99401) 

E. Clarke (Pittsburgh), U. Goltz (Braunschweig), P. Niebert (Giers), W. Penczek 
(Warszawa) (editors) : 
Temporal Logics for Distributed Systems - Paradigms and Algorithms; Dagstuhl
Seminar-Report; 254;10.10.1999-15.10.1999 (99411) 

H. Uszkoreit (Saarbr0cken), J.-1. Tsujii (Tokyo) (editors): 

Efficient Language Processing with High-level Grammar Formalisms; Dagstuhl
Seminar-Report; 256;17.10.1999 - 22.10.1999 (99421) 

J. Blazewicz (Poznan) , E. Coffman (Murray Hill) , K. Ecker (Clausthal), G. Finke (Grenoble) 
(editors): 
Scheduling in Computer and Manufacturing Systems; Dagstuhl-Seminar-Report; 
256;24 .10.1999 - 29.10.1999 (99431) 

D. M. Barrington (Amherst), R. Reischuk (Lubeck) , I. Wegener (Dortmund) (editors): 

Complexity of Boolean Functions; Dagstuhl-Seminar-Report; 257;31.10.1999 -
05.11.1999 (99441) 

S. Jahnichen (Berlin) , M. Lemoine (Toulouse), T. Maibaum (London), M. Wirsing (Univ. 
M0nchen) (editors): 

Rigorous Analysis and Design for Software Intensive Systems; Dagstuhl-Seminar
Report; 258;07.11 .1999 - 12.11 .1999 (99451) 

Ker-I Ko (Stony Brook), A. Nerode (lthaka), K. Weihrauch (Hagen) (editors) : 
Computability and Complexity in Analysis; Dagstuhl-Seminar-Report; 259;14.11 .1999 
-19.11.1999 (99461) 

G. Alefeld (Karlsruhe), S. Rump (Hamburg-Harburg), J. Rohn (Prague), T. Yamamoto 
(Matsuyama) (editors): 
Symbolic-algebraic Methods and Verification Methods - Theory and Applications; 
Dagstuhl-Seminar-Report; 260;21 .11 .1999 - 26.11.1999 (99471) 

H. Burkhardt (Freiburg), R. Veltkamp (Utrecht) (editors): 
Content-Based Image and Video Retrieval; Dagstuhl-Seminar-Report; 
261;05.12.1999-10.12.1999 (99491) 


