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The area of Data Structures continues to be an important and vibrant aspect of

computer science. The topic is an essential component in the algorithmic solution

of many problems. Although data structures have been studied for four decades,

there is still a large research community working on exciting and challenging

problems. The Sixth Dagstuhl Seminar on Data Structures was attended by 59

people and hence it was larger than all previous meetings. Attendees came from

13 di�erent countries and included many young colleagues. About a third of the

participants were attending the seminar for the �rst time, bringing new ideas and

points of view.

There were 40 workshop presentations and, despite of the high attendance, there

was suÆcient time for scienti�c discussions and research in teams. The presen-

tations addressed classical data structuring problems as well as new problems

arising in important applications. Many interesting results were presented on

classical issues such as dictionaries, ordered lists, ordinary search trees, �nger

trees, B-trees and priority queues. A number of lectures considered classical

graph problems. Several presentations investigated data structuring problems

in computational geometry, in particular geometric problems with moving ob-

jects. With respect to external memory algorithms, several talks presented cache

oblivious solutions that need no knowledge of the exact parameters of the mem-

ory hierarchy. Last but not least, there were several contributions investigating

data structure problems in speci�c application areas such as Networks, Parallel

Computing and Database Systems.

As usual there were fruitful and stimulating discussions and we hope that, with

respect to the scienti�c results, this seminar will be as successful as the one in

2000.

Thanks: The abstracts of the 40 talks were compiled by David Taylor. The

organizers would like to thank all participants and especially the team of Schlo�

Dagstuhl for helping to make the workshop a success. The warm atmosphere of

the Schlo�, as always, supported discussions and the informal exchange of ideas!
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1 Abstracts

Monday, February 25

One-Probe Search

Rasmus Pagh

Joint work with Anna �Ostlin.

We consider dictionaries that perform lookups by probing a single word of mem-

ory, knowing only the size of the data structure. We describe a randomized

dictionary where a lookup returns the correct answer with probability 1� �, and

otherwise returns \don't know". The lookup procedure uses an expander graph

to select the memory location to probe. Recent explicit expander constructions

are shown to yield space usage much smaller than what would be required using

a deterministic lookup procedure. Our data structure supports eÆcient deter-

ministic updates, exhibiting new probabilistic guarantees on dictionary running

time.

Algorithms for Path-Based Placement of Inspection

Stations on Transportation Networks

S. S. Ravi

This work was carried out jointly with Professor Daniel Rosenkrantz (Department

of Computer Science, SUNY Albany) and Professor Giri Tayi (School of Business,

SUNY Albany).

Placement of inspection stations is a common task in the transportation of haz-

ardous materials. The purpose of inspection is to ensure that the vehicle carrying

hazardous materials is in a safe condition to continue along its path.

We consider two categories of problems involving the placement of inspection

stations. The �rst category deals with the selection of inspection stations along

a given path. The second category considers the simultaneous selection of a

path and the placement of inspection stations along that path. We consider

these formulations under several optimization objectives. We present eÆcient
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algorithms for some formulations as well as complexity and approximation results

for some others.

Top-Down Analysis of Path Compression

Raimund Seidel

Let u be a node in a forest F and let v be some ancestor of u. Compressing the

path from u to v means changing F so that every node on that path except for v

gets v as its parent. The cost of such a path compression is the number of nodes

that get a new parent. What is the maximum cumulative cost of a sequence of

m path compressions in a forest with n nodes? This question is of interest in the

analysis of some algorithms for the so-called union-�nd problem. More than 25

years ago Tarjan showed tight upper bounds of O(m logd1+m=ne n) for the general

case and O(m�(m;n)) for the case when F is in some sense balanced.

We rederive these bounds using a very simple top-down recursive analysis ap-

proach. Our main tool is the following lemma: Let the nodes of a forest F be

partitioned in an upper part U and a lower part L, so that the parent of every

node in U is also in U . Let FU and FL be the subforests of F induced by U

and L, respectively. For every sequence C of path compressions in F there are

sequences CU and CL of path compressions in FU and FL, respectively, so that

jCj = jCU j+ jCLj and

cost(C) � cost(CU) + cost(CL) + jLj+ jCU j :

Here jCj denotes the length of the sequence C, i.e. the number of path compres-

sions in the sequence.

Labeling Schemes for Trees

Theis Rauhe

Joint work with Stephen Alstrup.

We consider the problem of assigning short labels to the nodes of a tree such that

adjacency between any pair of nodes can be tested based on the labels of the

two nodes alone. We show that there exists a labeling scheme with labels of size

logn+ O(log�n). The result implies the existence of an induced-universal graph

for trees with size n2O(log�n) nodes improving a bound by Chung of O(nlogn).
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Lower Bounds for Ancestor Labeling

Stephen Alstrup

This is joint work with Theis Rauhe.

Given a tree, a labeling scheme assigns a label, which is a binary string, to each

node. Given the labels of any two nodes u and v, it can be determined, if a

certain property holds for u and v, alone from these labels.

For trees of size n, we show that any labeling scheme for testing ancestor relation

uses labels of size logn+ 
(log logn) to the nodes.

Routing in Large Transportation Networks

Madhav Marathe

This is joint work with Chris Barrett, Keith Bisset, Riko Jacob, and Goran

Konjevod.

In many path �nding problems arising in diverse areas, such as transporta-

tion science, Web search, Database queries and VLSI design certain patterns

of edge/vertex labels in the labeled graph being traversed are allowed/preferred,

while others are disallowed. Thus, the feasibility of a path is determined by (i)

its length (or cost) under well known measures on graphs such as distance, and

(ii) its associated label. We model the set of acceptable label patterns as a for-

mal language. For example, in transportation systems with mode options, formal

languages can be used to represent modal preferences of travelers. Motivated by

these applications, we consider the following prototypical class of problems:

Formal Language Constrained Shortest/Simple Paths: Given a labeled weighted

(directed or undirected) graph G, a source and a destination s and d, and

a formal language L such as regular, context free, etc) �nd a shortest (or

simple) path from s to d such that the label of the path is in L.

In this talk I will outline a number of theoretical results for this and related

problems focusing on the eÆcient implementations. In order to evaluate our ideas

in a practical setting, I will report computational experience on the performance

of the proposed algorithms. This experience was gained in the context of the

ongoing TRANSIMS (Transportation Analysis and Simulation System) project

at LANL.
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An EÆcient Quasidictionary

Torben Hagerup

Joint work with Rajeev Raman.

We de�ne a quasidictionary to be a data structure that supports the following

operations: check-in(v) inserts a data item v and returns a positive integer tag to

be used in future references to v; check-out(x) deletes the data item with tag x;

access(x) inspects and/or modi�es the data item with tag x. A quasidictionary is

similar to a dictionary, the di�erence being that the names identifying data items

are chosen by the data structure rather than by its user. We describe a determin-

istic quasidictionary that executes the operations check-in and access in constant

time and check-out in constant amortized time, works in linear space, and uses

only tags bounded by the maximum number of data items stored simultaneously

in the quasidictionary since it was last empty.

A Certifying Linear Time Recognition Algorithm for

Interval Graphs

Kurt Mehlhorn

Joint work with Dieter Kratsch, Ross McConnell and Jeremy Spinrad.

We present a linear-time recognition algorithm for interval graphs that outputs

an interval model if the input graph is an interval graph (as is done by all known

linear-time recognition algorithms for interval graphs) and that outputs an as-

teroidal triple or a chordless cycle of length at least four if the input graph is

not an interval graph, i.e. it provides a certi�cate of non-membership (as a new

feature).

Three-Dimensional Layers of Maxima

Adam L. Buchsbaum

This is joint work with Michael T. Goodrich (UC Irvine).

Given n points in some space, one point, p, dominates another, q, if each coor-

dinate of p is greater than that of q. A point not dominated by any other point

is in layer 1; removing the layer-1 points, the remaining points not dominated

8



by other points are in layer 2; and so on. The layers of maxima problem is

to determine the layer of each point. We present a new algorithm that solves

this problem for points in <3 in O(n logn) time and O(n logn= log logn) space.

(A previous O(n logn)-time solution, due to Atallah, Goodrich, and Ramaiyer

[1994], has technical 
aws.) Our algorithm uses a new extension of dynamic frac-

tional cascading that alleviates the degree constraint on the control graph, which

might be of independent interest.

Tuesday, February 26

Kinetic Heaps

Haim Kaplan

We describe several implementations of the kinetic heap, a heap (priority queue)

in which the key of each item, instead of being �xed, is a linear function of

time. The kinetic heap is a simple example of a kinetic data structure of the

kind considered by Basch, Guibas, and Hershberger. Kinetic heaps have many

applications in computational geometry, and previous implementations were de-

signed to address these applications. We describe an additional application, to

broadcast scheduling. Each of our kinetic heap implementations improves on

previous implementations by being simpler or asymptotically faster for some or

all applications.

STAR-Tree: A Data Structure for Handling Moving

Points

Pankaj K. Agarwal

We present a new technique called STAR-tree, based on R*-tree, for indexing

a set of moving points so that various queries, including range queries, time-

slice queries, and nearest-neighbor queries, can be answered eÆciently. A novel

feature of the index is that it is self-adjusting in the sense that it re-organizes

itself locally whenever its query performance deteriorates. The index provides

tradeo�s between storage and query performance and between time spent in

updating the index and in answering queries. We present detailed performance

studies and compare our methods with the existing ones under a varying type
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of data sets and queries. Our experiments show that the index proposed here

performs considerably better than the previously known ones.

Computing Large Planar Regions in Terrains

Michiel Smid

This is joint work with Rahul Ray, Ulrich Wendt, and Katharina Lange.

We consider the problem of computing the largest region in a terrain that is

approximately contained in some two-dimensional plane. We reduce this problem

to the following one. Given an embedding of a degree-3 graph G on the unit

sphere, whose vertices are weighted, compute a connected subgraph of maximum

weight that is contained in some spherical disk of a �xed radius. We given an

algorithm that solves this problem inO(n2 logn(log logn)3) time, where n denotes

the number of vertices of G or, alternatively, the number of faces of the terrain.

We also give a heuristic that can be used to compute suÆciently large regions in a

terrain that are approximately planar. We present a web-based implementation of

this heuristic, and show some results for terrains representing three-dimensional

(topographical) images of fracture surfaces of metals obtained by confocal laser

scanning microscopy.

Succinct Indexable Dictionaries with Applications to

Encoding k-ary Trees and Multisets

Rajeev Raman

Joint work with Venkatesh Raman, IMSc and S. Srinivasa Rao, Leicester.

We consider the indexable dictionary problem which consists in storing a set S �
f0; : : : ; m � 1g for some integer m, while supporting the operations of rank(x),

which returns the number of elements in S that are less than x if x 2 S, and �1
otherwise; and select(i) which returns the i-th smallest element in S.

We give a structure that supports both operations in O(1) time on the RAM

model and requires B(n;m) + o(n) + O(lg lgm) bits to store a set of size n,

where B(n;m) = dlg
�
m

n

�
e is the minimum number of bits required to store any

n-element subset from a universe of size m. Previous dictionaries taking this

space only supported (yes/no) membership queries in O(1) time. In the cell

probe model we can remove the O(lg lgm) additive term in the space bound,

answering a question raised by Fich and Miltersen, and Pagh. We present several

applications of our dictionary structure including:
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� an information-theoretically optimal representation for k-ary cardinal trees

(aka k-ary tries) that uses C(n; k) + o(n + lg k) bits to store a k-ary tree

with n nodes and can support parent, i-th child, child labeled i, and the

degree of a node in constant time, where C(n; k) is the minimum number of

bits to store any n-node k-ary tree. Previous space eÆcient representations

for cardinal k-ary trees required C(n; k) + 
(n) bits;

� a representation for multisets where (appropriate generalizations of) the

select and rank operations can be supported in O(1) time. Our structure

uses B(n;m + n) + o(n) + O(lg lgm) bits to represent a multiset of size

n from an m element set; the �rst term is the minimum number of bits

required to represent such a multiset.

We also highlight two other results that may prove to be useful subroutines in

developing succinct data structures:

� we give a representation of a sequence ofm bits, of which n are 1s, that uses

B(n;m) + o(n) bits whenever m = O(n
p
lgn), and answers the following

queries in constant time: given a position i in the bit-vector, to report the

number of 0s (or 1s) before position i in the bit-vector and given a number i,

to return the position of the i-th 0 (or 1) in the bit-vector. This generalizes

results by Clark and by Pagh.

� we give a representation of a sequence of n non-negative (or strictly positive)

integers summing up to an integerm in B(n;m+n)+o(n) bits (or B(n;m)+

o(n) bits respectively), to support partial sum queries in constant time; in

each case the �rst term is the minimum number of bits required to represent

the partial sums. This is more space-eÆcient than related results by Grossi

and Vitter, Tarjan and Yao, Pagh, and Hagerup and Tholey.

So Many Children with So Little Potential

Kim S. Larsen

This is joint work with Lars Jacobsen and Morten N. Nielsen.

In amortized analysis of data structures, it is standard to assume that initially

the structure is empty. Usually, results cannot be established otherwise. We

investigate the possibilities of establishing such results for initially non-empty

multi-way trees.

11
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Load Balancing by Iterated Bisection: Nonuniform,

Center-Oriented Distributions

Martin Dietzfelbinger

Let P be a set of problem instances (�nite sequence of numbers, �nite set of

points, segment of space, etc.). Each p 2 P is assumed to have a weight w(p) > 0.

We assume that each problem instance can be split randomly into two pieces

p1; p2 so that w(p1)+w(p2) = w(p). The distribution �p of w(p1)=w(p) in [0; 1] is

symmetric (w.l.o.g.). Starting with some instance p0, iterate splitting fragments,

until (after N � 1 cuts) there are N pieces q1; : : : ; qN 2 P. Bischof, Schickinger,
and Steger have shown that if always the heaviest piece is split and for all p �p

is the uniform distribution then maxfw(q1); : : : ; w(qN)g is close to 2
w(p0)

N
with

high probability. | We show that for a much wider class of distributions which

are \center-oriented" in a sense made precise in the talk, the maximal size of a

fragment is bounded by (2 + ")w(p0)
N

with high probability.

Polynomial Time Algorithms for 2-Edge-Connectivity

Augmentation Problems

Guido Proietti

Joint work with Anna Galluccio, Istituto di Analisi dei Sistemi ed Informatica,

CNR, Roma, Italy.

Given a graph G with n vertices and m edges, the 2-edge-connectivity augmen-

tation problem is that of �nding a minimum weight set of edges of G to be added

to a spanning subgraph H of G to make it 2-edge-connected. The problem is

NP-hard, in general, and approximable. In this talk we show that in a special

case, namely when H is a depth-�rst search tree of G, then the problem can be

polynomially solved. We also provide an eÆcient algorithm to solve this special

case which runs in O(M � �(M;n)) time, where � is the classic inverse of the

Ackermann's function and M = m � �(m;n). Applications to the problem of re-

covering the 2-edge-connectivity of a communication network after a link failure

are shown.

The Index Fabric: Properties and Challenges

Gisli R. Hjaltason
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The Index Fabric is a balanced, hierarchical indexing structure based on the

Patricia trie, that is suitable for large collections of long keys. To represent the

Patricia trie on external storage, the trie is partitioned into connected subtries

that �t into �xed-size disk blocks. Naturally, this potentially leads to a very

unbalanced hierarchy of blocks. The novel aspect of the Index Fabric is that

this unbalanced \vertical" hierarchy is augmented by a \horizontal" hierarchy

of successively smaller layers of tries. Search for a given key proceeds from the

smallest layer (that �ts into a single block) to the largest (that contains the full

Patricia trie), accessing a single block in each layer. Data represented in the Index

Fabric is encoded using semantic tags embedded in the indexed keys, so multiple

search paths can be present in the same index. Furthermore, relationships can be

represented in the index by building composite keys with elements from di�erent

data elements, thus allowing search over a relationship without requiring join

operations.

We brie
y described two challenges that we have faced in reaching a practi-

cal implementation of the Index Fabric, namely that of obtaining a small index

structure and that of concurrency control, and sketched our solution to the for-

mer problem. There are multiple aspects to the solution, which together yielded

a compact subtrie representation in each block with high storage utilization but

without undue sacri�ce in CPU performance. The result was that the index

typically occupies a third of the space compared to our initial implementation,

with only about 1 to 3 byte overhead per key value (before taking the storage

utilization into account, which typically approaches 70%).

Approximation Algorithms for Fractional Covering and

Structured Concave Optimization Problems

Klaus Jansen

Joint work with Lorant Porkolab (PricewaterhouseCoopers London).

We study resource constrained scheduling problems where the objective is to

compute feasible preemptive schedules minimizing the makespan and using no

more resources than what are available. We present approximation schemes

along with some inapproximibility results showing how the approximability of

the problem changes in terms of the number of resources. The results are based

on linear programming formulations (though with exponentially many variables)

and some interesting connections between resource constrained scheduling and

(multi-dimensional, multiple-choice, and cardinality constrained) variants of the

classical knapsack problem. In order to prove the results we generalize a method

by Grigoriadis et al. for the structured concave optimization problem to the case
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with weak approximate block solvers (i.e. with only constant, logarithmic, or

even worse approximation ratios).

Wednesday, February 27

Frequency Counts on Limited Memory

Alex Lopez-Ortiz

Joint work with E. Demaine (MIT) and Ian Munro (University of Waterloo).

We consider the problem of �nding in real time IP destination frequencies of a

packet stream, This is typically achieved using a combination of router facilities,

dedicated hardware and a general computer. Packets 
ow in the Internet at a

rate of one every eight nanoseconds on the average, which severely limits the

amount of computation per packet..

We present a method for deterministically �nding the top k elements so long as

they all appear with probability p > 1=m. We then propose a multiple round

algorithm that �nds the top k packets so long as they appear with frequency

p > logn=
p
mn.

Average-Case Analysis of Parallel Shortest-Paths

Algorithms

Ulrich Meyer

We study the average-case complexity of the parallel single-source shortest-path

problem, assuming arbitrary directed graphs with n nodes, m edges, and inde-

pendent random edge weights uniformly distributed in [0; 1]. We provide a new

bucket-based parallel SSSP algorithm that runs in T = O(log2 n�minif2i�L+jVijg)
average-case time using O(n + m + T ) work on a PRAM where L denotes the

maximum shortest-path weight and jVij is the number of graph vertices with in-

degree at least 2i. All previous algorithms either required more time or more

work. The minimum performance gain is a logarithmic factor improvement; on

certain graph classes, accelerations by factors of more than n0:4 can be achieved.

The algorithm applies an approximate priority queue, which clusters nodes of

similar degrees.

14
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AAR | The Algorithm Animation Repository

Rudolf Fleischer

Joint work with Pierluigi Crescenzi (Univ. of Florence), Nils Faltin (Univ. of

Oldenburg), Chris Hundhausen (Univ. of Hawaii), Stefan N�aher (Univ. of Trier),

Guido R�ossling (Univ. of Darmstadt), John Stasko (Georgia Institute of Tech-

nology), and Erkki Sutinen (Univ. of Joensuu.).

We introduce the Algorithm Animation Repository (AAR), a refereed collection

of algorithm animations, animation tools, and other animation related material

that is currently developed at the HKUST. The goal of the AAR is to provide a

platform where good algorithm animations can be published and thus be made

accessible to a wider audience, in particular for teaching purposes. The AAR

was founded at last year's Dagstuhl Seminar on Software Visualization, with the

above mentioned co-authors serving as the founding Editorial Board, under the

chairmanship of R. Fleischer.

Entropy-Compressed Indexes for Sequences

Jeff Vitter

Joint work with Roberto Grossi and Ankur Gupta.

We present results about the �rst index developed for string matching that prov-

ably achieves o(m) search time and o(n) words of storage in the worst case, where

m is the number of symbols in the search pattern, n is the number of symbols

in the sequence being searched, and the symbols are from an alphabet �. Based

upon new compressed representations of two data structures for suÆx arrays

and suÆx trees, our index uses ��1n log j�j + O(n) bits to index a sequence, for

any �xed constant 0 < � � 1. For reasonable length patterns, the search time

is O(m log j�j= logn) = o(m), which is the length of the pattern in terms of

computer words and is thus optimal. If the sequence is compressible, which is

typically the case, we show how to get a corresponding reduction in the size of

the index for the sequence, thus allowing signi�cant space reductions in prac-

tice. More formally, we can replace the log j�j term in the space bounds by a

high-order empirical entropy of the sequence.

Dynamic Planar Convex Hull

Riko Jacob
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Joint work with Gerth Brodal.

We determine the computational complexity of the dynamic convex hull problem

in the planar case. We present a data structure that maintains a �nite set of points

in the plane under insertion and deletion of points in amortized O(logn) time.

Here n denotes the number of points in the set. The data structure supports the

reporting of the extreme point of the set in some direction in worst-case O(logn)

time. The space usage of the data structure is O(n). We give a lower bound on

the amortized asymptotic time complexity that matches the performance of our

data structure.

Real Time TraÆc over the Internet and Per-Hop

Behaviour

Andrej Brodnik

This is a joint work with Ulf Bodin, Johan Karlsson, Andreas Nilsson, and Olov

Schel�en (Lule�a University of Technology, Lulea, Sweden).

Real Time (RT) traÆc is becoming more and more important part of the Internet

traÆc. It consists of traÆc serving applications such as video-conferencing, IP

telephony, movie on demand, etc. In this contribution we study so called per-hop

behaviour and management of IP traÆc which includes also support for the RT

traÆc.

In particular, we present a data structure BinSeT (binary segment tree) { a com-

bination of balanced tree and segment tree { that is used in link (hop) bandwidth

(any resource, in general) reservation. The bandwidth reservation is one of the

problems that needs to be solved to enable RT traÆc delivery in time.

Besides, we present a system of FIFO bu�ers that permits an enhanced support

for the RT traÆc. The enhancement comes in the amount of transported data.

In this scheme we have three kinds of a traÆc: conforming { the one which is

sent within the reserved bandwidth, excess { the one which is also part of the

RT traÆc and it is meant to improve the quality of transmission (if possible)

and background { non-RT traÆc sent by other applications. The later two are

treated as best-e�ort traÆc and compete for the same bandwidth.

Thursday, February 28
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Cache Oblivious Divide-and-Conquer Algorithms Based

on Merging

Rolf Fagerberg

Joint work with Gerth St�lting Brodal.

We adapt the distribution sweeping method to the cache oblivious model. Distri-

bution sweeping is the name used for a general approach for divide-and-conquer

algorithms where the combination of solved subproblems can be viewed as a

merging process of streams. We demonstrate through a series of algorithms for

speci�c problems the feasibility of the method in a cache oblivious setting. The

problems all come from computational geometry, and are: orthogonal line seg-

ment intersection reporting, the all nearest neighbors problem, the 3D maxima

problem, computing the measure of a set of axis-parallel rectangles, computing

the visibility of a set of line segments from a point, batched orthogonal range

queries, and reporting pairwise intersections of axis-parallel rectangles. These

are the �rst non-trivial cache oblivious algorithms within computational geome-

try. Our basic building block is a simpli�ed version of the cache oblivious sorting

algorithm Funnelsort of Frigo et al., which may be of independent interest.

Cache-Oblivious Priority Queue and Graph Algorithm

Applications

Lars A. Arge

We present an optimal cache-oblivious priority queue data structure, supporting

insertion, deletion, and deletemin operations in O( 1
B
log

M=B

N

B
) amortized mem-

ory transfers, where M and B are the memory and block transfer sizes of any

two consecutive levels of a multilevel memory hierarchy. In a cache-oblivious data

structure, M and B are not used in the description of the structure. The bounds

match the bounds of several previously developed external-memory (cache-aware)

priority queue data structures, which all rely crucially on knowledge about M

and B. Priority queues are a critical component in many of the best known

external-memory graph algorithms, and using our cache-oblivious priority queue

we develop several cache-oblivious graph algorithms.

Two Simpli�ed Algorithms for Maintaining Order in a

List

Michael A. Bender
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Joint work with Erik D. Demaine and Martin Farach-Colton.

In the order-maintenance problem, the objective is to maintain a total order

subject to insertions and deletions and precedence queries. This problem is an

data structural workhorse in a variety of application areas ranging from program-

ming languages to graph drawing to string algorithms. But the current solutions

(notably Dietz and Sleator's optimal data structure) are complicated and conse-

quently little understood and treated as blackboxes.

We present two simpli�ed data structures for the order-maintenance problem.

The �rst structure supports order queries in O(1) worst-case time and insertions

and deletions inO(1) amortized time. The second deamortized structure supports

all operations in O(1) worst-case time. These optimal bounds match the bounds

of two structures by Dietz and Sleator from 15 years ago, and our data structures

and analyses are vastly simpler. As such, we make a major advance in the

understanding of the order-maintenance problem. In particular, we transform

the algorithms and their analyses from obscure black boxes into structure easily

understood in a graduate algorithms class. We also present tighter analyses,

settling an open problem by Dietz and Sleator, and validate experimentally that

our analyses are nearly exact.

Cache-Oblivious Traversal of a Dynamic List

Erik D. Demaine

This is joint work with Michael A. Bender, Richard Cole, and Martin Farach-

Colton.

We consider the problem of designing a linked-list data structure with high data

locality. Speci�cally, we design eÆcient cache-oblivious data structures that sup-

port three operations: (1) insert an element immediately after a speci�ed element,

(2) delete a speci�ed element, and (3) traverse k logically consecutive elements.

When the memory block transfer size B is known (cache aware), it is easy to

obtain optimal bounds of constant time for an update and O(dk=Be) time for
a traversal. When B is unknown (cache oblivious), we develop a data structure

supporting O((log logN)2+�=B1��) updates and nearly optimal traversals. We

also consider several restricted forms of the problem.

Optimal Solutions for the Temporal Precedence Problem

Athanasios Tsakalidis
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Joint work with G. S. Brodal (BRICS (Basic Research in Computer Science),

Department of Computer Science, University of Aarhus, Ny Munkegade, DK-8000

Arhus C, Denmark) and C. Makris, S. Sioutas, and K. Tsichlas (Department of

Computer Engineering & Informatics, University of Patras, 26500 Patras, Greece

and Computer Technology Institute (CTI) P.O.BOX 1192, 26110 Patras, Greece)

In this paper we refer to the Temporal Precedence Problem on Pure Pointer Ma-

chines. This problem asks for the design of a data structure, maintaining a set of

stored elements and supporting the following two operations: insert and precedes.

The operation insert(a) introduces a new element a in the structure, while the

operation precedes(a; b) returns true i� element a was inserted before element b

temporally. In Ranjan et al. a solution was provided to the problem with worst-

case time complexity O(log logn) per operation and O(n log logn) space, where

n is the number of elements inserted. It was also demonstrated that the precedes

operation has a lower bound of 
(log logn) for the Pure Pointer Machine model

of computation. In this paper we present two simple solutions with linear space

and worst-case constant insertion time. In addition, we describe two algorithms

that can handle the precedes(a; b) operation in O(log log d) time, where d is the

temporal distance between the elements a and b.

Keywords: Algorithms, Dynamic Data Structures, Computational Complexity.

Designing Data Structures for the Average Case: Priority

Queues and van Emde Boas Trees in Constant Time

J. Ian Munro

This is joint work with Michael Bender of SUNY Stony Brook and Erik Demaine

of MIT.

We focus on the general issue of designing data structures to perform well in the

average case. In particular, we introduce a priority queue supporting random

insertions and a data structure supporting successor operations (union-split-�nd)

with random updates. These data structures are explicitly tuned to perform in

constant time not only on average but also with high probability on a random

sequence of insertions and deletions. Furthermore, this behavior is maintained

despite worst-case delete-min operations and worst-case successor queries. This

work stands in contrast to most work on average-case data structures in that the

innovation is in the algorithm design rather than the analysis.
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Decoupling: A Free(?) Spatial Lunch

Hanan Samet

A pair of new hierarchical spatial data structures that are based on decoupling

of the space decomposition and the directory are reviewed and the rami�cations

of their deployment are presented. The �rst is the BV-tree of Freeston [1] which

decouples the hierarchy inherent to the tree structure of a directory from the con-

tainment hierarchy associated with the process of recursive decomposition of the

underlying space from which the data is drawn. This enables point queries to be

executed by descending the same number of levels in the decomposition hierarchy

even though the blocks in the directory hierarchy are not disjoint. The second

is the PK tree of Wang, Yang, and Muntz [2] which decouples the tree structure

of the partition process of the underlying space from that of the node hierarchy

(i.e., the grouping process of the nodes resulting from the partition process) that

makes up the directory. Instead of decomposing whenever there are more than k

objects in a block as in bucketing methods, it groups objects whenever there are

fewer than k objects in a block (termed instantiation). Applying a PK tree to

a k-d tree (or any binary tree variant) results in nodes that have between k and

2k � 1 objects which is analogous to a B-tree. The shape of the block that cor-

responds to the PK tree node is congruent to the shape of the blocks that result

from the decomposition process that is used. For N objects, the maximum depth

is O(N) instead of being dependent on the minimum separation between any two

existing points which is the case for methods based on a regular decomposition

of the underlying space.

1. M. Freeston. A general solution of the n-dimensional B-tree problem. In

Proceedings of the ACM SIGMOD Conference, pages 80{91, San Jose, CA, May

1995.

2. W. Wang, J. Yang, and R. Muntz. PK-tree: a spatial index structure for high

dimensional point data. In Proceedings of the Fifth International Conference

on Foundations of Data Organization and Algorithms (FODO), K. Tanaka and

S. Ghandeharizadeh, eds., pages 27{36, Kobe, Japan, November 1998.

Permutation Generation Methods

Robert Sedgewick

Generating all permutations of a set of objects is often useful in studying the

structure of combinatorial problems. Even though we can certainly only consider

small problem instances, such instances can provide insights needed to analyze

larger instances.
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Numerous methods for permutation generation have been proposed, some as long

ago as the 17th century. One of the fastest, due to Heap, can be implemented

such that, with appropriate optimizations, the cost per permutation is about the

cost of two "store to memory" instructions. On a modern laptop, this method

leads to permutation generation at a rate approaching billions of permutations

per second.

For example, the performance of graph algorithms is dependent on the order in

which edges are processed when the graph representation is constructed. A �rst

step in understanding this dependence is to try all edge permutations for speci�c

graphs and speci�c graph algorithms of interest.

Faster Knapsack Approximations

Martin F�urer

The standard Knapsack Maximization Problem (select I � f1; : : : ; ng maximiz-

ing
P

i2I vi subject to
P

i2I si � b) can be approximated by a factor of 1� 1
k
in

time O((n+ k3) log k) (previously O(n log k+ k4)). For the Subset-Sum Problem

(special case of knapsack with si = vi) this approximation is achieved in time

O(n + k3). The improvement is obtained by handling the insertion of a whole

slot of items simultaneously. A slot consists of items of approximately the same

value.

Implicit Representation of B-Trees

Roberto Grossi

Joint work with G. Franceschini, I. Munro, L. Pagli.

In this talk we describe an implicit representation of B-trees suitable for external

memory. Saving space is an important issue for large data sets. In the implicit

representation, no auxiliary space is needed for the indexes (B-trees), just a suit-

able permutation of the n keys in a contiguous area encodes the entire B-tree.

This is also useful to transmit and dump only the permuted keys, since the index

is encoded by the sequence of keys. A simple example of this idea is the classical

heap, in which the ith key has its parent in position bi=2c (if i > 1) and its

children (if any) in positions 2i and 2i+1, respectively. We want to support fast

searching (under the comparison model) and fast updating of the permutation,

as in standard B-trees. We describe how to store the n keys and their B-tree in
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dn=Be disk pages, where B is the size of the I/O block transfer. Our representa-

tion builds up on previous work by Munro, and supports searching and updating

in o(log2
B
n) I/Os in the general case, reducing to O(logB n) I/Os when B > logn

(a realistic assumption). The implementation can be used in main memory to

get O(log2 n= log logn) time for the operations.

Two Bit-Probe Search

Venkatesh Raman

Joint work with Jaikumar Radhakrishnan and S. Srinivasa Rao.

We consider the classical dictionary problem of representing a set S � f0; 1; :::m�
1g such that jSj � n to support membership queries in the bitprobe model. Here

the space s is counted in terms of the number of bits in the representation, and

the time t is counted as the number of bits probed to the representation.

We give an O(m2=3) algorithm for representing two element sets using two probes.

This is generalized to give a structure using O(m1�1=(lg n+2)) bits and lg lgn+2 bit

probes. We also show that our two probe scheme for two element sets is optimal

among a class of two probe schemes.

Friday, March 1

On the Performance of Randomized Search Heuristics on

Simple Combinatorial Problems

Ingo Wegener

Joint work with Oliver Giel, Jens Scharnow, and Karsten Tinnefeld

Randomized search heuristics are an alternative if no problem-speci�c algorithm

is available or in black-box optimization where the function to be optimized is

not known and can be sampled only. Our aim is to understand the performance

of randomized search heuristics on selected problem classes. Here well-studied

problems like sorting (the maximization of the sortedness), shortest paths, and

maximal matching are studied. Di�erent measures of sortedness lead to optimiza-

tion problems of di�erent degrees of diÆculty. A simple evolutionary algorithm

can solve most of them in expected polynomial time but the measure counting the
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number of runs leads to an exponential-time algorithm. Simple-source-shortest-

paths problems are easy only if considered as problems of multi-objective opti-

mization. Many instances of the maximal matching problem can be solved in

expected polynomial time { even without using the idea of augmenting paths.

However, some instances turn out to be diÆcult for randomized search heuris-

tics.

Call Control in Rings

Christoph Amb�uhl

Joint work with Udo Adamy, Sai Anand, and Thomas Erlebach.

The call control problem is an important optimization problem encountered in

the design and operation of communication networks. The goal of the call con-

trol problem in ring networks is to compute, for a given ring network with edge

capacities and a set of paths in the ring, a maximum cardinality subset of the

paths such that no edge capacity is violated. We give a polynomial-time al-

gorithm to solve the problem optimally. The algorithm is based on a decision

procedure that checks whether a solution with at least k paths exists, which is

in turn implemented by an iterative greedy approach operating in rounds. We

show that the algorithm can be implemented eÆciently and, as a by-product, we

obtain a linear-time algorithm to solve the call control problem in chain networks

optimally.

Time Responsive External Data Structures for Moving

Points

Jan Vahrenhold

This is joint work with Pankaj K. Agarwal and Lars Arge (Duke University).

We develop external data structures for storing points in one or two dimensions,

each moving along a linear trajectory, so that a range query at a given time tq
can be answered eÆciently. The novel feature of our data structures is that the

number of I/Os required to answer a query depends not only on the size of the

data set and on the number of points in the answer but also on the di�erence

between tq and the current time; queries close to the current time are answered

fast, while queries that are far away in the future or in the past may take more

time.
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On Max-Clique Trees with Applications

Prosenjit Bose

We design a data structure T that maintains in O(logn) time per operation, a

function f : R ! R under the following query and update operations where [a; b)

is a continuous interval in R.

1. Insert(T; a; b; Æ): Increase the value of f(x) by Æ for all x 2 [a; b).

2. Delete(T; a; b; Æ): Decrease the value of f(x) by Æ for all x 2 [a; b).

3. Max-Cover(): Return maxff(x) : x 2 Rg.

4. Max-Cover-Witness(): Return a value x� such that f(x�) = maxff(x) :
x 2 Rg.

5. Max-In(a; b): Returns maxff(x) : x 2 [a; b)g.

6. Max-Witness-In(a; b): Returns a value x� such that f(x�) = maxff(x) :
x 2 [a; b)g.

as well as theMin counter-parts of these queries. We present several applications

such as how to translate a grid of size m so that the number of k-occupied cells

is maximized or minimized in O(knm logO(1) (nm)) time.

Optimal Finger Search Trees in the Pointer Machine

Gerth St�lting Brodal

Joint work with George Lagogiannis, Christos Makris, Athanasios Tsakalidis, and

Kostas Tsichlas.

We develop a new �nger search tree with worst-case constant update time in

the Pointer Machine (PM) model of computation. This was a major problem

in the �eld of Data Structures and was tantalizingly open for over twenty years

while many attempts by researchers were made to solve it. The result comes as

a consequence of the innovative mechanism that guides the balancing operations

combined with incremental multiple splitting and fusion techniques over nodes.
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