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Preface

This volume contains the papers that were presented at the 1st Symposium on Algorithmic
Foundations of Dynamic Networks. Due to the COVID-19 pandemic, the conference was
held online, March 28-30, 2022.

The Symposium on Algorithmic Foundations of Dynamic Networks (SAND) is a newly
established conference. Its objective is to become the primary venue for original research
on fundamental aspects of computing in dynamic networks and computational dynamics,
bringing together researchers from computer science and related areas. SAND is seeking
important contributions from all viewpoints, including theory and practice, characterized by
a marked algorithmic aspect and addressing or being motivated by the role of dynamics in
computing. It welcomes both conceptual and technical contributions, as well as novel ideas
and new problems that will inspire the community and facilitate the further growth of the
area.

The program committee of SAND 2022 consisted of James Aspnes (Co-Chair, Yale
University), Luca Becchetti (University of Rome Sapienza), Petra Berenbrink (University
of Hamburg), Janna Burman (Université Paris-Sud – LRI), Arnaud Casteigts (University
of Bordeaux), Keren Censor-Hillel (Technion), Andrea Clementi (University of Rome Tor
Vergata), Giuseppe Antonio Di Luna (University of Rome Sapienza), David Doty (University
of California, Davis), Yuval Emek (Technion), Thomas Erlebach (Durham University), Sándor
Fekete (TU Braunschweig), Paola Flocchini (University of Ottawa), David Ilcinkas (CNRS,
Bordeaux), Zvi Lotker (Bar Ilan University), Toshimitsu Masuzawa (Osaka University),
George Mertzios (Durham University), Othon Michail (Co-Chair, University of Liverpool),
Rolf Niedermeier (TU Berlin), Rotem Oshman (Tel Aviv University), Andrea Richa (Arizona
State University), Nicola Santoro (Carleton University), Christian Scheideler (University of
Paderborn), David Soloveichik (University of Texas at Austin), Paul Spirakis (University of
Liverpool and University of Patras), Damien Woods (Maynooth University), Viktor Zamaraev
(University of Liverpool), and Christos Zaroliagis (University of Patras).

SAND 2022 received 30 submissions. The review process was double-blind and each paper
was assigned to at least three members of the program committee with relevant expertise
and eventually reviewed by them and/or by additional reviewers whenever needed. The
program committee accepted 17 regular papers and 4 brief announcements that cover a
wide range of topics in the broad area of algorithmic foundations of dynamic networks and
computational dynamics, including DNA self-assembly, dynamic networks and distributed
algorithms, mobile computing and robotics, population protocols, and temporal and dynamic
graph algorithms. Keynote talks were given by distinguished researchers, to whom we are
grateful: Monika Henzinger (University of Vienna), Paul Spirakis (University of Liverpool
and University of Patras), and Roger Wattenhofer (ETH Zurich). We would also like to
thank Kathrin Hanauer, Monika Henzinger, and Christian Schulz for contributing to the
volume a survey on fully dynamic graph algorithms.

The program committee selected the paper “Fast and Succinct Population Protocols for
Presburger Arithmetic” by Philipp Czerner, Roland Guttenberg, Martin Helfrich, and Javier
Esparza for the Best Paper Award and the paper “Building Squares with Optimal State
Complexity in Restricted Active Self-Assembly” by Robert M. Alaniz, David Caballero, Sonya
C. Cirlos, Timothy Gomez, Elise Grizzell, Andrew Rodriguez, Robert Schweller, Armando
Tenorio, and Tim Wylie for the Best Student Paper Award.

We wish to thank the members of the various committees of SAND as well as its advisory
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0:viii Preface

board, for all the hard work that they have put and which has made it possible to set up
a new conference. All have been supportive throughout. We are grateful to the program
committee members and to the additional reviewers for devoting time and effort in order to
come up with a strong conference program. A special thanks goes to the general chairs of
the organizing committee, Giuseppe Antonio Di Luna and Viktor Zamaraev. We are also
indebted to the Chair of the SAND steering committee, Paola Flocchini, for all her support,
to Giuseppe Prencipe for handling all the financial aspects, and to George Skretas for helping
on publicity matters.

Above all, we thank the authors for submitting their work to SAND 2022. We can assure
the reader that in this volume they will find well-presented ideas and results that make
substantial contributions to our knowledge on the role of dynamics in computing. We do
believe that this volume will inspire further work and will contribute to the further growth
of this exciting research area.

Finally, we should point out that due to the outbreak of war
in Ukraine, the SAND 2022 steering and organizing committees
decided to replace the logo of the conference with the peace
dynamic graph, until ceasefire and return to diplomacy and
peace is achieved.

March, 2022 James Aspnes, Yale University, USA
Othon Michail, University of Liverpool, UK
SAND 2022 Program Chairs
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Abstract
In recent years, significant advances have been made in the design and analysis of fully dynamic
algorithms. However, these theoretical results have received very little attention from the practical
perspective. Few of the algorithms are implemented and tested on real datasets, and their practical
potential is far from understood. Here, we present a quick reference guide to recent engineering and
theory results in the area of fully dynamic graph algorithms.
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1 Introduction

A (fully) dynamic graph algorithm is a data structure that supports edge insertions, edge
deletions, and answers certain queries that are specific to the problem under consideration.
There has been a lot of research on dynamic algorithms for graph problems that are solvable
in polynomial time by a static algorithm. The most studied dynamic problems are graph
problems such as connectivity, reachability, shortest paths, or matching (see [115]). Typically,
any dynamic algorithm that can handle edge insertions can be used as a static algorithm by
starting with an empty graph and inserting all m edges of the static input graph step-by-step.
A fundamental question that arises is which problems can be fully dynamized, which boils
down to the question whether they admit a dynamic algorithm that supports updates in
O(T (m)/m) time, where T (m) is the static running time. Thus, for static problems that
can be solved in near-linear time, the research community is interested in near-constant
time updates. By now, such results have been achieved for a wide range of problems [115],
which resulted in a rich algorithmic toolbox spanning a wide range of techniques. However,
while there is a large body of theoretical work on efficient dynamic graph algorithms, until
recently there has been very little on their empirical evaluation. For some classical dynamic
algorithms, experimental studies have been performed, such as for fully dynamic graph
clustering [76] and fully dynamic approximation of betweenness centrality [33]. However, for
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other fundamental dynamic graph problems, the theoretical algorithmic ideas have received
very little attention from the practical perspective. In particular, very little work has been
devoted to engineering such algorithms and providing efficient implementations in practice.
Previous surveys on the topic [249, 10] are more than twenty years old and do not capture
the state-of-the-field anymore. In this work, we aim to survey recent progress in theory
as well as in the empirical evaluation of fully dynamic graph algorithms and summarize
methodologies used to evaluate such algorithms. Moreover, we point to theoretical results
that we think have a good potential for practical implementations. Hence, this paper should
help an unfamiliar reader by providing most recent references for various problems in fully
dynamic graph algorithms. Lastly, there currently is a lack of fully dynamic real-world graphs
available online – most of the instances that can be found to date are insertions-only. Hence,
together with this survey we will also start a new open-access graph repository that provides
fully dynamic graph instances12.

We want to point out that there are also various dynamic graph models which we cannot
discuss in any depth for space limitations. These are insertions-only algorithms, deletions-
only algorithms, offline dynamic algorithms, algorithms with vertex insertions and deletions,
kinetic algorithms, temporal algorithms, algorithms with a limit on the number of allowed
queries, algorithms for the sliding-windows model, and algorithms for sensitivity problems
(also called emergency planning or fault-tolerant algorithms). . We also exclude dynamic
algorithms in other models of computation such as distributed algorithms and algorithms in
the massively parallel computation (MPC) model. If the full graph is known at preprocessing
time and vertices are “switched on and off”, this is called the subgraph model, whereas
algorithms under failures deal with the case that vertices or edges are only “switched off”.
We do not discuss these algorithms either.

Note that fully dynamic graph algorithms (according to our definition) are also sometimes
called algorithms for evolving graphs or for incremental graphs or sometimes even maintaining
a graph online.

2 Preliminaries

Let G = (V, E) be a (un)directed graph with vertex set V and edge set E. Throughout
this paper, let n = |V | and m = |E|. The density of G is d = m

n . In the directed case,
an edge (u, v) ∈ E has tail u and head v and u and v are said to be adjacent. (u, v) is
said to be an outgoing edge or out-edge of u and an incoming edge or in-edge of v. The
outdegree deg+(v)/indegree deg−(v)/degree deg(v) of a vertex v is its number of (out-/in-)
edges. The out-neighborhood (in-neighborhood) of a vertex u is the set of all vertices v such
that (u, v) ∈ E ((v, u) ∈ E). In the undirected case, N(v) := {u : {v, u} ∈ E} denotes the
neighbors of v. The degree of a vertex v is deg(v) := |N(v)| here. In the following, ∆ denotes
the maximum degree that can be found in any state of the dynamic graph. Our focus in
this paper are fully dynamic graphs, where the number of vertices is fixed, but edges can be
added and removed. We use Õ(·) to hide polylogarithmic factors.

1 If you have access to fully dynamic instances, we are happy to provide them in our repository.
2 https://DynGraphLab.github.io

https://DynGraphLab.github.io
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2.1 Conditional Lower Bounds
There are lower bounds for fully dynamic graph algorithms based on various popular
conjectures initiated by [183, 3, 117]. These lower bounds usually involve three parameters:
the preprocessing time p(m, n), the update time u(m, n), and the query time q(m, n). We
will use the notation (p(m, n), u(m, n), q(m, n)) below to indicate that no algorithm with
preprocessing time at most p(m, n) exists that requires at most update time u(m, n) and
query time q(m, n). Note that if the preprocessing time is larger than p(m, n) or if the
query time is larger than q(m, n), then it might be possible to achieve an update time better
than u(m, n). In the same vein, if the preprocessing time is larger than p(m, n) or if the
update time is larger than u(m, n), then it might be possible to achieve a query time better
than q(m, n). We will write poly to denote any running time that is polynomial in the
size of the input.

Any conditional lower bound that is based on the OMv (Online Boolean Matrix-Vector
Multiplication) conjecture [117] applies to both the (amortized or worst-case) running time
of any fully dynamic algorithm and also to the worst-case running time of insertions-only
and deletions-only algorithms. We will not mention this for each problem below and only
state the lower bound, except in cases where as a result of the lower bound only algorithms
for the insertions-only or deletions-only setting have been studied.

3 Fully Dynamic Graph Algorithms

In this section, we describe recent efforts in fully dynamic graph algorithms. We start by
describing fundamental problems that we think belong to a basic toolbox of fully dynamic
graph algorithms: strongly connected components, minimum spanning trees, cycle detec-
tion/topological ordering, matching, core decomposition, subgraph detection, diameter, as
well as independent sets. Later on, we discuss problems that are closer to the application
side. To this end we include fully dynamic algorithms for shortest paths, maximum flows,
graph clustering, centrality measures, and graph partitioning.

3.1 (Strongly) Connected Components and BFS/DFS Trees
One of the most fundamental questions on graphs is whether two given vertices are connected
by a path. In the undirected case, a path connecting two vertices u and w is a sequence
of edges P = ({u, v0}, {v0, v1}, . . . , {vk, w}). A connected component is a maximal set of
vertices that are pairwise connected by a path. A graph is connected if there is exactly
one connected component, which is V . In a directed graph, we say that a vertex u can
reach a vertex w if there is a directed path from u to w, i.e., a sequence of directed edges
P = ((u, v0), (v0, v1), . . . , (vk, w)). A strongly connected component (SCC) is a maximal set
of vertices that can reach each other pairwise. A directed graph is strongly connected if there
is just one strongly connected component, which is V . The transitive closure of a graph G is
a graph on the same vertex set with an edge (u, w) ∈ V × V if and only if u can reach w in
G. Given an undirected graph, we can construct a directed graph from it by replacing each
undirected edge {u, w} by a pair of directed edges (u, w) and (w, u) and translate queries of
connectedness into reachability queries on the directed graph. A breadth-first search (BFS)
or depth-first search (DFS) traversal of a directed or undirected graph defines a rooted,
spanning subtree that consists of the edges via which a new vertex was discovered. Apart
from connectivity or reachability, BFS and DFS trees can be used to answer a variety of
problems on graphs, such as testing bipartiteness, shortest paths in the unweighted setting,
2-edge connectivity, or biconnectivity.

SAND 2022
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Undirected Graphs (Connectivity)

Patrascu and Demaine [184] gave an (unconditional) lower bound of Ω(log n) per operation
for this problem, improving a bound of Ω(log n/ log log n) [123]. The first non-trivial dynamic
algorithms for connectivity, and also for 2-edge connectivity, and 2-vertex connectivity [86,
121, 79, 80, 122] took time Õ(

√
n) per operation. Henzinger and King [125] were the first to

give a fully dynamic algorithm with polylogarithmic time per operation for this problem.
Their algorithm is, however, randomized. Holm et al. [127] gave the first deterministic
fully dynamic algorithm with polylogarithmic time per operation. The currently fastest
fully dynamic connectivity algorithm takes O(log n(log log n)2) amortized expected time per
operation [132]. There also is a batch-dynamic parallel algorithm that answers k queries in
O(k log(1 + n/k)) expected work and O(log n) depth with O(log n log(1 + n/B)) expected
amortized work per update and O(log3 n) depth for an average batch size of B [6].

The fully dynamic connectivity problem can be reduced to the maintenance of a spanning
forest, using, e.g., dynamic trees [222, 7] or Euler tour trees [124, 232] (see also Section 3.2),
for the components. If the graph is a forest, updates and queries can be processed in amortized
O(log n) time, whereas the theoretically fastest algorithms [141] to date for general graphs
have polylogarithmic worst-case update time and O(log n/ log log n) worst-case query time,
the latter matching the lower bound [123, 168]. The key challenge on general graphs is to
determine whether the deletion of an edge of the spanning forest disconnects the component
or whether a replacement edge can be found. There are also fully dynamic algorithms
for more refined notions of connectivity: Two-edge connectivity [125, 126] and two-vertex
connectivity [126] can also be maintained in polylogarithmic time per operation. See [134]
for a survey on that topic.

Building on an earlier study by Alberts et al. [10], Iyer et al. [137] experimentally compared
the Euler tour tree-based algorithms by Henzinger and King [124] and Holm et al. [126]
to each other as well as several heuristics to achieve speedups in both candidates. The
instances used in the evaluation were random graphs with random edge insertions and
deletions, random graphs where a fixed set of edges appear and disappear dynamically,
graphs consisting of cliques of equal size plus a set of inter-clique edges, where only the latter
are inserted and deleted, as well as specially crafted worst-case instances for the algorithms.
The authors showed that the running time of both algorithms can be improved distinctly via
heuristics; in particular a sampling approach to replace deleted tree edges has proven to be
successful. The experimental running time of both algorithms was comparable, but with the
heuristics, the algorithm by Holm et al. [126] performed better.

Baswana et al. [25] gave the first algorithm for maintaining an undirected DFS tree with
o(m) update time and showed a conditional lower bound of Ω(n) on the update time in case of
vertex updates and, if the tree is maintained explicitly, an unconditional lower bound of Ω(n)
under edge updates. Their algorithm has a preprocessing time of O(m log n), a worst-case
update time of O(

√
mn log2.5 n), and uses O(m log2 n) bits. Nakamura and Sadakane [172]

improved the update time by polylog n factors and the space required to O(m log n). Recently,
Baswana et al. [27] further reduced the update time down to O(

√
mn log n). A parallel

algorithm that uses m processors and O(polylog n) update time was given by Khan [145].
To the best of our knowledge, experimental evaluations have only been conducted to date
with algorithms designed for the incremental setting, but not for fully-dynamic algorithms.
No experimental studies on dynamically maintaining BFS trees are known to us.
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Directed Graphs (Reachability, Strong Connectivity, Transitive Closure)

For directed graphs that are and remain acyclic, the same algorithms can be employed
for reachability as for (undirected) connectivity in forests (see above). On general graphs,
there is a conditional lower bound of (poly, m1/2−δ, m1−δ) for any small constant δ > 0
based on the OMv conjecture. This bound even holds for the s-t reachability problem,
where both s and t are fixed for all queries. The currently fastest algorithms for transitive
closure are three Monte Carlo algorithms with one-sided error: Two by Sankowski [205]
with O(1) or O(n0.58) worst-case query time and O(n2) or O(n1.58) worst-case update time,
respectively, and one by van den Brand, Nanongkai, and Saranurak [234] with O(n1.407)
worst-case update and worst-case query time. There exists a conditional lower bound based
on a variant of the OMv conjecture that shows that these running times are optimal [234].
Moreover, there are two deterministic, combinatorial algorithms: Roditty’s algorithm with
constant query time and O(n2) amortized update time [198], as well as one by Roditty and
Zwick [201] with an improved O(m + n log n) amortized update time at the expense of O(n)
worst-case query time.

Frigioni et al. [89] and later Krommidas and Zaroliagis [153] empirically studied the
performance of an extensive number of algorithms for transitive closure, including those
mentioned above. They also developed various extensions and variations and compared
them not only to each other, but also to static, so-called “simple-minded” algorithms such as
breadth-first and depth-first search. Their evaluation included random Erdős-Renyí graphs,
specially constructed hard instances, as well as two instances based on real-world graphs. It
showed that the “simple-minded” algorithms could outperform the dynamic ones distinctly
and up to several factors, unless the query ratio was more than 65 % or the instances were
dense random graphs.

In recent experimental studies by Hanauer et al. [110, 109], two relatively straightforward
algorithms for single-source reachability could outperform the “simple-minded” algorithms of
the earlier studies in a single-source setting by several orders of magnitude in practice both on
random graphs as well as on real-world instances: SI maintains an arbitrary reachability tree
which is re-constructed via a combined forward and backward breadth-first search traversal
on edge deletions if necessary and is especially fast if insertions predominate, which can be
handled in O(n + m) time. By contrast, it may take up to O(nm) time for a single edge
removal. SES is an extension and simplification of Even-Shiloach trees [220], which originally
only handle edge deletions. Its strength are hence instances with many deletions. As a plus,
it is able to deliver not just any path as a witness for reachability, but even the shortest path
(with respect to the number of edges). Furthermore, it internally maintains a BFS tree, which
makes it viable also for numerous other applications, see above. Its worst-case update time is
O(n+m), and, like SI, it answers queries in constant time. One key ingredient for the superior
performance of both algorithms in practice are carefully chosen criteria for an abortion of the
re-construction of their data structures and their re-building from scratch [110]. To query the
transitive closure of a graph, a number of so-called “supportive vertices”, for which both in-
and out-reachability trees are maintained explicitly, can be picked either once or periodically
anew and then be used to answer both positive and negative reachability queries between a
number of pairs of vertices decisively in constant time [109]. The fallback routine can be a
simple static graph traversal and therefore be relatively expensive: With a random initial
choice of supportive vertices and no periodic renewals, this approach has been shown to
answer a great majority of reachability queries on both random and real-world instances in
constant time already if the number of supportive vertices is very small, i.e., two or three.

SAND 2022
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These experimental studies clearly show the limitations of worst-case analysis: All
implemented algorithms are fully dynamic with at least linear worst-case running time per
operation and, thus, all perform “(very) poor” in the worst case. Still on all graphs used in
the study the relatively simple new algorithms clearly outperformed the algorithms used in
previous studies.

Yang et al. [246] were the first to give a fully dynamic algorithm for maintaining a DFS
tree in a directed graph along with several optimizations to achieve speedups in practice. In
an experimental evaluation on twelve real-world instances, they showed that the optimized
version of their algorithm can handle edge insertions and deletions within few seconds on
average for instances with millions of vertices. With regard to BFS trees, the already
mentioned SES algorithm [110] is the only fully dynamic algorithm we are aware of that
maintains a BFS tree on a directed graph.

3.2 Minimum Weight Spanning Trees
A minimum weight spanning tree (MST) of a connected graph is a subset of the edges
such that all nodes are connected via the edges in the subset, the induced subgraph has no
cycles and, lastly, has the minimum total weight among all possible subsets fulfilling the first
two properties.

The lower bound of Ω(log n) [184] on the time per operation for connectivity trivially
extends to maintaining the weight of a minimum spanning tree. Holm et al. [127] gave the
first fully dynamic algorithm with polylogarithmic time per operation for this problem. It
was later slightly improved to O(log4 n)/ log log n) time per operation [128].

Amato et al. [133] presented the first experimental study of dynamic minimum spanning
tree algorithms. In particular, the authors implemented different versions of Frederickson’s
algorithm [85] which uses partitions and topology trees. The algorithms have been adapted
with sparsification techniques to improve their performance. The update running times of
these algorithms range from O(m2/3) to O(m1/2). The authors further presented a variant
of Frederickson’s algorithm that is significantly faster than all other implementations of this
algorithm. However, the authors also proposed a simple adaption of a partially dynamic
data structure of Kruskal’s algorithm that was the fastest implementation on random inputs.
Later, Cattaneo et al. [56, 57] presented an experimental study on several algorithms for
the problem. The authors presented an efficient implementation of the algorithm of Holm
et al. [127], proposed new simple algorithms for dynamic MST that are not as asymptotically
efficient as the algorithm by Holm et al. but seem to be fast in practice, and lastly compared
their algorithms with the results of Amato et al. [133]. The algorithm by Holm et al. uses a
clever refinement of a technique by Henzinger and King [119] for developing fully dynamic
algorithms starting from the deletions-only case. One outcome of their experiments is that
simple algorithms outperform the theoretically more heavy algorithms on random and worst-
case networks. On the other hand, on k-clique inputs, i.e. graphs that contain k cliques of
size c plus 2k randomly chosen inter-clique edges, the implementation of the algorithm by
Holm et al. outperformed the simpler algorithms.

Tarjan and Werneck [227] performed experiments for several variants of dynamic trees
data structure. The evaluated data structures have been used by Ribero and Toso [196], who
focused on the case of changing weights, i.e. the edges of the graph are constant, but the edge
weights can change dynamically. The authors also proposed and used a new data structure
for dynamic tree representation called DRD-trees. In their algorithm the dynamic tree data
structure is used to speed up connectivity queries that check whether two vertices belong to
different subtrees. More generally, the authors compared different types of data structures
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to do this task. In particular, the authors used the dynamic tree data structures that have
been evaluated by Tarjan and Werneck [227]. The experimental evaluation demonstrated
that the new structure reduces the computation time observed for the algorithm of Cattaneo
et al. [56], and at the same time yielded the fastest algorithms in the experiments.

3.3 Cycle Detection and Topological Ordering
A cycle in a (directed) graph G = (V, E) is a non-empty path P = (v1, . . . , vk = v1) such that
(vi, vi+1) ∈ E. A topological ordering of a directed graph is a linear ordering of its vertices
from 1 to n such that for every directed edge (u, v) from vertex u to vertex v, u is ordered
before v. In the static case, one can use a depth-first search (DFS) to compute a topological
ordering of a directed acyclic graph or to check if a (un)directed graph contains a cycle.

Let δ > 0 be any small constant. Based on the OMv conjecture [117] it is straightforward
to construct a lower bound of (poly, m1/2−δ, m1−δ) for the (amortized or worst-case) running
time of any fully dynamic algorithm that detects whether the graph contains any cycle. As
any algorithm for topological ordering can be used to decide whether a graph contains a
cycle, this lower bound also applies to any fully dynamic topological ordering algorithm.
Via dynamic matrix inverse one can maintain fully dynamic directed cycle detection in
O(n1.407) [234], which is conditionally optimal based on a variant of the OMv conjecture.

Pearce and Kelly [187, 188] were the first to evaluate algorithms for topological ordering
in the presence of edge insertions and deletions. In their work, the authors compared three
algorithms that can deal with the online topological ordering problem. More precisely,
the authors implemented the algorithms by Marchetti-Spaccamela et al. [164] and Alpern
et al. [12] as well as a newly developed algorithm. Their new algorithm is the one that
performed best in their experiments. The algorithm maintains a node-to-index map, called
n2i, that maps each vertex to a unique integer in {1 . . . n} and ensures that for any edge (u, v)
in G, it holds n2i[u] < n2i[v]. When an insertion (u, v) invalidates the topological ordering,
affected nodes are updated. The set of affected nodes are identified using a forward DFS
from v and backward DFS from u. The two sets are then separately sorted into increasing
topological order and afterwards a remapping to the available indices is performed. The
algorithm by Marchetti-Spaccamela et al. [164] is quite similar to the algorithm by Pearce
and Kelly. However, it only maintains the forward set of affected nodes and obtains a correct
solution by shifting the affected nodes up in the ordering (putting them after u). Alpern
et al. [12] used a data structure to create new priorities between existing ones in constant
worst-case time. The result by Pearce and Kelly has later been applied to online cycle
detection and difference propagation in pointer analysis by Pearce et al. [189]. Furthermore,
Pearce and Kelly [186] later extended their algorithm to be able to provide more efficient
batch updates.

3.4 (Weighted) Matching
The matching problem is one of the most prominently studied combinatorial graph problems
having a variety of practical applications. A matching M of a graph G = (V, E) is a subset
of edges such that no two elements of M have a common end point. Many applications
require matchings with certain properties, like being maximal (no edge can be added to M
without violating the matching property) or having maximum cardinality.

In the dynamic setting, there is a conditional lower bound of (poly, m1/2−δ, m1−δ) (for any
small constant δ > 0) for the size of the maximum cardinality matching based on the OMv
conjecture [117]. Of course, maintaining an actual maximum matching is only harder than
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maintaining the size of a maximum matching. Thus upper bounds have mostly focused on
approximately maximum matching. However, also here we have to distinguish (a) algorithms
that maintain the size of an approximately maximum matching and (b) algorithms that
maintain an approximately maximum matching.

(a) Improving Sankowski’s O(n1.495) update time bound [207], van den Brand et al. [234]
maintain the exact size of a maximum matching in O(n1.407) update time. To maintain
the approximate size of the maximum matching, dynamic algorithms use the duality of
maximum matching and vertex cover and maintain instead a (2 + ϵ)-approximate vertex
cover. This line of work lead to a sequence of papers [135, 40, 42, 39], resulting finally
in a deterministic (2 + ϵ)-approximation algorithm that maintains a hierarchical graph
decomposition with O(1/ϵ2) amortized update time [47]. The algorithm can be turned
into an algorithm with worst-case O(log3 n) time per update [43].

(b) One can trivially maintain a maximal matching in O(n) update time by resolving all
trivial augmenting paths, i.e. cycle-free paths that start and end on a unmatched vertex
and where edges from M alternate with edges from E \ M, of length one. As any
maximal matching is a 2-approximation of a maximum matching, this leads to a 2-
approximation algorithm. Onak and Rubinfeld [181] presented a randomized algorithm
for maintaining an O(1)-approximate matching with O(log2 n) expected amortized
time per edge update. Baswana, Gupta, and Sen [26] gave an elegant algorithm that
maintains a maximal matching with amortized update time O(log n). It is based on
a hierarchical graph decomposition and was subsequently improved by Solomon to
amortized constant expected update time [223]. For worst-case bounds, the best results
are a (1 + ϵ)-approximation in O(

√
m/ϵ) update time by Gupta and Peng [104] (see [178]

for a 3/2-approximation in the same time), a (3/2 + ϵ)-approximation in O(m1/4/ϵ2.5)
time by Bernstein and Stein [37], and a (2 + ϵ)-approximation in O(polylog n) time
by Charikar and Solomon [59] and Arar et al. [17]. Recently, Grandoni et al. [100]
gave an incremental matching algorithm that achieves a (1 + ϵ)-approximate matching
in constant deterministic amortized time. Finally, Bernstein et al. [36] improved the
maximal matching algorithm of Baswana et al. [26] to O(log5 n) worst-case time with
high probability.

Despite this variety of different algorithms, to the best of our knowledge, there have been
only limited efforts so far to engineer and evaluate these algorithms on real-world instances.
Henzinger et al. [116] initiated the empirical evaluation of algorithms for this problem in
practice. To this end, the authors evaluated several dynamic maximal matching algorithms as
well as an algorithm that is able to maintain the maximum matching. They implemented the
algorithm by Baswana, Gupta and Sen [26], which performs edge updates in O(

√
n) time and

maintains a 2-approximate maximum matching, the algorithm of Neiman and Solomon [178],
which takes O(

√
m) time to maintain a 3/2-approximate maximum matching, as well as

two novel dynamic algorithms, namely a random walk-based algorithm as well as a dynamic
algorithm that searches for augmenting paths using a (depth-bounded) blossom algorithm.
Their experiments indicate that an optimum matching can be maintained dynamically more
than an order of magnitude faster than the naive algorithm that recomputes maximum
matchings from scratch . Second, all non-optimum dynamic algorithms that have been
considered in this work were able to maintain near-optimum matchings in practice while
being multiple orders of magnitudes faster than the naive exact dynamic algorithm. The
study concludes that in practice an extended random walk-based algorithms is the method
of choice.
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For the weighted dynamic matching problem, Anand et al. [14] proposed an algorithm
that can maintain an 4.911-approximate dynamic maximum weight matching that runs
in amortized O(log n log C) time where C is the ratio of the weight of the highest weight
edge to the weight of the smallest weight edge. Furthermore, a sequence [41, 1, 39, 46, 44]
of work on fully dynamic set cover resulted in (1 + ϵ)-approximate weighted dynamic
matching algorithms, with O(1/ϵ3 + (1/ϵ2) log C) amortized and O((1/ϵ3) log2(Cn)) worst-
case time per operation based on various hierarchical hypergraph decompositions. Gupta
and Peng [105] maintain a (1 + ϵ)-approximation under edge insertions/deletions that runs in
time O(

√
mϵ−2−O(1/ϵ) log N) time per update, if edge weights are in between 1 and N . Their

result is based on rerunning a static algorithm from time to time, a trimming routine that
trims the graph to a smaller equivalent graph whenever possible and in the weighted case, a
partition of the weights of the edges into intervals of geometrically increasing size. Stubbs
and Williams [225] presented metatheorems for dynamic weighted matching. Here, the
authors reduced the dynamic maximum weight matching problem to the dynamic maximum
cardinality matching problem in which the graph is unweighted. The authors proved that
using this reduction, if there is an α-approximation for maximum cardinality matching with
update time T in an unweighted graph, then there is also a (2 + ϵ)α-approximation for
maximum weight matching with update time O( T

ϵ2 log2 N). Their basic idea is an extension
of the algorithm of Crouch and Stubbs [64] who tackled the problem in the streaming model.
Here, the reduction is to take matchings from weight-threshold based subgraphs of the
dynamic graph, i.e. the algorithm maintains maximal matchings in log C subgraphs, where
subgraph i contains all edges having weight at least (1 + ϵ)i. The resulting matchings are
then greedily merged together by considering the matched edges in descending order of i

(heaviest edges first). Recently, the approach by Stubbs and Williams has been evaluated
experimentally and has been compared against a new random walk-based approach [16]
which gives a (1 + ϵ) approximation w.h.p.. When inserting or deleting an edge, the random
walk-based approach finds random simple paths (using random walks) and solves those paths
using dynamic programming to improve the maintained matching. In practice, the random
walk-based approach outperforms the approach by Stubbs and Williams significantly.

3.5 k-Core Decomposition

A k-core of a graph is a maximal connected subgraph in which all vertices have degree at
least k. The k-core decomposition problem is to compute the core number of every node
in the graph. It is well-known that a k-core decomposition can be computed in linear time
for a static graph. The problem of maintaining the k-core decomposition in a fully dynamic
graph has not received much attention by the theoretical computer science community: Sun
et al. [226] showed that the insertion and deletion of a single edge can change the core
value of all vertices. They also gave a (4 + ϵ)-approximate fully dynamic algorithm with
polylogarithmic running time. The algorithm can be implemented in time O(log2 n) in
graphs using the algorithm of [45]. It dynamically maintains O(log(1+ϵ) n) many (α, β)-
decompositions of the graph, one for each β-value that is a power of (1 + ϵ) between 1 and
(1 + ϵ)n. An (α, β)-decomposition of a graph G = (V, E) is a decomposition Z1, . . . , ZL of V

into L := 1 + ⌈(1 + ϵ) log n⌉ levels such that Zi+1 ⊆ Zi for all 1 ≤ i < L, Z1 = V , and the
following invariants are maintained: (1) All vertices v on level Zi with degZi

(v) > αβ belong
to Zi+1 and (2) all vertices v on level Zi with degZi(v) < β do not belong to Zi+1. There
are no further lower bounds, neither conditional nor unconditional, and no faster algorithms
known for maintaining an approximate k-core decomposition.
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Miorandi and De Pellegrini [169] proposed two methods to rank nodes according to their
k-core number in fully dynamic networks. The focus of their work is to identify the most
influential spreaders in complex dynamic networks. Li et al. [157] used a filtering method to
only update nodes whose core number is affected by the network update. More precisely,
the authors showed that nodes that need to be updated must be connected via a path to
the endpoints of the inserted/removed edge and the core number must be equal to the
smaller core number of the endpoints. Moreover, the authors presented efficient algorithms
to identify such nodes as well as additional techniques to reduce the size of the nodes that
need updates. Similarly, Sariyüce et al. [208] proposed the k-core algorithm TRAVERSAL
and gave additional rules to prune the size of the subgraphs that are guaranteed to contain
the vertices whose k-core number can have changed. Note that these algorithm can have
a high variation in running time for the update operations depending on the size of the
affected subgraphs. Zhang et al. [250] noted that due to this reason it can be impractical to
process updates one by one and introduced the k-order concept which can reduce the cost
of the update operations. A k-order is defined as follows: a node u is ordered before v in
the k-order if u has a smaller core number than v or when the vertices have the same core
number, if the linear time algorithm to compute the core decomposition would remove u

before v. A recent result by Sun et al. [226] also contains experimental results. However,
their main focus is on hypergraphs and there are no comparisons against the algorithms
mentioned above.

Aridhi et al. [18] gave a distributed k-core decomposition algorithm in large dynamic
graphs. The authors used a graph partitioning approach to distribute the workload and
pruning techniques to find nodes that are affected by the changes. Wang et al. [242] gave
a parallel algorithm that appears to significantly outperform the TRAVERSAL algorithm.
Jin et al. [138] presented a parallel approach based on matching to update core numbers in
fully dynamic networks. Specifically, the authors showed that if a batch of inserted/deleted
edges forms a matching, then the core number update step can be performed in parallel.
However, the type of the edges has to be the same (i.e. only insertions, or only deletions)
in each update. Hua et al. [130] noted that previous algorithms become inefficient for high
superior degree vertices, i.e. , vertices that have many neighbors that have a core number
that is larger than its own core number. For example, the matching-based approach of Jin
et al. [138] can only process one edge associated to a vertex in each iteration. Their new
algorithm can handle multiple insertions/deletions per iteration.

It would be interesting to evaluate the algorithm of Sun et al. [226] which maintains a
(4 + ϵ)-approximate core number, on graphs to see how far from the exact core numbers
these estimates are and how its running time compares to the above approaches. Note that
an (α, β)-decomposition actually gives a (2α + ϵ) approximation and α has to be chosen
to be slightly larger than 2 only to guarantee polylogarithmic updates. Thus, it would be
interesting to also experiment with smaller values of α.

3.6 Motif Search and Motif Counting
Two graphs are isomorphic if there is a bijection between the vertex sets of the graphs that
preserves adjacency. Given a graph pattern H (or multiple Hi), motif counting counts the
subgraphs of G that are isomorphic to H (Hi respectively). In the work that is currently
available there is a subset of work that focuses on the special case of counting triangles or
wedges, i.e., paths of length two, in dynamic networks.

There is a conditional lower bound of (poly, m1/2−δ, m1−δ) even for the most fundamental
problem of detecting whether a graph contains a triangle [117]. The same lower bound
also extends to various four-vertex subgraphs [108], whereas there is a lower bound of
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(poly, m1−δ, m2−δ) for counting 4-cliques as well as induced connected four-vertex subgraphs.
A fully dynamic algorithm with O(

√
m) update time was recently given independently by

Kara et al. [142, 143] for counting triangles. Subsequently, Lu and Tao [161] studied the
trade-off between update time and approximation quality and presented a new data structure
for exact triangle counting whose complexity depends on the arboricity of the graph. The
result by Kara et al. was also extended to general k-clique counting by Dhulipala et al. [74].
Motivated by the fact that real-world graphs in certain applications often have small h-index
h (i.e., there are at most h vertices of degree at least h), Eppstein and Spiro [82] showed
that the undirected triangle count can be maintained in O(h) time. Eppstein et al. [81] later
extended this result to maintaining the counts of directed triangles in amortized O(h) time
and of undirected four-vertex subgraphs in amortized O(h2). Note that h can be as large
as O(

√
m), resulting in an amortized time complexity of O(m) per update for four-vertex

subgraphs in general. Only very recently, Hanauer et al. [108] showed how to reduce this to
amortized O(m2/3) time per update for all four-vertex subgraphs except the 4-clique. This
is currently an active area of research.

In our description of the empirical work for this problem we start with recent work that
mainly focuses on triangle counting. Pavan et al. [185] introduced neighborhood sampling to
count and sample triangles in a one-pass streaming algorithm. In neighborhood sampling,
first a random edge in the stream is sampled and in subsequent steps, edges that share an
endpoint with the already sampled edges are sampled. The algorithm outperformed their
implementations of the previous best algorithms for the problem, namely the algorithms
by Jowhari and Ghodsi [140] and by Buriol et al. [54]. Note that the method does not
appear to be able to handle edge deletions. Bulteau et al. [53] estimated the number of
triangles in fully dynamic streamed graphs. Their method adapts 2-path sampling to work
for dynamic graphs. The main idea of 2-path sampling is to sample a certain number of
2-paths and compute the ratio of 2-paths in the sample that are complete triangles. The
total number of 2-paths in the graph is then multiplied with the ratio to obtain the total
number of 2-paths in the graph. This approach fails, however, if one allows deletions. Thus,
the contribution of the paper is a novel technique for sampling 2-paths. More precisely,
the algorithm first streams the graph and sparsifies it. Afterwards, the sampling technique
is applied on the sparsified graph. The core contribution of the authors is to show that
the estimate obtained in the sparsified graph is similar to the number of triangles in the
original graph. For graphs with constant transitivity coefficient, the authors achieve constant
processing time per edge. Makkar et al. [163] presented an exact and parallel approach using
an inclusion-exclusion formulation for triangle counting in dynamic graphs. The algorithm
is implemented in cuSTINGER [84] and runs on GPUs. The algorithm computes updates
for batches of edge updates and also updates the number of triangles each vertex belongs
to. The TRIÈST algorithm [224] estimates local and global triangles. An input parameter
of the algorithm is the amount of available memory. The algorithm maintains a sample of
the edges using reservoir sampling and random pairing to exploit the available memory as
much as possible. The algorithm reduces the average estimation error by up to 90 % w.r.t.
to the previous state-of-the-art. Han and Sethu [107] proposed a new sampling approach,
called edge-sample-and-discard, which generates an unbiased estimate of the total number of
triangles in a fully dynamic graph. The algorithm significantly reduces the estimation error
compared to TRIÈST. The MASCOT algorithm [159, 158] focuses on local triangle counting,
i.e. counting the triangles adjacent to every node. In their work, the authors provide an
unbiased estimation of the number of local triangles.

We now report algorithms that can count more complex patterns. The neighborhood
sampling method of Pavan et al. [185] can also be used for more complex patters, for example
Pavan et al. also presented experiments for 4-cliques. Shiller et al. [212] presented the
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stream-based (insertions and deletions) algorithm StreaM for counting undirected 4-vertex
motifs in dynamic graphs. Ahmed et al. [8] presented a general purpose sampling framework
for graph streams. The authors proposed a martingale formulation for subgraph count
estimation and showed how to compute unbiased estimate of subgraph counts from a sample
at any point during the stream. The estimates for triangle and wedge counting obtained are
less than 1 % away from the true number of triangles/wedges. The algorithm outperformed
their own implementation of TRIÈST and MASCOT. Mukherjee et al. [171] gave an exact
counting algorithm for a given set of motifs in dynamic networks. Their focus is on biological
networks. The algorithm computes an initial embedding of each motif in the initial network.
Then for each motif its embeddings are stored in a list. This list is then dynamically updated
while the graph evolves. Liu et al. [160] estimated motifs in dynamic networks. The algorithm
uses exact counting algorithms as a subroutine, and hence can speed up any exact algorithm
at the expense of accuracy. The main idea of their algorithm is to partition the stream into
time intervals and find exact motif counts in subsets of these intervals. Recently, Wang
et al. [241] improved on the result of Liu et al.. The improvement stems from a generic
edge sampling algorithm to estimate the number of instances of any k-vertex ℓ-edge motif in
a dynamic network. The main idea of the algorithm is to first uniformly at random draw
random edges from the dynamic network, then exactly count the number of local motifs and
lastly estimate the global count from the local counts. The experimental evaluation showed
that their algorithm is up to 48.5 times faster than the previous state-of-the-art while having
lower estimation errors.

Dhulipala et al. [74] recently gave parallel batch-dynamic algorithms for k-clique counting.
Their first algorithm is a batch-dynamic parallel algorithm for triangle counting that has
amortized work O(∆

√
∆ + m) and O(log∗(∆ + m)) depth with high probability. The

algorithm is based on degree thresholding which divides the vertices into vertices with low-
and high-degree. Given the classification of the vertex, different updates routines are used. A
multicore implementation of the triangle counting algorithm is given. Experiments indicate
that the algorithms achieve 36.54 to 74.73-times parallel speedups on a machine with 72 cores.
Lastly, the authors developed a simple batch-dynamic algorithm for k-clique counting that
has expected O(∆(m + ∆)αk−4) work and O(logk−2 n) depth with high probability, for
graphs with arboricity α.

To summarize for this problem the empirical work is far ahead of the theoretical work
and it would be interesting to better understand the theoretical complexity of motif search
and motif counting.

3.7 Diameter
The eccentricity of a vertex is the greatest distance between the vertex and any other vertex
in the graph. Based on this definition, the diameter of a graph is defined as the maximum
eccentricity over all vertices in the graph. The radius is the minimum eccentricity of all vertices.
Through recomputation from scratch it is straightforward to compute a 2-approximation for
diameter and radius and a (2 + ϵ)-approximation for radius in linear time.

Anacona et al. [15] recently showed that under the strong exponential time hypothesis
(SETH) there can be no (2 − ϵ)-approximate fully dynamic approximation algorithm for
any of these problems with O(m1−δ) update or query time for any δ > 0. There also exist
non-trivial (and sub-n2 time) fully dynamic algorithms for (1.5 + ϵ) approximate diameter
(and also for radius and eccentricities) [234]. In this paper, the authors also construct a
non-trivial algorithm for exact diameter. We are not aware of any experimental study for
fully dynamic diameter.
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3.8 Independent Set and Vertex Cover
Given a graph G = (V, E), an independent set is a set S ⊆ V such that no vertices in
S are adjacent to one another. The maximum independent set problem is to compute an
independent set of maximum cardinality, called a maximum independent set (MIS). The
minimum vertex cover problem is equivalent to the maximum independent set problem: S

is a minimum vertex cover C in G iff V \ S is a maximum independent set V \ C in G.
Thus, an algorithm that solves one of these problems can be used to solve the other. Note,
however, that this does not hold for approximation algorithms: If C ′ is an α-approximation
of a minimum vertex cover, then V \ C ′ is not necessarily an α-approximation of a maximum
independent set. Another related problem is the maximal independent set problem. A set S

is a maximal independent set if it is an independent set such that for any vertex v ∈ V \ S,
S ∪ {v} is not independent.

As computing the size of an MIS is NP-hard, all dynamic algorithms of independent set
study the maximal independent set problem. Note, however, that unlike for matching a
maximal independent set does not give an approximate solution for the MIS problem, as
shown by a star graph. In a sequence of papers [19, 103, 20, 60, 31] the running time for the
maximal independent set problem was reduced to O(log4 n) expected worst-case update time.

While quite a large amount of engineering work has been devoted to the computation
of independent sets/vertex covers in static graphs, the amount of engineering work for the
dynamic independent set problem is very limited. Zheng et al. [252] presented a heuristic
fully dynamic algorithm and proposed a lazy search algorithm to improve the size of the
maintained independent set. A year later, Zheng et al. [251] improved the result such that the
algorithm is less sensitive to the quality of the initial solution used for the evolving MIS. In
their algorithm, the authors used two well known data reduction rules, degree one and degree
two vertex reduction, that are frequently used in the static case. Moreover, the authors can
handle batch updates. Bhore et al. [48] focused on the special case of MIS for independent
rectangles which is frequently used in map labelling applications. The authors presented a
deterministic algorithm for maintaining a MIS of a dynamic set of uniform rectangles with
amortized sub-logarithmic update time. Moreover, the authors evaluated their approach
using extensive experiments.

3.9 Shortest Paths
One of the most studied problems on weighted dynamic networks is the maintenance of
shortest path information between pairs of vertices. In the most general setting, given an
undirected, dynamic graph with dynamically changing edge weights representing distances,
we are interested in the shortest path between two arbitrary vertices s and t (all-pairs
shortest path problem). For the single-source shortest path problem, the source vertex s

is fixed beforehand and the dynamic graph algorithm is only required to answer distance
queries between s and an (arbitrary) vertex t which is specified by the query operation. In
the s-t shortest path problem both s and t are fixed beforehand and the data structure is
only required to return the distance between s and t as answer to a query. In all cases, the
analogous problem can also be cast on a directed graph, asking for a shortest path from s to
t instead.

Let δ > 0 be a small constant. There is a conditional lower bound of (poly, m1/2−δ, m1−δ)
for any small constant δ > 0 based on the OMv conjecture, even for s-t shortest paths [117].
This lower bound applies also to any algorithm that gives a better than 5/3-approximation.
For planar graphs the product of query and update time is Ω(n1−δ) based on the APSP
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conjecture [2]. As even the partially dynamic versions have shown to be at least as hard
as the static all-pairs shortest paths problem [199, 2], one cannot hope for a combinatorial
fully dynamic all-pairs shortest paths algorithm with O(n3−δ) preprocessing time, O(n2−δ)
amortized update time, and constant query time. The state-of-the-art algorithms come close
to this: For directed, weighted graphs, Demetrescu and Italiano [72] achieved an amortized
update time of Õ(n2), which was later improved by a polylogarithmic factor by Thorup [228].
Both of these algorithms actually allow vertex insertions and deletion, not just edge updates.
There is also a fully dynamic 2O(k2)-approximation algorithm that takes time Õ(

√
mn1/k)

per update and O(k2) per update for any positive integer k [5].

With respect to worst-case update times, the currently fastest algorithms are randomized
with Õ(n2+2/3) update time [4, 106]. Moreover, Probst Gutenberg and Wulff-Nilsen [106]
presented a deterministic algorithm with Õ(n2+5/7) update time, thereby improving a
15 years old result by Thorup [229]. Van den Brand and Nanongkai [233] showed that
Monte Carlo-randomized (1+ ϵ)-approximation algorithms exist with Õ(n1.823/ϵ2) worst-case
update time for the fully dynamic single-source shortest path problem and Õ(n2.045/ϵ2) for
all-pairs shortest paths, in each case with positive real edge weights and constant query time.
Slightly faster exact and approximative algorithms exist in part for the “special cases” of
unweighted graphs [206, 199, 4, 106, 234, 233] (all edges have unit weight) and/or undirected
graphs [200, 233] (every edge has a reverse edge of the same weight). More details on
shortest paths algorithms including fully dynamic algorithms are given in the survey of
Madkour et al. [162].

The first experimental study for fully dynamic single-source shortest paths on directed
graphs with positive real edge weights was conducted by Frigioni et al. [87], who evaluated
Dijkstra’s seminal static algorithm [75] against a fully dynamic algorithm by Ramalingam and
Reps [195] (RR) as well as one by Frigioni et al. [88] (FMN). RR is based on Dijkstra’s static
algorithm and maintains a spanning subgraph consisting of edges that belong to at least one
shortest s-t path for some vertex t. After an edge insertion, the spanning subgraph is updated
starting from the edge’s head until all affected vertices have been processed. In case of an
edge deletion, the affected vertices are identified as a first step, followed by an update of their
distances. The resulting worst-case update time is O(xδ + nδ log nδ) ⊆ O(m + n log n), where
nδ corresponds to the number of vertices affected by the update, i.e., whose distance from s

changes and xδ equals nδ plus the number of edges incident to an affected vertex. Similarly,
Frigioni et al. [88] analyzed the update complexity of their algorithm FMN with respect to
the change in the solution and showed a worst-case running time of O(|Uδ|

√
m log n), where

Uδ is the set of vertices where either the distance from s must be updated or their parent
in the shortest paths tree. The algorithm assigns each edge (u, v) a forward (backward)
level, which corresponds to the difference between the (sum of) v’s (u’s) distance from s

and the edge weight, as well as an owner, which is either u or v, and used to bound the
running time. Incident outgoing and incoming edges of a vertex that it does not own are
kept in a priority queue each, with the priority corresponding to the edge’s level. In case
of a distance update at a vertex, only those edges are scanned that are either owned by
the vertex or have a priority that indicates a shorter path. Edge insertion and deletion
routines are based on Dijkstra’s algorithm and handled similar as in RR, but using level
and ownership information. The experiments were run on three types of input instances:
randomly generated ones, instances crafted specifically for the tested algorithms, and random
updates on autonomous systems networks. The static Dijkstra algorithm is made dynamic
in that it is re-run from scratch each time its shortest paths tree is affected by an update.
The evaluation showed that the dynamic algorithms can speed up the update time by 95 %
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over the static algorithm. Furthermore, RR turned out to be faster in practice than FMN
except on autonomous systems instances, where the spanning subgraph was large due to
many alternative shortest paths. In a follow-up work, Demetrescu et al. [71, 70] extended this
study to dynamic graphs with arbitrary edge weight, allowing in particular also for negative
weights. In addition to the above mentioned algorithm by Ramalingam and Reps [195] in
a slightly lighter version (RRL) and the one by Frigioni et al. [88] (FMN), their study also
includes a simplified variant of the latter which waives edge ownership (DFMN), as well as a
rather straightforward dynamic algorithm (DF) that in case of a weight increase on an edge
(u, v) first marks all vertices in the shortest paths subtree rooted at v and then finds for each
of these vertices an alternative path from s using only unmarked vertices. The new weight of
these vertices can be at most this distance or the old distance plus the amount of weight
increase on (u, v). Therefore, the minimum is taken as a distance estimate for the second
step, where the procedure is as in Dijkstra’s algorithm. In case of a weight decrease on an
edge (u, v) the first step is omitted. As Dijkstra’s algorithm is employed as a subroutine,
the worst-case running time of DF for a weight change is O(m + n log n). For updates, all
algorithms use a technique introduced by Edmonds and Karp [78] to transform the weight
w(u, v) of each edge (u, v) to a non-negative one by replacing it with the reduced weight
w(u, v) − (d(v) − d(u)), where d(·) denotes the distance from s. This preserves shortest
paths and allows Dijkstra’s algorithm to be used during the update process. The authors
compared these dynamic algorithms to re-running the static algorithm by Bellman and Ford
on each update from scratch on various randomly generated dynamic instances with mixed
incremental and decremental updates on the edge weights, always avoiding negative-length
cycles. Their study showed that DF is the fastest in practice on most instances, however, in
certain circumstances RR and DFMN are faster, whereas FMN turned out to be too slow in
practice due to its complicated data structures. The authors observed a runtime dependency
on the interval size of the edge weights; RR was the fastest if this interval was small, except
for very sparse graphs. DFMN on the other hand was shown to perform better than DF
in presence of zero-length cycles, whereas RR is incapable of handling such instances. It is
interesting to note here that the differences in running time are only due to the updates
that increase distances, as all three candidates used the same routine for operations that
decrease distances. The static algorithm was slower than the dynamic algorithms by several
orders of magnitude.

The first fully dynamic algorithm for all-pairs shortest paths in graphs with positive integer
weights less than a constant C was presented by King [147], with an amortized update time
of O(n2.5√

C log n). For each vertex v, it maintains two shortest paths trees up to a distance
d: one outbound with v as source and one inbound with v as target. A so-called stitching
algorithm is used to stitch together longer paths from shortest paths of distance at most d. To
achieve the above mentioned running time, d is set to

√
nC log n. The space requirement is

O(n3) originally, but can be reduced to Õ(n2
√

nC) [148]. For non-negative, real-valued edge
weights, Demetrescu and Italiano [72] proposed an algorithm with an amortized update time
of O(n2 log3 n), which was later improved to O(n2(log n+log2((n+m)/n))) by Thorup [228].
The algorithm uses the concept of locally shortest paths, which are paths such that each proper
subpath is a shortest path, but not necessarily the entire path, and historical shortest paths,
which are paths that have once been shortest paths and whose edges have not received any
weight updates since then. The combination of both yields so-called locally historical paths,
which are maintained by the algorithm. To keep their number small, the original sequence of
updates is transformed into an equivalent, but slightly longer smoothed sequence. In case
of a weight update, the algorithm discards all maintained paths containing the updated
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edge and then computes new locally historical paths using a routine similar to Dijkstra’s
algorithm. Both algorithms have constant query time and were evaluated experimentally
in a study by Demetrescu and Italiano [73] against RRL [71] on random instances, graphs
with a single bottleneck edge, which serves as a bridge between two equally-sized complete
bipartite graphs and only its weight is subject to updates, as well as real-world instances
obtained from the US road networks and autonomous systems networks. Apart from RRL,
the study also comprises the Dijkstra’s static algorithm. Both these algorithms are designed
for single-source shortest paths and were hence run once per vertex. All algorithms were
implemented with small deviations from their respective theoretical description to speed them
up in practice. The study showed that RRL and the algorithm based on locally historical
paths (LHP) can outperform the static algorithm by a factor of up to 10 000, whereas the
algorithm by King only achieves a speedup factor of around 10. RRL turned out to be
especially fast if the solution changes only slightly, but by contrast exhibited the worst
performance on the bottleneck instances unless the graphs were sparse. In comparison,
LHP was slightly slower on sparse instances, but could beat RRL as the density increased.
The authors also point out differences in performance that depend mainly on the memory
architecture of the machines used for benchmarking, where RRL could better cope with small
caches or memory bandwidth due to its reduced space requirements and better locality in
the memory access pattern, whereas LHP benefited from larger caches and more bandwidth.

Buriol et al. [55] presented a technique that reduces the number of elements that need to
be processed in a heap after an update for various dynamic shortest paths algorithms by
excluding vertices whose distance changes by exactly the same amount as the weight change
and handling them separately. They showed how this improvement can be incorporated
into RR [195], a variant similar to RRL [195], the algorithm by King and Thorup [148]
(KT), and DF [70] and achieves speedups of up to 1.79 for random weight changes and up
to 5.11 for unit weight changes. Narváez et al. [173] proposed a framework to dynamize
static shortest path algorithms such as Dijkstra’s or Bellman-Ford [32]. In a follow-up
work [174], they developed a new algorithm that fits in this framework and is based on the
linear programming formulation of shortest paths and its dual, which yields the problem in
a so-called ball-and-string model. The authors experimentally showed that their algorithm
needs fewer comparisons per vertex when processing an update than the algorithms from
their earlier work, as it can reuse intact substructures of the old shortest path tree.

To speed up shortest paths computations experimentally, Wagner et al. [239] introduced
a concept for pruning the search space by geometric containers. Here, each edge (u, v) is
associated with a set of vertices called container, which is a superset of all vertices w whose
shortest u-w path starts with (u, v). The authors assume that each vertex is mapped to
a point in two-dimensional Euclidean space and based on this, suggest different types of
geometric objects as containers, such as disks, ellipses, sectors or boxes. All types of container
only require constant additional space per edge. The experimental evaluation on static
instances obtained from road and railway networks showed that using the bounding box as
container reduces the query time the most in comparison to running the Dijkstra algorithm
without pruning, as the search space could be reduced to 5 % to 10 %. This could be preserved
for dynamic instances obtained from railway networks if containers were grown and shrunk in
response to an update, with a speedup factor of 2 to 3 over a recomputation of the containers
from scratch. For bidirectional search, reverse containers need to be maintained additionally,
which about doubled the absolute update time. Delling and Wagner [69] adapted the static
ALT algorithm [90] to the dynamic setting. ALT is a variant of bidirectional A∗ search that
uses a small subset of vertices called landmarks, for which distances from and to all other
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vertices are precomputed, and the triangle inequality to direct the search for a shortest path
towards the target more efficiently. The authors distinguish between an eager and a lazy
dynamic version of ALT, where the eager one updates all shortest path trees of the landmarks
immediately after an update. The lazy variant instead keeps the preprocessed information as
long as it still guarantees correctness, which holds as long as the weight of an edge is at least
its initial weight, however at the expense of a potentially larger search space. The choice of
landmarks remains fixed. The experimental study on large road networks showed that queries
in the lazy version are almost as fast as in the eager version for short distances or if no edges
representing motorways are affected, but slower by several factors for longer distances, larger
changes to the weight of motorway edges, or after many updates. Schultes and Sanders [216]
combined and generalized different techniques that have been successfully used in the static
setting, such as separators, highway hierarchies, and transit node routing in a multi-level
approach termed highway-node routing: For the set of vertices Vi on each level i, Vi ⊆ Vi−1,
and the overlay graph Gi is defined on Vi with an edge (s, t) ∈ Vi × Vi iff there is a shortest
s-t path in Gi−1 that contains no vertices in Vi except for s and t. Queries are carried out
by a modified Dijkstra search on this graph hierarchy. The authors extended this approach
also to the dynamic setting and consider two scenarios: a server scenario, where in case of
edge weight changes the sets of highway nodes Vi are kept and the graphs Gi are updated,
and a mobile scenario, where only those vertices that are potentially affected are determined
and the query routine needs to be aware of possibly outdated information during a search.
In an experimental evaluation on a very large road network with dynamically changing
travel times as weights it is shown that the dynamic highway-node routing outperformed
recomputation from scratch as well as dynamic ALT search with 16 landmarks clearly with
respect to preprocessing, update, and query time as well as space overhead.

Misra and Oommen [170] presented algorithms for single-source shortest paths that are
based on learning automata and designed to find “statistical” shortest paths in a stochastic
graph with stochastically changing edge weights. The algorithms are extensions of RR [195]
and FMN [88] and shown to be superior to the original versions of RR and FMN by several
orders of magnitude once they have converged. Chan and Yang [58] studied the problem of
dynamically updating a single-source shortest path tree under multiple concurrent edge weight
updates. They amended the algorithm by Narváez et al. [174] (MBS), for which they showed
that it may misbehave in certain circumstances and suggested two further algorithms: MFP
is an optimized version of an algorithm by Ramalingam and Reps [194] (DynamicSWSF-FP),
which can handle multiple updates at once. The second algorithm is a generalization of the
dynamic Dijkstra algorithm proposed by Narváez et al. [173]. In a detailed evaluation, they
showed that an algorithm obtained by combining the incremental phase of MBS and the
decremental phase of their dynamization of Dijkstra’s algorithm performed best on road
networks, whereas the dynamized Dijkstra’s algorithm was best on random networks. An
extensive experimental study on single-source shortest path algorithms was conducted by
Bauer and Wagner [29]. They suggested several tuned variants of DynamicSWSF-FP [194]
and evaluated them against FMN [88], different algorithms from the framework by Narváez
et al. [173], as well as RR [195] on a diverse set of instances. The algorithms from the
Narváez framework showed similar performance in case of single-edge updates and were the
fastest on road networks and generated grid-like graphs. By contrast, the tuned variants of
DynamicSWSF-FP behaved less consistent. RR was superior on Internet networks, whereas
FMN was the slowest, especially on sparse instances. Interestingly, the authors showed that
for batch updates with a set of randomly chosen edges, the algorithms behave similar as for
single-edge updates, as there was almost no interference. The picture changed slightly for
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simulated node failures and strongly for simulated traffic jams. RR and a tuned variant of
DynamicSWSF-FP showed the best performance for simulated node failures, and two tuned
variants of DynamicSWSF-FP dominated in case of simulated traffic jams. Notably, the
algorithms from the Narváez framework were faster here if instead of in batches, the updates
were processed one-by-one. In follow-up works, D’Andrea et al. [65] evaluated several batch-
dynamic algorithms for single-source shortest paths, where the batches are homogeneous, i.e.,
all updates are either incremental or decremental. Their study contains RR [195], a tuned
variant of DynamicSWSF-FP [194] described by Bauer and Wagner [29] (TSWSF), as well as
a new algorithm DDFLP, which is designed specifically to handle homogeneous batches and
uses similar techniques as FMN [88]. The instance set comprised road and Internet networks
as well as randomly generated graphs according to the Erdős-Rényi model (uniform degree
distribution) and the Barabási-Albert model (power-law degree distribution). Batch updates
were obtained from simulated node failure and recovery, simulated traffic jam and recovery,
as well as randomly selected edges for which the weights were either increased or decreased
randomly. The evaluation confirmed the results by Bauer and Wagner [29] and showed
that DDFLP and TSWSF are best in case of update scenarios like node failures or traffic
jams and otherwise TSWSF and RR, where RR is preferable to TSWSF if the interference
among the updates is low and vice versa. DDFLP generally benefited from dense instances.
Singh and Khare [221] presented the first batch-dynamic parallel algorithm for single-source
shortest paths for GPUs and showed in experiments that it outperforms the (sequential)
tuned DynamicSWSF-FP algorithm [29] by a factor of up to 20 if the distances of up to 10 %
of the nodes are affected.

For real-time shortest path computations on networks with fixed topology, but varying
metric, Delling et al. [68] suggested a three-stage approach: In the first, preprocessing step,
a metric-independent, moderate amount of auxiliary data is obtained from the network’s
topology. It is followed by a customization step, which is run for each metric and produces
few additional data. Whereas the first phase is run only once and can therefore use more
computation time, the second phase must complete within seconds in real-life scenarios.
Shortest path queries form the third phase and must be fast enough for actual applications.
For the first, metric-independent stage, the authors describe an approach based on graph
partitioning, where the number of boundary edges, i.e., edges between different partitions,
is to be minimized. For the second stage, they compute an overlay network consisting of
shortest paths between all pairs of boundary nodes, i.e. nodes that are incident to at least one
boundary edge. An s-t query is then answered by running a bidirectional Dijkstra algorithm
on the graph obtained by combining the overlay graph with the subgraphs induced by the
partitions containing s and t, respectively. The authors also considered various options for
speedups, such as a sparsification of the overlay network, incorporating goal-directed search
techniques, and multiple levels of overlays. An experimental evaluation on road networks
with travel distances and travel times as metrics showed that their approach allows for
real-time queries and needs only few seconds for the metric-dependent customization phase.

Arc flags belong in the category of goal-directed techniques to speed up shortest path
computations and have been successfully used in the static setting [28]. To this end, the set
of vertices is partitioned into a number of regions. Each edge receives a label consisting of
a flag for each region, which tells whether there is a shortest path starting with this edge
and ending in the region. The technique is related to geometric containers and uses the arc
flags to prune a (bidirectional) Dijkstra search. Berettini et al. [38] were the first to consider
arc flags in a dynamic setting, however only for the case of weight increases. Their main
idea is to maintain a threshold for each edge and region that gives the increase in weight
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required for the edge to lie on a shortest path. On a weight increase, the thresholds are
updated and used to determine when to change an arc flag. Although this potentially reduces
the quality of the arc flags with each update, the experimental evaluation showed that the
increase in query time is very small as long as the update sequence is short. With respect to
the update time, a significant speedup could be achieved over recomputing arc flags from
scratch. To refresh arc flags more exactly and in a fully dynamical setting, D’Angelo et
al. [66] introduced a data structure called road signs. Road signs complement arc flags and
store for each edge e and region R the set of boundary nodes contained in any shortest path
starting with e and ending in R. In case of a weight increase, the algorithm first identifies all
affected nodes whose shortest path to a boundary node changed and then updates all road
signs for all outgoing edges of an affected node. In case of a weight decrease on edge (u, v),
the authors observed that all shortest paths containing (u, v) remain unchanged. However,
shortest paths starting with other outgoing or incoming edges of u might require updates,
as well as other paths containing an incoming edge of u. In an experimental study on road
networks, the authors compared their algorithm against one that recomputes arc flags from
scratch as well as the algorithm by Berettini et al. [38] (BDD). To mimic traffic jams and
similar occurrences, the weight of a randomly chosen edge increases and then decreases by
the same amount, however not necessarily in subsequent updates. The evaluation showed
that updating both road signs and arc flags is by several factors faster than recomputing arc
flags from scratch. On instances with weight increases only, the authors showed that their
new algorithm outperforms BDD distinctly both for updates and queries.

A further speedup technique for shortest path queries are 2-hop cover labelings, where
the label L(v) of each node v is a carefully chosen set of nodes Uv along with the distance
between v and u for each u ∈ U . For each pair of vertices s and t, the shortest s-t path can
be obtained by intersecting Us and Ut and taking the minimum over all combinations of s-x
and x-t paths for all nodes x ∈ Us ∩ Ut. In the static setting, a 2-hop cover labeling can be
computed based on a breadth-first search that is run once for every vertex (“naive landmark
labeling”). Akiba et al. [9] introduced pruned landmark labeling (PLL), which constitutes a
more refined approach and uses pruned breadth-first searches instead. The authors developed
an incremental algorithm for PLL, which was complemented by D’Angelo et al. [67] to a
fully dynamic algorithm. The experimental evaluation showed that the algorithm achieves
speedups of several orders of magnitude over a recomputation from scratch, while at the
same time preserving the quality of the labeling, which makes this speedup technique suitable
for practical use in dynamic scenarios.

Hayashi et al. [111] proposed a method to support shortest paths queries on unweighted
networks with billions of edges by combining a bidirectional breadth-first search, which is
optimized for the structure of small-world networks, with landmarks. To this end, the authors
choose high-degree vertices and store shortest path trees as well as those of a subset of their
neighbors in a so-called “bit-parallel” form. This increases the number of landmarks, which
in turn generally speeds up the search and in particular for high-degree vertices, and at the
same time keeps the memory requirements comparatively small. After an edge insertion or
deletion, the bit-parallel shortest paths trees are updated accordingly. The experimental
evaluation on twelve real-world instances having between 1.5 million and 3.7 billion edges
showed that the new algorithm was able to process queries on average in less than 8 ms and
even considerably less on many instances. The average edge insertion and deletion times
were less than 1.3 ms and 8.1 s, respectively, after an initialization time of less than 1 h. The
incremental algorithm by Akiba et al. [9], which was included in the study, was distinctly
faster on queries, but on some instances several factors slower on insertions. However, it failed
to complete the preprocessing step within 10 h or required more than 128 GB of memory on
half of all instances.
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3.10 Maximum Flows and Minimum Cuts
An instance of the maximum flow/minimum cut problem consists of an edge-weighted directed
graph G = (V, E, c) along with two distinguished vertices s and t. The edge weights c are
positive and commonly referred to as capacities. An (s-t) flow f is a non-negative weight
function on the edges such f(e) ≤ c(e) for all e ∈ E (capacity constraints) and except for s

and t, the total flow on the incoming edges of each vertex must equal the total flow on the
outgoing edges (conservation constraints). The excess of a vertex v is the total flow on its
incoming edges minus that on its outgoing edges, which must be zero for all vertices except
s and t. The value of a flow f then is the excess of t. The task is to find a flow of maximum
value. An (s-t) cut is a subset of edges C ⊆ E whose removal makes t unreachable from s,
and its value is the sum of the capacities of all edges in the cut. The well-known max-flow
min-cut theorem states that the maximum value of a flow equals the minimum value of a cut.
The fastest static algorithm whose running time does not depend on the size of the largest
edge weight computes an optimal solution in O(nm) time [182].

In the dynamic setting, there is a conditional lower bound of (poly, m1/2−δ, m1−δ) (for
any small constant δ > 0) for the size of the maximum s-t flow even in unweighted, undirected
graphs based on the OMv conjecture [117]. Recently Chen et al. [62] gave an O(log n log log n)-
approximate fully dynamic maximum flow algorithm in time Õ(n2/3+o(1)) per update and
Goranci et al. [95] gave a no(1)-approximate fully dynamic algorithm in time no(1) worst-case
update time and O(log1/6 n) query time. In the unweighted setting Jin and Sun [139] gave a
datastructure that can be constructed for any fixed positive integer c = (log n)o(1) and that
answers for any pair (s, t) of vertices that are parameters of the query in time no(1) where s

and t are c-edge connected.
For global minimum cuts in the unweighted setting Thorup and Karger [231] presented a√

2 + o(1)-approximation algorithm that takes polylogarithmic time per update and query
and Thorup [230] designed a (1 + ϵ)-approximate algorithm in Õ(

√
n) time per update

and query.
Kumar and Gupta [154] extended the preflow-push approach [93] to solve maximum flow

in static graphs to the dynamic setting. A preflow is a flow under a relaxed conservation
constraint in that the excess of all vertices except s must be non-negative. Vertices with
positive excess are called active. Preflow-push algorithms, also called push-relabel algorithms,
use this relaxed variant of a flow during the construction of a maximum flow along with
distance labels on the vertices. Generally speaking, they push flow out of active vertices
towards vertices with smaller distance (to t) and terminate with a valid flow (i.e., observing
conservation constraints). In case of an edge insertion or deletion, Kumar and Gupta first
identify affected vertices via forward and backward breadth-first search while observing
and updating distance labels and then follow the scheme of a basic preflow-push algorithm,
however restricted to the set of affected vertices. The authors evaluated their algorithm
only for the incremental setting on a set of randomly generated instances against the static
preflow-push algorithm in [93] and found that their algorithm is able to reduce the number of
push and relabel operations significantly as long as the instances are sparse and the number
of affected vertices remains small.

Many important fields of application for the maximum flow/minimum cut problem stem
from computer vision. In this area, the static algorithm of Boykov and Kolmogorov [50]
(BK) is widely used due to its good performance in practice on computer vision instances
and despite its pseudo-polynomial worst-case running time of O(nm · Opt), with Opt being
the value of a maximum flow/minimum cut. Interestingly, however, a study by Verma and
Batra [238] shows that its practical superiority only holds for sparse instances. BK follows
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the Ford-Fulkerson method of augmenting flow along s-t paths, but uses two search trees
grown from s and t, respectively, to find such paths. Kohli and Torr [149, 150] extended
BK to the fully dynamic setting by updating capacities and flow upon changes and discuss
an optimization that tries to recycle the search trees. They experimentally compared their
algorithm to repeated executions of the static algorithm on dynamic instances obtained
from video sequences and achieve a substantial speedup. They also observed that reusing
the search trees leads to longer s-t paths, which affects the update time negatively as the
instances undergo many changes.

Goldberg et al. [91] developed EIBFS, a generalization of their earlier algorithm IBFS, that
by contrast also extends to the dynamic setting in a straightforward manner. IBFS in turn is a
modification of BK that ensures that the two trees grown from s and t are height-minimal (i.e.,
BFS trees) and is closely related to the concept of blocking flows. The running time of EIBFS
in the static setting and thus the initialization in the dynamic setting, is O(mn log(n2/m))
with dynamic trees or O(mn2) without. The algorithm works with a so-called pseudoflow,
which observes capacity constraints, but may violate conservation constraints. It maintains
two vertex-disjoint forests S and T , where the roots are exactly those vertices with a surplus
of incoming flow and those with a surplus of outgoing flow, respectively, and originally only
contain s and t. The steps of the algorithm consist in growth steps, where S or T are grown
level-wise, augmentation steps, which occur if a link between the forests has been established
and flow is pushed to a vertex in the other forest and further on to the root, and adoption
steps, where vertices in T with surplus incoming flow or vertices in S with surplus outgoing
flow are either adopted by a new parent in the same forest or become a root in the other
forest. In case of an update in the dynamic setting, the invariants of the forests are restored
and flow is pushed where possible, followed by alternating augmentation and adoption steps
if necessary. The authors also mention that resetting the forests every O(m) work such that
they contain only vertices with a surplus outgoing or incoming flow seemed to be beneficial
in practice. In their experimental evaluation of EIBFS against the algorithm by Kohli and
Torr as well as an altered version thereof and a more naive dynamization of IBFS, they
showed for different dynamic real-world instances from the field of computer vision that
EIBFS is the fastest on eight out of fourteen instances and relatively robust: In contrast to
its competitors, it always takes at most roughly twice the time of the fastest algorithm on an
instance. Notably, no algorithm is dominated by another one across all instances.

Zhu et al. [253] described a dynamic update strategy based on augmenting and de-
augmenting paths as well as cancelling cyclic flows. The latter serves as a preparatory step
and only reroutes flow in the network without increasing or decreasing the total s-t flow
and is only necessary in a decremental update operation. They experimentally evaluated
the effectiveness of their algorithm for online semi-supervised learning, where real-world big
data is classified via minimum cuts, and showed that their algorithm outperforms state-of-
the-art stream classification algorithms. A very similar algorithm was proposed by Greco
et al. [101]. The authors compared it experimentally against EIBFS and the dynamic BK
algorithm by Kohli and Torr as well as a number of the currently fastest static algorithms.
Their experiments were conducted on a set of instances from computer vision where equally
many edges are randomly chosen to be inserted and deleted, respectively. They showed
that their algorithm is with one exception always the fastest on average in performing edge
insertions if compared to the average update time of the competitors, and on half of all
instances also in case of edge deletions. On the remaining instances, the average update time
of EIBFS dominated.
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For the global minimum cut problem, Henzinger et al. [118] implemented an algorithm
for large dynamic graphs under both edge insertions and deletions. For edge insertions, the
algorithm uses the approach of Henzinger [120] and Goranci et al. [94], which maintain a
compact data structure of all minimum cuts in a graph and invalidate only the minimum cuts
that are affected by an edge insertion. For edge deletions, the algorithms use the push-relabel
algorithm of Goldberg and Tarjan [92] to certify whether the previous minimum cut is still
a minimum cut. The algorithm outperformed static approaches by up to five orders of
magnitude on large graphs.

3.11 Graph Clustering
Graph clustering is the problem of detecting tightly connected regions of a graph. More
precisely, a clustering C is a partition of the set of vertices, i.e. a set of disjoint clusters of
vertices V1,. . . ,Vk such that V1 ∪ · · · ∪ Vk = V . However, k is usually not given in advance
and some objective function that models intra-cluster density versus inter-cluster sparsity, is
optimized. It is common knowledge that there is neither a single best strategy nor objective
function for graph clustering, which justifies a plethora of existing approaches. Moreover,
most quality indices for graph clusterings have turned out to be NP-hard to optimize and
are rather resilient to effective approximations, see, e.g. [21, 51], allowing only heuristic
approaches for optimization. There has been a wide-range of algorithms for static graph
clustering, the majority are based on the paradigm of intra-cluster density versus inter-cluster
sparsity. For dynamic graphs, there has been a recent survey on the topic of community
detection [202]. The survey covers features and challenges of dynamic community detection
and classifies published approaches. Here we focus on engineering results and extend their
survey in that regard with additional references as well as results that appeared in the
meantime. Most algorithms in the area optimize for modularity. Modularity has recently
been proposed [179]. The core idea for modularity is to take coverage, i.e. the fraction of
edges covered by clusters, minus the expected value of the same quantity in a network with
the same community divisions, but random connections between the vertices. The commonly
used formula is as follows: mod(C) := m(C)

m − 1
4m2

∑
C∈C

(∑
v∈C deg(v)

)2.
Miller and Eliassi-Rad [167] adapted a dynamic extension of Latent Dirichlet Allocation

for dynamic graph clustering. Latent Dirichlet Allocation has been originally proposed
for modeling text documents, i.e. the algorithm assumes that a given set of documents
can be classified into k topics. This approach has been transferred to graphs [113] and
was adapted by the authors for dynamic networks. Aynaud and Guillaume [23] tracked
communities between successive snapshots of the input network. They first noted that using
standard community detection algorithms results in stability issues, i.e. little modifications
of the network can result in wildly different clusterings. Hence, the authors propose a
modification of the Louvain method to obtain stable clusterings. This is done by modi-
fying the initialization routine of the Louvain method. By default, the Louvain method
starts with each node being in its own clustering. In the modified version of Aynaud and
Guillaume, the algorithm keeps the clustering of the previous time step and uses this as a
starting point for the Louvain method which results in much more stable clusterings. Bansal
et al. [24] also reused the communities from previous time steps. However, their approach is
based on greedy agglomeration where two communities are merged at each step to optimize
the modularity objective function. The authors improved the efficiency of dynamic graph
clustering algorithms by limiting recomputation to regions of the network and merging
processes that have been affected by insertion and deletion operations. Görke et al. [96]
showed that the structure of minimum s-t-cuts in a graph allows for efficient updates of
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clusterings. The algorithm builds on partially updating a specific part of a minimum-cut tree
and is able to maintain a clustering fulfilling a provable quality guarantee, i.e. the clusterings
computed by the algorithm are guaranteed to yield a certain expansion. To the best of
our knowledge, this is the only dynamic graph clustering algorithm that provides such a
guarantee. Later, Görke et al. [99, 98] formally introduced the concept of smoothness to
compare consecutive clusterings and provided a portfolio of different update strategies for
different types of local and global algorithms. Moreover, their fastest algorithm is guaranteed
to run in time Θ(log n) per update. Their experimental evaluation indicates that dynamically
maintaining a clustering of a dynamic random network saves time and at the same time
also yields higher modularity than recomputation from scratch. Alvari et al. [13] proposed
a dynamic game theory method to tackle the community detection problem in dynamic
social networks. Roughly speaking, the authors model the process of community detection
as an iterative game performed in a dynamic multiagent environment where each node is
an agent who wants to maximize its total utility. In each iteration, an agent can decide to
join, switch, leave, or stay in a community. The new utility is then computed by the best
outcome of these operations. The authors use neighborhood similarity to measure structural
similarity and optimize for modularity. The experimental evaluation is limited to two graphs.
Zakrzweska and Bader [248] presented two algorithms that update communities. Their first
algorithm is similar to the dynamic greedy agglomeration algorithm by Görke et al. [98].
The second algorithm is a modification of the first one that runs faster. This first is achieved
by more stringent backtracking of merges than Görke et al. [98], i.e. merges are only undone
if the merge has significantly changed the modularity score of the clustering. Moreover, the
authors used a faster agglomeration scheme during update operations that uses information
about previous merges to speed up contractions. Recently, Zhuang et al. [254] proposed the
DynaMo algorithm which also is a dynamic algorithm for modularity maximization, however
the algorithm processes network changes in batches.

3.12 Centralities
We will describe three popular measures to find central nodes in networks in the fully
dynamic setting: Katz centrality, betweenness centrality and closeness centrality. The
only two theoretical fully dynamic results that we are aware of are due to Pontecorvi and
Ramachandran [191], who achieve amortized O(ν∗2 · log2 n) update time for betweenness
centrality where ν∗ bounds the number of distinct edges that lie on shortest paths through
any single vertex, and a result due to van den Brand and Nanongkai [233], who present a
(1 + ϵ)-approximate fully-dynamic algorithm for closeness centrality with O(n1.823) update
time. This is an obvious area for future work.

Katz Centrality

Katz centrality is a centrality metric that measure the relation between vertices by counting
weighted walks between them. Nathan and Bader [177] were the first to look at the problem
in a dynamic setting. At that time, static algorithms mostly used linear algebra-based
techniques to compute Katz scores. The dynamic version of their algorithm incrementally
updates the scores by exploiting properties of iterative solvers, i.e. Jacobi iterations. Their
algorithm achieved speedups of over two orders of magnitude over the simple algorithms
that perform static recomputation every time the graph changes. Later, they improved
their algorithm [176] to handle updates by using an alternative, agglomerative method of
calculating Katz scores. While their static algorithm is already several orders of magnitude
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faster than typical linear algebra approaches, their dynamic algorithm is also faster than pure
static recomputation every time the graph changes. A drawback of the algorithms by Nathan
and Bader is that they are unable to reproduce the exact Katz ranking after dynamic updates.
Van der Grinten et al. [235] fixed this problem by presenting a dynamic algorithm that
iteratively improves upper and lower bounds on the centrality scores. The computed scores
are approximate, but the bounds guarantee the correct ranking. The dynamic algorithm
improves over the static recomputation of the Katz rankings as long as the size of the batches
in the update sequence is smaller than 10 000.

Betweenness Centrality

Given a graph and a vertex v in the graph, the betweenness centrality measure is defined to
be c(v) =

∑
u,w,u ̸=w

σu,w(v)
σu,w

, where σu,w is the number of shortest paths between u and w and
σu,w(v) is the number of shortest paths between u and w that include v. Statically computing
betweenness centrality involves solving the all-pairs shortest path problem. Dynamically
maintaining betweenness centrality is challenging as the insertion or deletion of a single edge
can lead to changes of many shortest paths in the graph. The QUBE algorithm [156] was the
first to provide a non-trivial update routine. The key idea is to perform the betweenness
computation on a reduced set of vertices, i.e. the algorithm first finds vertices whose centrality
index might have changed. Betweenness centrality is then only computed on the first set of
vertices. However, QUBE is limited to the insertion and deletion of non-bridge edges. Lee
et al. [155] extended the QUBE algorithm [156] to be able to insert and delete non-bridge edges.
Moreover, the authors reduced the number of shortest paths that need to be recomputed
and thus gained additional speedups over QUBE. Kourtellis et al. [152, 151] contributed
an algorithm that maintains both vertex and edge betweenness centrality. Their algorithm
needs less space than the algorithm by Green et al. [102] as it avoids storing predecessor
lists. Their method can be parallelized and runs on top of parallel data processing engines
such as Hadoop. Bergamini et al. [35] presented an incremental approximation algorithm
for the problem which is based on the first theory result that is asymptotically faster than
recomputing everything from scratch due to Nasre et al. [175]. As a building block of their
algorithm, the authors used an asymptotically faster algorithm for the dynamic single-source
shortest path problem and additionally sample shortest paths. Experiments indicate that
the algorithm can be up to four orders of magnitude faster compared to restarting the
static approximation algorithm by Riondato and Kornaropoulos [197]. In the same year, the
authors extended their algorithm to become a fully dynamic approximation algorithm for
the problem [33, 34]. In addition to dynamic single-source shortest paths, the authors also
employed an approximation of the vertex diameter that is needed to compute the number of
shortest paths that need to be sampled as a function of a given error guarantee that should
be achieved. Hayashi et al. [112] provided a fully dynamic approximation algorithm that is
also based on sampling. In contrast to Bergamini et al. [35, 33, 34], which selects between
each pair of sampled vertices, the authors save all the paths between each sampled pair of
vertices. Moreover, the shortest paths are represented in a data structure called hypergraph
sketch. To further reduce the running time when handling unreachable pairs, the authors
maintain a reachability index. Gil-Pons [190] focused on exact betweenness in incremental
graphs. The author presented a space-efficient algorithm with linear space complexity. Lastly,
Chehreghani et al. [61] focused on the special case in which the betweenness of a single node
has to be maintained under updates.
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Closeness Centrality

Given a graph and a vertex v, the harmonic closeness centrality measure is defined as
clo(v) =

∑
u∈V,u ̸=v

1
d(u,v) where d(u, v) is the distance between u and v. Roughly speaking,

it is the sum of the reciprocal length of the shortest path between the node and all other
nodes in the graph. Baevla’s definition of closeness centrality is similarly |V |−1∑

v∈V
d(u,v)

. Kas

et al. [144] were the first to give an fully dynamic algorithm for the problem. As computing
closeness centrality depends on the all-pairs shortest path problem, the authors extended an
existing dynamic all-pairs shortest path algorithm [193] for their problem. As the algorithm
stores pairwise distances between nodes it has quadratic memory requirement. Sariyuce
et al. [209] provided an algorithm that can handle insertions and deletions. In contrast
to Kas et al. [144], the authors used static single-source shortest paths from each vertex.
The algorithm does not need to store pairwise distances and hence requires only a linear
amount of memory. Moreover, the authors observed that in scale-free networks the diameter
grows proportional to the logarithm of the number of nodes, i.e. the diameter is typically
small. When the graph is modified with minor updates, the diameter also tends to stay
small. This can be used to limit the number of vertices that need to updated. In particular,
the authors showed that recomputation of closeness can be skipped for vertices s such that
|d(s, u) − d(s, v)| = 1 where u, v are the endpoints of the newly inserted edge. Lastly,
the authors used data reduction rules to filter vertices, i.e. real-life networks can contain
nodes that have the same or similar neighborhood structure that can be merged. Later,
Sariyuce et al. [210, 211] proposed a distributed memory-parallel algorithm for the problem.
Yen et al. [247] proposed the fully dynamic algorithm CENDY which can reduce the number
of internal updates to a few single-source shortest path computations necessary by using
breadth-first searches. The main idea is that given an augmented rooted BFS tree of an
unweighted network, edges that are inserted or deleted within the same level of the tree do
not change the distances from the root to all other vertices. Putman et al. [192] provided
a faster algorithm for fully dynamic harmonic closeness. The authors also used a filtering
method to heavily reduce the number of computations for each incremental update. The
filtering method is an extension of level-based filtering to directed and weighted networks.
The dynamic algorithm by Shao et al. [219] maintains closeness centrality by efficiently
detecting all affected shortest paths based on articulation points. The main observation is
that a graph can be divided into a series of biconnected components which are connected
by articulation points – the distances between two arbitrary vertices in the graph can be
expressed as multiple distances between different biconnected components.

Bisenius et al. [49] contributed an algorithm to maintain top-k harmonic closeness in
fully dynamic graphs. The algorithm is not required to compute closeness centrality for the
initial graph and the memory footprint of their algorithm is linear. Their algorithm also
tries to skip recomputations of vertices that are unaffected by the modifications of the graph
by running breadth-first searches. Crescenzi et al. [63] gave a fully dynamic approximation
algorithm for top-k harmonic closeness. The algorithm is based on sampling paths and a
backward dynamic breadth-first search algorithm.

3.13 Graph Partitioning
Typically the graph partitioning problem asks for a partition of a graph into k blocks of
about equal size such that there are few edges between them. More formally, given a
graph G = (V, E), we are looking for disjoint blocks of vertices V1,. . . ,Vk that partition
V , i.e., V1 ∪ · · · ∪ Vk = V . A balancing constraint demands that all blocks have weight
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c(Vi) ≤ (1 + ϵ)⌈ c(V )
k ⌉ for some imbalance parameter ϵ. The most used objective is to

minimize the total cut ω(E ∩
⋃

i<j Vi × Vj). The problem is known to be NP-hard and no
constant-factor approximation algorithms exist. Thus heuristic algorithms are mostly used
in practice. Dynamic graph partitioning algorithms are also known in the community as
repartitioning algorithms. As the problem is typically not solved to optimality in practice,
repartitioning involves a tradeoff between the quality, i.e. the number of edges in different sets
of the partitioning, and the amount of vertices that need to change their block as they cause
communication when physically moved between the processors as the partition is adopted.
The latter is especially important when graph partitioning is used in adaptive numerical
simulations. In these simulations, the main goal is to partition a model of computation and
communication in which nodes model computation and edges model communication. The
blocks of the partition are then fixed to a specific processing element. When the dynamic
graph partitioning algorithm decides to change the blocks due to changes in the graph
topology, nodes that are moved to a different block create communication in the simulation
system as the underlying data needs to be moved between the corresponding processors.

Hendrikson et al. [114] tackled the repartitioning problem by introducing k virtual vertices.
Each of the virtual vertices is connected to all nodes of its corresponding block. The edges
get a weight α which is proportional to the migration cost of a vertex and the vertex weights
of the virtual vertices are set to zero. Then an updated partition can be computed using a
static partitioning algorithm since the model accounts for migration costs and edge cut size
at the same time.

Schloegel et al. [213] presented heuristics to control the tradeoff between edge-cut size and
vertex migration costs. The most simple algorithm is to compute a completely new partition
and then determine a mapping between the blocks of the old and the new partition that
minimizes migration. The more sophisticated algorithm of [213] is a multilevel algorithm
based on a simple process, i.e. nodes are moved from blocks that contain too many vertices
to blocks that contain not enough vertices. However, this approach often yields partitions
that cut a large number of edges. The result has been improved later by combining the two
approaches in the parallel partitioning tool ParMetis [214]. Schloegel et al. [215] later extended
their algorithm to be able to handle multiple balance constraints. Hu and Blake [129] noted
that diffusion processes can suffer from slow convergence and improved the performance of
diffusion through the use of Chebyshev polynomials. More precisely, the diffusion process in
their paper is a directed diffusion that computes a diffusion solution by solving a so-called head
conduction equation while minimizing the data movement. Walshaw et al. [240] integrated
a repartitioning algorithm into their parallel (meanwhile uncontinued) tool Jostle. The
algorithm is a directed diffusion process based on the solver proposed by Hu and Blake [129].
Rotaru and Nägeli [203] extended previous diffusion-based algorithms to be able to handle
heterogeneous systems. These approaches, however, have certain weaknesses: For example,
in numerical applications the maximum number of boundary nodes of a block is often a
better estimate of the occurring communication in the simulation than the number of edges
cut. Meyerhenke and Gehweiler [165, 166] explored a disturbed diffusion process that is able
to overcome some of the issues of the previous approaches. To do so, Meyerhenke adapted
DIBAP, a previously developed algorithm that aims at computing well-shaped partitions. A
diffusion process is called disturbed if its convergence state does not result in a balanced
distribution. These processes can be helpful to find densely connected regions in the graph.

There has been also work that tackles slightly different problem formulations. Kiefer
et al. [146] noted that performance in applications usually does not scale linearly with
the amount of work per block due to contention on different compute components. Their
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algorithm uses a simplified penalized resource consumption model. Roughly speaking, the
authors introduced a penalized block weight and modified the graph partitioning problem
accordingly. More precisely, a positive, monotonically increasing penalty function p is used
to penalize the weight of a block based on the partition cardinality. Vaquero et al. [237]
looked at the problem for distributed graph processing systems. Their approach is based
on iterative vertex migration based on label propagation. More precisely, a vertex has a
list of candidate blocks where the highest number of its neighbors are located. However,
initial partitions are computed using hashing which does not yield high quality partitions
since it completely ignores the structure of the graph. The authors did not compare their
work against other state-of-the art repartitioning algorithms, so it is unclear how well the
algorithm performs compared to other algorithms. Xu et al. [245] and Nicoara et al. [180]
also presented dynamic algorithms specifically designed for graph processing systems. Other
approaches have focused on the edge partitioning problem [204, 131, 83] or the special case
of road networks [52].

4 Dynamic Graph Systems

The methodology of the previous two sections is to engineer algorithms for specific dynamic
graph problems. In contrast to this, there are also approaches that try to engineer dynamic
graph systems that can be applied to a wide range of dynamic graph problems. Alberts
et al. [11] started this effort and presented a software library of dynamic graph algorithms.
The library is written in C++ and is an extension of the well known LEDA library of efficient
data types and algorithms. The library contains algorithms for connectivity, spanning trees,
single-source shortest paths and transitive closure.
A decade later Weigert et al. [243] presented a system that is able to deal with dynamic

distributed graphs, i.e. in settings in which a graph is too large for the memory of a single
machine and, thus, needs to be distributed over multiple machines. A user can implement a
query function to implement graph queries. Based on their experiments, the system appears
to scale well to large distributed graphs. Ediger et al. [77] engineered STINGER which is short
for Spatio-Temporal Interaction Networks and Graphs Extensible Representation. STINGER
provides fast insertions, deletions, and updates on semantic graphs that have a skewed
degree distribution. The authors showed in their experiments that the system can handle
3 million updates per second on a scale-free graph with 537 million edges on a Cray XMT
machine. The authors already implemented a variety of algorithms on STINGER including
community detection, k-core extraction, and many more. Later, Feng et al. [84] presented
DISTINGER which has the same goals as STINGER, but focuses on the distributed memory
case, i.e. the authors presented a distributed graph representation. Vaquero et al. [236]
presented a dynamic graph processing system that uses adaptive partitioning to update the
graph distribution over the processors over time. This speeds up queries as a better graph
distribution significantly reduces communication overhead. Experiments showed that the
repartitioning heuristic (also explained in Section 3.13) improves computation performance
in their system up to 50 % for an algorithm that computes the estimated diameter in
a graph. Sengupta et al. [217] introduced a dynamic graph analytics framework called
GraphIn. Part of GraphIn is a new programming model based on the gather-apply-scatter
programming paradigm that allows users to implement a wide range of graph algorithms that
run in parallel. Compared to STINGER, the authors reported a 6.6-fold speedup. Iwabuchi
et al. [136] presented an even larger speedup over STINGER. Their dynamic graph data store
is, like STINGER, designed for scale-free networks. The system uses compact hash tables
with high data locality. In their experiments, their system called DegAwareRHH, is a factor
206.5 faster than STINGER.
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Another line of research focuses on graph analytic frameworks and data structures for
GPUs. Green and Bader [84] presented cuSTINGER, which is a GPU extension of STINGER
and targets NVIDIA’s CUDA supported GPUs. One drawback of cuSTINGER is that the
system has to perform restarts after a large number of edge updates. Busato et al. fixed this
issue in their system, called Hornet, and, thus, outperform cuSTINGER. Moreover, Hornet
uses a factor of 5 to 10 less memory than cuSTINGER. In contrast to previous approaches,
faimGraph due to Winter et al. [244] is able to deal with a changing number of vertices. Awad
et al. [22] noted that the experiments performed by Busato et al. are missing true dynamism
that is expected in real world scenarios and proposed a dynamic graph structure that uses
one hash table per vertex to store adjacency lists. The system achieves speedups between 5.8
to 14.8 compared to Hornet and 3.4 to 5.4 compared to faimGraph for batched edge insertions
(and slightly smaller speedups for batched edge deletions). The algorithm also supports
vertex deletions, as does faimGraph.

5 Methodology

Currently there is a limited amount of real-world fully dynamic networks publicly available.
There are repositories that feature a lot of real-world insertions only instances such as SNAP3

and KONECT4. However, since the fully dynamic instances are rarely available at the moment,
we start a new graph repository that provides fully dynamic graph instances5. Currently,
there is also very limited work on dynamic graph generators. A generator for clustered
dynamic random networks has been proposed by Görke et al. [97]. Another approach is due
to Sengupta [218] to generate networks for dynamic overlapping communities in networks.
A generative model for dynamic networks with community structure can be found in [30].
This is a widely open topic for future work, both in terms of oblivious adversaries as well
as adaptive adversaries. To still be able to evaluate fully dynamic algorithms in practice,
research uses a wide range of models at the moment to turn static networks into dynamic
ones. We give a brief overview over the most important ones. In undo-based approaches,
edges of a static network are inserted in some order until all edges are inserted. In the end,
x % of the last insertions are undone. The intuition here is that one wants undo changes
that happened to a network and to recreate a previous state of the data structure. In
window-based approaches, edges are inserted and have a predefined lifetime. That means
an edge is deleted after a given number d of new edges have been inserted. In remove and
add based approaches, a small fraction of random edges from a static network is removed
and later on reinserted. In practice, researchers use a single edge as well as whole batches of
edges. In morphing-based approaches, one takes two related networks and creates a sequence
of edge updates such that the second network obtained after the update sequence has been
applied to the first network.

3 https://snap.stanford.edu/
4 http://konect.cc/
5 https://DynGraphLab.github.io

https://snap.stanford.edu/
http://konect.cc/
https://DynGraphLab.github.io
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Abstract
In an atomic splittable flow over time game, finitely many players route flow dynamically through
a network, in which edges are equipped with transit times, specifying the traversing time, and
with capacities, restricting flow rates. Infinitesimally small flow particles controlled by the same
player arrive at a constant rate at the player’s origin and the player’s goal is to maximize the
flow volume that arrives at the player’s destination within a given time horizon. Here, the flow
dynamics are described by the deterministic queuing model, i.e., flow of different players merges
perfectly, but excessive flow has to wait in a queue in front of the bottle-neck. In order to determine
Nash equilibria in such games, the main challenge is to consider suitable definitions for the players’
strategies, which depend on the level of information the players receive throughout the game. For
the most restricted version, in which the players receive no information on the network state at all,
we can show that there is no Nash equilibrium in general, not even for networks with only two edges.
However, if the current edge congestions are provided over time, the players can adapt their route
choices dynamically. We show that a profile of those strategies always lead to a unique feasible flow
over time. Hence, those atomic splittable flow over time games are well-defined. For parallel-edge
networks Nash equilibria exists and the total flow arriving in time equals the value of a maximum
flow over time leading to a price of anarchy of 1.
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1 Introduction

In static routing problems, traffic is to be routed through a network at minimum total cost.
The cost or traveling time on each edge depends on its congestion. However, the assumption
that an optimal routing might be implemented by some superordinate authority is not
realistic in many settings. More likely, each network participant selfishly chooses a path in
order to minimize their own traveling time. In general, the lack of coordination causes a
higher total traveling time. To quantify this decrease in performance, the total traveling time
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of a Wardrop equilibrium [45] is compared to the total traveling time of the system optimum.
The ratio between a worst equilibrium and the system optimum is the price of anarchy [38].
This basic model can be extended in several ways. In this research work we want to focus on
two aspects.

The first aspect is the temporal dimension. Vehicles in real traffic need time to move from
the origin to the destination and the traveling time increases with the degree of congestion,
which varies over time. In other words, the traffic flow does not traverse the network
instantaneously, but progresses at a certain pace. In addition, the effects of a routing decision
in one part of the network take some time to spread across the network as a whole. In order
to mathematically model this, we add a time component, transforming static flows into flows
over time. Here, every infinitesimally small flow particle needs time to traverse the network
and the flow rates of the edges are restricted by capacities. By assuming that each particle
acts selfishly, we can consider dynamic equilibria, which are called Nash flows over time [29].

For the second aspect, note that in real-world traffic the activity of a single road user has
in most cases a negligible impact on the performance of the system as a whole. Furthermore,
the assumption of independent and selfish particles is not justifiable in all applications:
Networks where participants control a flow of positive measure are not covered. For instance,
in transportation networks freight units might not act selfishly; they are controlled by
freight companies that each control a significant amount of traffic. This leads to the second
aspect, cooperative behavior among groups of network participants. To integrate this into
the mathematical model, flow particles are allowed to form coalitions. In so-called atomic
splittable routing games we consider a finite number of atomic players (the coalitions), each
controlling a positive amount of flow volume that has to be routed through the network but
can be split up and divided over different routes.

In this paper we want to combine both aspects, as depicted in Figure 1. That means, in
contrast to Nash flows over time, sets of particles form coalitions which will be represented
by superordinate players. In contrast to atomic splittable routing games, flow is modeled by
a flow over time and players’ decisions might be adapted to new situations. This extension
covers a greater variety of scenarios. For example, road traffic models in which most drivers
are guided by navigation systems (e.g. Google Maps, TomTom, Here, Garmin) can be
modeled by covering the strategic behavior of the firms: The decisions of a single driver do
not have a big impact on the city’s traffic, but Google Maps decisions do; and TomTom
might actually want to react. The situation will even intensify in the future with the rise of
autonomous driving, as the decision making process is shifted to the navigation systems. We
would like to point out that – in contrast to previous models – the interests of navigation
companies and the general public are assumably in line: The cooperation of the users of a
navigation system could reduce the average driving time per company on the one hand and
the driving time in general on the other hand. This would lead to lower energy consumption,
and therefore, lower emissions of polluting substances.

It turned out to be surprisingly challenging to consider equilibria in atomic splittable
flow over time games. For this reason the overall goal is to define a solid model on these
dynamic games and to present some preliminary observations, as well as some non-trivial
first results, which serve as a basis for further research.

Related work. Static network flows have been studied for quite a while. A lot of pioneer
work is due to Ford and Fulkerson, who also were the first to introduce flows over time [15, 16].
They provided an efficient algorithm for a maximum flow over time, which sends the maximal
flow volume from a source to a sink given a finite time horizon. Closely related, a quickest flow
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Figure 1 Relationship between equilibrium situations in static routing games and atomic splittable
flow over time games.

minimizes the arrival time of the latest particle for a given flow volume. This can be achieved
by combining the algorithm of Ford and Fulkerson with a binary search framework [6, 14].
For single-source and single-sink networks it is furthermore possible to construct a flow over
time that is maximal for all time horizons (and quickest for all flow volumes) simultaneously.
The existence of these so-called earliest arrival flows was shown by Gale in 1959 [17]. They
can be computed algorithmically by using the successive shortest path algorithm in the
residual networks [31]. For more details and further references to literature on optimization
problems in the flow over time setting, we refer to the survey of Skutella [43].

Koch and Skutella [29] approach flows over time from a game theoretic perspective by
introducing Nash flows over time. In their model, every infinitesimally small flow particle is
considered to be a player aiming to reach the common destination as early as possible. As
the flow rate entering an edge could exceed its capacity, they considered the deterministic
queuing model [44], which causes the excess flow to wait in a queue in front of the bottle-neck.
Existence of these dynamic equilibria were shown by Cominetti et al. [8]. Several other
aspects, including uniqueness, continuity, long term behavior, multi-terminals, spillback
and price of anarchy, were studied in recent years [3, 9, 10, 12, 27, 32, 34, 40, 41]; see [39]
for an overview. A slightly different approach for user equilibria was presented by Graf
et al. [18, 19, 20]. They use the same flow over time model, except that particles do not
anticipate the future evolution of the flow, but instead choose quickest routes according to
current waiting times. As these delays may be subject to change, each particle can adapt its
route choice along the way.

Atomic splittable congestion games for static network flows can be described as Wardrop
equilibria [45] with coalitions [25, 30]; see also the survey of Correa and Stier-Moses [13].
For these games, Nash equilibria always exist, which can be shown by standard fixed point
techniques [35]. Altman et al. [1] showed that equilibria are unique if the delay functions
are polynomials of degree less than 3. Regarding more general delay functions, Bhaskar et
al. [4] showed that for two players a unique equilibrium exists if, and only if, the network
is a generalized series-parallel graph. Harks and Timmermans [24] showed uniqueness of
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equilibria when the players’ strategy space has a bidirectional flow polymatroid structure.
Roughgarden [36] showed that the inefficiency of a system decreases with an increasing degree
of cooperation. He showed that the price of anarchy for classes of traveling time functions
in the atomic case is bounded by the price of anarchy for the same class of functions in
the nonatomic case. Further research on the price of anarchy in static atomic splittable
games is due to Cominetti et al. [11], Harks [21], and Roughgarden and Schoppmann [37].
Computational-wise Cominetti et al. [11] showed that equilibria can be computed efficiently
when the cost functions are affine and player-independent. Regarding player-specific affine
costs, Harks and Timmermans [23] described a polynomial algorithm for parallel-edge
networks, and Bhaskar and Lolakapuri [5] presented an exponential algorithm for general
convex functions. Very recently, Klimm and Warode showed that the computation with
player-specific affine costs is PPAD-complete for general networks [28].

We should also mention that the combination of cooperation and temporal dimension
has been considered for discrete packet routing games; see Peis et al. [33]. Here, each player
controls a finite amount of packets, which has to be routed through a network in discrete
time steps. For more results on competitive packet routing models we refer to Hoefer et
al. [26] (continuous-time packets model) and Harks et al. [22] (discrete-time packet model).

Contribution and overview. In Section 2, we introduce all notations and formally describe
atomic splittable flow over time games for general networks. The players’ strategies determine
how much flow they assign to each edge for every point in time during the game depending on
available information on the current state. We consider two very natural sets of information.
The first consists solely of the current time. In Section 3 we show that this setting does not
allow for a Nash equilibrium in general, not even in a network with only two parallel edges.
This motivates to consider more complex information models. Hence, Section 4 is dedicated
to the second set of information which additionally comprises the current congestion of the
edges in form of the exit times. As the first main result we show that every strategy profile
results in a unique feasible flow over time by formulating the conditions as initial value
problem and applying the Picard-Lindelöf theorem. For parallel-edge networks we show that
Nash equilibria always exist by explicitly stating a strategy profile. Furthermore, we prove
for that setting that all Nash equilibria have the same objective equal to the system optimum
(i.e., the value of a maximum flow over time) implying that the price of anarchy for those
networks is 1. Finally, we suggest further areas of research in Section 5.

2 Atomic Splittable Flow Over Time Games

In this section, we are going to properly define atomic splittable flow over time games. The
two main aspects are the multi-commodity flow dynamics (see [40]) and the players’ strategies,
which depend on the information received over time.

Game setting. A network consists of a directed graph G = (V, E), where every edge e ∈ E

is equipped with a transit time τe > 0 and a capacity νe > 0. For a node v ∈ V we denote
the set of all incoming edges by δ−

v and the set of outgoing edges by δ+
v .

For an atomic splittable flow over time game we consider a finite set of players P , each
with an origin-destination pair sj-tj and a supply rate dj > 0, as well as a time horizon H > 0.
We assume that sj can reach tj within the network.

The flow of player j enters the network via node sj at a rate of dj from time 0 onwards.
The goal is to maximize the cumulative flow volume reaching node tj before the end of the
game at time H.
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Figure 2 Representation of an edge in the deterministic queuing model: If more flow particles
enter edge e = uv within the total inflow rate

∑
j∈P

f+
e,j(θ) than its capacity νe allows to process,

they build up a queue, whose current length is given by ze(θ). Whenever the queue is non-empty at
time θ the total outflow rate

∑
j∈P

f−
e,j(θ + τe) at time θ + τe equals the capacity νe.

Flow dynamics. In the deterministic queuing model the total inflow rate into an edge is
bounded by the capacity. If the capacity is exceeded, a queue builds up in which all entering
particles have to wait in line. Afterwards each particle needs τe time to traverse the edge
before it can enter the next edge along the path; see Figure 2. The dynamics of this process
are formally defined as follows:

A flow over time is described by a family of Lebesgue-integrable functions f = (f+, f−) =
(f+

e,j , f−
e,j)e∈E,j∈P , where f+

e,j , f−
e,j : [0, H) → R≥0 denote the rate at which flow controlled by

player j enters and leaves edge e. The flow rates summed over all players
∑

j∈P f+
e,j(θ) and∑

j∈P f−
e,j(θ) are called total in- and outflow rates. The cumulative in- and outflows, i.e.,

the amount of player j’s flow that has entered or left an edge e up to time θ, is denoted by
F +

e,j(θ) =
∫ θ

0 f+
e,j(ϑ) dϑ and F −

e,j(θ) =
∫ θ

0 f−
e,j(ϑ) dϑ. Finally, f+, f−, F + and F − denote the

vectors of (cumulative) in- and outflows with one entry per edge-player-pair.
Such a family of functions f is a flow over time if the following two conditions hold for

all e ∈ E and j ∈ P :
Flow conservation is fulfilled for all θ ∈ [0, H):

∑
e∈δ+

v

f+
e,j(θ) −

∑
e∈δ−

v

f−
e,j(θ) =

{
dj for v = sj ,

0 for v ∈ V \ { sj , tj } .
(1)

Non-deficit constraints are satisfied for all θ ∈ [0, H − τe):

F +
e,j(θ) − F −

e,j(θ + τe) ≥ 0. (2)

To track the net flow that is not yet processed and remains in the queue, we introduce
ze(θ) to denote the queue length at time θ. Formally, it is defined as ze(θ) =

∑
j∈P F +

e,j(θ) −∑
j∈P F −

e,j(θ + τe) for e ∈ E. For a feasible flow over time we require that, whenever flow is
waiting in the queue, the edge operates at capacity rate. In other words, for all θ ∈ [0, H − τe)
and e ∈ E, we require

∑
j∈P

f−
e,j(θ + τe) =

{
νe if ze(θ) > 0,

min {
∑

j∈P f+
e,j(θ), νe } else.

(3)

The waiting time qe(θ) experienced by a particle entering edge e at time θ is generally
defined as the time needed to process the flow present in the queue when the particle enters
it. In other words, it is the time span between its entrance to and its exit from the queue
just before traversing the edge. That is

qe(θ) := min

 q ≥ 0

∣∣∣∣∣∣
∫ θ+q

θ

∑
j∈P

f−
e,j(ϑ + τe) dϑ = ze(θ)

 = ze(θ)
νe

.
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The exit time Te(θ) of a particle entering an edge e ∈ E at time θ is given by the sum of
the entrance time θ, its waiting time in the queue qe(θ) and the transit time τe. Hence, we
have

Te(θ) := θ + ze(θ)
νe

+ τe.

Since ze can at most decrease at rate νe, it follows that q′
e(θ) ≥ −1 and T ′

e(θ) ≥ 0, which
induces that Te is non-decreasing. Note that these derivatives exist for almost all θ due to
Lebesgue’s differentiation theorem.

Finally, in a feasible flow over time, the flow of different players should merge seamlessly.
This means that, at any point in time, a player’s share of the total outflow rate is equal to
her share of the total inflow rate back at the time when the flow entered the edge. More
precisely, we require

f−
e,j(θ) =


f+

e,j
(ϕ)∑

j′∈P
f+

e,j′ (ϕ)
·
∑

j′∈P f−
e,j′(θ) if

∑
j′∈P f+

e,j′(ϕ) > 0,

0 else,
(4)

for all θ ∈ [0, H) and ϕ := max T −1
e (θ). Here, we set f+

e,j′(ϕ) := 0 for ϕ < 0. Note that
ϕ denotes the edge-entrance times of all particles leaving the edge at time θ. Taking the
maximum of T −1

e (θ) simply ensures well-definedness which is required since Te might not be
strictly increasing.

To conclude we denote the set of all feasible flows over time by F , i.e., all f = (f+, f−)
that satisfy (1), (2), (3) and (4). As the outflow rates are uniquely defined by the inflow
rates, we refer to a feasible flow over time only by the corresponding inflow f+, and write
f+ ∈ F .

Atomic splittable flow over time games. Let ρj : F → R be the function indicating player
j’s payoff for a given f ∈ F , which is to be maximized. In general, ρ can be set to various
objective functions (e.g. arrival time of the player’s latest particle or the average arrival
time), but in this paper we will focus on the maximum flow over time problem. Each player
wants to maximize her amount of flow routed from sj to tj before the end of the game at
time H:

ρj(f) =
∑

e∈δ−
tj

F −
e,j(H) −

∑
e∈δ+

tj

F +
e,j(H).

We choose this maximum flow objective as it seems to be the most straight-forward payoff-
function. It is conceivable though, that most results might transfer to quickest flow payoff-
functions via a binary-search framework (cf. in non-competitive settings quickest flows are
constructed from maximum flows over time via binary-search). But we leave this for future
research.

The strategy space is a player’s set of viable options in order to maximize her payoff. A
single strategy is a complete instruction determining the player’s inflow rates of all times
and for all situations possibly occurring. Formally, the strategy space of player j is a set of
functions

Σj =
{

gj : I → [0, 1]E
∣∣∣∣∣ ge,j is Lebesgue-integrable for all e ∈ E and∑

e∈δ+
v

ge,j(I) = 1 for all I ∈ I, v ∈ V \ { tj }

}
,
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where I is the set of information available to the players. This set is not well-defined yet, but
we will discuss this extensively, and in the end, we will consider two separate definitions for I,
one in Section 3 and one in Section 4. Informally, the set of information is used to delineate
what defines a situation and how it is perceived by the players. The interpretation is as
follows. For every information I ∈ I, the value ge,j(I) determines which proportion of player
j’s flow arriving at v is distributed onto the outgoing edges e ∈ δ+

v . We use proportions
that sum up to 1 instead of the inflow rates, as this easily ensures that flow conservation is
fulfilled at all times. Note that the received information I can depend on the current time
θ and on the flow over time f itself. As we normally do not want the players to see the
future, it should only depend on the flow over time up to time θ. In general it might be
player dependent, hence, we write Ij(θ, f).

In order to turn a strategy profile g = (gj)j∈P ∈×j∈P
Σj into a feasible flow over time f ,

we consider the following system of equations that has to be satisfied for all θ ∈ [0, H):

f+
e,j(θ) = ge,j(Ij(θ, f)) ·

( ∑
e′∈δ−

sj

f−
e′,j(θ) + dj

)
for j ∈ P, e ∈ δ+

sj
,

f+
e,j(θ) = ge,j(Ij(θ, f)) ·

∑
e′∈δ−

u

f−
e′,j(θ) for j ∈ P, e = uv ∈ E \ (δ+

sj
∪ δ+

tj
),

f+
e,j(θ) = 0 for j ∈ P, e ∈ δ+

tj
.

(5)

Note that in order to keep it as simple as possible, we assume that flow of player j reaching
tj leaves the network immediately, hence, f+

e,j(θ) = 0 for all e ∈ δ+
tj

. This leads to a simpler
payoff for all players j of ρj(f) =

∑
e∈δ−

tj

F −
e,j(H).

Since the inflow rates f+(θ) might depend on the flow over time itself up to time θ, it is
not guaranteed that this system of equations yields a feasible flow over time as solution.

To illustrate this issue assume for example a game with a single player in a network with
two parallel edges e1 and e2 where e1 has a tiny capacity. If the player’s strategy is to send
everything into e1 as long as there is no waiting time on e1, and otherwise send everything
into e2, this would not result in a feasible flow over time. To see this, suppose that the inflow
into e1 would be positive on a measurable set, which would immediately cause a positive
waiting time on e1. Hence, the strategy says that no flow is sent into e1. On the other
hand, if no flow is sent into e1 at all there would not be any waiting time, leading again to a
contradiction.

For that reason, the key challenge is to find a reasonable set of information I and strategy
spaces Σj , such that, on the one hand, there exists a unique (up to a null set) feasible flow
over time satisfying (5) for every given strategy profile g, and on the other hand, a Nash
equilibrium exists. Note that we only consider pure Nash equilibria.

In the following two sections we discuss two very natural sets of information.

3 Temporal Information Only

First, we want to examine the simplest set of information, namely the current point in time
only: We set Ij(θ, f) := θ for all players j ∈ P . That means the players do not receive any
information about the current state of the flow, but instead have to decide at the beginning
of the game along which routes their flow particles are routed. In this case it is guaranteed
that there exists a unique feasible flow over time that satisfies (5), as we can simply set
f+

e,j(θ) to the right sides of (5) (formally this also follows from Theorem 2). However, Nash
equilibria do not exist in general, which is already true for very simple networks.

SAND 2022



4:8 Atomic Splittable Flow Over Time Games

d1 = 4
d2 = 4

ν1 = 2

ν2 = 2

e1

e2

τ1 = 1

τ2 = 1

H = 21

s t

(a) A parallel network with two identical edges and two identical players.

θ

f+(θ)

p2

p1

p1

p2
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r2

r1 H

5 10 15 20

(b) Step 1: p1 mirrors p2’s strategy. We have
r1 = r2 = 10 and both queues build up from θ = 0
onward. W.l.o.g., we have f+

1,2(θ) ≤ d2 = 4 for
θ ∈ [10 − ε, 10).

θ

f̂+(θ)

p2

p1

p1

p2

e2

e1

r̂1

r̂2

H

5 10 15 20

(c) Step 2: p1 shifts δ flow units from e1 to e2
causing r̂1 > 10 and r̂2 < 10. By pumping at
maximum rate into e1 after r̂2 her payoff is ρ̂1 >
40 = OPT /2.

Figure 3 Construction of a response strategy that always yields strictly more than half of the
total optimum in a network of two parallel edges. Here, ri and r̂i denote the time when the last
particles arriving at t just in time, enter ei.

▶ Theorem 1. With temporal information only, there exists no Nash equilibrium in an
atomic splittable flow over time game of two players p1 and p2 with identical supply rates
d1, d2 > 0, on a network with two identical parallel edges e1, e2 from s ( = sp1 = sp2) to t (
= tp1 = tp2) with νe1 =νe2 < d1 =d2 and τe1 =τe2 < H.

The key proof idea is the following. To every strategy of the competitor, a player can
choose a response strategy that yields a payoff of strictly more than half the total optimum,
i.e., the flow value of a maximum flow over time with inflow rate d1 + d2. This can be
achieved by first mirroring the competitor’s strategy (copying the strategy but interchanging
the roles of e1 and e2) and then shifting some flow in the beginning of the game. This shift
changes the points in time ri when the last particles arriving at t just in time, enter edge ei

for i = 1, 2. As the new values r̂1 and r̂2 are not equal anymore the responding player can
modify the inflow rates between r̂1 and r̂2 in order to squeeze in a little more flow than the
competitor, which will then be a little more than OPT /2.

As in turn the competitor can again choose a strategy with a payoff of more than half
the optimum, this immediately implies that a Nash equilibrium cannot exist. This idea for
the network given in Figure 3a is visualized in Figures 3b and 3c.

Proof of Theorem 1. For the sake of simplicity we replace indexes ei by i and pj by j. E.g.
f1,2 denotes the inflow rate function of p2 into e1. Furthermore, r1 and r2 denote the points
in time when the last particles arriving at t before H enter e1 and e2, respectively. We will
use a hat to denote parameters that have altered with the change in strategy. For example,
ρ will denote the initial and ρ̂ the new payoff. The optimal value of a maximum flow is
OPT = ν1 · (H − τ1) + ν2 · (H − τ2). We show that to every strategy of player p2, player p1
can choose a response strategy that yields a payoff of strictly more than half the optimum.
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As in turn p2 can again choose a strategy with a payoff of more than half the optimum, this
immediately implies that a Nash equilibrium cannot exist. To achieve this, player p1 mirrors
p2’s strategy. By this we mean that p1 has the same strategy as p2, but the roles of the edges
are interchanged. Figure 3b illustrates this behavior.

f+
1,1(θ) = f+

2,2(θ) and f+
2,1(θ) = f+

1,2(θ) for θ ∈ [0, H).

Both total inflow rates into the edges are equal and exceed the capacities, i.e., f+
1,1(θ) +

f+
1,2(θ) = f+

2,1(θ) + f+
2,2(θ) > ν1 = ν2 for θ ∈ [0, H). It is easy to see that both payoffs are

OPT /2. As capacities are exceeded, queues build up from the very beginning. At time
r1 = r2 = OPT /(d1 + d2) the last particles that will reach t in time enter the network. The
response strategy of p1 now consists of reallocating a little flow to benefit from deferred r̂1
and r̂2: W.l.o.g. let p2 send not more than half of her supply rate d2 at any time in [r1 −ε, r1)
for ε > 0, into e1. That means player p1 sends not less than half of d1 into e1. (If no such
ε exists, due to some crazy function behavior, one can consider averages instead.) Player
p1 reallocates some δ > 0 flow units from e1 to e2. By doing so, r̂2 is shifted to r2 − δ

ν2
.

Meanwhile we want that δ
ν2

≤ ε, that the δ flow units are taken before time r2 − ε and that
the queue of e1 is never empty for θ > 0. Since there has to exist p1-flow of positive measure
up to time r1 on e1 (in case the only flow p1 sends into e1 is within [r1 − ε, r1) we can choose
a smaller ε), we can clearly set δ small enough to fulfill these conditions. As a result, r̂1
is postponed, i.e., r̂1 > r̂2. Conclusively, every flow sent until time r̂2 reaches t before H.
Hence, the payoffs of both players belonging to [0, r̂2) are equal. After time r̂2, player p1 can
pump all her flow into e1, since it is still eligible to reach t before H. See Figure 3c for an
illustration. Therefore,

f̂+
1,1(θ) := d1

{
> d2/2 ≥ f+

1,2(θ) θ ∈ [r̂2, r1)
≥ f+

1,2(θ) θ ≥ r1.

Hence, p1’s inflow rate into e1 is strictly greater than p2’s during a time period of positive
measure, which shows that the payoff of p1 is strictly larger than that of p2. As the sum of
the payoffs equals OPT we have that ρ̂1 > OPT /2. ◀

4 Information on Exit Times

The absence of a Nash equilibrium for temporal information only was mainly due to the
theoretical information advantage of the deviating player. Player p1 can respond to p2’s
strategy, while p2 does not see p1’s moves and is unable to react. As it is very natural to
require inter-player reactions over time, we extend the information by the current congestion
of the edges in form of the exit times T (θ) := (Te(θ))e∈E . Formally, we define

Ij(θ, f) := (θ, T (θ)) ∈ I := [0, H) × RE
≥0 for all j ∈ P.

The reason for choosing exit times over waiting times or queue sizes, which both contain the
same information about the congestion in the networks as the exit times, is that the exit
times are non-decreasing. As the exit time Te(θ) = θ + τe + 1

νe

∑
j∈P

(
F +

e,j(θ) − F −
e,j(θ + τe)

)
depends directly on the cumulative flows the equations system (5) becomes a system of
differential equations. In order to show existence and uniqueness we use the Picard-Lindelöf
theorem. For this reason, we require the strategies to be locally Lipschitz-continuous from
the right in order to ensure uniqueness. More formally, we say a strategy ge,j is right-
Lipschitz if for every I ∈ I there exists an L > 0 such that there exists an ε > 0 with
|ge,j(I) − ge,j(I + x)| ≤ L · ∥x∥ for all x ∈ [0, ε] × [0, ε]E .
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Existence and uniqueness. First we show, that in this setting every right-Lipschitz strategy
profile yields a unique feasible flow over time.

▶ Theorem 2. For all right-Lipschitz strategy profiles g = (gj)j∈P of an atomic splittable
flow over time game with information on exit times, there exists a unique feasible flow over
time f+ satisfying (5).

Proof. We will construct the feasible flow over time satisfying (5) step by step starting with
the empty flow over time f+ ≡ 0 up to time 0. We define a restricted flow over time on the
interval [0, a) to be a vector of Lebesgue-integrable functions (f+

e,j)e∈E,j∈P , such that all flow
conditions hold for all times in [0, a).

Suppose we are given a unique restricted feasible flow over time satisfying (5) on the
interval [0, a) for some a ∈ [0, H]. If a = H, we are done. It is possible to determine the
queue lengths z(a) = (ze(a))e∈E , the waiting times q(a) = (qe(a))e∈E and the exit times
T (a) = (Te(a))e∈E based on f+|[0,a). Hence, we can also evaluate g(a, T (a)). In order to
further extend the flow over time, we specify an interval [a, b) ⊆ [0, H). The right endpoint
b > a has to be small enough to ensure that ge,j(θ, T (θ)) is Lipschitz-continuous for θ ∈ [a, b)
and for all e ∈ E and j ∈ P . We can find such b as all ge,j are right-Lipschitz, the exit time
functions Te are non-decreasing and continuous in θ.

We obtain the following initial value problem:

f+
e,j(a) = ge,j(a, T (a)) · Cu(a),

f+
e,j(θ) = ge,j(θ,

(
θ + τe′ + 1

νe′

∑
j′∈P

F +
e′,j′(θ) − F −

e′,j′(θ + τe′)
)

e′∈E
) · Cu(θ),

for all j ∈ P and e = uv ∈ E. Here, Cu(θ) ≥ 0 is the total inflow rate into node u except for
t where it is 0 (as stated in (5)). Since the transit times are strictly positive Cu : [a, b) → R is
completely determined by the restricted feasible flow over time on [0, a) as long as b − a < τe.
In addition, Cu is right-Lipschitz, therefore, we can choose b small enough, such that Cu is
Lipschitz-continuous on [a, b). Furthermore, if qe(θ) > 0 we have that F −

e′,j′(θ + τe′) is also
determined from the past as long as b − a < qe(θ) or in the case of qe(θ) = 0, we have that
F −

e′,j′(θ + τe′) =
∑

j′∈P F +
e′,j′(θ) as required by (2).

Since the exit times T depend Lipschitz-continuous on F +, also the right-side depends
Lipschitz-continuous on F +. Hence, the Picard-Lindelöf theorem guarantees the existence
of a unique solution. It is easy to see, that extending f by this solution yields a restricted
feasible flow over time on [0, b). Flow conservation is fulfilled as

∑
e∈δ+

v
ge,j(θ, T (θ)) = 1 and

(2), (3) and (4) are satisfied as we implicitly define the outflow rates accordingly.
It remains to show that it is possible to repeat the process until we cover the whole

interval [0, H). Let bi, i = 1, 2, 3, . . . , be the right endpoints during this extension process.
The sequence might converge to lim

i→∞
bi = b∞ < H. Existence and uniqueness are thus

provided on [0, b∞). But this means, we can apply the extension process for a = b∞. As we
can always continue this process from a limit point, we can apply this transfinite induction
to obtain a unique feasible flow over time on [0, H). ◀

This theorem shows that we obtain a well-defined atomic splittable flow over time game
as long as we only consider strategies that are not too wild. It is worth noting that right-
Lipschitz functions can have infinitely many jumps and that we cannot hope for much more
general strategy-functions as argued in the following. Suppose we allow for strategies that
are not continuous from the right. We end up with the following problem: Consider a game
with only one player p1 and a network consisting of two edges e1, e2 both from sp1 to tp1
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and with νe1 < dp1 . The strategy with ge1,p1(θ, T (θ)) = 1 if Te1(θ) ≤ θ + τe1 and 0 otherwise,
means, that if there is no queue on e1 the players sends all its flow into e1 (which causes
a queue to build up) but if there is a positive queue she sends nothing (which causes any
positive queue to decrease). This strategy is not right-continuous in T as ge1,1 switches from
1 to 0 as soon as T > τe1 + θ, and clearly, it cannot lead to a feasible flow over time.

Existence of Nash equilibria in parallel-edge networks. Unfortunately, the task to show
the existence of a Nash equilibrium in this setting turns out to be quite challenging. For this
reason we only show the existence of Nash equilibria for simple networks: For the remaining
of this section we consider parallel-edge networks with two nodes s = sj and t = tj , j ∈ P .
We obtain

Σj =
{

gj : I → [0, dj ]E
∣∣∣∣ ge,j is right-Lipschitz for all e ∈ E

and
∑

e∈E ge,j(I) = 1 for all I ∈ I

}
.

This leads to an “over time” version of atomic splittable singleton games as they were
studied in by Harks and Timmermans [23]. As an additional motivation, it is worth noting,
that these restricted networks, become more meaningful if, instead of a routing game, we
consider a throughput-scheduling problem [42]. Suppose the edges represent machines on
which competing players want to maximize their throughput. The jobs can run in parallel
on multiple machines up to some maximum rate of dj and each machine has a maximal
service rate of νe and individual time horizons H − τe. A very similar model without the
game-theoretical aspect is for example studied by Armony and Bambos [2].

In order to obtain a Nash equilibrium, it is worth noting that players do not care on
which edge their flow is sent, as long as it arrives at the destination before H. To model a
suitable strategy, we introduce the set of active edges E′(T ) := { e ∈ E | Te < H } on which
flow still arrives at t before H, depending on the exit times. The resulting strategy for a
player j ∈ P on edge e ∈ E could look as follows:

ge,j(θ, T ) :=



νe∑
e′∈E′(T )

νe′
if e ∈ E′(T ),

0 if E′(T ) ̸= ∅ and e /∈ E′(T ),

νe∑
e′∈E

νe′
if E′(T ) = ∅.

(6)

The third case is not of importance for the player, as none of the flow sent into the network
will arrive in time anymore. As E′(T ) stays constant for small increases of T , the same is
true for ge,j . Since

∑
e∈E ge,j(θ, T ) = 1, we have gj ∈ Σj .

We will show that this strategy profile leads to a Nash equilibrium. For this we first show
in Lemma 3 that the given strategy profile leads to a total payoff equal to the system optimum
OPT (the value of a maximum flow over time with inflow rate

∑
j∈P dj). Afterwards, we

determine in Lemma 4 that the payoff for each player given the strategy profile in (6) is a
fixed share of the total payoff. Finally, we argue that none of the players has an incentive to
deviate from the given strategy profile, since shares cannot be increased.

For the remaining of this section, let re be the point in time when the (first) particle that
arrives at t at time H enters edge e. Formally, re := min T −1

e (H). Hence, Te(θ) < H for any
θ < re and Te(θ) ≥ H for any θ ≥ re.

▶ Lemma 3. For the strategy profile given in (6) the sum of the payoffs of all players equals
the system optimum OPT.
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Proof. To prove this, we allow the network to have transit times that equal 0. We split the
set of instances into three cases
Case 1:

∑
j∈P dj ≥

∑
e∈E νe.

W.l.o.g. we assume τe < H ; otherwise the edge would be superfluous and could be deleted.
We have OPT =

∑
e∈E νe · (H − τe) as shown in [43]. Since all players route their flow

proportionally to the capacities of the active edges, we have∑
j∈P

f+
e,j(θ) = νe∑

e′∈E′(T (θ)) νe′
·
∑
j∈P

dj ≥ νe for all θ with Te(θ) < H.

With this at hand, we can state the total outflow during the whole game:

∑
j∈P

ρj =
∑
e∈E

∑
j∈P

F −
e,j(H) =

∑
e∈E

∫ H

0

∑
j∈P

f−
e,j(θ) dθ

=
∑
e∈E

( ∫ τe

0
0 dθ +

∫ H

τe

νe dθ
)

=
∑
e∈E

(H − τe) · νe = OPT .

Case 2:
∑

j∈P dj <
∑

e∈E νe and τe = 0 for all e ∈ E.
We can easily see that OPT = H ·

∑
j∈P dj and∑

j∈J

f+
e,j(θ) = νe∑

e′∈E νe′
·
∑
j∈P

dj < νe for all θ < H.

Since no queues build up, all edges stay active for all θ ∈ [0, H). Therefore, it holds that

∑
j∈P

ρj =
∑
e∈E

∫ H

0

∑
j∈P

f−
e,j(θ) dθ =

∑
e∈E

∑
j∈P

H ·dj · νe∑
e′∈E νe′

= H ·
∑
j∈P

dj = OPT .

Case 3:
∑

j∈P dj <
∑

e∈E νe and there exists an e ∈ E with τe > 0.
We assume that τe < H for all e ∈ E. Let e∗ be the first edge to drop out of E′(T (θ)),
i.e., re∗ is minimal among all re. As in the first phase no queues build up (see Case 2),
we have re∗ = H − τe∗ , which means that τe∗ is maximal among all τe. Emphasis should
be put on the fact that the whole flow sent into the network up to time re∗ arrives at t

in time; a volume of
∑

j∈P dj · (H − τe∗) in total. Hence, the system optimum cannot
perform any better until re∗ . To show that after time re∗ , the summed payoffs correspond
to the system optimum as well, we reduce the remaining instance. First, we remove e∗

from the set of edges, i.e., Ê = E \ { e∗ }. Second, we shift the time axis re∗ time units
back. By that we mean that the new time 0 corresponds to re∗ in the former instance
and Ĥ = H − re∗ = τe∗ . Everything else remains untouched, in particular all queues are
empty at re∗ . This instance is strictly smaller, which means that eventually the reduction
process must end because either we obtain

∑
j∈P dj ≥

∑
e∈Ê νe (Case 1), τe = 0 for

all e ∈ Ê (Case 2) or we reach |Ê| = 1 in which case the total payoff trivially equals
OPT. ◀

▶ Lemma 4. For the strategy profile given in (6), the payoff of player j is given by

ρj = OPT · dj∑
j′∈P dj′

.
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Proof. For θ ∈ [0, re) we have
∑

j∈P f+
e,j(θ) =

∑
j∈P dj · ge,j(θ, T (θ)) > 0. We want to

examine the outflow rates for ϕ ∈ [τe, H). With (4) and θ = max T −1
e (ϕ) < re we obtain for

all e ∈ E and j ∈ P that

f−
e,j(ϕ) =

f+
e,j(θ)∑

j′∈P f+
e,j′(θ)

·
∑
j′∈P

f−
e,j′(ϕ)

= dj · ge,j(θ, T (θ))∑
j′∈P

dj′ · ge,j′(θ, T (θ)) ·
∑
j′∈P

f−
e,j′(ϕ) = dj∑

j′∈P

dj′
·

∑
j′∈P

f−
e,j′(ϕ).

Taking the integral over [0, H], summing over all edges e ∈ E and using Lemma 3, yields

ρj =
∑
e∈E

F −
e,j(H) = dj∑

j′∈P

dj′
·
∑
e∈E

∑
j′∈P

F −
e,j′(ϕ) = dj∑

j′∈P

dj′
· OPT . ◀

With these two lemmas we can finally prove the following theorem.

▶ Theorem 5. The strategy profile (gj)j∈P given by (6) is a Nash equilibrium.

Proof. We want to observe what happens if one player j∗ deviates from her strategy in an
ex ante manner. For this let r := maxe∈E re be the point in time when the last edge becomes
inactive for the modified strategy-profile and let ρ :=

∑
j∈P ρj be the total amount of flow

arriving in time. Clearly, ρ ≤ OPT.
During [0, r] every non-deviating player j ∈ P \ { j∗ } sends all her flow into edges that

are still active, and therefore, all this flow arrives in time. Hence, her payoff is given by
ρj = dj · r.

Since no flow that enters after r can possibly arrive in time, player j∗ can achieve at most
a payoff of dj∗ · r. It follows that her share of the total amount of flow arriving in time in
upper bounded by dj∗∑

j∈P
dj

, i.e.,

ρj∗ ≤ ρ · dj∗∑
j∈P dj

≤ OPT · dj∗∑
j∈P dj

.

By Lemma 4 the right-side equals the payoff of player j∗ when choosing gj∗ as strategy.
Hence, she cannot improve her payoff by deviating, which shows that (gj)j∈P is indeed an
equilibrium. ◀

We observe the following: As long as the players constantly choose from the set of active
egdes and the summed payoff equals OPT, i.e., no queue runs dry in case of a restricted
network, the players’ payoffs stay the same. Hence, there is a whole class of Nash equilibria.

Next we want to show that this characterizes all possible Nash equilibria, which implies
that the price of anarchy is 1.

▶ Theorem 6. For atomic splittable flow over time games on parallel-edge networks where
exit times are provided as information with right-Lipschitz strategies, the price of anarchy
is 1.

Proof. The key observation is that every player j’s share of the total payoff
∑

j′∈P ρj′ is at
least dj/

∑
j′∈P dj′ as long as the player only sends flow into active edges E′(T (θ)). Also,

the total payoff is never decreased when a player shifts inflow from an inactive edge to an
active edge, since flow sent into inactive edges does not arrive in time. Note here that due to
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τ = 10

τ = 10

τ = 1
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s1 s2

v1

v2

t

Figure 4 A network with two non-symmetric players. We have t = t1 = t2. Player 1 must commit
to a split of her inflow rate at time θ before knowing the relevant information on the congestion
on e1 and e2 at time θ + 10. Player 2 might use this to her advantage, which could lead to the
non-existence of Nash equilibria.

the flow dynamics, the cumulative outflow function of an edge depends non-decreasingly on
the cumulative inflow function of the edge (more precisely, F −

j,e(θ) ≥ F̂ −
j,e(θ) for all θ ∈ [0, H)

if F +
j,e(θ) ≥ F̂ +

j,e(θ) for all θ ∈ [0, H)). Suppose we have a strategy profile g such that the
total payoff

∑
j∈P ρj is strictly smaller than OPT. Either one of the players’ shares of the

total payoff is strictly less than dj/
∑

j′∈P dj′ , so this player can improve, or all players have
a share of dj/

∑
j′∈P dj′ . But then there has to be an edge e where flow is wasted, which

means that the queue on e is empty and the total inflow rate is strictly smaller than the
capacity for a time span of positive measure when e is still active; instead, flow is sent into
inactive edges or edges with a queue, which hinders later flow to get to t in time. Hence, j

can improve by shifting flow from an inactive edge or edge with a queue, as this increases
the total payoff but does not decrease her share. Hence, in both cases g was not a Nash
equilibrium, which shows that the price of anarchy is 1. ◀

5 Further Research

The topic opens up a multitude of further research directions. First of all, either proving
or disproving the existence of Nash equilibria for more general networks for games with
information on the exit times. As the exit times do not cover all information that might be
necessary for the players to react, a responding player might have an advantage. This is
especially critical in games with non-symmetric players. To illustrate this difficulty consider
the network in Figure 4.

For this reason an interesting research direction would be to identify more general network
classes for which a Nash equilibrium still exists. Symmetric games where all players share
the same origin and the same destination might be a necessary restriction.

Additionally, the dependencies among different objective functions have not yet been
understood very well: Shedding light on whether the results for the maximum flow over time
objective translate to a quickest flow objective (maybe via binary-search) would be very
interesting. It might even be possible to consider the average arrived flow or the average
arrival time as payoff functions, which could then be compared to an earliest arrival flow.

Finally, cooperative and non-cooperative models might be mixed in order to assess how
coalitions and selfish particles behave together (as e.g. in [7] for the static case).
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Abstract
A temporal graph G = (G1, G2, . . . , GT ) is a graph represented by a sequence of T graphs over a
common set of vertices, such that at the ith time step only the edge set Ei is active. The temporal
graph exploration problem asks for a shortest temporal walk on some temporal graph visiting every
vertex. We show that temporal graphs with n vertices can be explored in O(kn1.5 log n) days if
the underlying graph has treewidth k and in O(n1.75 log n) days if the underlying graph is planar.
Furthermore, we show that any temporal graph whose underlying graph is a cycle with k chords can
be explored in at most 6kn days. Finally, we demonstrate that there are temporal realisations of
sub cubic planar graphs that cannot be explored faster than in Ω(n log n) days. All these improve
best known results in the literature.
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1 Introduction

In many real world settings, networks are not static objects but instead have unstable connec-
tions that vary with time. Temporal graphs provide a model for such time-varying networks.
Formally, a temporal graph G is a sequence (G1, G2, G3, . . . , GT ) of undirected graphs, called
snapshots, that all share the same vertex set V , but whose edge sets E1, E2, E3, . . . , ET ,
respectively, may differ. The number T + 1 is called the lifetime of G and we refer to i,
0 ≤ i ≤ T , as a time i or day i. The graph G = (V, E1 ∪E2 ∪· · ·∪ET ) is called the underlying
graph of G, and G is said to be a temporal realisation of G. A pair (e, i), where e ∈ Ei is
called a time edge of G. A temporal walk from v1 ∈ V starting at time t to vk ∈ V is an
alternating sequence of vertices and time edges v1, (e1, i1), v2, . . . , vk−1, (ek−1, ik−1), vk such
that ej = {vj , vj+1} ∈ Eij for 0 ≤ j ≤ k − 1 and t ≤ i1 < ij < . . . < ik−1. The time ik−1 + 1
is called the arrival time of the walk.

Motivated by the central role of the Travelling Salesman problem in the world of static
graphs, Michail and Spirakis [7] introduced and initiated the study of the natural temporal
analogue called the Temporal Graph Exploration problem (TEXP for brevity). The
goal of TEXP is to compute a temporal walk with the earliest arrival time that starts in a
given vertex s ∈ V and visits (i.e., explores) all vertices of the temporal graph. It is often
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convenient to describe a construction of an exploration temporal walk as the actions of an
agent that is initially located at some starting vertex s and that can in every day i either
stay at its current node or move to a node u that is adjacent to its current node in Ei. In the
latter case, the agent departs from the current vertex at time i and arrives at u at time i + 1.

The decision version of TEXP in which one has to decide if at least one exploration
schedule exists in a given temporal graph from a given starting vertex is an NP-complete
problem [7]. In fact, this decision problem remains NP-complete even if the underlying
graph has pathwidth 2 and every snapshot is a tree [2], or even if the underlying graph is a
star and the exploration has to start and end at the center of the star [1].

Michail and Spirakis [7] proved that TEXP admits no (2 − ε)-approximation algorithm
for any ε > 0, unless P=NP. In other words, there is no polynomial time algorithm that
outputs an exploration schedule whose arrival time is at most (2 − ε) times the arrival time of
an optimal exploration schedule. This was substantially strengthened by Erlebach et. al. [3]
who established NP-hardness of n1−ε-approximation for any ε > 0. In fact, the result was
shown for always-connected temporal graphs, i.e., temporal graphs in which every snapshot
is a connected graph. This connectedness assumption makes the above inapproximability
result tight, because one the one hand, obviously, any exploration cannot be done faster than
in n − 1 days, and on the other hand any always-connected temporal graph can be explored
in at most n2 days [7].

The strong inapproximability result for TEXP on always-connected temporal graphs
motivated the study into bounds on the length of fastest exploration schedules for such
temporal graphs and the present work contributes to this line of research. For convenience,
from now on, unless specified otherwise we assume that every temporal graph is always-
connected and has lifetime at least n2. In [3] Erlebach et. al. demonstrated that for some
temporal graphs any exploration requires Ω(n2) days, and thus showed that the upper bound
of Michail and Spirakis [7] is asymptotically best possible. This result naturally led the
investigation to consider restricted temporal graphs.

One natural way to restrict a temporal graph is to restrict its underlying graph. In this
direction, Erlebach et. al. [3] showed that temporal realisations of planar graphs can be
explored in O(n1.8 log n) days; temporal realisations of graphs of treewidth at most k can be
explored in O(k1.5n1.5 log n) days; temporal realisations of 2 × n grids can be explored in
O(n log3 n) days. They also showed that temporal realisations of a cycle or a cycle with a
single chord can be explored in O(n) days, and conjectured that any temporal graph whose
underlying graph is a cycle with at most k chords can be explored in no more than f(k) · n

days, where f(k) is some function. This conjecture was recently proved by Alamouti [8] with
a factorial-type function f(k) = k2k!ek. In [4] Erlebach et. al. proved that any temporal
graph in which every snapshot is a bounded-degree graph (in particular, temporal realisations
of bounded-degree graphs) can be explored in O(n1.75) days. On the negative side, Erlebach
et. al. [3] constructed temporal realisations of planar graphs of degree at most 4 that cannot
be explored faster than in Ω(n log n) days.

In [5] Erlebach and Spooner considered TEXP under another natural restriction on the
input temporal graphs. Namely, they studied TEXP on k-edge-deficient temporal graphs, i.e.,
temporal graphs in which every snapshot is obtained from the underlying graph by removing
at most k edges. They showed that k-edge-deficient and 1-edge-deficient temporal graphs
can be explored in O(kn log n) and O(n) days, respectively, and constructed k-edge-deficient
temporal graphs that cannot be explored faster than in Ω(n log k) days.
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Table 1 Summary of the new algorithms we provide for exploring temporal graphs versus the
previous best known bounds.

Setting Known Bounds Our Bounds
Cycles with k-Chords O(6k2 · k! · (2e)kn) ([8]) O(kn)
Treewidth-k graphs O(k1.5n1.5 log(n)) ([3]) O(kn1.5 log(n))
Planar graphs O(n1.8 log(n)) ([3]) O(n1.75 log(n))

Our contribution

In this work we improve a number of bounds on exploration of temporal graphs with
underlying graphs from restricted classes of graphs. Table 1 provides a summary of these
results and how they compare to the best known current bounds. First, in Section 2 we
show that a temporal realisation of a cycle with k chords can be explored in at most 6kn

days. Next, in Section 3 we first strengthen the exploration bound of Erlebach et. al. [3] for
temporal realisations of graphs admitting a (r, b)-division; then using this bound we prove
that any temporal realisation of a planar graph can be explored in O(n1.75 log n) days and
any temporal realisation of a graph of treewidth at most k can be explored in O(kn1.5 log n)
days. Finally, in Section 4 we demonstrate that there are temporal realisations of planar
graphs of degree at most 3 that cannot be explored faster than Ω(n log n). The latter result
is tight in the sense that temporal realisations of graphs of degree at most 2 are explorable
in O(n) days.

Notation and tools

For a vertex set W ⊆ V we denote by G[W ] the temporal subgraph of G induced by W ,
i.e., the temporal graph (G1[W ], G2[W ], G3[W ], . . . , GT [W ]), where for a static graph G the
notation G[W ] means the subgraph of G induced by W . In the our proofs we will employ
two useful lemmas from [3].

▶ Lemma 1 (reachability, [3]). Let G be a (not necessarily always-connected) temporal graph
with a vertex set V . Let U ⊆ V be a set of vertices of G of size k, and let u, v ∈ U . If there
exists a set of k − 1 snapshots each of which has a path from u to v that contains only vertices
from U , then an agent can reach v starting from u and moving only in these k − 1 snapshots.

Notice that a straightforward consequence of the above lemma is that a temporal graph can
always be explored in at most n2 days by visiting vertices in an arbitrary order and spending
at most n days to move from one vertex to the next.

The following lemma is a general reduction that transforms a multi-agent exploration
schedule to a single-agent one. In the multi-agent setting, there are several agents that all
start at the same vertex and move or stay put in every day independently from each other.
Similarly to the single-agent setting, the goal is to visit (explore) every vertex of the temporal
graph by at least one agent as soon as possible.

▶ Lemma 2 (multi-agent to single-agent, [3]). Let G be a graph on n vertices. If any temporal
realisation of G can be explored in t days with k agents, then any temporal realisation of G

can be explored in O((t + n)k log n) days with one agent.
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2 Cycles with bounded number of chords

Erlebach et al. proved in [3] that a temporal realisation of a cycle can be explored in at most
2n − 2 days, and this is a tight bound in the sense that there exist temporal realisations
of cycles on n vertices for which any optimal exploration requires at least 2n − 3 days. In
the same work it was further shown that any temporal realisation of a cycle with one chord
can be explored in at most 7n days. Furthermore, the authors conjectured that temporal
realisations of cycles with a constant number of chords are explorable in O(n) days. This
conjecture was confirmed in [8] where the author has shown that a temporal realisation of a
cycle with k chords can be explored in at most 6k2 · k! · (2e)kn days. In the present section
we strengthen this result by showing that any temporal realisation of a cycle with k chords
can be explored in 6kn days. We start with the following auxiliary lemma.

▶ Lemma 3. Let G = (G1, G2, . . . , G2n) be an n-vertex temporal graph of lifetime T = 2n,
and let G be the underlying graph of G. Let P = (v1, v2, . . . , vρ), ρ ≥ 1, be a path in G such
that every vertex of P , except possibly its endpoints v1 and vρ, has degree 2 in G. Moreover,
in every snapshot of G at most one edge of P is absent. Then there exists a vertex v ∈ V (G)
such that all vertices of P can be explored starting from v.

Proof. If there exists n snapshots in G, in which all edges of P are present, then clearly the
vertices of P can be explored in this n snapshots starting from any of the endpoints of P . It
can therefore be assumed that there are less than n such snapshots, i.e., there are at least
n + 1 snapshots in which exactly one edge of P is absent. We can therefore assume without
loss of generality that the first n + 1 snapshots G1, G2, . . . , Gn+1 of G miss exactly one edge.

Observe that as every snapshot is connected and exactly one edge of P is absent in every
snapshot, for every i ∈ {1, 2, . . . , n + 1} the graph Hi = Gi − {v1, . . . , vρ−1} is connected.
Therefore, by Lemma 1, in the temporal graph H = (H1, H2, . . . , Hn+1) every vertex can
reach any other vertex in at most n − (ρ − 1) − 1 = n − ρ days. For every i ∈ {1, 2, . . . , ρ},
let Ji denote some fixed temporal walk from v1 to vρ in H that starts at time i and has the
earliest arrival time. Note that the arrival time of Ji is at most n − ρ + i.

Now assume there are n+1 agents a1, a2, . . . , an+1 that are initially placed at the vertices
of G as follows: agent ai is located at vi for every i ∈ {0, 1, . . . , ρ − 1} and all the other
n − ρ + 1 agents aρ, aρ+1, aρ+2, . . . , an are located at vertex vρ. Every day each agent will
either move or stay at its current vertex. To describe the movement rules, let the score µt(a)
of an agent a at time t as equal to the number vertices of P that a visited by time t. In
particular, µ2(ai) = 1 for every i ∈ {1, 2, . . . , n + 1}. Now, if the score µt(a) of an agent a at
time t is ρ + 1, then a does not move. Otherwise the movement of the agent a at day t is
determined according to the following rules:
1. a is at vertex vρ at time t. If µt(a) is the minimum among all agents that are currently

at vρ, then a moves to vρ−1. Otherwise a stays at vρ. If there are multiple agents with
the minimum value of µt(a), then only the agent with the minimum index moves and
all other stay at vρ. If there is no edge between vρ and vρ−1 at time t, then the moving
agent dies;

2. a is at vertex vi at time t, for some i ∈ {1, 2, 3, . . . , ρ − 1}. Then a moves to vi−1. As
before, if there is no edge between vi and vi−1 at time t, then a dies;

3. a is at vertex v1 at time t. Then starting from time t the agent a moves according to the
temporal walk Jt.

Observe that at every day at most one agent can die, and therefore after n days at least one
of the agents survives. This leaves the problem of showing that any such agent has visited
all vertices of P . To this end, let ai be an agent that is alive after n days.
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If i ≥ ρ, then, according to the initial positions and the moving rules, ai will start moving
from vertex vρ at day i − ρ, and will visit one new vertex of P every day. Since i ≤ n, after
i − ρ + ρ ≤ n days ai visits all vertices of P and stops moving.

Suppose now that i < ρ. According to the rules, after the first i days, the agent ai

moves along the path P and visits the vertices vi, vi−1, . . . , v1. After visiting all these
vertices the score µi(ai) of ai at time i is equal to i + 1 and the agent continues to move
following the temporal temporal walk Ji. Let t∗ be the time when ai arrives at vρ. Observe
that µt∗(ai) = i + 2 and t∗ ≤ n − ρ + i. By the end of day t∗, there could be at most
n − ρ − t∗ + i agents at vertex vρ with a smaller score than the score µt∗(ai) of ai: at most
n − ρ + 1 − (t∗ + 1) = n − ρ − t∗ agents that were initially located at vρ and have not departed
until the end of day t∗ and at most i agents ai, ai−1, . . . , a1 that arrived at vρ earlier or at
the same time as ai (and have not departed until the end of day t∗). All other agents at vρ

at time t∗, if any, have larger scores. Hence, the agent ai will depart from vρ no later than
on day

t∗ + (n − ρ − t∗ + i) + 1 = n − ρ + i + 1 = n − (ρ − i − 1),

and therefore it will survive for further ρ − i − 1 days thus visiting the remaining ρ − i − 1
vertices vρ−1, vρ−2, . . . , vi+1 of P . ◀

▶ Theorem 4. A temporal realisation of a cycle with n vertices and k chords can be explored
in at most 6kn days.

Proof. Let G be a temporal realisation of an n-vertex cycle with k chords and let G be the
underlying graph of G. Let us denote by C the underlying cycle of G, and let a1, a2, . . . , as,
s ≤ 2k, be the distinct vertices of C, ordered according to their clockwise appearance on the
cycle, which are incident with at least one of the chords. For every i ∈ {1, 2, . . . , s}, let Pi be
the subpath of C that one obtains by following the cycle clockwise starting at ai and ending
at ai+1, where the summation is modulo s.

Let i ∈ {1, 2, . . . , s} be an arbitrary fixed index. Note that all internal vertices of Pi have
degree 2 in the underlying graph G. This together with the connectivity of the snapshots of
G imply that at every day at most one edge of Pi is absent. Therefore, Pi and the temporal
graph obtained by restricting G to any sequence of 2n consecutive snapshots satisfy the
assumptions of Lemma 3. Hence, the vertices of Pi can be visited during any sequence
of 3n − 1 consecutive snapshots: Using Lemma 3, in the first n − 1 snapshots we reach a
vertex v guaranteed by Lemma 3, and in the subsequent 2n snapshots, by Lemma 3, we visit
all the vertices of Pi starting from v. Since the index i was chosen arbitrarily, the above
procedure can be repeated for each of the s paths, which implies that G be explored in at
most 2k(3n − 1) < 6kn days. ◀

3 Underlying graphs with (r, b)-divisions

In [3] Erlebach et al. showed that any temporal realisation of an n-vertex graph of treewidth
k can be explored in O(k1.5n1.5 log n) days, and any temporal realisation of an n-vertex
planar graph can be explored in O(n1.8 log n) days. The key ingredient in the proofs of both
results was the following

▶ Theorem 5 (Theorem 4.3, [3]). A temporal graph G, whose underlying graph has a (r, b)-
division1, can be explored in O

(
(n + r2b) nb

r log n
)

days.

1 The notion of (r, b)-division is formally defined in Section 3.1
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5:6 Faster Exploration of Some Temporal Graphs

In Section 3.1 we obtain a stronger version of the above theorem, which we apply in Section 3.2
to improve the exploration bounds for temporal realisations of graphs of treewidth k and
planar graphs. The main technical contribution that allows us to strengthen Theorem 5 is
Lemma 6 saying that if two vertex sets S and U in an n-vertex temporal graph G are such
that |U | ≤ |S| and in every snapshot of G for every vertex u ∈ U there exists a path between
u and a vertex in S, then |S| agents starting at the vertices of S (one agent per vertex) can
explore vertices in U and return to their original positions in at most 4|S|n days.

3.1 Tools
For a graph G = (V, E), we say that a vertex v ∈ V is reachable from a vertex u ∈ V in G if
there is a path from u to v in G. We also say that a subset S ⊆ V reaches a subset U ⊆ V

in G, if every vertex u ∈ U is reachable from some vertex in S. For a temporal graph G and
subsets S and U of its vertices, we say that S always reaches U in G, if S reaches U in every
snapshot of G.

▶ Lemma 6. Let G be a not necessarily always-connected temporal graph with vertex set V ,
let S be a subset of V of cardinality s, and let U be a subset of V with |U | ≤ s. If S always
reaches U in G and the lifetime of G is at least 4sn, then s agents starting at the vertices of
S (one agent per vertex) can explore vertices in U and return to their original positions.

Proof. Let S = {x1, x2, . . . , xs} and let a1, a2, . . . , as denote the agents that are initially
located at the vertices x1, x2, . . . , xs respectively. For convenience, we assume that every
vertex in U holds a token, and we restrict our consideration only to the exploration schedules
in which the agents collect all the tokens from the vertices in U and bring them to the agents’
original locations. We assume that every agent can carry at most one token at a time. We
say that a vertex u ∈ U is explored by an agent a, if a starts at its original position, visits u,
takes the token of u, moves back to its original location, where she drops the token. A day on
which agent a returns to its original location and drops the token of u will be called a return
day of a. The assumption that an agent can carry only one token at a time implies that
the agent can explore at most one vertex between any two consecutive visits to its original
location.

Let U = {u1, u2, . . . , ur} and, for every i ∈ [r], denote by ti the earliest day by which the
agents can explore i vertices in U . We will prove by induction on i that ti ≤ 2n(s + i − 1).
As r ≤ s, the inequality for i = r will imply the lemma.

For the base case i = 1, we need to show that at least one vertex in U can be explored
by day 2ns. Since every vertex in U is reachable from a vertex in S in every snapshot, by
the pigeonhole principle, vertex u1 is reachable from some fixed vertex x ∈ S in at least 2n

snapshots out of the first 2ns snapshots. Hence, by Lemma 1, the agent of x can explore u1
by day 2ns.

Let now 1 < i ≤ r and assume that the agents can explore i − 1 vertices by time
ti−1 ≤ 2n(s + i − 2). Suppose, towards a contradiction, that the agents cannot explore i

vertices in the first 2n(s + i − 1) days. Let us fix a fastest exploration schedule in which the
agents explore i−1 vertices in U . Without loss of generality, assume that the vertices explored
under this schedule are u1, u2, . . . , ui−1. For k ∈ [s], let ℓk be the number of vertices explored
by agent ak in the first 2n(s + i − 1) days; note that ℓ1 + ℓ2 + . . . + ℓs = i − 1. Furthermore,
we denote by d

(k)
1 < d

(k)
2 < . . . < d

(k)
ℓk

the return days of agent ak and call (d(k)
1 , d

(k)
2 , . . . , d

(k)
ℓk

)
the vector of return days of ak. We also assume, without loss of generality, that the schedule
is minimal in the sense that there is no schedule in which all the agents explore the same
number of vertices in U , and all the agents have the same vectors of return days, except one
of the agents, say ak, that has a vector of return days that is lexicographically smaller than
(d(k)

1 , d
(k)
2 , . . . , d

(k)
ℓk

).
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Next, for an arbitrary but fixed k ∈ [s], we will count the number of snapshots in the
first 2n(s + i − 1) days in which vertex ui is reachable from vertex xk. We claim that in
each of the time intervals [1, d

(k)
1 − 1], [d(k)

j + 1, d
(k)
j+1 − 1], j ∈ [ℓk − 1], [d(k)

ℓk
+ 1, 2n(s + i − 1)]

there are at most 2(n − 1) such snapshots. Indeed, if the interval [1, d
(k)
1 − 1] or any of the

intervals [d(k)
j + 1, d

(k)
j+1 − 1], j ∈ [ℓk − 1] would contain 2(n − 1) snapshots in which vertex ui

is reachable from vertex xk, then we could amend the schedule of agent ak by ordering her to
explore ui during this time interval and keeping the schedule the same in the other intervals.
This would produce a schedule in which ak would have a lexicographically smaller vector of
return days than (d(k)

1 , d
(k)
2 , . . . , d

(k)
ℓk

), contradicting the minimality of the schedule. Also, if
the last interval [d(k)

ℓk
+ 1, 2n(s + i − 1)] would contain 2(n − 1) snapshots in which vertex ui

is reachable from vertex xk, then agent ak could explored ui in this interval, contradicting
the assumption that the agents cannot explore i vertices in the first 2n(s + i − 1) days. Hence
the total number of snapshot in which ui is reachable from vertex xk in the first 2n(s + i − 1)
snapshots is at most 2(n − 1)(ℓk + 1) + ℓk. Consequently, the total number of snapshots in
which ui is reachable from any vertex in S in the first 2n(s + i − 1) snapshots is at most

s∑
k=1

(
2(n − 1)(ℓk + 1) + ℓk

)
= 2(n − 1)(s + i − 1) + i − 1 < 2n(s + i − 1),

which contradicts the assumption that S always reaches U in G. ◀

We will now use Lemma 6 to prove a stronger version of Theorem 5. The notion of
(r, b)-division was introduced by Erlebach et al. [3] and it generalizes the notion of r-divisions
used by Frederickson [6]. For positive integers r and b (which might be functions of n), a
(r, b)-division of a graph G = (V, E) with n vertices is given by a set S ⊆ V and a partition
of G[V \ S] into O(n/r) (not necessarily connected) components, each associated with a
boundary set consisting of vertices from S, such that the following properties hold:
(1) Each component contains at most r vertices.
(2) The boundary set of each component has size at most b.
(3) The boundary sets of different components may overlap, and the union of the boundary

sets of all components is S.
(4) Every edge of G that has only one endpoint in a component has its other endpoint in

the boundary set of that component.

▶ Theorem 7. A temporal graph G, whose underlying graph has a (r, b)-division, can be
explored in O

(
(n + max{r, b}(r + b)) nb

r log n
)

days.

Proof. We will use b agents to explore all O(n/r) components one by one. Consider the
exploration of a component C and its boundary set B. Since the graph is always-connected,
the definition of (r, b)-division implies that B always reaches C in G[B ∪ C], which allows
us to apply Lemma 6 as follows. First, using Lemma 1, we position at most b agents at
the boundary vertices in at most n − 1 days. Next, we partition |C| into ⌊|C|/|B|⌋ subsets,
each with |B| elements, and the subset of the |C| − |B| ⌊|C|/|B|⌋ remaining elements. By
Lemma 6, any of these subsets can be explored in 4|B|(|C|+ |B|) days in G[B ∪C]. Therefore,
C can be explored in O ((⌊|C|/|B|⌋ + 1)|B|(|C| + |B|)) = O(max{r, b}(r + b)) days, and the
set B ∪ C in O(n + max{r, b}(r + b)) days. Consequently, the entire graph G can be explored
in O((n+max{r, b}(r +b)) n

r ) days using b agents, and hence, by Lemma 2, it can be explored
in O((n + max{r, b}(r + b)) nb

r log n) days with a single agent. ◀
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5:8 Faster Exploration of Some Temporal Graphs

3.2 Applications

3.2.1 Bounded treewidth graphs
It was shown in [3] that temporal graphs whose underlying graph has treewidth at most k

can be explored in O(k1.5n1.5 log n) days. This bound provides an improvement over the
general O(n2) bound whenever k = o

(
n1/3/ log2/3 n

)
. A key ingredient of the proof of this

result was the fact that graphs with treewidth at most k admit a
(
2
√

n/k, 6k
)
-division (see

Lemma 4.4 in [3]). Using exactly the same proof as in [3], but replacing
√

n
k and

√
nk with√

n everywhere, one can obtain the following

▶ Lemma 8 (adaptation of Lemma 4.4 [3]). Any graph of treewidth at most k admits a(
2
√

n, 6k
)
-division.

We will use this latter fact together with Theorem 7 to derive an improved exploration bound
for graphs of treewidth at most k.

▶ Theorem 9. An n-vertex temporal graph, whose underlying graph has treewidth at most k,
can be explored in O(kn1.5 log n) days.

Proof. We can assume, without loss of generality, that k = o(n0.5), as otherwise the bound in
the statement becomes ω(n2) and the result clearly holds. Under this assumption, Lemma 8
and Theorem 7 imply that an n-vertex temporal graph, whose underlying graph has treewidth
at most k, can be explored in O ((n +

√
n(

√
n + k))

√
nk log n) = O(kn1.5 log n) days. ◀

We note that Theorem 9 improves the previous bound from [3] as well as implies an
improvement over the general O(n2) bound for graphs with treewidth k = o

(
n0.5/ log n

)
.

3.2.2 Planar graphs
It was shown in [3] that temporal realisations of planar graphs can be explored in O(n1.8 log n)
days. We will follow a similar strategy as in [3] but use our Theorem 7 to reduce the bound
to O(n1.75 log n).

▶ Theorem 10. An n-vertex temporal graph, whose underlying graph is planar, can be
explored in O(n1.75 log n) days.

Proof. Frederickson proved that planar graphs admit (r, O(
√

r))-divisions for any 1 ≤ r ≤ n

[6]. Applying this result with r =
√

n and Theorem 7 we conclude that a temporal
realisation of an n-vertex planar graph can be explored in O

(
(n + r(r +

√
r)) n√

r
log n

)
=

O
(
(n2/

√
r + r1.5n) log n

)
= O

(
n1.75 log n

)
days. ◀

4 Subcubic planar graphs

Temporal realisations of graphs of maximum degree at most 2 can be explored in linear
time. Indeed, a connected graph of maximum degree 2 is either a path or a cycle. Temporal
realisations of paths are trivially explorable in linear time, because every snapshot in such
temporal graphs must be the same connected graph. As shown in [3], temporal realisations
of cycles are also explorable in linear time. On the other hand, it was proved in [3] that some
temporal realisations of planar graphs of maximum degree 4 cannot be explored faster than
in Ω(n log n) days even if every snapshot is a path.
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u v1

v2

v3

v4

u1

u2

u3

u4

v4

v1

v2

v3

Figure 1 An illustration of the transformation from the neighbourhood around the vertex v in G

to the 4-cycle (u1, u2, u3, u4) in H.

▶ Theorem 11 (Theorem 4.1, [3]). There exist temporal realisations of n-vertex planar graphs
of maximum degree 4, in which every snapshot is a path, that cannot be explored faster than
Ω(n log n) days.

This leaves an intriguing open case of exploration time of temporal realisations of planar
graphs of maximum degree 3. In particular, are such temporal graphs always explorable in
linear time? As we shall see below, in general, such temporal graphs can require Ω(n log n)
days for their exploration. To prove the result, we will transform the construction from the
proof of Theorem 11 and apply the following edge contraction lemma from [3].

▶ Lemma 12 (edge contraction, Lemma 2.4, [3]). Let G be a graph such that every temporal
realisation of G with lifetime at least t can be explored in t days. Let G′ be a graph that is
obtained from G by contracting edges. Then every temporal realisation of G′ with lifetime t

can also be explored in t days.

▶ Theorem 13. There exist temporal realisations of n-vertex subcubic planar graphs that
cannot be explored faster than Ω(n log n) days.

Proof. Let n′ ≥ 16, let G be an n′-vertex planar graph of maximum degree 4, and let G be
a temporal realisation of G for which every exploration requires at least cn′ log n′ days for
some positive constant c. Such G and G exist by Theorem 11.

From graph G we obtain a graph H as follows. For every vertex u in G with 4 neigh-
bours v1, v2, v3, v4, we delete u from G, add 4 new vertices u1, u2, u3, u4, forming a 4-cycle
(u1, u2, u3, u4), and add 4 new edges {u1, v1}, {u2, v2}, {u3, v3}, {u4, v4} (see Figure 1). Let
n be the number of vertices in H. Clearly, n′ ≤ n ≤ 4n′ and G is obtained from H by
contracting edges. Furthermore, it is not hard to see that H is planar and every vertex in
H has degree at most 3. Therefore, there exists a temporal realisation H of H for which
every exploration requires at least cn′ log n′ days. Indeed, otherwise, by Lemma 12, G could
be explored in less than cn′ log n′ days, which would contradict our assumption. Hence, H
cannot be explored in less than

cn′ log n′ ≥ c
n

4 log n

4 ≥ c

8n log n = Ω(n log n)

days, where the latter inequality uses the assumption that n ≥ 16. ◀

▶ Remark. We note that in the temporal graph G from the proof of Theorem 11 every
snapshot is a path. The transformation in the above proof of Theorem 13 can be easily
specified in such a way that every snapshot in H is also a path. We leave the details to the
interested reader.

SAND 2022



5:10 Faster Exploration of Some Temporal Graphs

References
1 Eleni C Akrida, George B Mertzios, Paul G Spirakis, and Christoforos Raptopoulos. The

temporal explorer who returns to the base. Journal of Computer and System Sciences,
120:179–193, 2021.

2 Hans L Bodlaender and Tom C van der Zanden. On exploring always-connected temporal
graphs of small pathwidth. Information Processing Letters, 142:68–71, 2019.

3 Thomas Erlebach, Michael Hoffmann, and Michael Kammer. On temporal graph exploration.
Journal of Computer and System Sciences, 119:1–18, 2021.

4 Thomas Erlebach, Frank Kammer, Kelin Luo, Andrej Sajenko, and Jakob T Spooner. Two
moves per time step make a difference. In 46th International Colloquium on Automata, Lan-
guages, and Programming (ICALP 2019). Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik,
2019.

5 Thomas Erlebach and Jakob T. Spooner. Exploration of k-edge-deficient temporal graphs. In
Anna Lubiw and Mohammad Salavatipour, editors, Algorithms and Data Structures, pages
371–384, Cham, 2021. Springer International Publishing.

6 Greg Frederickson. Fast algorithms for shortest paths in planar graphs, with applications.
SIAM Journal of Computing, 16:1004–1022, 1987.

7 Othon Michail and Paul G Spirakis. Traveling salesman problems in temporal graphs. Theor-
etical Computer Science, 634:1–23, 2016.

8 Shadi Taghian Alamouti. Exploring temporal cycles and grids. Master’s thesis, Concordia
University, 2020.



Building Squares with Optimal State Complexity in
Restricted Active Self-Assembly
Robert M. Alaniz #

Department of Computer Science,
University of Texas Rio Grande Valley, TX, USA

David Caballero #

Department of Computer Science,
University of Texas Rio Grande Valley, TX, USA

Sonya C. Cirlos #

Department of Computer Science,
University of Texas Rio Grande Valley, TX, USA

Timothy Gomez #

Department of Computer Science,
University of Texas Rio Grande Valley, TX, USA

Elise Grizzell #

Department of Computer Science,
University of Texas Rio Grande Valley, TX, USA

Andrew Rodriguez #

Department of Computer Science,
University of Texas Rio Grande Valley, TX, USA

Robert Schweller #

Department of Computer Science,
University of Texas Rio Grande Valley, TX, USA

Armando Tenorio #

Department of Computer Science,
University of Texas Rio Grande Valley, TX, USA

Tim Wylie #

Department of Computer Science,
University of Texas Rio Grande Valley, TX, USA

Abstract
Tile Automata is a recently defined model of self-assembly that borrows many concepts from cellular
automata to create active self-assembling systems where changes may be occurring within an assembly
without requiring attachment. This model has been shown to be powerful, but many fundamental
questions have yet to be explored. Here, we study the state complexity of assembling n × n squares
in seeded Tile Automata systems where growth starts from a seed and tiles may attach one at a
time, similar to the abstract Tile Assembly Model. We provide optimal bounds for three classes of
seeded Tile Automata systems (all without detachment), which vary in the amount of complexity
allowed in the transition rules. We show that, in general, seeded Tile Automata systems require
Θ(log 1

4 n) states. For Single-Transition systems, where only one state may change in a transition
rule, we show a bound of Θ(log 1

3 n), and for deterministic systems, where each pair of states may
only have one associated transition rule, a bound of Θ(( log n

log log n
) 1

2 ).

2012 ACM Subject Classification Theory of computation → Computational geometry; Applied
computing → Computational biology; Theory of computation → Self-organization

Keywords and phrases Active Self-Assembly, State Complexity, Tile Automata

Digital Object Identifier 10.4230/LIPIcs.SAND.2022.6

Supplementary Material Software (Source Code): https://github.com/asarg/AutoTile
archived at swh:1:dir:fd83de54cc0e347b80c90911b19bd8e0266a5bc8

Funding This research was supported in part by National Science Foundation Grant CCF-1817602.

Acknowledgements We would like to thank the reviewers for their comments, specifically for pointing
us toward relevant Cellular Automata Literature.

1 Introduction

Self-assembly is the process by which simple elements in a system organize themselves into
more complex structures based on a set of rules that govern their interactions. These types
of systems occur naturally and can be easily constructed artificially to offer many advantages
when building micro or nanoscale objects. One abstraction of these systems that has yielded
interesting results is Tile Self-Assembly.
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6:2 Building Squares with Optimal State Complexity in Restricted Active Self-Assembly

In the abstract Tile Assembly Model (aTAM) [35], the elements of a system are represented
using labeled unit squares called tiles. A system is initialized with a seed (a tile or assembly)
that grows as other single tiles attach until there are no more valid attachments. The behavior
of a system can then be programmed, using the interactions of tiles, and is known to be
capable of Turing Computation [35], is Intrinsically Universal [14], and can assemble general
scaled shapes [33]. However, many of these results utilize a concept called cooperative binding,
where a tile must attach to an assembly using the interaction from two other tiles. Unlike
with cooperative binding, the non-cooperative aTAM is not Intrinsically Universal [25,27]
and more recent work has shown that it is not capable of Turing Computation [26]. Many
extensions of this model increase the power of non-cooperative systems [4, 16,18,22,23,30].

One recent model of self-assembly is Tile Automata [8]. This model marries the concept
of state changes from Cellular Automata [19, 28, 37] and the assembly process from the
2-Handed Assembly model (2HAM) [6]. Previous work [3,7,8] has explored Tile Automata
as a unifying model for comparing the relative powers of the many different Tile Assembly
models. The complexity of verifying the behavior of systems along with their computational
power was studied in [5]. Many of these works impose additional experimentally motivated
limitations on the Tile Automata model that help connect the model and its capabilities to
potential molecular implementations, such as using DNA assemblies with sensors to assemble
larger structures [21], building spacial localized circuits on DNA origami [10], or DNA walkers
that sort cargo [34].

In this paper, we explore the aTAM generalized with state changes; we define our
producible assemblies as what can be grown by attaching tiles one at a time to a seed
tile or performing transition rules, which we refer to as seeded Tile Automata. This is a
bounded version of Asynchronous Cellular Automata [15]. Reachability problems, which are
similar to verification problems in self-assembly, have been studied with many completeness
results [13]. Further, the freezing property used in this and previous work also exists in
Cellular Automata [20,29].1 Freezing is defined differently in Cellular Automata by requiring
that there exists an ordering to the states.

While Tile Automata has many possible metrics, we focus on the number of states needed
to uniquely assemble n × n squares at the smallest constant temperature, τ = 1. We achieve
optimal bounds in three versions of the model with varying restrictions on the transition
rules. Our results, along with previous results in the aTAM, are outlined in Table 1.

1.1 Previous Work

In the aTAM, the number of tile types needed, for nearly all n, to construct an n × n square
is Θ( log n

log n log n ) [1, 31] with temperature τ = 2 (row 2 of Table 1). The same lower bounds
hold for τ = 1 (row 1 of Table 1). The run time of this system was also shown to be optimal
Θ(n) [1]. Other bounds for building rectangles were shown in [2]. While no tighter bounds2

have been shown for n × n squares at τ = 1 in the aTAM, generalizations to the model
that allow (just-barely) 3D growth have shown an upper bound of O(log n) for tile types
needed [11]. Recent work in [17] shows improved upper and lower bounds on building thin
rectangles in the case of τ = 1 and in (just-barely) 3D.

Other models of self-assembly have also been shown to have a smaller tile complexity,
such as the staged assembly model [9, 12] and temperature programming [24]. Investigation
into different active self-assembly models have also explored the run time of systems [32,36].

1 We would like to thank a reviewer for bringing these works to our attention.
2 Other than trivial O(n) bounds.
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Table 1 Bounds on the number of states for n × n squares in the Abstract Tile Assembly model,
with and without cooperative binding, and the seeded Tile Automata model with our transition
rules. ST stands for Single-Transition.

Model τ
n × n Squares

Lower Upper Theorem

aTAM 1 Ω( log n
log log n

) O(n) [31], [1]

aTAM 2 Θ( log n
log log n

) [31], [1]

Flexible Glue aTAM 2 Θ(log 1
2 n) [2]

Seeded TA Det. 1 Θ(( log n
log log n

) 1
2 ) Thm. 2, 12

Seeded TA ST 1 Θ(log 1
3 n) Thm. 4, 12

Seeded TA 1 Θ(log 1
4 n) Thm. 3, 12

1.2 Our Contributions

In this work, we explore building an important benchmark shape, squares, in non-cooperative
seeded Tile Automata. We also consider only affinity-strengthening transition rules that
remove the ability for an assembly to break apart. Our results are shown in Table 1.

We start in Section 3 by proving lower bounds for building n × n squares based on three
different transition rule restrictions. The first is nondeterministic or general seeded Tile
Automata, where there are no restrictions and a pair of states may have multiple transition
rules. The second is Single-Transition rules where only one tile may change states in a
transition rule, but we still allow multiple rules for each pair of states. The last restriction,
Deterministic, is the most restrictive where each pair of states may only have one transition
rule (for each direction).

In Section 4, we use Transition Rules to optimally encode strings in the various versions
of the model. We use these encodings as gadgets to seed the future constructions. We show
how to build optimal state complexity rectangles in Section 5, and finally optimal state
complexity squares in Section 6. Future work is discussed in Section 7.

AutoTile. To test our constructions, we developed AutoTile, a seeded Tile Automata
simulator. Each system discussed in the paper is currently available for simulation. AutoTile
is available at https://github.com/asarg/AutoTile.

2 Definitions

The Tile Automata model differs quite a bit from normal self-assembly models since a tile
may change state, which draws inspiration from Cellular Automata. Thus, there are two
aspects of a TA system being: the self-assembling that may occur with tiles in a state and
the changes to the states once they have attached to each other. To address these aspects,
we define the building blocks and interactions, and then the definitions around the model
and what it may assemble or output. Finally, since we are looking at a limited TA system,
we also define specific limitations and variations of the model. For reference, an example
system is shown in Figure 1.
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2.1 Building Blocks

The basic definitions of all self-assembly models include the concepts of tiles, some method
of attachment, and the concept of aggregation into larger assemblies. The Cellular Automata
aspect also brings in the concept of transitions.

Tiles. Let Σ be a set of states or symbols. A tile t = (σ, p) is a non-rotatable unit square
placed at point p ∈ Z2 and has a state of σ ∈ Σ.

Affinity Function. An affinity function Π over a set of states Σ takes an ordered pair of
states (σ1, σ2) ∈ Σ × Σ and an orientation d ∈ D, where D = {⊥, ⊢}, and outputs an element
of Z0. The orientation d is the relative position to each other with ⊢ meaning horizontal and
⊥ meaning vertical, with the σ1 being the west or north state respectively. We refer to the
output as the Affinity Strength between these two states.

Transition Rules. A Transition Rule consists of two ordered pairs of states (σ1, σ2), (σ3, σ4)
and an orientation d ∈ D, where D = {⊥, ⊢}. This denotes that if the states (σ1, σ2) are
next to each other in orientation d (σ1 as the west/north state) they may be replaced by the
states (σ3, σ4).

Assembly. An assembly A is a set of tiles with states in Σ such that for every pair of tiles
t1 = (σ1, p1), t2 = (σ2, p2), p1 ≠ p2. Informally, each position contains at most one tile.
Further, we say assemblies are equal in regards to translation. Two assemblies A1 and A2
are equal if there exists a vector v⃗ such that A1 = A2 + v⃗.

Let BG(A) be the bond graph formed by taking a node for each tile in A and adding
an edge between neighboring tiles t1 = (σ1, p1) and t2 = (σ2, p2) with a weight equal to
Π(σ1, σ2). We say an assembly A is τ -stable for some τ ∈ Z0 if the minimum cut through
BG(A) is greater than or equal to τ .

2.2 The Tile Automata Model

Here, we define and investigate the Seeded Tile Automata model, which differs by only
allowing single tile attachments to a growing seed similar to the aTAM.

Seeded Tile Automata. A Seeded Tile Automata system is a 6-tuple Γ = {Σ, Λ, Π, ∆, s, τ}
where Σ is a set of states, Λ ⊆ Σ a set of initial states, Π is an affinity function, ∆ is a set of
transition rules, s is a stable assembly called the seed assembly, and τ is the temperature (or
threshold). Our results use the most restrictive version of this model where s is a single tile.

Attachment Step. A tile t = (σ, p) may attach to an assembly A at temperature τ to build
an assembly A′ = A

⋃
t if A′ is τ -stable and σ ∈ Λ. We denote this as A →Λ,τ A′.

Transition Step. An assembly A is transitionable to an assembly A′ if there exists two
neighboring tiles t1 = (σ1, p1), t2 = (σ2, p2) ∈ A (where t1 is the west or north tile) such
that there exists a transition rule in ∆ with the first pair being (σ1, σ2) and A′ = (A \
{t1, t2})

⋃
{t3 = (σ3, p1), t4 = (σ4, p2)}. We denote this as A →∆ A′.
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Figure 1 (a) Example of a Tile Automata system, it should be noted that τ = 1 and state S

is our seed. (b) A walkthrough of our example Tile Automata system building the 3 × 3 square it
uniquely produces. We use dotted lines throughout our paper to represent tiles attaching to one
another.

Producibles. We refer to both attachment steps and transition steps as production steps,
we define A →∗ A′ as the transitive closure of A →Λ,τ A′ and A →∆ A′. The set of producible
assemblies for a Tile Automata system Γ = {Σ, Λ, Π, ∆, s, τ} is written as PROD(Γ). We
define PROD(Γ) recursively as follows,

s ∈ PROD(Γ)
A′ ∈ PROD(Γ) if ∃A ∈ PROD(Γ) such that A →Λ,τ A′.
A′ ∈ PROD(Γ) if ∃A ∈ PROD(Γ) such that A →∆ A′.

Terminal Assemblies. The set of terminal assemblies for a Tile Automata system Γ =
{Σ, Λ, Π, ∆, τ} is written as TERM(Γ). This is the set of assemblies that cannot grow or
transition any further. Formally, an assembly A ∈ TERM(Γ) if A ∈ PROD(Γ) and there
does not exists any assembly A′ ∈ PROD(Γ) such that A →Λ,τ A′ or A →∆ A′. A Tile
Automata system Γ = {Σ, Λ, Π, ∆, s, τ} uniquely assembles an assembly A if A ∈ TERM(Γ),
and for all A′ ∈ PROD(Γ), A′ →∗ A.

2.3 Limited Model Reference
We explore an extremely limited version of seeded TA that is affinity-strengthening, freez-
ing, and may be a single-transition system. We investigate both deterministic and non-
deterministic versions of this model.

Affinity Strengthening. We only consider transitions rules that are affinity strengthening,
meaning for each transition rule ((σ1, σ2), (σ3, σ4), d), the bond between (σ3, σ4) must be
at least the strength of (σ1, σ2). Formally, Π(σ3, σ4, d) ≥ Π(σ1, σ2, d). This ensures that
transitions may not induce cuts in the bond graph.

In the case of non-cooperative systems (τ = 1), the affinity strength between states is
always 1 so we may refer to the affinity function as an affinity set Λs, where each affinity is a
3-pule (σ1, σ2, d).

Freezing. Freezing systems were introduced with Tile Automata. A freezing system simply
means that a tile may transition to any state only once. Thus, if a tile is in state A and
transitions to another state, it is not allowed to ever transition back to A.

Deterministic vs. Nondeterministic. For clarification, a deterministic system in TA has
only one possible production step at a time, whether that be an attachment or a state
transition. A nondeterministic system may have many possible production steps and any
choice may be taken.
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Single-Transition System. We restrict our TA system to only use single-transition rules.
This means that for each transition rule one of the states may change, but not both. It
should be noted that we still allow Nondeterminism in this system.

3 State Space Lower Bounds

Let p(n) be a function from the positive integers to the set {0, 1}, informally termed a
proposition, where 0 denotes the proposition being false and 1 denotes the proposition being
true. We say a proposition p(n) holds for almost all n if limn→∞

1
n

∑n
i=1 p(i) = 1.

▶ Lemma 1. Let U be a set of TA systems, b be a one-to-one function mapping each element
of U to a string of bits, and ϵ a real number from 0 < ϵ < 1. Then for almost all integers n,
any TA system Γ ∈ U that uniquely assembles either an n × n square or a 1 × n line has a
bit-string of length |b(Γ)| ≥ (1 − ϵ) log n.

Proof. For a given i ≥ 1, let Mi ∈ U denote the TA system in U with the minimum
value |b(Mi)| over all systems in U that uniquely assembly an i × i square or 1 × i line,
and let Mi be undefined if no such system in U builds such a shape. Let p(i) be the
proposition that |b(Mi)| ≥ (1 − ϵ) log i. We show that limn→∞

1
n

∑n
i=1 p(i) = 1. Let

Rn = {Mi|1 ≤ i ≤ n, |b(Mi)| < (1 − ϵ) log n}. Note that n − |Rn| ≤
∑n

i=1 p(i). By the
pigeon-hole principle, |Rn| ≤ 2(1−ϵ) log n = n(1−ϵ). Therefore,

lim
n→∞

1
n

n∑
i=1

p(i) ≥ lim
n→∞

1
n

(n − |Rn|) ≥ lim
n→∞

1
n

(n − n1−ϵ) = 1. ◀

▶ Theorem 2 (Deterministic TA). For almost all n, any Deterministic Tile Automata system
that uniquely assembles either a 1 × n line or an n × n square contains Ω( log n

log log n ) 1
2 states.

Proof. We can create a one-to-one mapping b(Γ) from any deterministic TA system to
bit-strings in the following way. Let S denote the set of states in a given system. We encode
the state set in O(log |S|) bits, we encode the affinity function in a |S| × |S| table of strengths
in O(|S|2) bits (assuming a constant bound on bonding thresholds), and we encode the rules
of the system in an |S| × |S| table mapping pairs of rules to their unique new pair of rules
using O(|S|2 log |S|) bits, for a total of O(|S|2 log |S|) bits to encode any |S| state system.

Let Γn denote the smallest state system that uniquely assembles an n × n square (or
similarly a 1×n line), and let Sn denote the state set. By Lemma 1, |b(Γn)| ≥ (1−ϵ) log n for
almost all n, and so |Sn|2 log |Sn| = Ω(log n) for almost all n. We know that |Sn| = O(log n),
so for some constant c, |Sn| ≥ c( log n

log log n ) 1
2 for almost all n. ◀

▶ Theorem 3 (Nondeterministic TA). For almost all n, any Tile Automata system (in
particular any Nondeterministic system) that uniquely assembles either a 1 × n line or an
n × n square contains Ω(log

1
4 n) states.

▶ Theorem 4 (Single-Transition TA). For almost all n, any Single-Transition Tile Automata
system that uniquely assembles either a 1 × n line or an n × n square contains Ω(log

1
3 n)

states.

4 String Unpacking

A key tool in our constructions is the ability to build strings efficiently. We do so by encoding
the string in the transition rules.
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▶ Definition 5 (String Representation). An assembly A over states Σ represent a string S

over a set of symbols U if there exists a mapping from the elements of U to the elements of Σ
and a 1 × |S| (or |S| × 1) subassembly A′ ⊏ A, such that the state of the ith tile of A′ maps
to the ith symbol of S for all 0 ≤ i ≤ |S|.

4.1 Deterministic Transitions
We start by showing how to encode a binary string of length n in a set of (freezing) transition
rules that take place on a 2 × (n + 2) rectangle that will print the string on its right side.
We extend this construction to work for an arbitrary base string.

4.1.1 Overview
Consider a system that builds a length n string. First, we create a rectangle of index states
that is two wide as seen on the left side of Figure 5c. Each row has a unique pair of index
states so each bit of the string is uniquely indexed. We divide the index states into two
groups based on which column they are in, and which “digit” they represent. Let r = ⌈n

1
2 ⌉.

Starting with index states A0 and B0, we build a counter pattern with base r. We use
O(n 1

2 ) states shown in Figure 2 to build this pattern. We encode each bit of the string in
a transition rule between the two states that index that bit. A table with these transition
rules can be seen in Figure 5b.

The pattern is built in r sections of size 2 × r with the first section growing off of the
seed. The tile in state SA is the seed. There is also a state SB that has affinity for the right
side of SA. The building process is defined in the following steps for each section.
1. The states SB , 0B , 1B , . . . , (r−1B) grow off of SB , forming the right column of the section.

The last B state allows for a′ to attach on its west side. a tiles attach below a′ and below
itself. This places a states in a row south toward the state SA, depicted in Figure 3b.

2. Once a section is built, the states begin to follow their transition rules shown in Figure 4a.
The a state transitions with seed state SA to begin indexing the A column by changing
state a to state 0A. For 1 ≤ y ≤ n − 2, state a vertically transitions with the other y′

A

states, incrementing the index by changing from state a to state (y + 1)A.
3. This new index state zA propagates up by transitioning the a tiles to the state zA as well.

Once the zA state reaches a′ at the top of the column, it transitions a′ to the state z′
A.

Figure 4b presents this process of indexing the A column.
4. If z < n − 1, there is a horizontal transition rule from states (z′

A, n − 1B) to states
(z′

A, n − 1′
B). The state 0B attaches to the north of n − 1B and starts the next section. If

z = n, there does not exist a transition.
5. This creates an assembly with a unique state pair in each row as seen in the first column

of Figure 5c.

4.1.2 States
An example system with the states required to print a length-9 string are shown in Figure 2.
The first states build the seed row of the assembly. The seed tile has the state SA with initial
tiles in state SB . The index states are divided into two groups. The first set of index states,
which we call the A index states, are used to build the left column. For each i, 0 ≤ i < r, we
have the states iA and i′

A. There are two states a and a′, which exist as initial tiles and act
as “blank” states that can transition to the other A states. The second set of index states
are the B states. Again, we have r B states numbered from 0 to r − 1, however, we do not
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Figure 2 States to build a length-9 string in deterministic Tile Automata.
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(b) Process of Building a section.

Figure 3 (a) Affinity rules to build each section. We only show affinity rules that are actually
used in our system for initial tiles to attach, while our system would have more rules in order to
meet the affinity strengthening restriction. (b) The B column attaches above the state SB as shown
by the dotted lines. The a′ attaches to the left of 2B and the other a states may attach below it
until they reach SA.

have a prime for each state. Instead, there are two states r − 1′
B and r − 1′′

B , that are used
to control the growth of the next column and the printing of the strings. The last states are
the symbol states 0S and 1S , the states that represent the string.

4.1.3 Affinity Rules/Placing Section

Here, we describe the affinity rules for building the first section. We later describe how this is
generalized to the other r − 1 sections. We walk through this process in Figure 3b. To begin,
the B states attach in sequence above the tile SB in the seed row. Assuming r2 = n, n is a
perfect square, the first state to attach is 0B . 1B attaches above this tile and so on. The last
B state r − 1B does not have affinity with 0B , so the column stops growing. However, the
state a′ has affinity on the left of r − 1B and can attach. a has affinity for the south side of
a′, so it attaches below. The a state also has a vertical affinity with itself. This grows the A

column southward toward the seed row.
If n is not a perfect square, we start the index state pattern at a different value. We do

so by finding the value q = r2 − n. In general, the state iB attaches above SB for i = q%r.

4.1.4 Transition Rules/Indexing A column

Once the A column is complete and the last A state is placed above the seed, it transitions
with SA to 0A (assuming r2 = n). A has a vertical transition rule with iA (0 ≤ i < r)
changing the state A to state iA. This can be seen in Figure 4a, where the 0A state is
propagated upward to the A′ state. The A′ state also transitions when 0A is below it, going
from state A′ to state 0′

A. If n is not a perfect square, then A transitions to iA for i = ⌊q/r⌋.
Once the transition rules have finished indexing the A column if i < r − 1, the last state

i′
A transitions with r − 1B changing the state r − 1B to r − 1′

B. This transition can be
seen in Figure 4b. The new state r − 1′

B has an affinity rule allowing 0B to attach above it
allowing the next section to be built. When the state A is above a state j′

A, 0 ≤ j < r − 1, it
transitions with that state changing from state A to j + 1A, which increments the A index.
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Figure 4 (a) The first transition rule used is takes place between the seed SA and the a state
changing to 0A. The state 0A changes the states north of it to 0A or 0′

A. Finally, the state 0′
A

transitions with 2B (b) Once the a states reach the seed row they transition with the state SA to go
to 0A. This state propagates upward to the top of the section.

4.1.5 Look up
After creating a 2 × (n + 2) rectangle, we can encode a length n string S into the transitions
rules. Note that each row of our assembly consists of a unique pair of index states, which we
call a bit gadget. Each bit gadget will look up a specific bit of our string and transition the
B tile to a state representing the value of that bit.

Figure 5b shows how to encode a string S in a table with two columns using r digits to
index each bit. From this encoding, we create our transition rules. Consider the kth bit of S

(where the 0th bit is the least significant bit) for k = ir + j. Add transition rules between the
states iA and jB, changing the state jB to either 0S or 1S based on the kth bit of S. This
transition rule is slightly different for the northmost row of each section as the state in the
A column is i′

A. Also, we do not want the state in the B column, r − 1B, to prematurely
transition to a symbol state. Thus, we have the two states r − 1′

B and r − 1′′
B . As mentioned,

once the A column finishes indexing, it changes the state r − 1B to state r − 1′
B, allowing

for 0B to attach above it, which starts the next column. Once the state 0B (or a symbol
state) is above r − 1′

B , there are no longer any possible undesired attachments, so the state
transitions to r − 1′′

B , which has the transition to the symbol state.
The last section has a slightly different process as r − 1B state will never have a 0B attach

above it, so we have a different transition rule. This alternate process is shown in Figure
5a. The state r − 1′

A has a vertical affinity with the cap state NA. This state allows NB to
attach on its right side. This state transitions with r − 1B below it, changing it directly to
r − 1′′

B , allowing the symbol state to print.

▶ Theorem 6. For any binary string s with length n > 0, there exists a freezing tile automata
system Γs with deterministic transition rules, that uniquely assembles an 2 × (n + 2) assembly
AS that represents S with O(n 1

2 ) states.

4.1.6 Arbitrary Base
In order to optimally build rectangles, we first print arbitrary base strings. Here, we show
how to generalize Theorem 6 to print base-b strings.

▶ Corollary 7. For any base-b string S with length n > 0, there exists a freezing tile automata
system Γ with deterministic transition rules, that uniquely assembles an (n + 2) × 2 assembly
which represents S with O(n 1

2 + b) states.

4.2 Nondeterministic Single-Transition Systems
For the case of Single-Transition systems, we use the same method from above but instead
building bit gadgets that are of size 3 × 2. Expanding to 3 columns allows for a third index
digit to be used giving us an upper bound of O(n 1

3 ). The second row will be used for error

SAND 2022



6:10 Building Squares with Optimal State Complexity in Restricted Active Self-Assembly

2B

0B

1B

2'B

0B

1B

SA SB

0B0A

1B

2'B

0A

0'A

1A

1A

1'A

a'

a

a

2B

0B

1B

2'B

0B

1B

SA SB

0B0A

1B

2'B

0A

0'A

1A

1A

1'A

2B

0B

1B

a'

a

a

2'B

0B

1B

SA SB

0B0A

1B

2'B

0A

0'A

1A

1A

1'A

NA

2B

0B

1B

2A

2A

2'B

0B

1B

SA SB

0B0A

1B

2'B

0A

0'A

1A

1A

1'A

2'A

NBNA
2''B

0B

1B

2A

2A

2'B

0B

1B

SA SB

0B0A

1B

2'B

0A

0'A

1A

1A

1'A

2'A

NBNA

0B

1B

2A

2A

2'B

0B

1B

SA SB

0B0A

1B

2'B

0A

0'A

1A

1A

1'A

2'A 2B

NBNA
2B

0B

1B

2A

2A

2'B

0B

1B

SA SB

0B0A

1B

2'B

0A

0'A

1A

1A

1'A

2'A

(a) Attaching Cap Row.

A B S

2 2 0
2 1 1
2 0 1
1 2 1
1 1 0
1 0 1
0 2 1
0 1 0
0 0 0

(b) Encoding of S.

S1S2 S1FS2F

0B0A

1B0A

0'A

0B1A

1B1A

1'A

0B2A

1B2A

2'A 2''B

2''B

2''B

2'A

2A

2A

1'A

1A

1A

0'A

0A

0A

1S

0S

0S

0S

0S

1S

1S

1S

1S

(c) Transition Rules.

Figure 5 (a) Once the last section finishes building the state NA attaches above 2′
A. NB then

attaches to the assembly and transitions with 2B changing it directly to 2′′
B so the string may begin

printing. (b) A table indexing the string S = 011101100 using two columns and base |S|
1
2 . (c)

Transition Rules to print S. We build an assembly where each row has a unique pair of index states
in ascending order.

checking which we will describe later in the section. This system utilizes Nondeterministic
transitions, (two states may have multiple rules with the same orientation) and is non-freezing
(a tile may repeat states). This system also contains cycles in its production graph, this
implies the system may run indefinitely. We conjecture this system has a polynomial run
time. Here, let r = ⌈n

1
3 ⌉.

4.2.1 Index States and Look Up States

We generalize the method from above to start from a C column. The B column now behaves
as the second index of the pattern and is built using B′ and B as the A column was in the
previous system. Once the B reaches the seed row, it is indexed with its starting value. This
construction also requires bit gadgets of height 2, so we will use index states iA, iB , iC and
north index states iAu, iBu, iCu for 0 ≤ i < r. This allows us to separate the two functions
of the bit gadget into each row. The north row has transition rules to control the building of
each section. The bottom row has transition rules that encode the represented bit.

In addition to the index states, we use 2r look up states, 0Ci and 1Ci for 0 ≤ i < r.
These states are used as intermediate states during the look up. The first number (0 or 1)
represents the value of the retrieved bit, while the second number represents the C index
of the bit. The A and B indices of the bit will be represented by the other states in the
transition rule.

In the same way as the previous construction, we build the rightmost column first. We
include the C index states as initial states and allow 0C to attach above SC . We include
affinity rules to build the column northwards as follows starting with the southmost state
0C , 0Cu, 1C , 1Cu, . . . , r − 2Cu, r − 1C , r − 1Cu .

To build the other columns, the state b′ can attach on the left of r − 1Cu. The state b

is an initial state and attaches below b′ and itself to grow downward toward the seed row.
The state b transitions with the seed row as in the previous construction to start the column.
However, we alternate between C states and Cu states. The state b above iC transitions b

to iCu. If b is above iCu it transitions to iC . The state b′ above state iB transitions to i′
Bu.

If i < r − 1, the state i′
B and r − 1Cu transition horizontally changing r − 1′

Cu, which allows
0C to attach above it to repeat the process. This is shown in Figure 6b.
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Figure 6 (a) States needed to construct a length 27 string where r = 3. (b) The index 0
propagates upward by transitioning the tiles in the column to 0B and 0Bu and transitions a′ to 0′

Bu.
The state 0′

Bu transitions with the state 2Cu, changing the state 2Cu to 2′
Cu, which has affinity with

0C to build the next section. These rules also exist for the index 1. (c) When the index state 2B

reaches the top of the section, it transitions b′ to 2′
Bu. This state does not transition with the C

column and instead has affinity with the state a′, which builds the A column downward. The index
propagates up the A column in the same way as the B column. When the index state 0A reaches
the top of the section, it transitions the state 2′

B to 2′′
B . This state transitions with 2Cu changing it

to 2′
Cu allowing the column to grow.

The state a′ attaches on the left of r − 1Cu. The A column is indexed just like the B

column. For 0 ≤ i < r − 1, the state i′
Au and r − 1′

Bu change the state r − 1′
Bu to r − 1′′

Bu.
This state transitions with r − 1Cu, changing it to r − 1′

Cu. See Figure 6c.

4.2.2 Bit Gadget Look Up
The bottom row of each bit gadget has a unique sequence of states, again we use these index
states to represent the bit indexed by the digits of the states. However, since we can only
transition between two tiles at a time, we must read all three states in multiple steps. These
steps are outlined in Figure 7a. The first transition takes place between the states iA and
jB. We refer to these transition rules as look up rules. We have r look up rules between
these states for 0 ≤ k < r of these states that changes the state jB to that state kC0 if the
bit indexed by i, j, and k is 0 or the state kC1 if the bit is 1.

Our bit gadget has Nondeterministically looked up each bit indexed by it’s A and B

states, Now, we must compare the bit we just retrieved to the C index via the state in the C

column. The states kC0 and kC transition changing the state kC to the 0i state only when
they represent the same k. The same is true for the state kC1 except Ck transitions to 1i.

If they both represent different k, then the state kC goes to the state Bx. This is the
error checking of our system. The Bx states transitions with the north state jBu above it
transitioning Bx to jB once again. This takes the bit gadget back to it’s starting configuration
and another look up can occur.

▶ Theorem 8. For any binary string S with length n > 0, there exists a Single-Transition
tile automata system Γ, that uniquely assembles an (2n + 2) × 3 assembly which represents S

with O(n 1
3 ) states.

4.3 General Nondeterministic Transitions
Using a similar method to the previous sections, we build length n strings using O(n 1

4 ) states.
We start by building a pattern of index states with bit gadgets of height 2 and width 4.
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Figure 7 (a.u) For a string S, where the first 3 bits are 001, the states 0A and 0B have |S|
1
3

transition rules changing the state 0B to a state representing one of the first |S|
1
3 bits. The state is

iC0 if the ith bit is 0 or iC1 if the ith bit is 1 (a.v) The state 0C0 and the state 0C both represent the
same C index so the 0C state transition to the 0s. (a.w) For all states not matching the index of 0C ,
they transition to xB , which can be seen as a blank B state. (a.x) The state 0Bu transitions with the
state xB changing to 0B resetting the bit gadget. (b.a) Once the state A0 appears in the bit gadget
it transitions with 0B changing 0B to 0′

B . (b.b) The states 0′
B and 0C Nondeterminstically look up

bits with matching B and C indices. The state 0′
B transitions to look up state representing the bit

retrieved and the bit’s A index. The state 0C transitions to a look up state representing the D index
of the retrieved bit. (b.c) The look-up states transition with the states 0A and 0D, respectively. As
with the Single-Transition construction these may pass or fail. (b.d) When both tests pass, they
transition the D look up state to a symbol state that propagates out. (b.e) If a test fails, the states
both go to blank states. (b.f) The blank states then reset using the states to their north.

4.3.1 Overview

Here, let r = ⌈n
1
4 ⌉. We build index states in the same way as the Single-Transition system

but instead starting from the D column. We have 4 sets of index states, A, B, C, D. The
same methods are used to control when the next section builds by transitioning the state
r − 1D to r − 1′

D when the current section is finished building.

We use a similar look up method as the previous construction where we Nondeterminist-
ically retrieve a bit. However, since we are not restricting our rules to be a Single-Transition
system, we may retrieve 2 indices in a single step. We include 2 sets of O(r) look up
states, the A look up states and the D look up states. We also include Pass and Fail states
FB , FC , PA0, PD0, PA1, PD1 along with the blank states Bx and Cx. We utilize the same
method to build the north and south row.

Let S(α, β, γ, δ) be the ith bit of S where i = αr3+βr2+γr+δ. The states β′
B and γC have

r2 transitions rules. The process of these transitions is outlined in Figure 7b. They transition
from (β′

B , γC) to either (αA0, δD0) if S(α, β, γ, δ) = 0, or (αA1, δD1) if S(α, β, γ, δ) = 1. After
both transitions have happened, we test if the indices match to the actual A and D indices.
We include the transition rules (αA, αA0) to (αA, PA0) and (αA, αA1) to (αA, PA1). We refer
to this as the bit gadget passing a test. The two states (PA0, PD0) horizontally transition to
(PA0, 0s). The 0s state then transitions the state δD to 0s as well as propagating the state to
the right side of the assembly. If the compared indices are not equal, then the test fails and
the look up states will transition to the fail states FB or FC . These fail states will transition
with the states above them, resetting the bit gadget as in the previous system.

▶ Theorem 9. For any binary string S with length n > 0, there exists a tile automata system
Γ, that uniquely assembles an (2n + 2) × 4 assembly which represents S with O(n 1

4 ) states.
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Figure 8 (b) The 0/1 tile is not present in the system. It is used in the diagram to show that
either a 0 tile or a 1 tile can take that place.
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Figure 9 (a) The process of the binary counter. (b) A base-10 counter.

5 Rectangles

In this section, we will show how to use the previous constructions to build O(log n) × n

rectangles. All of these constructions rely on using the previous results to encode and print
a string then adding additional states and rules to build a counter.

5.1 States

We choose a string and construct a system that will create that string, using the techniques
shown in the previous section. We then add states to implement a binary counter that
will count up from the initial string. The states of the system, seen in Figure 8a, have two
purposes. The north and south states (N and S) are the bounds of the assembly. The plus,
carry, and no carry states (+, c, and nc) forward the counting. The 1, 0, and 0 with a carry
state make up the number. The counting states and the number states work together as half
adders to compute bits of the number.

5.2 Transition Rules / Single Tile Half Adder

As the column grows, in order to complete computing the number, each new tile attached in
the current column along with its west neighbor are used in a half adder configuration to
compute the next bit. Figure 8b shows the various cases for this half adder.

When a bit is going to be computed, the first step is an attachment of a carry tile or a
no-carry tile (c or nc). A carry tile is attached if the previous bit has a carry, indicated by a
tile with a state of plus or 0 with a carry (+ or 0c). A no-carry tile is placed if the previous
bit has no-carry, indicated by a tile with a state of 0 or 1. Next, a transition needs to occur
between the newly attached tile and its neighbor to the west. This transition step is the
addition between the newly placed tile and the west neighbor. The neighbor does not change
states, but the newly placed tile changes into a number state, 0 or 1, that either contains a
carry or does not. This transition step completes the half adder cycle, and the next bit is
ready to be computed.
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5.3 Walls and Stopping
The computation of a column is complete when a no-carry tile is placed next to any tile with
a north state. The transition rule changes the no-carry tile into a north state, preventing the
column from growing any higher. The tiles in the column with a carry transition to remove
the carry information, as it is no longer needed for computation. A tile with a carry changes
states into a state without the carry. The next column can begin computation when the plus
tile transitions into a south tile, thus allowing a new plus tile to be attached. The assembly
stops growing to the right when the last column gets stuck in an unfinished state. This
column, the stopping column, has carry information in every tile that is unable to transition.
When a carry tile is placed next to a north tile, there is no transition rule to change the state
of the carry tile, thus preventing any more growth to the right of the column.

▶ Theorem 10. For all n > 0, there exists a Tile Automata system that uniquely assembles
a O(log n) × n rectangle using,

Deterministic Transition Rules and O(log
1
2 n) states.

Single-Transition Transition Rules and Θ(log
1
3 n) states.

Nondeterministic Transition Rules and Θ(log
1
4 n) states.

5.4 Arbitrary Bases
Here, we generalize the binary counter process for arbitrary bases. The basic functionality
remains the same. The digits of the number are computed one at a time going up the column.
If a digit has a carry, then a carry tile attaches to the north, just like the binary counter. If
a digit has no carry, then a no-carry tile is attached to the north. The half adder addition
step still adds the newly placed carry or no-carry tile with the west neighbor to compute the
next digit. This requires adding O(b) counter states to the system, where b is the base.

▶ Theorem 11. For all n > 0, there exists a Deterministic Tile Automata system that
uniquely assembles a O( log n

log log n ) × n rectangle using Θ
(

( log n
log log n ) 1

2

)
states.

6 Squares

In this section we utilize the rectangle constructions to build n × n squares using the optimal
number of states.

Let n′ = n − 4⌈ log n
log log n ⌉ − 2, and Γ0 be a determinstic Tile Automata system that builds

a n′ × (4⌈ log n
log log n ⌉ + 2) rectangle using the process described in Theorem 11. Let Γ1 be a

copy of Γ0 with the affinity and transition rules rotated 90 degrees clockwise, and the state
labels appended with the symbol “*1”. This system will have distinct states from Γ0, and
will build an equivalent rectangle rotated 90 degrees clockwise. We create two more copies of
Γ0 (Γ2 and Γ3), and rotate them 180 and 270 degrees, respectively. We append the state
labels of Γ2 and Γ3 in a similar way.

We utilize the four systems described above to build a hollow border consisting of the
four rectangles, and then adding additional initial states which fill in this border, creating
the n × n square.

We create Γn, starting with system Γ0, and adding all the states, initial states, affinity
rules, and transition rules from the other systems (Γ1, Γ2, Γ3). The seed states of the other
systems are added as initial states to Γn. We add a constant number of additional states and
transition rules so that the completion of one rectangle allows for the “seeding” of the next.
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Figure 11 Once all 4 sides of the square build the pD state propagates to the center and allows
the light blue tiles to fill in.

Reseeding the Next Rectangle. To Γn we add transition rules such that once the first
rectangle (originally built by Γ0) has built to its final width, a tile on the rightmost column
of the rectangle will transition to a new state pA. pA has affinity with the state SA ∗ 1, which
originally was the seed state of Γ1. This allows state SA ∗ 1 to attach to the right side of the
rectangle, “seeding” Γ1 and allowing the next rectangle to assemble (Figure 10). The same
technique is used to seed Γ2 and Γ3.

Filler Tiles. When the construction of the final rectangle (of Γ3) completes, transition rules
propagate a state pD towards the center of the square (Figure 11). Additionally, we add an
initial state r, which has affinity with itself in every orientation, as will as with state pD on
its west side. This allows the center of the square to be filled with tiles.

▶ Theorem 12. For all n > 0, there exists a Tile Automata system that uniquely assembles
an n × n square with,

Deterministic transition rules and Θ
(

( log n
log log n ) 1

2

)
states.

Single-Transition rules and Θ(log
1
3 n) states.

Nondeterministic transition rules and Θ(log
1
4 n) states.

7 Future Work

This paper showed optimal bounds for uniquely building n × n squares in three variants of
seeded Tile Automata without cooperative binding. En route, we proved upper bounds for
constructing strings and rectangles. Serving as a preliminary investigation into constructing
shapes in this model. This leaves many open questions:

As shown in [5], even 1D Tile Automata systems can perform Turing computation. This
behavior may imply interesting results for constructing 1 × n lines. We conjecture, it is
possible to achieve the optimal bound of Θ(( log n

log log n ) 1
2 ) with deterministic rules.

Our rectangles had a height bounded by O( log n
log log n ), and none fell below the k < log n

log log n [2]
bound for a thin rectangle. In Tile Automata without cooperative binding, is it possible
to optimally construct k × n thin rectangles?
We allow transition rules between non-bonded tiles. Can the same results be achieved
with the restriction that a transition rule can only exist between two tiles if they share
an affinity in the same direction?
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While we show optimal bounds can be achieved without cooperative binding, can we
simulate so-called zig-zag aTAM systems? These are a restricted version of the cooperative
aTAM that is capable of Turing computation.
We show efficient bounds for constructing strings in Tile Automata. Given the power of
the model, it should be possible to build algorithmically defined shapes such as in [33] by
printing Komolgorov optimal strings and inputting them to a Turing machine.
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Abstract
We present a loosely-stabilizing phase clock for population protocols. In the population model we
are given a system of n identical agents which interact in a sequence of randomly chosen pairs.
Our phase clock is leaderless and it requires O(log n) states. It runs forever and is, at any point of
time, in a synchronous state w.h.p. When started in an arbitrary configuration, it recovers rapidly
and enters a synchronous configuration within O(n log n) interactions w.h.p. Once the clock is
synchronized, it stays in a synchronous configuration for at least poly(n) parallel time w.h.p.

We use our clock to design a loosely-stabilizing protocol that solves the adaptive variant of the
majority problem. We assume that the agents have either opinion A or B or they are undecided and
agents can change their opinion at a rate of 1/n. The goal is to keep track which of the two opinions
is (momentarily) the majority. We show that if the majority has a support of at least Ω(log n)
agents and a sufficiently large bias is present, then the protocol converges to a correct output within
O(n log n) interactions and stays in a correct configuration for poly(n) interactions, w.h.p.
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1 Introduction

In this paper we introduce a loosely-stabilizing leaderless phase clock for the population model
and demonstrate its usability by applying the clock to the comparison problem introduced in
[3]. Population protocols have been introduced by Angluin et al. [5]. A population consists
of n anonymous agents. A random scheduler selects in discrete time steps pairs of agents
to interact. The interacting agents execute a state transition, as specified by the algorithm
of the population protocol. Angluin et al. [5] gave a variety of motivating examples for the
population model, including averaging in sensor networks, or modeling a disease monitoring
system for a flock of birds. In [24] the authors introduce the notion of loose-stabilization. A
population protocol is loosely-stabilizing if, from an arbitrary state, it reaches a state with
correct output fast and remains in such a state for a polynomial number of interactions.
In contrast, self-stabilizing protocols are required to converge to the correct output state
from any possible initial configuration and stay in a correct configuration indefinitely. Many
population protocols heavily rely on so-called phase clocks which divide the interactions into

© Petra Berenbrink, Felix Biermeier, Christopher Hahn, and Dominik Kaaser;
licensed under Creative Commons License CC-BY 4.0

1st Symposium on Algorithmic Foundations of Dynamic Networks (SAND 2022).
Editors: James Aspnes and Othon Michail; Article No. 7; pp. 7:1–7:17

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:petra.berenbrink@uni-hamburg.de
mailto:felix.biermeier@uni-hamburg.de
mailto:tim.christopher.hahn@uni-hamburg.de
mailto:dominik.kaaser@uni-hamburg.de
https://orcid.org/0000-0002-2083-7145
https://doi.org/10.4230/LIPIcs.SAND.2022.7
https://doi.org/10.48550/arXiv.2106.13002
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


7:2 Loosely-Stabilizing Phase Clocks and The Adaptive Majority Problem

blocks of O(n log n) interactions each. The phase clocks are used to synchronize population
protocols. For example, in [22, 16] they are used to efficiently solve leader election and in [15]
they are used to solve the majority problem.

In the first part of this paper we present a loosely-stabilizing and leaderless phase clock
with O(log n) many states per agent. We show that this clock can run forever and that, at
any point of time, it is synchronized w.h.p.1 In contrast to related work [1, 7, 15, 22], our
clock protocol recovers rapidly in case of an error: from an arbitrary configuration it always
enters a synchronous configuration within O(n log n) interactions w.h.p. Once synchronized
it stays in a synchronous configuration for at least poly (n) interactions, w.h.p. Our phase
clock can be used to synchronize population protocols into phases of O(n log n) interactions,
guaranteeing that there is a big overlap between the phases of any pair of agents. Our clock
protocol is simple, robust and easy to use.

In the second part of this paper we demonstrate how to apply our phase clock by solving
an adaptive majority problem motivated by the work of [3, 4]. Our problem is defined as
follows. Each agent has either opinion A, B, or U for being undecided. We say that agents
change their input with rate r if in every time step an arbitrary agent can change its opinion
with probability r. The goal is to output, at any time, the actual majority opinion. The idea
of our approach is as follows. Our protocol simply starts, at the beginning of each phase, a
static majority protocol as a black box. This protocol takes as an input the set of opinions at
that time and calculates the majority opinion over these inputs. The outcome of the protocol
is then used during the whole next phase as majority opinion. In order to highlight the
simplicity of our phase clock, we first use the very natural protocol based solely on canceling
opposing opinions introduced in [7]. Then we present a variant based on the undecided state
dynamics from [8] which works as follows. The agents have one of two opinions A or B, or
they are undecided. Whenever two agents with the same opinion interact, nothing happens.
When two agents with an opposite opinion interact they will become undecided. Undecided
agents interacting with an agent with either opinion A or opinion B adopt that opinion.

Without loss of generality we assume that A is the majority opinion in the following.
When at least Ω(log n) agents have opinion A, there is a constant factor bias between A and
B, and the opinions change at most at rate 1/n per interaction, the system outputs A w.h.p.
Our protocol requires only O(log n) many states. For the setting where all agents have either
opinion A or B (none of the agent is in the undecided state U) and we have an additive bias
of n3/4+ε for some constant ε > 0 is present, the system again converges to A w.h.p. In the
latter setting we can tolerate a rate of order r = Ω(n−1/4+ε).

Related Work. Population protocols have been introduced by Angluin et al. [5]. Many
of the early results focus on characterizing the class of problems which are solvable in the
population model. For example, population protocols with a constant number of states can
exactly compute predicates which are definable in Presburger arithmetic [5, 6, 9]. There are
many results for majority and leader election, see [20] and [16] for the latest results. In [24]
the authors introduce the notion of loose-stabilization to mitigate the fact that self-stabilizing
protocols usually require some global knowledge on the population size (or a large amount of
states). See [17] for an overview of self-stabilizing population protocols.

In [7] the authors present and analyze a phase clock which divides time into phases of
O(n log n) interactions assuming that a unique leader exists. They also present a general-
ization using a junta of size nε (for constant ε) instead of a unique leader and analyze the

1 The expression with high probability (w.h.p.) refers to a probability of 1 − n− Ω(1).
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process empirically. In [22] the authors show that a junta can be elected using O(log log n)
many states and use the resulting clock to solve leader election. The protocol can easily be
modified such that it requires only a constant number of states after the junta election [15].
In [1] the authors present a leaderless phase clock with O(log n) states. In contrast to our
leaderless phase clock, the clock from [1] was not proven to be self-stabilizing. The analysis
is based on the potential function analysis introduced in [25] for the greedy balls-into-bins
strategy where each ball has to be allocated into one out of two randomly chosen bins. This
analysis assumes an initially balanced configuration and it cannot be adopted to an arbitrary
unbalanced state, which would be required to deal with unsynchronized clock configurations.
In [10] the authors consider a variant of the population model, so-called clocked population
protocols, where agents have an additional flag for clock ticks. The clock signal indicates
when the agents have waited sufficiently long for a protocol to have converged. They show
that a clocked population protocol running in less than ωk time for fixed k ≥ 2 is equivalent
in power to nondeterministic Turing machines with logarithmic space.

Another line of related work considers the problem of exact majority, where one seeks to
achieve (guaranteed) majority consensus, even if the additive bias is as small as one [21, 1, 14,
12]. The currently best protocol [20] solves exact majority with O(log n) states and O(log n)
stabilization time, both in expectation and w.h.p. The authors of [8] solve the approximate
majority problem. They introduce the undecided state dynamics in the population model for
two opinions. They show that their 3-state protocol reaches consensus w.h.p. in O(n log n)
interactions. If the bias is of order ω(

√
n · log n) the undecided state dynamics converges

towards the initial majority w.h.p. In [18] the required bias is reduced to Ω(
√

n log n). For
completeness [11] provides a survey about further protocols in the gossip model.

In [2] the authors define the catalytic input model (CI model). In this model the
agents are divided into the two groups catalytic agents and non-catalytic agents. Non-
catalytic agents perform pairwise interactions and change their state. Catalytic agents
never change their state. Additionally to the normal state changes non-catalytic agents can
perform spurious state changes; the so-called leak rate specifies the frequency of the spurious
reactions. The goal of the non-catalytic agents is to compute a function over the states of
the catalytic agents. The authors develop an algorithm for their model to detect whether
there is a catalytic agent in a given state D or not. Note that, due to the leaky transactions
non-catalysts can compute false-positives. In [4] the authors use the catalytic input model
with n catalysts and m non-catalysts which they call worker agents (N = n + m). They
solve the approximate majority problem for two opinions w.h.p. in O(N log N) interactions
when the initial bias among the catalysts is Ω

(√
N log N

)
and m = Θ(n). They show that

the size of the initial bias is tight up to a O
(√

log N
)

factor. Additionally, they consider the
approximate majority problem in the CI model and in the population model with leaks. Their
protocols tolerate a leak rate of at most β = O

(√
N log N/N

)
in the CI model and a leak

rate of at most β = O
(√

n log n/n
)

in the population model. They also show a separation
between the computational power of the CI model and the population model.

In [3] the authors consider the CI model and introduce the robust comparison problem.
The catalytic agents are either in state A or B and the goal of the worker agents is to decide
which of the two states A and B has the larger support. In they dynamic version the number
of agents in state A or B can change during the execution as long as the counts for A and B

remain stable for a sufficiently long period allowing the algorithm to stabilize on an output.
If at time t at least Ω(log n) catalytic agents are in either A or B and the ratio between the
numbers of agents supporting agents A and B is at least a constant, then most non-catalytic
agents (up to O(n/logn) agents) outputs w.h.p. the correct majority. The protocol needs
with O(log n · log log n) states per agent, assuming that the number of catalytic agents in A

and B does not change in the meantime. They also mention that with standard population
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splitting O(log n + log log n) states are sufficient under the constraint that only a constant
fraction of the agents store the output. Additionally the authors show that their protocol is
robust to leaky transitions at a rate of O(1/n). If the initial support of A and B states is
Ω

(
log2 n

)
the authors can strengthen their results such that a ratio between the two base

states of 1 + o(1) is sufficient.

2 Population Model and Problem Definitions

In the population model we are given a set V of n anonymous agents. At each time step
two agents are chosen independently and uniformly at random randomly to interact. We
assume that interactions between two agents (u, v) are ordered and call u the initiator and v

the responder. The interacting agents update their states according to a common transition
function of their previous states. Formally, a population protocol is defined as a tuple of a
finite set of states Q, a transition function δ : Q×Q→ Q×Q, a finite set of output symbols
Σ, and an output function ω : Q→ Σ which maps every state to an output. A configuration
is a mapping C : V → Q which specifies the state of each agent. An execution of a protocol
is an infinite sequence C0, C1, . . . such that for all Ci there exist two agents v1, v2 and a
transition (q1, q2)→ (q′

1, q′
2) such that Ci(v1) = q1, Ci(v2) = q2, Ci+1(v1) = q′

1, Ci+1(v2) = q′
2

and Ci(w) = Ci+1(w) for all w ̸= v1, v2. The main quality criteria of a population protocol
are the required number of states and the running time measured in interactions.

The goal of this paper is to develop protocols that are loosely-stabilizing according to the
definitions of [24]. Let C denote an arbitrary subset of all possible configurations. Consider
an infinite sequence of configurations C0, C1, . . .. For an arbitrary configuration Ci ̸∈ C the
convergence time is defined as the smallest t such that Ci+t1 ∈ C. Intuitively, the convergence
time bounds the time it takes to reach a configuration in C when starting from a configuration
not in C. For an arbitrary configuration Ci ∈ C the holding time t2 is defined as the largest t

such that Ci+t2 ∈ C. Intuitively, the holding time bounds the time during which the protocol
remains in a configuration in C when starting from a configuration in C.

▶ Definition 1. A protocol is loosely-stabilizing wrt. to a subset of configurations C if the
maximum convergence time over all possible configurations is w.h.p. less than t1 and the
minimum holding time over all configurations in C is w.h.p. at least t2.

Phase Clocks. Phase clocks are used to synchronize population protocols. We assume
a phase clock is implemented by simple counters clock[u1], . . . , clock[un] modulo |Q| (see,
e.g., [1, 7, 15, 19, 22]). Whenever clock[u] crosses zero, agent u receives a so-called signal.
These signals will divide the time into phases of Θ(n log n) interactions each. We say a
(τ, w)-phase clock is synchronous in the time interval [t1, t2] if every agent gets a signal every
Θ(n log n) interactions. More formally:

Every agent receives a signal in the first 2 · (w + 1) · τ · n steps of the interval.
Assume an agent u receives a signal at time t ∈ [t1, t2].

For all v ∈ V , agent v receives a signal at time tv with |t− tv| ≤ τ · n.
Agent u receives the next signal at time t′ with (w +1) · τ ·n ≤ |t− t′| ≤ 2 · (w +1) · τ ·n.

The above definition divides the time interval [t1, t2] into a sequence of subintervals that
alternates between so-called burst-intervals and overlap-intervals.

A burst-interval has length at most τ · n and every agent gets exactly one signal.
An overlap-interval consists of those time steps between two burst-intervals where none
of the agents gets a signal. It has length at least w · τ · n.

A burst-interval together with the subsequent overlap-interval forms a phase.
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To define loosely-stabilizing phase clocks, we need to define the set of synchronous
configurations C. Intuitively, we call a state Ct of a (τ, w)-phase clock at time t synchronous
if the counters of all pairs of agents do not deviate much. More precisely, clock[u](t) −
clock[v](t) <|Q| f(w, τ) for all pairs of agents (u, v) (Here, “≤|Q|” denotes smaller w.r.t. the
circular order modulo |Q|.) We define f and give the formal definition of a synchronous
configuration in the next section.

3 Clock Algorithm

0
1

2

work

3

launch

14 + w + 4 ·
√
10 + w hours

gather

6 + 2 ·
√
10 + w hours

Figure 1 Schematic representation of the clock states.

In this section we introduce our phase clock protocol. For ease of notation, we as-
sume in this section that the state space of an agent is Q Our (τ, w)-phase clock has a
state space Q = { 0, . . . ,

(
21 + w + 6 ·

√
10 + w

)
· τ − 1 }. The clock states are divided into(

21 + w + 6 ·
√

10 + w
)

hours, and each hour consists of τ = τ(c) = 36 · (c + 4) · ln n minutes.
The parameter c ≥ 6 determines the error probability in each phase and thus the holding
time (see Theorem 2). The parameter w ≥ 0 can be chosen as needed by the application.
As we will see, τ is a multiple of the running time of the one-way epidemic (see Lemma 4)
and w · τ · n is the number of interactions in which our agents are synchronized. We divide
the hours into three consecutive intervals (see Figure 1): the launching interval Ilaunch (first
hour), the working interval Iwork (14 + w + 4 ·

√
10 + w hours) and the gathering interval

Igather (last 6 + 2 ·
√

10 + w hours). We say that agent u is in one of the intervals whenever
its clock counter clock[u] is in that interval. If the agents are either all in Igather, all in Iwork,
or all in Ilaunch, we say the configuration is homogeneous. For two agents u and v we define
a distance d(u, v) = min{|clock[u]− clock[v]|, |Q| − |clock[u]− clock[v]|} that takes the cyclic
nature of the clock into account. This allows us to define synchronous configurations as
follows.

▶ Definition (Synchronous Configuration). A configuration C is called synchronous if and
only if for all pairs of agents (u, v) we have d(u, v) < |Ilaunch|+ |Igather| = (7 +2 ·

√
10 + w) · τ .

Our clock works as follows. Assume agents (u, v) interact. With two exceptions, agent u

increments its counter clock[u] by one minute modulo |Q| (Rules 1 and 2). If, however, u is
in Igather and v is in Ilaunch then agent u adopts clock[v] (Rule 3): we say the agent hops. If
u is in Igather and v is in Iwork then agent u returns to the beginning of Igather (Rule 4): we
say that the agent resets. We define that agent u receives a signal whenever its clock crosses
the wrap-around from Igather to Ilaunch. Formally, our clock uses the following transitions.
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(q1, q2) ∈ (Q \ Igather)×Q : (q1, q2)→ (q1 + 1, q2) (step forward) (1)
(q1, q2) ∈ Igather × Igather : (q1, q2)→ (q1 + 1 mod |Q|, q2) (step forward) (2)
(q1, q2) ∈ Igather × Ilaunch : (q1, q2)→ (q2, q2) (hopping) (3)
(q1, q2) ∈ Igather × Iwork : (q1, q2)→ (|Ilaunch|+ |Iwork|, q2) (reset) (4)

Note that |Iwork| = 2(|Ilaunch|+ |Igather|) + w · τ to have w · τ · n homogeneous working
configurations between two signals. On the other hand, |Igather|/τ = Θ

(√
|Iwork|/τ

)
which

is necessary to apply Chernoff bounds. We chose |Ilaunch| = τ for simplicity. On an intuitive
level, the clock works as follows. Assume the clock is synchronized and all agents are in
Ilaunch. Now consider the next k = Θ

(
n · |Q|

)
interactions. All agents step forward according

to Rule 1 until they reach Igather. The maximum distance between any agents grows during
the k interactions but can still bounded by O

(√
k/n

)
= O

(√
|w| · log n

)
, w.h.p. via Chernoff

bounds. Hence, due to the choice of w there is no agent left behind in Ilaunch when the first
agent reaches Igather. Additionally, due to the size of Igather when the last agent enters Igather
all of the other agents are still in |Igather|. As soon as the first agent reaches Ilaunch, Rule 3
(agents hop onto agents in Ilaunch) ensures that all agents start the next phase without a
large gap. Hence, there is an interaction after which all agents are in |Ilaunch| which brings
us back to our initial configuration (all agents in Ilaunch).

Now we consider an asynchronous configuration Ct where the agents can be arbitrarily
distributed over the |Q| states of the clock. The main idea for the recovery of our clock is as
follows. We show that after O(n log n) interactions there is a time t where Ilaunch is empty.
After O(n log n) additional steps most of the agents are in Igather: agents cannot hop since
Ilaunch is empty, and they reset as soon as they interact with an agent in Iwork. They enter
Ilaunch as soon as the first agent crosses 0 by increasing its clock counter.

We will show that the following two properties hold for our clock.

▶ Theorem 2. Let τ = 36 · (c + 4) · ln n and let w be a sufficiently large constant. Let t1, t2
with t1 ≤ t2 be two points in time and assume that the configuration Ct1 at time t1 is a
homogeneous launching configuration and t2 − t1 ≤ nc. Then the clock counters of the agents
implement a synchronous (τ, w)-phase clock in the time interval [t1, t2] w.h.p.

▶ Theorem 3. The clock counters of the agents implement a
(
O

(
n · log n

)
, Ω

(
poly n

))
-

loosely-stabilizing
(
Θ

(
log n

)
, w

)
-phase clock.

Note that our simulations suggest that the algorithm also works if τ is smaller by a constant
fraction. We prove Theorem 2 in Section 4 and Theorem 3 in Section 5.

Auxiliary Results. The one-way-epidemic is a population protocol with state space { 0, 1 }
and transitions (q1, q2) → (max(q1, q2), q2). An agent in state 0 is called susceptible and
an agent in state 1 is called infected. We say agent v infects agent u if v is infected and
u initiates an interaction with v. The following result is folklore, see, e.g., [7]. Additional
details can be found in the full version of this paper.

▶ Lemma 4 (One-way-epidemic). Assume an agent starts the one-way epidemic in step 1.
All agents are infected after t = τ/4 · n many steps with probability at least 1− n−(7+2c).

The following lemma bounds the number of interactions initiated by some fixed agent
u among a sequence of t interactions. It is used throughout Sections 4 and 5 and follows
immediately from Chernoff bounds (see [23]).
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▶ Lemma 5. Consider an arbitrary sequence of t interactions and let Xu be the number of
interactions initiated by agent u within this sequence. Then

Pr[Xu < (1 + δ) · t/n] ≥ 1−n− 12·(c+4)t·δ2
n·τ and Pr[Xu > (1− δ) · t/n] ≥ 1−n− 18·(c+4)t·δ2

n·τ .

4 Maintenance: Proof of Theorem 2

In this section we first show the following main result. At the end of the section we show
how Theorem 2 follows from this proposition.

▶ Proposition 6 (Maintenance). Consider our (τ, w)-phase clock for n agents with τ =
36 · (c+4) · ln n for any c ≥ 6 and sufficiently large w. Let configuration Ct1 be a homogeneous
launching configuration. Then, with probability at least 1 − n−(c+1), there exists a t2 =
Θ

(
n · w · log n

)
such that the following holds:

1. Ct1+t2 is a homogeneous launching configuration,
2. ∀t ∈ [t1, t1 + t2]: Ct is synchronous,
3. in the time interval [t1, t1 + t2] there exists a contiguous sequence of homogeneous working

configurations of length w · τ · n.
We split the proof of Proposition 6 into two parts, Lemmas 7 and 8. The formal proof follows.

Proof. Assume the configuration Ct1 at time t1 is a homogeneous launching configuration.
Statements 1 and 2 of Proposition 6 follow immediately from Lemmas 7 and 8:

It follows from Lemma 7 that the agents transition via a sequence of synchronous configu-
rations into a homogeneous gathering configuration within Θ

(
n · w · log n

)
time w.h.p.

It follow from Lemma 8 that the agents transition via a sequence of synchronous configu-
rations back into a homogeneous launching configuration within Θ

(
n · w · log n

)
further

time w.h.p.
It remains to show Statement 3. Recall that in a synchronous configuration all pairs of agents
have distance (w.r.t. the circular order modulo |Q|) at most ∆ = (7 + 2 ·

√
10 + w) · τ . Since

|Iwork| = w · τ + 2∆ it immediately follows that there must be w · τ · n interactions where all
agents are in Iwork. This concludes the proof. ◀

The following lemma establishes that w.h.p. all agents transition from a homogeneous
launching configuration into a homogeneous gathering configuration via a sequence of
synchronous configurations.

▶ Lemma 7. Let Ct be a homogeneous launching configuration. Let t′ = n · |Ilaunch|+|Iwork|
1−

(
2·
√

|Iwork|/τ
)−1 .

Then the following holds with probability at least 1− n−(c+1)/2:
1. Ct+t′ is a homogeneous gathering configuration and
2. ∀t′′ ∈ [t, t + t′] : Ct′′ is synchronous.

Proof. In the following we assume w.l.o.g. t = 0. We prove the two statements separately.

Statement 1. Our goal is to show that after t′ interactions all agents are in Igather when we
start from a homogeneous launching configuration C0 at time t = 0. We first show that there
is no agent left in Ilaunch when the first agent enters Igather. Let ta be the first interaction in
which an agent enters Igather. Note that before ta all agents are either in Ilaunch or in Iwork
and thus the agents increase their counter by one whenever they initiate an interaction.

First we show that w.h.p. ta ≥ 2 · τ · n. Let Xu(2 · τ · n) denote the number of
interactions agent u initiates before time 2 · τ · n. From Lemma 5 it follows with δ = 1 that
Xu(2 · τ · n) < 4 · τ with probability at least 1− n−24·(c+4). Since 4 · τ < |Iwork|, it holds that
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clock[u](2 · τ · n) < |Ilaunch|+ |Iwork| in this case. Hence, agent u has not yet reached Igather
with probability at least 1 − n−24·(c+4) at time ta. It follows from a union bound over all
agents that no agent has reached Igather with probability at least 1− n−24·(c+4)+1 at time ta.

Next we show that w.h.p. at time 2 · τ · n all agents have left Ilaunch. As before, let
Xu(2 · τ · n) denote the number of interactions agent u initiates before time 2 · τ · n. From
Lemma 5 it follows with δ = 1 that Xu(2 · τ · n) > τ with probability at least 1− n−36·(c+4).
Since τ = |Ilaunch|, it holds that clock[u](t + 2 · τ · n) ≥ |Ilaunch| in this case. Hence, agent
u has left Ilaunch with probability at least 1− n−36·(c+4) at time ta. Again, it follows from
a union bound over all agents that all agents have left Ilaunch with probability at least
1− n−36·(c+4)+1 at time ta.

Let now tb be the first interaction in which an agent enters the last minute of Igather and
observe that tb > ta. Then, w.h.p. no agent is in Ilaunch during the time interval [t+ ta, t+ tb].
Therefore, agents cannot hop. Thus, by definition of tb, no agent can leave Igather before
time tb. All initiators must therefore either increase their counter by one or reset.

First we show that w.h.p. tb > t′. From Lemma 5 it follows with δ =
(

2 ·
√
|Iwork|/τ

)−1

that Xu(t′) < |Iwork| + |Igather| with probability at least 1 − n−3(c+4). (Note that we use
(1 + δ)/(1− δ) < 1/(1− 2 · δ) for δ < 0.5 and (|Ilaunch + |Iwork|)/(1− 2 · δ) = |Iwork|+ (w +
5 ·
√

10 + w + 16)/(
√

10 + w + 1)) · τ < |Iwork|+ |Igather|.) Thus, clock[u](t′) ≤ clock[u](0) +
Xu(t′) < |Ilaunch| − 1 + |Iwork|+ |Igather| (which is the last state of Igather) with probability
at least 1− n−3(c+4). By a union bound, this holds for all agents with probability at least
1− n−(3c+11).

Next we show that w.h.p. at time t′ all agents have reached Igather. From Lemma 5
it follows for our choice of δ that Xu(t′) > |Ilaunch| + |Iwork| with probability at least
1 − n−9·(c+4)/2. Thus, clock[u](t′) ≥ clock[u](0) + Xu(t′) > 0 + |Ilaunch| + |Iwork|, with
probability at least 1 − n−9·(c+4)/2. By a union bound, this holds for all agents with
probability at least 1− n−(17+9/2·c).

Together it follows that at time t′ no agent has left Igather but all agents have entered it
with probability at least 1−n−(c+3). Therefore, Ct′ is a homogeneous gathering configuration.

Statement 2. Recall that a synchronous configuration C is defined as a configuration
where max(u,v) { d(u, v) } < |Ilaunch|+ |Igather|. As before, let Xu(i) denote the number of
interactions agent u initiates before time i. Now fix a time t ≤ t′ and a pair of agents (u, v)
with Xu(t) < Xv(t). We use Lemma 5 to bound the deviation of Xu(t) and Xv(t) at time t

as follows: Pr[Xu(t) > t/n− |Igather|/2] ≥ 1− n−6(c+4) and Pr[Xv(t) < t/n + |Igather|/2] ≥
1− n−4(c+4). Therefore, |Xv(t)−Xu(t)| < |Igather| with probability at least 1− n−4(c+4) −
n−6(c+4).

Note that Lemma 5 allows us to bound the deviation in the numbers of interactions
initiated by agents u and v. However, this does not immediately give a bound on the
difference of the clock counters |clock[v](t)− clock[u](t)|. To bound the deviation of clock
counters (by |Ilaunch|+ |Igather|), we therefore distinguish three cases.

First, assume that neither u nor v have reached Igather at time t. Then clock[u](t) =
clock[u](0)+Xu(t) and clock[v](t) = clock[v](t)+Xv(t). Observe that by the assumption of the
lemma, both u and v are in Ilaunch at time t = 0 and thus |clock[v](0)−clock[u](0)| < |Ilaunch|.
Together with the above bound on |Xv(t) − Xu(t)| we get |clock[v](t) − clock[u](t)| <

|Ilaunch|+ |Igather|.
Secondly, assume that u has not reached Igather but v has reached Igather at time t. Then

clock[u](t) = clock[u](0) + Xu(t). For clock[v](t), however, it might have occurred that v has
reset in some interactions before time t. Nevertheless, the clock counter of v is bounded by
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the number of initiated interactions such that clock[v](t) ≤ clock[v](t) + Xv(t). (Note that v

can only increment its clock[v] counter or reset its value; hopping is not possible since we
have shown in the proof of the first statement that Ilaunch is empty when the first agent
enters Igather.) Therefore, we get again |clock[v](t)− clock[u](t)| < |Ilaunch|+ |Igather|.

Finally, assume that both u and v are in Igather at time t. Then |clock[v](t)−clock[u](t)| ≤
|Igather| < |Ilaunch|+ |Igather| is trivially true.

There are no further cases: in the proof of the first statement we have shown that all
agents transition from a homogeneous launching configuration to a homogeneous gathering
configuration during the time interval [0, t′]. The result now follows from a union bound over
all o(n2) points in time t ≤ t′ and all n · (n− 1) pairs of agents. ◀

The following lemma is the main technical contribution of this section. It establishes that
w.h.p. all agents transition from a homogeneous gathering configuration into a homogeneous
launching configuration via a sequence of synchronous configurations. Consider a homo-
geneous gathering configuration and recall that whenever an agent hops from Igather into
Ilaunch it adopts the state of the responder. The main difficulty is to show that all agents
hop into Ilaunch before the first agent leaves Ilaunch.

▶ Lemma 8. Let Ct be a homogeneous gathering configuration. Then with probability at
least 1− n−(c+1)/2 the following holds:
1. there exists a t0 = O

(
n ·
√

w · log n
)

such that the first agent enters Ilaunch at time t + t0,
2. there exists a t′ ≤ τ/4 · n such that Ct+t0+t′ is a homogeneous launching configuration,
3. ∀t′′ ∈ [t, t + t′] : Ct′′ is synchronous.

Proof. We prove first show Statement 1, Statement 2 and Statement 3 are shown together.

Statement 1. Let t0 be defined such that the first agent u leaves Igather at time t + t0.
Since Ct is a homogeneous gathering configuration, Ilaunch is empty at time t and hence
agent u can only leave Igather by increasing its counter. In every interaction before time
t + t0 some agent has to increase its state by one. Thus t0 ≤ n · |Igather| = O

(
n ·
√

w · log n
)
.

Statement 2+3. We continue our analysis at time t0 and again assume w.l.o.g. for the
sake of brevity of notation that t0 = 0. Note that at that time exactly one agent is in state
0 and all remaining agents are still in Igather. We show the following: there exists a time
t̃ = τ/4 ·n such that at time t̃ all agents are in Ilaunch (Recall that |Ilaunch| = τ ·n). To do so
we first define a simplified process with the same state space Q, however, we refer to the last
state of Ilaunch as stop. Agents in stop never change their state (which renders the states of
Iwork unreachable). The formal definition of the simplified process is as follows. Rule 2 and
3 are identical to the original process and Rule 1 and 4 are modified as follows.

(q1, q2) ∈ (Ilaunch \ { stop })×Q : (q1, q2)→ (q1 + 1, q2) (step forward) (1)
(q1, q2) ∈ { stop } ×Q : (q1, q2)→ (q1, q2) (stopping) (4)

For this simplified process we show a lower bound: after t̃ = Θ
(
n · log n

)
interactions all

agents are in Ilaunch. Then we show (for the simplified process) an upper bound: in Ct̃

none of the agents are in state stop. A simple coupling of the simplified process and the
original process shows that under these circumstances none of the agents entered Iwork for
our original process. This finishes the proof with t′ = t̃.

Lower Bound. In the simplified process agents can enter Ilaunch either via hopping or by
making enough steps forward on their own. From Lemma 4 it follows that all agents enter
Ilaunch after at most t̃ = τ/4 · n interactions with probability at least 1 − n−(5+c). (For
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the upper bound, one can simply discard setting the clock counter to zero when an agent
enters Ilaunch by increasing its counter.) Showing that none of the agents are in state
stop is much harder. Due to the hopping the clock counters of agents in Ilaunch are highly
correlated. Nevertheless, we can show that the clock counters of each agent can be majorized
by independent binomially distributed random variables as follows.

Upper Bound. Let ui be the i’th agent that enters Ilaunch and let ti be the time when ui enters
Ilaunch. Let furthermore Xi(t) be a random variable for the clock counter of agent ui in Ilaunch
in the time interval [0, t]. Formally, we define for a time step t that Xi(t) = 0 if ui is in Igather
and Xi(t) = clock[ui](t) if ui is in Ilaunch. We show by induction on i that Xi(t) is majorized by
a random variable Zi(t) with binomial distribution Zi(t) ∼ Bin

(
t, 1/n · (1 + 1/(n− 1))i−1)

,
i.e., Pr[Xi(t) > x] ≤ Pr[Zi(t) > x] for all x ≥ 0. Ultimately, our goal is to apply Chernoff
bounds to Zi(t̃) which shows that agent ui does not reach stop w.h.p. The statement for the
simplified process then follows from a union bound over all agents w.h.p.

Base Case. For the base case we consider all agents that enter Ilaunch on their own by
incrementing their counters to 0 (modulo |Q|) in Igather. Fix such an agent ui. It holds that
Xi(t) for t ≥ ti has binomial distribution Xi(t) ∼ Bin(t− ti, 1/n). Therefore, Xi(t) ≺ Zi(t)
as claimed.2 (Intuitively, this means that the clock counter of any other agent ui with i > 1
that enters Ilaunch at time ti > 0 is majorized by the clock counter of an agent which enters
Ilaunch at time t1 = 0 and increments its counter with probability 1/n.)

Induction Step. For the induction step we now consider all agents that enter Ilaunch by
hopping onto some other agent in Ilaunch. Fix such an agent ui. Let Si be the event that agent
ui is the i’th agent that enters Ilaunch. Let furthermore ti be the time when ui enters Ilaunch.
We condition on Si and observe that agent ui enters Ilaunch by hopping onto some other
agent uj ∈ {u1, . . . , ui−1 }. Intuitively, we would now like to exploit the fact that the counter
of agent ui is copied at time ti from agent uj such that Xi(ti) = Xj(ti). Unfortunately,
we must be extremely careful here: conditioning on Si alters the probability space! (For
example, under Si the agent ui with i ≥ 3 cannot initiate an interaction with agent u1 before
agent u2 does, since Si rules out that ui enters Ilaunch before agent u2.) We account for the
modified probability space as follows.

Let ΩSi(t) be the probability space of possible interactions conditioned on Si at time
t ≤ t̃. Without the conditioning on Si, the probability space Ω(t) at time t contains all
(ordered) pairs of agents with |Ω(t)| = n · (n−1). When conditioning on Si, the event Si rules
out that agent ui interacts with any other agent uj ∈ Ilaunch before time ti. In particular,
agent ui cannot interact with another agent uj with j < i during the time interval [tj , ti].
In order to give a lower bound on |ΩSi(t)|, we exclude all (n − 1) interactions (ui, uj) for
j ∈ [n] from Ω(t). Hence |ΩSi

(t)| ≥ n · (n− 1)− (n− 1) = (n− 1)2 for any time t ≤ ti. (The
probability space after time ti is not affected by conditioning on Si, but the majorization
holds nonetheless.) We now consider the event Et̂ for t̂ ≤ ti that the interaction at time t̂

increments Xj(t) by 1 (recall that uj is the agent onto which ui hopped). It then holds for
the reduced probability space ΩSi

that Pr[Et̂ | Si] ≤ Pr[Et̂] · |Ω(t)|/|ΩSi
(t)|. (Note that ΩSi

is still a uniform probability space.) We calculate

|Ω(t)|
|ΩSi

(t)| = n · (n− 1)
(n− 1)2 = 1 + 1

n− 1

2 The expression X ≺ Y means that the random variable X is majorized by the random variable Y .
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and get Pr[Et̂ | Si] ≤ Pr[Et̂] · (1 + 1/(n− 1)) for t̂ ≤ ti. Therefore, we use the in-
duction hypothesis (that describes Xj(ti)) and get Xi(ti) ≺ Zi(ti), where Zi(ti) ∼
Bin

(
ti, 1/n · (1 + 1/(n− 1))i−1

)
. Similarly, we define Et̂ for t̂ ≥ ti to be the event that

ui increments its counter in Ilaunch. Observe that Pr[Et̂] ≤ 1/n for t̂ > ti. It follows that
Xi(t) ≺ Zi(t) with distribution Zi(t) ∼ Bin(t̃, 1/n · (1 + 1/(n− 1))i−1) for t ≤ t̃ as claimed.
This concludes the induction.

Conclusions. From the induction it follows that for each agent ui the clock counter
clock[ui](t̃) at time t̃ is majorized by a random variable Z(t̃) with binomial distribution
Z(t̃) ∼ Bin(t̃, e/n). (Note that we used the inequality (1 + 1/(n − 1))(n−1) < e.) From
Chernoff bounds (see [23]) it follows that Pr

[
Z(t̃) ≥ τ − 1

]
≤ n−(c+4). Finally, the proof for

the simplified process follows from a union bound over all agents.

It is now straightforward to couple the actual phase clock process with the simplified
process. Assume that we start both processes at time 0 when exactly one agent is in state 0.
In the simplified process no agent reaches state τ in τ/4 · n interactions with probability at
least 1− n−(c+3). In this case, however, the simplified process and the actual phase clock
process do not deviate and, in particular, no agent reaches the beginning of Iwork in τ/4 · n
many interactions. Thus, the configuration Ct′ is a homogeneous launching configuration
with probability at least 1− n−(c+3).

Since all agents started in Igather and no agent reaches the beginning of Iwork, the agents
are in a synchronous configuration by definition during the whole time interval [0, t′]. ◀

We are now ready to put everything together and prove our first theorem.

Proof of Theorem 2. The proof of Theorem 2 follows readily from the main result of this
section, Proposition 6.

Assume the configuration at time t1 is a homogeneous launching configuration. Then from
Proposition 6 it follows w.h.p. that after t2 = Θ

(
n · w · log n

)
interactions the configuration

Ct2 is again a homogeneous launching configuration, and all configurations in [t1, t2] are
synchronous. From Statement 3 it follows that no agent receives a signal in a contiguous
subinterval [t′

1, t′
2] ⊂ [t1, t2] of length t′

2 − t′
1 = w · τ · n. This shows that we have w.h.p. the

required overlap according to the definition of synchronous (τ, w)-phase clocks.
From Lemma 8 it follows w.h.p. that all agents transition from a homogeneous gathering

configuration into a homogeneous launching configuration within τ/4 · n interactions. Recall
that whenever an agent crosses zero, it receives a signal. Therefore, when all agents transition
from a homogeneous gathering configuration into a homogeneous launching configuration via
a sequence of synchronous configurations, all agents receive exactly one signal, and the time
between two signals of two agents (u, v) is w.h.p. at most τ/4 · n. This shows that we have
w.h.p. the required bursts according to the definition of synchronous (τ, w)-phase clocks.

Together, the counters of our clock implement a synchronous (τ, w)-phase clock in [t1, t2]
with probability n−c. It follows from an inductive argument that the clock counters implement
a synchronous (τ, w)-phase clock during the nc interactions that follow time t1 w.h.p. ◀

5 Recovery: Proof of Theorem 3

In this section we first show the following main result. At the end of the section we show
how Theorem 3 follows from this proposition.
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▶ Proposition 9 (Recovery). Consider our (τ, w)-phase clock with n agents and sufficiently
large c and w. Let Ct1 be an arbitrary configuration. Then with probability at least 1− 1/n,
there exists a t2 = O

(
n ·w · log n

)
such that Ct1+t2 is a homogeneous launching configuration.

We say a configuration is an almost homogeneous gathering configuration if no agent is
in Ilaunch and at least 0.9 · n many agents are in Igather. We start our analysis by showing
that within t = O

(
n · w · log n

)
interactions, we reach an almost homogeneous gathering

configuration Ct1+t.

▶ Lemma 10. Let Ct be an arbitrary configuration. Then with probability at least 1− 1/(3n),
there exists a t′ = O

(
n · w · log n

)
such that Ct+t′ is an almost homogeneous gathering

configuration.

Proof Sketch. The main idea of the proof is as follows. If there are not too many agents in
Igather, the reset rule prevents agents from reaching the end of Igather. Agents may still enter
Ilaunch by hopping, but if no agent enters state 0, eventually there is no agent left in state 0 to
hop on. Then the same argument applies to state 1, and so on. Eventually, there are no agents
left in Ilaunch to hop onto. This means the agents are trapped in Igather until a sufficiently
large number of agents enters Igather which renders resetting quite unlikely again. The
resulting configuration is what we call an almost homogeneous gathering configuration. ◀

Next, we show that from an almost homogeneous gathering configuration we reach a
homogeneous gathering configuration in O

(
n · w · log n

)
interactions. From Lemma 8 in

Section 4 it then follows that we reach a homogeneous launching configuration in an additional
number of O(n · log n) interactions.

▶ Lemma 11. Let Ct be an almost homogeneous gathering configuration. Then with probability
at least 1−1/(3n), there exists a t′ = Θ

(
n·w ·ln n

)
such that Ct+t′ is a homogeneous gathering

configuration.

Proof Sketch. If Ct is an almost homogeneous gathering configuration, then there are no
agents in Ilaunch and at least 0.9 · n many agents in Igather. Thus, agents cannot hop until an
agent enters Ilaunch on its own. Now there are two cases. If no agent enters Ilaunch on its
own before the last agent enters Igather, we are done: this is by definition of a homogeneous
gathering configuration. Otherwise, we will show that a large fraction of agents leave Igather
together. This large fraction behaves similar as in the proof of the maintenance. The
remaining agents have a small head start but then they are again trapped in Igather until the
bulk of agents arrives. Once the bulk of agents enters Igather we have reached a homogeneous
gathering configuration and all agents start to run through the clock synchronously. ◀

Proof of Theorem 3. The proof of Theorem 3 follows readily from the main result of this
section, Proposition 9. Observe that τ = Θ(log n). According to Proposition 9, our clock
recovers to a homogeneous launching configuration in O(n · log n) interactions. By Theorem 2,
this marks the beginning of a time interval in which the agents implement a synchronous
(τ, w)-phase clock. It follows immediately from Theorem 2 that this interval has length
nc. Together, this implies that our (τ, w)-phase clock is a (O(n · logn), Ω(poly(n)))-loosely-
stabilizing (Θ(log n), w)-phase clock. ◀

6 Adaptive Majority Problem

In this section we consider the adaptive majority problem. At any time, every agent has as
input either an opinion (A or B) or it has no input, in which case we say it is undecided
(U). During the execution of the protocol, the opinions of the agents can change. In the
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adaptive majority problem, the goal is that all agents output (at all times) the opinion
which is dominant among all inputs. In this setting we present a loosely-stabilizing protocol
that solves the adaptive majority problem. We define a loosely-stabilizing adaptive majority
protocol according to Definition 1 by defining C as all configurations where all agents output
the correct majority opinion. Recall that the performance of a loosely-stabilizing protocol
is measured in terms of the convergence time and the holding time. Note that the loose-
stabilization comes from an application of our phase clock. The phase clocks guarantee
synchronized phases for polynomial time. During this time we say a configuration C is
correct w.r.t. the adaptive majority problem if the following conditions hold. Suppose there
is a sufficiently large bias towards one opinion. Then every agent in a correct configuration
outputs the majority opinion. Otherwise, if there is no sufficiently large bias, we consider
any output of the agents as correct. In this setting, we show the following result: We show
that a (O

(
log n

)
, poly(n))-loosely-stabilizing algorithm exists that solves adaptive majority,

using O
(
log n

)
states per agent.

6.1 Our Protocol
Our protocol is based on the (τ, w)-phase clock defined in Section 3 with w = 566. In addition
to the states required by the clock, every agent v has three variables input[v], opinion[v],
and output output[v]. The variable input[v] always reflects the current input to the agent,
opinion[v] holds the current opinion of agent v, and output[v] defines the current output value
of agent v. All three variables take values in {A, B, U }. A and B stand for the corresponding
opinions and U stands for undecided. The state space of the protocol is Qc × {A, B, U }3

where Qc is the state space of our clock for τ = 36 · (c + 4) ln n and w = 566.
We use the (τ, w)-phase clock to synchronize the agents. Then it follows from Proposition 6

that all configurations are synchronous w.h.p. Observe that in a synchronous configuration for
our choice of parameters the clock counters of agents do not deviate by more than ∆ = 55 · τ .
This allows us to define three subphases of Iwork, where agents execute three different
protocols, as follows. We split the working interval Iwork into six contiguous subintervals of
equal length. The clock counters clock[u] allows us to define a simple interface to the phase
clock for each agent u as follows. The variable subphase[u] for each agent u is then defined as
follows. We set subphase[u] = 1 if clock[u] is in the first subinterval of Iwork, subphase[u] = 2
if clock[u] is in the third subinterval of Iwork, and subphase[u] = 3 if clock[u] is in the fifth
subinterval of Iwork. Otherwise, subphase[u] = ⊥. The clock now assures a clean separation
into these subphases such that no two agents perform a different protocol at any time w.h.p.
Additionally, we will show the overlap within each subphase is long enough such that the
subprotocols for the corresponding subphases succeed w.h.p.

On an intuitive level, our protocol works as follows. At the beginning of the phase, the
input is copied to the opinion variable. In the first protocol, the support of opinions A and
B is amplified until no undecided agents are left. We call this the Pólya Subphase. In the
second protocol, agents with opposite opinions cancel each other out, becoming undecided.
We call this the Cancellation Subphase. Finally, in the third protocol the single remaining
opinion is amplified again. We call this the Broadcasting Subphase. The resulting opinion
is copied to the output variable after the working interval Iwork. Formally, our protocol is
specified in Algorithm 1.

In the remainder of this section, we let At and Bt denote the number of agents u with
opinion[u] = A and opinion[u] = B, respectively, at time t. Analogously, we let Ain

t and Bin
t

denote the number of agents u with input[u] = A and input[u] = B, respectively, at time t.
We now state our main result for this section.

SAND 2022
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Algorithm 1 Interaction of agents (u, v) in the adaptive majority protocol.

1 update clock[u] according to Rules 1–4 with w = 566
2 if Agent u receives a signal then opinion[u]← input[u]
3 if subphase[u] = 1 ∧ opinion[u] = U then opinion[u]← opinion[v]
4 if subphase[u] = 2 ∧ opinion[u] ̸= opinion[v] ∧ opinion[u], opinion[v] ̸= U then
5 opinion[u], opinion[v]← U

6 if subphase[u] = 3 ∧ opinion[u] = U then opinion[u]← opinion[v]
7 if clock[u] ≥ |Ilaunch|+ |Iwork| then output[u]← opinion[u]

▶ Theorem 12. Algorithm 1 is a (O
(
n log n

)
, Ω(poly (n)))-loosely stabilizing adaptive ma-

jority protocol.

Note that we match the results of [3] for r = 1/n, a multiplicative bias of 1+β = 1+1/ log n

and Ω
(
log2 n

)
many agents (α ≥ log n). In contrast to their protocol, every agent outputs at

any point of time the correct majority opinion, w.h.p. But, again in contrast to their work,
we do not consider leaky transitions.

6.2 Analysis
In the following analysis, we consider an arbitrary but fixed phase. We condition on the
event that the clock is synchronized according to Proposition 6. We show the following main
result, and later in this section we describe how Theorem 12 follows from it this proposition.
The proofs for the statements in this section can be found in the full version of this paper.

▶ Proposition 13. Assume that at time t1 the agents are in a homogeneous launching
configuration and we have At1 ≥ α · log n and At1 ≥ (1 + β) · Bt1 . If α and β are large
enough constants, then there exists a t2 = Θ(n · w · log n) such that all agents output A in
configuration Ct1+t2 with probability 1− n−c.

The analysis is split into three parts, one for the Pólya Subphase, one for the Cancellation
Subphase, and one for the Broadcasting Subphase. First, we assume that no changes in
the input occur. Then we generalize our results: we adopt the undecided state dynamics
introduced in [8], and show how we can tolerate input changes at various rates.

Observe that we get a separation between the subphases from the guarantees of the phase
clock in Theorem 2: no two agents are more than 1/6 of Iwork apart. We also know that
every agent has copied its input at the beginning of the phase before the first agent enters
the first subphase. The total time for the three subphases (including the separation time) is
sufficiently large such that every agent has finished its work before the next phase starts.

When we refer to a distribution before a subphase, we mean the distribution at the time
just before the first agent performs an interaction in that subphase. Analogously, when we
refer to a distribution after a subphase, we mean the distribution at the time when the last
agent has performed an interaction in that subphase. Recall that in the following analysis,
we let At and Bt denote the number of agents u with opinion[u] = A and opinion[u] = B,
respectively, at time t. Furthermore, we let si and ei (for start and end) be the first and the
last time, respectively, when an agent performs an interaction in the i’th subphase.

Subphases. We first consider the Pólya Subphase, where we model the process by means
of so-called Pólya urns. Pólya urns are defined as follows. Initially, the urn contains a red
balls and b blue balls. In each step, a ball is drawn uniformly at random from the urn. The
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ball’s color is observed, and it is returned into the urn along with an additional ball of the
same color. The Pólya-Eggenberger distribution PE(a, b, m) describes the total number of
red balls after m steps of this urn process.

This observation allows us to apply concentration bounds to the opinion distribution after
the Pólya Subphase. Recall that s1 and e1 are the first and the last time steps, respectively,
when an agent performs an interaction in the Pólya Subphase. We get the following lemma.

▶ Lemma 14. Let a = As1−1 and b = Bs1−1. For any constant β > 0 there exists a constant
α such that if a > α · log n and a > (1 + β) · b then Ae1 −Be1 = Ω(n) with probability at least
1− n−(c+2).

Next we consider the Cancellation Subphase. The goal is to remove any occurrence of
the minority opinion. Whenever an agent with opinion A interacts with another agent with
opinion B, both agents become undecided. Formally, we show the following lemma.

▶ Lemma 15. If As2−1 − Bs2−1 = Ω(n) then Ae2 = Ω(n) and Be2 = 0 with probability at
least 1− n−(c+2).

Finally we consider the Broadcasting Subphase. The goal is to spread the (unique)
remaining opinion to all other agents. Whenever an undecided agent u interacts with
another agent v that has an opinion, agent u adopts the opinion of agent v. This leads to
a configuration where every agent has the majority opinion w.h.p. Formally, we show the
following lemma.

▶ Lemma 16. If Ae2 = Ω(n) and Be2 = 0, then Ae3 = n and Be3 = 0 with probability at
least 1− n−(c+2).

We have now everything we need to prove Proposition 13 and in turn Theorem 12.

Proof of Proposition 13. We assume the configuration at time t1 is a homogeneous launching
configuration. From Proposition 6 it follows that all configurations in the time interval
[t1, t1 + t2] for some t2 = Θ(n ·w · log n) are synchronous with probability at least 1−n−(c+1).
This means that the three subphases are strictly separated as explained above. It therefore
follows (each with probability at least 1 − n−(c+2)),from Lemma 14 that after the Pólya
Subphase no agent is undecided, from Lemma 15 that after the Cancellation Subphase
no agent has opinion B, and from Lemma 16 that after the Broadcasting Subphase all
agents have opinion A. Once all agents have opinion A, this becomes the output when the
agents enter Igather. Together, this shows that all agents output the majority opinion after
Θ(n · w · log n) interactions with probability at least 1− n−c. ◀

Proof of Theorem 12. Here we show the result without input changes. Fix a time t1 and
assume the agents are in an arbitrary configuration at time t1. From Theorem 3 it follows
the agents enter a synchronous configuration within O(n log n) interactions and stay in
synchronous configurations for poly(n) time w.h.p.

Now we consider a fixed synchronized phase i < poly(n) of our phase clock. It follows
from Proposition 13 that all agents enter a correct configuration at the end of phase i

with probability at least 1− n−c. (Recall that in a correct configuration all agents have to
output the majority opinion if there is a sufficiently large bias. Without a bias, any output
constitutes a correct configuration.) From the guarantees of the phase clock it follows that
the first synchronized phase starts within O(n log n) time after time t1 w.h.p. This shows
a convergence time of O(n log n). From a union bound over at most nc−1 phases it follows
that the protocol is in a correct configuration for poly(n) interactions w.h.p. This shows a
holding time of poly(n).
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The proof with input changes can be found in the full version. The main idea is that
we bound the number of input changes in Θ(n log n) interactions by a simple application of
Chernoff bounds. ◀

Improving the Bound. In order to show-case the simplicity of the application of our phase
clock, we have presented a simplistic protocol, where we assumed a constant factor bias
towards the majority opinion. If we replace the Cancellation Subphase and the Broadcasting
Subphase (lines 6 to 9 in Algorithm 1) with the undecided state dynamics introduced in [8]
we can show a tighter result.

Formally, we show the following statement, the proof can be found in the full version of
this paper.

▶ Observation 17. If we use the undecided state dynamics, Proposition 13 also holds for
α = Ω

(
β−2)

provided that β = Ω
(
n−1/4+ε

)
.

This means that we can solve the adaptive majority problem with a multiplicative bias of
1 + β = 1 + 1/ log n = 1 + o

(
1
)

and asymptotically at least Ω
(
log2 n

)
many agents with

opinion A or B (assuming sufficiently large constants). Hence we achieve similar results as
in [3] for a model without leaky transitions.
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Abstract
We analyze the complexity of two fundamental verification problems within a generalization of the
two-handed tile self-assembly model (2HAM) where initial system assemblies are not restricted
to be singleton tiles, but may be larger pre-built assemblies. Within this model we consider the
producibility problem, which asks if a given tile system builds, or produces, a given assembly, and
the unique assembly verification (UAV) problem, which asks if a given system uniquely produces
a given assembly. We show that producibility is NP-complete and UAV is coNPNP-complete even
when the initial assembly size and temperature threshold are both bounded by a constant. This is
in stark contrast to results in the standard model with singleton input tiles where producibility is
in P and UAV is in coNP for O(1) bounded temperature and coNP-complete when temperature is
part of the input. We further provide preliminary results for producibility and UAV in the case of
1-dimensional linear assemblies with pre-built assemblies, and provide polynomial time solutions.
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1 Introduction

Self-Assembly is the process by which a system of simple particles autonomously come
together to form complex structures. Algorithmic self-assembly studies scenarios in which
dynamics of system molecules encode computation, allowing for algorithmic control of the
self-assembly of matter. A premiere model for the study of algorithmic self-assembly is the
tile self-assembly model [3, 17], in which system monomers are modeled as four-sided Wang
tiles that randomly collide and combine based on matching tile edges and a given bonding
threshold called the temperature. Tile self-assembly has received substantial theoretical
consideration (see [13, 14, 19] for surveys and recent results) as well as various experimental
DNA implementations [6, 10, 20].

In this paper we focus on a specific generalization of the standard 2-handed tile self-
assembly model (2HAM) in which we permit initial assemblies to consist of prebuilt assemblies
of more than one tile. The motivation for studying such a generalization is strong. First,
some of the most successful implementations of algorithmic DNA self-assembly utilize a
combination of singleton DNA tiles mixed with larger prebuilt assemblies. For example,
the experimental implementations of DNA tile counters [10] and the 21 DNA tile circuits
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implemented in [20] both utilize a combination of single tiles seeded with a larger prebuilt
DNA origami structure encoding the program input. In [10], they additionally include a mix
of singleton and prebuilt domino assemblies among the system’s tile set. Second, the inclusion
of prebuilt shapes of different geometries and sizes allows for the potential application of
steric hindrance, in which geometric blocking of potential attachments is used to control
algorithmic growth, as seen in the theoretical works of [5, 11, 12], and the experimental
works of [9, 18]. These examples suggest that consideration of shapes more general than
uniform single squares has the promise to allow for improved computational power and
efficiency of self-assembled systems.

Given the importance of understanding self-assembly with prebuilt initial assemblies, we
consider the complexity of two fundamental computational questions related to verifying the
correctness of such systems. First is the Producibility problem, which asks if a given tile system
can build/produce a given assembly. The second is the Unique Assembly Verification (UAV)
problem, which asks if a given tile system uniquely produces a given assembly, i.e., produces
the assembly and nothing else provided sufficient assembly time. For the producibility
problem, the 2HAM with just single-tile initial assemblies has a polynomial time solution [7],
whereas we show NP-completeness when prebuilt assemblies are permitted. In the case of
the UAV problem with singleton tile initial assemblies, the problem resides in coNP [3] for
a constant-bounded temperature threshold and is coNP-complete for larger temperature
thresholds [15], whereas we show coNPNP-completeness with prebuilt assemblies. In both
scenarios, our hardness results hold even for prebuilt assemblies of a bounded O(1) size
and O(1)-bounded temperature thresholds. We accompany these results with a preliminary
exploration of the producibility and UAV problems when restricted to 1-dimensional linear
assemblies with pre-built assemblies, and provide polynomial time solutions.

1.1 Previous work
The model used here differs from the polyTAM model of [11] in that the set of starting
elements in our system are defined as assemblies made up of multiple tiles. In the polyTAM,
the set of elements are single tiles that are allowed to be larger than a unit square. We are
attempting to model the situations where smaller components may have preassembled into
larger structures prior to being introduced to the system. This is more similar to the staged
model of self-assembly however in that model all the bins are usually assumed to have the
same temperature so any assemblies built in early stages must be producible. Here we only
require that the input assemblies are stable.

Verification problems have been well-studied in many models of Tile Self-Assembly. In
the Abstract Tile Assembly model (aTAM), both the producibility and UAV problem are
solvable in polynomial time [1]. When allowing negative or repulsive glues the UAV problem
becomes undecidable due to detachment [8], but when restricted to growth-only systems
(no detachment can occur) the problem is coNP-complete [4]. Producibility verification in
the 2-handed assembly model at any temperature, along with UAV for temperature 1, are
both solvable in polynomial time [7]. Membership in the class coNP for general 2HAM
systems was shown in [3] along with a hardness result showing coNP-completeness when
one step into the 3rd dimension is allowed. By allowing the temperature to be a part of the
input UAV has been shown to be coNP-complete [15] even in 2 dimensions. More powerful
generalizations have shown an increase in complexity of the UAV problem such as in Tile
Automata which merges ideas from Cellular Automata and the 2HAM. This problem was
shown to be coNPNP-complete even with the restrictions of Freezing (A tile only changes
states a finite number of times) and growth only (no detachment).
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Table 1 Complexity of verifying producibility of an assembly in various models. The Assembly
Size column indicates the size of the assemblies in the initial assembly set. Previous work has studied
the case when only single tiles are allowed. Our results allow for up to constant sized assemblies.

Model Input Assembly Size Temperature Result Reference
aTAM Single Tiles Variable P [1]
2HAM Single Tiles Variable P [7]
2HAM Constant 2 NP-complete Thm. 3

Table 2 Complexity results of Unique Assembly Verification in the aTAM and the 2HAM. UAV
is undecidable in the negative aTAM, but coNP-complete with negative glues if the system never
allows detachment (∗growth only). ∗∗Tile Automata with freezing and growth only restrictions.

Model Input Assembly Temperature Result Reference
aTAM Single Tiles Variable P [1]

Neg. aTAM G.O.∗ Single Tiles 2 coNP-complete [4]
2HAM Single Tiles 1 P [7]
2HAM Single Tiles Constant coNP [3]
2HAM Single Tiles Variable coNP-complete [15]

2HAM 3D Single Tiles 2 coNP-complete [3]
Tile Automata∗∗ Single Tiles 2 coNPNP-complete [2]

2HAM Constant 2 coNPNP-complete Thm. 6

2 Definitions

In this section we overview the basic definitions related to the two-handed self-assembly
model and the verification problems under consideration.

Tiles. A tile is a non-rotatable unit square with each edge labeled with a glue from a set Σ.
Each pair of glues g1, g2 ∈ Σ has a non-negative integer strength str(g1, g2).

Configurations, bond graphs, and stability. A configuration is a partial function A : Z2 →
T for some set of tiles T , i.e. an arrangement of tiles on a square grid. For a given
configuration A, define the bond graph GA to be the weighted grid graph in which each
element of dom(A) is a vertex, and the weight of the edge between a pair of tiles is
equal to the strength of the coincident glue pair. A configuration is said to be τ -stable
for positive integer τ if every edge cut of GA has strength at least τ , and is τ -unstable
otherwise.

Assemblies. For a configuration A and vector u⃗ = ⟨ux, uy⟩ with ux, uy ∈ Z2, A + u⃗ denotes
the configuration A ◦ f , where f(x, y) = (x + ux, y + uy). For two configurations A and
B, B is a translation of A, written B ≃ A, provided that B = A + u⃗ for some vector u⃗.
For a configuration A, the assembly of A is the set Ã = {B : B ≃ A}. An assembly Ã is a
subassembly of an assembly B̃, denoted Ã ⊑ B̃, provided that there exists an A ∈ Ã and
B ∈ B̃ such that A ⊆ B. An assembly is τ -stable provided the configurations it contains
are τ -stable. Assemblies Ã and B̃ are τ -combinable into an assembly C̃ provided there
exist A ∈ Ã, B ∈ B̃, and C ∈ C̃ such that A ∪ B = C, A ∩ B = ∅, and C̃ is τ -stable.

Two-handed assembly. A Two-handed assembly system is an ordered tuple (S, τ) where S

is a set of initial assemblies and τ is a positive integer parameter called the temperature.
Each assembly in S must be τ -stable. For a system (S, τ), the set of producible assemblies
P ′

(S,τ) is defined recursively as follows:
1. S ⊆ P ′

(S,τ).
2. If A, B ∈ P ′

(S,τ) are τ -combinable into C, then C ∈ P ′
(S,τ).
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Figure 1 (a) Edge Assemblies used to construct the frame of the assembly. For each clause
we include a left and right edge assembly. For each variable we include two variable assemblies
representing 0 and 1. We include a single left corner assembly along with a right corner assembly.
The filler tiles are used to fill in holes between attached macroblocks. (b) A single macro block
mi,j(0, U, U) with outer glues labeled. The north and south glues connect to other macro blocks that
represent the same variable. The east and west glues connects to other macroblocks that represent
the same clause. (c) Arm position labels on a macroblock. Opposite sides have complementary
values to allow for attachment.

A producible assembly is terminal provided it is not τ -combinable with any other
producible assembly, and the set of all terminal assemblies of a system (S, τ) is denoted
P(S,τ). Intuitively, P ′

(S,τ) represents the set of all possible assemblies that can self-assemble
from the initial set S, whereas P(S,τ) represents only the set of assemblies that cannot grow
any further. An assembly A is uniquely produced if P(S,τ) = {A} and for each B ∈ P ′

(S,τ)
B ⊑ A.

▶ Definition 1 (Producibility Problem). Given a 2HAM system Γ = (S, τ) and an assembly
A, is A a producible assembly of Γ?

▶ Definition 2 (Unique Assembly Verification Problem (UAV)). Given a 2HAM system
Γ = (S, τ) and an assembly A, is A uniquely produced by Γ?

3 Producibility Hardness

In this section we show that the producibility problem is NP-complete if the initial set of
assemblies may include assemblies larger than singleton tiles. The hardness is derived by
reducing from 3SAT and holds even if assembly size and system temperature is bounded by
a constant. Our construction extends to the seeded abstract tile assembly model where there
is a seed tile, and elements of the tile set (in this case assembly set) attach one at a time to
the growing seed. See appendix for details.

3.1 Overview
We reduce from 3SAT, which asks whether a given 3CNF formula ϕ is satisfiable. Let |V |
and |C| be the number of variables and clauses in ϕ, respectively. The reduction creates an
instance of producibility (Γ, A) with τ = 2, such that Γ produces the target assembly A iff
ϕ is satisfiable. The target assembly is a rectangle shown and described in Figure 4a. The
assemblies in the reduction can be divided into two groups: edge assemblies (Figure 1a) and
macroblocks (Figure 1b). There are two variable assemblies for each bit that each correspond
to an assignment of 0 or 1 based on the position of the 3 × 2 arm section of the assembly
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Figure 2 (a) Variable gadgets can non-deterministically build a frame assembly for each possible
assignment to ϕ. (b) Example of the assembly made for assignment 1101 with a single left edge
assembly attached. (c) If the macroblock has complimentary arm positions it will be able to attach
to the frame assembly. If the macroblocks do not have matching arm positions the attachment will
be geometrically blocked and cannot occur.
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cj:S

Xi = 1

cj:S

Xi = 0
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Xi = 0
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Xi = 0

Xi = 0
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Xi = 1

Xi = 1

mi,j(0,S,S)

U
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U
S

Mi,j

mi,j(1,S,S) mi,j(0,U,?) mi,j(1,U,?) 

Figure 3 Possible Macroblocks that make up Mi,j . Arm positions represent the value assigned
to xi and whether or not cj has been satisfied. There will always be 4 macroblocks in each set. The
left pair of macroblocks are always included and will attach if a clause is already satisfied. The
remaining macroblocks attach if the clause is not yet satisfied, and their arm positions depend on ϕ.
If the positive literal xi is in cj , mi,j(1, U, S) ∈ Mi,j , otherwise mi,j(1, U, U) ∈ Mi,j . If the negative
literal x̄i is in cj , mi,j(0, U, S) ∈ Mi,j , otherwise mi,j(0, U, U) ∈ Mi,j .

(green and red tiles in the figures). As shown in Figure 1c, each arm position represents a
certain value. For vertical arms, the position represents either 0 or 1. For horizontal arms,
their position is either U or S, meaning unsatisfied or satisfied.

These assemblies will combine to form an assembly for each possible assignment to ϕ

(Figure 2a). We include a unique left edge assembly for each clause whose arm is always
in the top position representing that the clause is currently not yet satisfied. A left edge
assembly can attach to an assembly that encodes an assignment to ϕ. This starts to form an
L shaped frame assembly as shown in Figure 2b. Macroblocks may attach to this frame if it
has complementary arms to the currently growing frame assembly. As shown in Figure 2c, a
macroblock can attach using two strength-1 glues on its east and south sides. If the arms
have complimentary positions the attachment will be able to take place. However, if the
arms overlaps, the macroblock is geometrically blocked from attaching, and thus not allowed.

The final challenge for designing this reduction is there must exist a single assembly that
is produced regardless of the satisfying assignment. This means we must hide the values
passed between macroblocks. We do this by including a certain subset of the tiles which will
fill any spaces left between macroblocks.
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Figure 4 (a) Target assembly for producibility in the 2HAM with prebuilt assemblies. Target
assembly is a 10|C|+3 by 10|V |+6 rectangle. Smaller rectangles between tiles denote strength-1 glues.
Glues between blue tiles are not shown. Each blue tile shares a strength-2 glue with neighboring blue
tiles. The exceptions are tiles separated by the thicker borders that do not share a glue unless shown.
(b) A frame assembly with macroblocks attached. Here, c1 = x1 ∨ x3 ∨ x4. (c) Here x3 = 0 satisfies
the clause so this macroblock that attaches has its arm in the S position. (d) The macroblocks that
attach after always have their arms in the S position. (e) The right edge assembly can attach to the
last macroblock since its arm position is in on the S position completing the row.

3.2 Macroblocks

A single macroblock can be seen in Figure 1b and has two parts: the body that contains
glues to allow attachment (blue), and four arms which encode ϕ (green/red). Each arm on
the macroblock encodes a single bit of information by being in one of two positions. We call
these positions “0” and “1” for the north/south arms and “U” and “S” (unsatisfied/satisfied)
for the east/west arms (Figure 1c).

We denote a macroblock representing a variable/clause pair (vi, cj) by its glues and arm
positions as mi,j(b, w, e) where b ∈ {0, 1} is the position of the north/south arm, w ∈ {U, S}
is the position of the west arm, and e ∈ {U, S} is the position of the east arm. Each
macroblock has a single strength-1 glue on each side (macroblocks representing the last clause
do not contain glues or arms on their north side). The glues indicate which variable and
clause pair this macroblock represents. The north and south glues relate to the variable, and
the east and west glues relate to the clause. The south and west glues allow for cooperative
attachment to an assembly that already contains macroblocks mi−1,j and mi,j−1. The north
and east glues allow for attachment of the next macroblocks.

Each variable/clause pair (vi, cj) has a set Mi,j of four macroblocks associated with it
(shown in Figure 3). The exact macroblocks that are included depends on whether xi or
x̄i is present in the jth clause. The macroblocks mi,j(0, S, S) and mi,j(1, S, S) are always
included since the assignment of a variable can not change a clause from being satisfied
to unsatisfied. If the the positive literal vi appears in cj , then we include the macroblocks
mi,j(1, U, S), or mi,j(1, U, U) if it does not. If the negative literal v̄i appears is in cj we
include the macroblock mi,j(0, U, S), or mi,j(0, U, U) if it does not.

3.3 Computing Clauses

The left edge assembly starts with an arm in the U position. Macroblocks maintain this
position (Figure 4b) until a macroblock attaches that satisfies the clause, and changes the
arm to an S position (Figure 4c). Once a row of the assembly is complete (Figure 4d), if the
horizontal arm is in the satisfied position, the right edge assembly can attach cooperatively
and complete the row (Figure 4e). For a right edge assembly to attach, the clause must be
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satisfied and the assembly below it (either another right edge assembly or the right corner
assembly) must attach as well. Thus, the right edge assembly only attaches if the clause it
represents is satisfied.

Each row has multiple size-2 holes between macroblocks. Filler tiles cannot attach
to macroblocks on their own due to the temperature of the system. However, once two
macroblocks are attached, the tiles can cooperatively bind across the hole with strength-1
glues from each side (Figure 5b). As shown in Figure 5c, this hides the previously used arm
positions. The exposed northern arms also continue to encode the input string so the next
clause can be computed after the attachment of the next left edge assembly.

▶ Theorem 3. The producibility problem in the 2HAM with prebuilt assemblies of size O(1) is
NP-complete with τ = 2 and an initial assembly set containing O(|V ||C|) distinct assemblies.

Proof. For membership in the class NP consider an assembly tree υ for a producible assembly
A. To verify A is producible we may use υ as a certificate. If υ is a valid tree (each combination
is legal) and each leaf is in the input set I, then A is producible.

To show NP-hardness we reduce from 3SAT. Given a formula ϕ in 3CNF form with |V |
variables and |C| clauses. Our target assembly A is the rectangle described above made from
macroblocks and edge assemblies with each of the spaces between arms completely filled
with tiles. The input assembly set includes I, |C| left edge assemblies with their arm in
the unsatisfied position, and |C| right edge assemblies in their satisfied position. For each
variable, two input assemblies representing 0 and 1 assignments are included. The clauses
are encoded by the selection of macroblock arm combinations. A set of 4 macroblocks are
included in I for each variable and clause combination, so there are a total of O(|V ||C|)
macroblocks. This results in a total initial assembly set size of O(|V ||C|), and each assembly
is constant sized.

The starting assemblies, I, will grow into A if and only if ϕ is satisfiable. If ϕ is satisfiable
by some assignment x, then the ‘L’ shaped frame assembly representing x will grow by
attaching macroblocks. Since x satisfies ϕ each clause will eventually have its arm position
changed to satisfied allowing for all the right edge assemblies to attach. The single tiles will
then fill in the spaces to complete A. If A is producible then there exists some ‘L’ shaped
frame assembled that grew into A. The only way this frame could have grown into A is if
the position of the arms on the input assemblies represented a string x that satisfied each
clause meaning ϕ is satisfiable. ◀

4 Unique Assembly Verification is coNPNP-complete

In this section we show coNPNP-completeness of the Unique Assembly verification problem in
the 2HAM with constant sized prebuilt assemblies. We start by proving UAV is in the class
of problems solvable by a nondeterministic algorithm with access to an oracle for a problem
in the class NP. We then show hardness by reducing from ∀∃SAT. This is an extension of
the reduction shown in the previous section, and further, we utilize similar techniques used
in previous reductions in the 2HAM and Tile Automata [2, 16].

▶ Lemma 4. The Unique Assembly Verification problem in the 2HAM with prebuilt assemblies
is in coNPNP

Proof. Given an instance (Γ, A), refer to a “rogue assembly” R as a producible assembly
in the system Γ that is either (1) not a subassembly of the target assembly A, R ̸⊑ A,
or (2) a strict subassembly of A and terminal, i.e., R ⊏ A and R ∈ P(S,τ). The following
nondeterministic algorithm solves UAV.
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Figure 5 (a.a) Test bit assemblies come together to build a test assembly for all possible
assignments of the variables in X. Clause Verifier assemblies may attach to SAT assemblies that
satisfied all clauses. (a.b) Macroblocks and edge assemblies from the previous reduction are used to
create SAT assemblies that evaluate the formula for every assignment of all the variables. (a.c) The
sink assemblies begin attaching to SAT assemblies, ensuring they all grow into the target assembly.
(a.d) A test assembly will attach to a SAT assembly that satisfies the formula and has matching
assignments to the variables in X. (a.e) Matched test assemblies and sunk SAT assemblies attach to
each other forming the target assembly. (a.f) Any test assembly that does not find a SAT assembly
to attach to is unmatched and terminal. If any unmatched test assemblies exist, the instance of
UAV is false. (b) Once two macroblocks attach, the green filler tiles are able to cooperatively
attach using one glue on the macroblock, and the other glue from the red tiles of the arms from
the other macroblock. The filling process hides the information that was passed. (c) Another left
edge assembly may attach above the first. Since the north arms of macroblocks encode the variable
assignment, the second clause may be computed in the same way as the first.

1. Nondeterministically build an assembly B of size |B| ≤ 2|A|.
2. If B is a rogue assembly, reject.

It suffices to check all assemblies B up to size 2|A| since any assembly of size > 2|A|
must have been built from at least one other assembly B′, s.t. |A| < |B′| ≤ 2|A|. B′ is a
rogue assembly itself and will be accounted for in a different branch of the computation. It
remains to be checked whether B is a rogue assembly. The first condition can be verified
in polynomial time by checking if B is a subassembly of A. The second condition can be
checked using an NP oracle that answers the following: “Does there exists an assembly C,
|C| ≤ |A|, such that C can attach to B?”. This problem can be solved by an NP machine
that nondeterministically builds an assembly C up to size A and attempts to attach it to
B. If any C can attach to B, B is not terminal. If any branch finds a rogue assembly, the
co-nondeterministic machine will reject. ◀

4.1 Reduction Overview
▶ Definition 5 (∀∃SAT). Given an n-bit Boolean formula ϕ(x1, x2...xn) with the inputs
divided into two sets X and Y , for every assignment to X, does there exist an assignment to
Y such that ϕ(X, Y ) = 1?

We show this problem is coNPNP-hard by reducing from ∀∃SAT. An overview of the
important assemblies and processes are shown in Figure 5a. The same construction used
in the previous reduction is used to create exponentially many “SAT assemblies”, each of
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Figure 6 (a) Target Assembly for UAV. Assembly can be divided into three parts, Test assembly
with satisfied SAT assembly, Sunk SAT assembly, and a column of clean up frames (b) SAT assembly.
Built using the previous reduction with additional northern arms for the variables in X. Also we do
not add right edge assemblies an arm is exposed which shows whether a clause has been satisfied.

which evaluates the Boolean formula on one of its input assignments. A SAT assembly is
shown in Figure 6b. We do not include right edge assemblies so SAT assemblies that have
finished computing will have exposed arms on their right side denoting whether or not each
clause was satisfied. The assembly has exposed arms to the north above variables in X that
represent their assigned values. Variables in Y will still have no arms on their north side.
We construct a test assembly (Figure 7a) for each possible assignment to the variables in X

(Figure 8a) along with a clause verifier assembly. The clause verifier assemblies are made of
right edge assemblies with their arms in the S position. Each test assembly can attach to any
SAT assembly with matching assignments to X (complimentary arm positions) if the clause
verifier has already attached. Other assemblies are included that “sink” all assemblies to the
target except for test assemblies that did not attach to a SAT assembly. Test assemblies
may build into the target assembly if and only if they find a matching SAT assembly. The
key question about the system is “For all test assemblies, does there exist a compatible SAT
assembly where all clauses evaluated to true?”

This system uniquely constructs the target assembly if and only if the instance of ∀∃SAT
is true. If the instance is false, there exists an assignment to the variables in X where no
satisfying assignment of Y exists. In this case, the test assembly representing that assignment
will be terminal, which means the system does not uniquely produce the target assembly.

4.2 SAT Assembly
We use the assemblies from the previous reduction to compute all satisfying assignments to
ϕ. We use the same macroblocks, input assemblies, and left edge assemblies, however, we
do not include any right edge assemblies or the right corner assembly. A frame assembly is
constructed for each assignment to ϕ. The assembly process then computes whether or not
the assignment satisfies the clauses in the same way by attaching macroblocks with matching
geometry. In this construction we mark the assignment to variables in X by including
northern arms to the top most macroblocks for those variables instead of omitting them as
in the previous construction. This results in a final assembly that has its assignment to X

and the computed value of each clause being encoded in the exposed arm positions.
The assembly can be seen in Figure 6b with glues labeled. The exposed glues all have

strength-2. In the bottom right corner of the assembly, the last variable assembly has two
glues. The bottom glue is called the sink glue and this is one of the glues the sink assembly
uses to attach to a SAT assembly. The glue above it, called the SAT glue, is used by both
the left sink base assembly and the test assembly. The next glue appears on each macroblock
with an exposed arm, and the northern side of the rightmost macroblock. This glue allows
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Figure 7 (a) Test bit assemblies nondeterministically construct a test assembly for each assignment
to the variables in X. Right edge assemblies with arms in the satisfied positions are used to build
the clause verifier. Only the north most edge assembly has an edge glue to allow a clause verifier to
attach to a SAT assembly. A test assembly may attach to a SAT assembly with a clause checker
attached using the test glues on their south side. The Test-Sink glue is used to cooperatively attach
to a sink assembly once the test assembly is matched with a SAT assembly. (b) A clause verifier
may attach to SAT assemblies that have their arms in the satisfied position. (c) Test Assemblies
that are created for a X that contains 2 variables along with the single clause verifier.

for sink assemblies to attach and cover exposed arms to reach the target assembly. The test
glue is the last glue on this assembly and appears in the top right corner. The test assembly
uses this glue with the SAT glue to attach to a SAT assembly with matching geometry.

4.3 Test Assembly

A test assembly is constructed for each possible assignment to X starting from constant
sized test bit assemblies shown in Figure 7a. For each variable in X, we include two test
bit assemblies. For each each variable in Y , we include a blank test bit assembly, which is a
3 × 10 rectangle. This row is capped by left and right corner test assemblies. The left and
right corner assemblies have a strength-1 glue. The clause verifier assembly is built using
right edge assemblies. These assemblies all have their arms in the satisfied position. The
north most assembly has a strength-1 glue on its left side to attach to SAT assemblies and
another on its north side to allow test assemblies to attach. They connect downward to a
1 × 3 test cap assembly. The test cap has the strength-1 SAT glue on its left side to allow a
test assembly to cooperatively bind to a SAT assembly with all arms in the satisfied position
(Figure 7b). On its south side it has the test-sink glue which will be used to attach to a sink
assembly cooperatively once a SAT assembly is found. This assembly process creates a test
assembly for each possible assignment to the variables in X. The example of test assemblies
for an instance where |X| = 2 and |Y | = 2 can be seen in Figure 7c.

The test assembly has two exposed glues on opposite ends of the assembly. Thus, the
assembly cannot attach to a SAT assembly until it is completely constructed and a clause
verifier assembly has attached. A clause verifier assembly may only attach to SAT assembly
with matching arm positions, i.e., SAT assemblies that satisfied all clauses. A test assembly
may only attach to SAT assemblies with a clause verifier and that have the same assignment
to X. A test assembly along with the four possible SAT assemblies it could attach to is
shown in Figure 8a. A test assembly is terminal if there does not exist a SAT assembly with
the same assignment to X that satisfies all clauses. A terminal test assembly can be seen in
8b. We call these terminal test assemblies unmatched test assemblies. Since we construct a
SAT assembly for each possible assignment to the formula ϕ, if the test assembly representing
a partial assignment x is terminal that means there does not exist a remaining assignment
to the variables in Y that satisfies the formula, and causes the instance of UAV to be false.
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Figure 8 (a) If there exists a satisfying assignment to Y when X = 10, the test assembly with
those arms can attach to a SAT assembly. (b) If there does not exist a satisfying assignment, all the
SAT assemblies will have at least one arm not in the S position that will geometrically block the
test assembly’s arm. This test assembly will be terminal so the answer to UAV will be no.

4.4 Sink

Since our goal is to design a system that uniquely constructs an assembly when the instance
of ∀∃SAT is true, we will sink assemblies representing a non-satisfying assignment to the
target assembly. This ensures that each assembly (besides unmatched test assemblies) must
eventually grow into the target assembly thus sinking all other producible assemblies to our
target. We do so via sink assemblies and macroblock frames. The sink assemblies are shown
in Figure 9a. The first sink assembly, the right sink base assembly, is similar to the right
corner assembly of the previous section but is of height 4. Sink base tiles are single tiles that
may attach to the right base assembly on its left side bottom row, which eventually connects
to the left base assembly.

The right sink base assembly attaches to any SAT assembly that has not attached to a
test assembly using the sink and test-sink glues. We call the attachments that occur after
this the Sink Process. During the Sink Process, sink edge assemblies attach cooperatively
with the right sink base assembly and with the SAT assembly. This allows for the sink edge
assemblies to attach one-by-one and “cover” each exposed arm on the SAT assembly. The
last sink edge (northern most) is slightly longer to allow for the horizontal sink edges to
attach across the top of the assembly. The left sink base assembly cooperatively attaches to
test assemblies that have already attached to SAT assemblies using the SAT glue on its right
side and the test-sink glue on its north side.

The last assembly type that has not been accounted for in the final assembly are any
unused macroblocks. In the previous reduction, any unused macroblocks are terminal since
they are never used in the computation. In this reduction, we cannot have any other terminal
assembly, so these must be included in our target assembly. We do this by adding frames
to store the macroblocks. For each macroblock we include in our input set, we also include
a clean up frame (Figure 9b). Any macroblock is now not terminal as it can attach to the
clean up frame. These frames are enumerated and attach in order to the south side of the
sink assembly in a single column (Figure 9c).

▶ Theorem 6. The Unique Assembly Verification problem in the 2HAM with prebuilt
assemblies of size O(1) is coNPNP-complete with an initial assembly set size of O(|V ||C|)
and τ = 2.
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Figure 9 (a) The set of sink assemblies. The sink glue and test-sink glue are utilized for
cooperative attachment. (b) For each macroblock we also include a frame so none of the macroblocks
are terminal. These frames attach to each other in order at the bottom of the sink assembly. (c)
The process of sinking all assemblies towards the target assembly.

Proof. We show membership in Lemma 4. Given an instance of ∀∃SAT with a formula
ϕ(x1, x2, . . . , xn) we create a 2HAM system S that uniquely assembles a target assembly S

if and only if the instance of ∀∃SAT is true. If the instance of ∀∃SAT is false then S will
produce a test assembly that is terminal.

The construction of SAT assemblies begins with combinations of variable and edge
assemblies to produce an L shaped frame assembly for each possible assignment to ϕ. The
output of ϕ on each assignment is then computed by the attachment of macroblocks that
encode the clauses of ϕ, and producing a SAT assembly. The SAT assemblies expose arms
representing the assignment of the variables in X, as well as arms that represent whether
each clause has been satisfied. From the included prebuilt assemblies, a test assembly is
produced for each possible assignment to X. Due to their arm positions, they may only
attach to SAT assemblies that have a matching assignment to X and that represent an
assignment that satisfies every clause.

Each assembly besides unmatched test assemblies will sink to the target assembly. Every
prebuilt assembly that was designed for building a SAT assembly will be used in the
construction of at least one SAT assembly, besides the macroblocks. In some cases it is
possible for a macroblock to not be able to attach to any SAT assembly. To account for
this this we include a macroblock frame for each macroblock to attach to, ensuring that
no macroblock is terminal. The right sink base assembly may attach to any SAT assembly
regardless of arm position so none of the SAT assemblies are terminal. Each sink assembly is
used in the process of reaching the target assembly so none are terminal.

A test assembly is only terminal if there does not exist a SAT assembly with matching X

arm positions that has each clause satisfied. This means for that assignment to X there does
not exist an assignment to Y that satisfied ϕ, and the instance of ∀∃SAT is false.

The new assemblies in this reduction only increase the number of assemblies by a constant
factor. The test and sink assemblies only add O(|V | + |C|) to the input assembly size, and
the added macroblock frames are equal to the number of macroblocks, which is constant. ◀

5 1D Verification

Here, we show that the producibility and the UAV problems in one-dimensional 2HAM (all
assemblies are of height-1, and tiles only have glues on their left and right sides) with prebuilt
assemblies is solvable in polynomial time. Proofs omitted due to space.

Producibility Verification. At a high level, the algorithm constructs a graph of initial
assemblies that may be combined to form the target assembly A. An example graph is shown
in Figure 10. We add a starting node s that connects to possible leftmost assemblies and a
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Figure 10 Example instance of Producibility with the graph G created. The path between s and
t implies a build sequence to produce the target assembly.

target node t that connects to possible rightmost assemblies. There exists an edge between
two assemblies if they may attach as part of an assembly sequence building A. Thus, a path
from s to t implies an assembly sequence using those nodes to build the target assembly.

▶ Theorem 7. The producibility problem in the one-dimensional 2HAM with prebuilt assem-
blies is solvable in polynomial time.

Unique Assembly Verification. Given an instance of UAV (Γ, A), we first present three
conditions that, if checked, provide the answer. If and only if all these conditions are true,
the answer to UAV is “yes”: 1) A is producible. 2) There does not exist a subassembly
B ⊑ A that is terminal. 3) There does not exist a producible assembly R ̸⊑ A. Here, R is a
rogue assembly since it will never grow into A. As a given system can have an exponential
number of assemblies of size ≤ |A|, we present a lemma showing a limit on the search for a
witness that condition 3 is false.

▶ Lemma 8. Let (Γ, A) be an instance of UAV in the one-dimensional 2HAM with prebuilt
assemblies such that every initial assembly is a subassembly of A, and A is producible. If there
exists a rogue assembly R ̸⊑ A, then there exists a rogue assembly R′ that can be produced by
combining two assemblies R′

1, R′
2 that are subassemblies of A.

Utilizing this lemma, we search only the subassemblies of our target assembly A to verify
the third condition. 1D assemblies only have a polynomial number of subassemblies, so this
allows us to check both the second and third condition. Combining these two steps with the
polynomial time producibility algorithm from above, we solve UAV in polynomial time.

▶ Theorem 9. The Unique Assembly Verification problem in the one-dimensional 2HAM
with prebuilt assemblies is solvable in polynomial time.

6 Future Work

Here we showed NP-completeness of the producibility problem and coNPNP-completeness of
UAV in the 2HAM with constant-sized prebuilt assemblies with τ = 2. The non-cooperative
versions (τ = 1) of many models see a drop in complexity for these problems and have been
proven to be incapable of universal computation. However, the authors of [11] show that
even without cooperative binding the, Polyomino Tile Assembly Model (tiles may be larger
polyominoes instead of only unit squares) is capable of universal computation. Since the
polyominoes in this model are similar to prebuilt macroblocks, perhaps the same results may
be proven in the 2HAM with prebuilt assemblies and τ = 1.
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Abstract
A property of a graph G is robust if it remains unchanged in all connected spanning subgraphs
of G. This form of robustness is motivated by networking contexts where some links eventually fail
permanently, and the network keeps being used so long as it is connected. It is then natural to ask
how certain properties of the network may be impacted as the network deteriorates. In this paper,
we focus on two particular properties, which are the diameter, and pairwise distances among nodes.
Surprisingly, the complexities of deciding whether these properties are robust are quite different:
deciding the robustness of the diameter is coNP-complete, whereas deciding the robustness of the
distance between two given nodes has a linear time complexity. This is counterintuitive, because the
diameter consists of the maximum distance over all pairs of nodes, thus one may expect that the
robustness of the diameter reduces to testing the robustness of pairwise distances. On the technical
side, the difficulty of the diameter is established through a reduction from hamiltonian paths. The
linear time algorithm for deciding robustness of the distance relies on a new characterization of
two-terminal series-parallel graphs (TTSPs) in terms of excluded rooted minor, which may be of
independent interest.
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1 Introduction

The diameter of a network is the maximum distance between any pair of nodes. This concept
plays an important role in various fields of network science. For example, in communication
networks and distributed algorithms, the diameter is a key parameter involved in the
complexity of basic tasks such as leader election, spanning tree construction, and broadcast.
Indeed, both the execution time and number of messages may depend on this parameter.
Similarly, distances between nodes play a role in nearly all networking phenomena.

In a physical network, the links may deteriorate and eventually become subject to
permanent failure. In this case, either the network is maintained (repaired), or it is used
despite the failures so long as communication remains possible, i.e., so long as it remains
connected. A natural question, is then to what extent the properties of the network could
change as the network deteriorates. In graph theoretical terms, the connectivity assumption
imposes that the communication graph always remains a connected spanning subgraph of the
original graph, although one does not know in advance which such subgraph will occur. A
notion of robustness accounting for the preservation of a property in all these subgraphs
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9:2 Robustness of Distances and Diameter in a Fragile Network

was investigated in [3] in the context of covering problems. Although it can be formulated
in classical graph theoretical terms, the notion of robustness was initially motivated by a
temporal context. Namely, if the lifetime is infinite, then some edges may be recurrent (i.e.,
always reappear), and some may eventually disappear forever. If the network is guaranteed to
have a recurrent temporal connectivity (class T CR), then a certain connected spanning subset
of the edges must be recurrent, although one does not know in advance which subset. (In
technical terms, the eventual footprint is any connected spanning subgraph of the footprint.)

In this paper, we investigate the robustness of distances and diameter in the classical
(i.e. non-temporal) setting, where deletions are definitive. Relations between edge deletions
and distances in a graph have been studied over decades in some fields, such as that of
graph spanners. A spanner of a graph is a subgraph that preserves, to some extent, the
properties of the input graph – typically, the distances – while retaining as few edges as
possible. For example, we know since [1] that a tradeoff exists between the size of the spanner
and the deterioration of distances, in proportional terms (called stretch factor). Namely,
there always exists a spanner of size O(n1+1/k) whose stretch factor is at most 2k− 1, where
n is the number of nodes in the graph. The reader is referred to [6] for background in graph
spanners. A significant difference between this topic and questions about robustness is that,
in the case of spanners, the deletions of edges are chosen by the algorithm, whereas in the
case of robustness, they are imposed by the environment. Thus, it makes sense to think of
robustness in terms of adversarial edge deletions. The question is then whether and how
the distances are preserved under all possible choices of deletions by an adversary, up to
preserving connectivity.

As a warm-up, observe that, for any path P connecting two nodes u and v in a graph G,
the adversary can always delete enough edges that this path becomes the only path between
u and v (for example, by choosing a spanning tree G′ ⊆ G that contains this path). Thus,
deciding whether the distance between u and v is robust comes to decide if there exists a path
between u and v that is longer than their original distance d(u, v) in G. A similar question
was considered recently in the case of induced paths [2] and was shown to be solvable in
polynomial time, albeit with a time complexity of O(|G|18) (as of the current analysis, which
the authors of [2] do not consider tight). The non-induced case is arguably simpler. In fact,
the question for non-induced paths reduces (without being equivalent) to a question known
as the next-to-shortest path, which consists of finding a path between u and v that is the
shortest among all paths of cost strictly greater than d(u, v). Clearly, d(u, v) is robust if
and only if no such path exist. A number of algorithms were introduced for this problem,
both in directed [11] and undirected [10, 12, 9] graphs. The best known algorithm, in the
undirected case, is that of [9], with a time complexity of O(n2). It is not known whether this
algorithm is optimal for general graphs (in particular, sparse graphs), the quadratic term
being independent from the number of edges.

1.1 Contributions
The first set of contributions of this paper is a structural investigation of robustness, which
results in a linear time algorithm for deciding whether the distance between two vertices u

and v is robust. To do so, we identify and exploit a connection between robust distances and
two-terminal series-parallel graphs (TTSPs), whose recognition is known to be solvable in
linear time [16]. Precisely, we introduce a new class of TTSP graphs, referred to as TTSPs
of fixed length. Then, we show that the distance between u and v is robust in a graph G if
and only if the subgraph of G induced by the union of all paths from u and v is a TTSP of
fixed length. The main contribution is the characterization itself. First, we show that general
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TTSPs correspond to the graphs that exclude a certain rooted minor, namely, a diamond
rooted at u and v. This point of view clarifies earlier characterizations of TTSPs that
essentially arrived at the same conclusion without relying explicitly on a forbidden pattern.
(In the case of series-parallel graphs which are not two-terminal, such a characterization
was already known in terms of forbidden K4 [4, 5].) Then, we establish the correspondence
between these forbidden rooted diamonds and the robustness of the distance between u

and v. The natural consequence of our characterization is that robustness can be tested in
linear time by adapting the recognition algorithm from Valdes, Tarjan, and Lawler [16] to
the special case of fixed length TTSPs, with the same running time of O(n + m) operations
(where m is the number of edges).

The second set of contributions is the computational complexity of deciding whether the
diameter of a graph is robust. Clearly, the concept of diameter is strongly related to the one
of distance. However, and quite surprisingly, computing the robustness of the diameter turns
out to be a much different (and much more difficult) problem than computing the robustness
of pairwise distances. Precisely, we show that Robust-Diameter is coNP-complete (in other
words, proving that the diameter of certain networks are robust is difficult). This is done
through a reduction from Hamiltonian-Path, where one must decide if a path of length
n− 1 exists in a graph.

1.2 Organization of the document
The document is organized as follows. Section 2 provides the main definitions and some
basic observations. Then, we establish in Section 3 that deciding whether the diameter is
robust is a difficult (coNP-complete) problem. In Section 4, we investigate several aspects of
the robustness of distances, in relation to two-terminal series-parallel graphs (TTSPs). The
main results of this section are a new characterization of TTSPs (Section 4.2) and a linear
time decision algorithm for robustness of distances (Section 4.4). Finally, we conclude with
some remarks and open questions in Section 5.

2 Definitions and preliminary observations

2.1 Basic definitions
An undirected graph G is a pair (V (G), E(G)) where V (G) and E(G) are two disjoint sets,
the set of vertices (or nodes) and the set of edges respectively. Each edge is associated with
two vertices called its endpoints. A loop is an edge whose endpoints are the same vertex. If
there are several edges with the same endpoints, these edges are called a multi-edge. An
undirected graph is simple if it does not have loops nor multiple edges. A graph that can
have multi-edges is called a multigraph. A graph without loops is called loopless. Unless
otherwise mentioned, all the graphs in this paper are simple. The order of a graph G is
|V (G)| and its size is |E(G)|. Two vertices u and v are adjacent if there exist an edge uv

in E(G). In a loopless graph, the degree of a vertex u in G is the number of edges incident
with u. In a simple graph, this corresponds to the number of vertices with which u shares an
edge, called its neighbors. A complete graph is a simple graph such that every pair of vertices
are neighbors, we denote the complete graph of order n by Kn.

Let H and G be two graphs. We say that H is a subgraph of G if and only if V (H) ⊆ V (G)
and E(H) ⊆ E(G). If V (H) = V (G) and E(H) ⊆ E(G) then H is a spanning subgraph
of G. Let X ⊆ V (G), the induced subgraph G[X] is the subgraph of G on vertex set X and
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where, for every two vertices u and v of X, uv ∈ E(G[X]) if and only if uv ∈ E(G). Finally,
we use G−X as a shorthand for G[V −X] if X is a set of vertices, and for (V, E −X) if X

is a set of edges.
A path P from v0 to vk is a sequence of edges (e1, e2, . . . ek) of length k for which there

is a sequence of vertices (v0, v1, . . . , vk) such that the endpoints of ei are vi−1 and vi for
i = 1, . . . , k. All vertices in a path must be distinct, except possibly for the first and last, in
which case the path is a cycle. In a simple graph, the sequence of vertices identifies uniquely
the corresponding path. The length of a path is the number of edges in it. The distance
between two vertices u and v in a graph G, denoted by dG(u, v) (or simply d(u, v) when the
context of G is clear), is the minimum length of a path from u to v. The diameter of a graph
G, denoted by diam(G), is the maximum distance between any pair of vertices. A graph
is connected if for every pair of vertices u and v, there exists a path from u to v, and it is
biconnected if for any v ∈ V , the graph G− {v} is connected. A tree is a connected graph
without cycle.

A connected component is a maximal connected subgraph. A block or biconnected
component is a maximal biconnected subgraph. A separator of a connected graph G is a
set of vertices whose removal renders G disconnected. An articulation point of a connected
graph G is a separator of size 1 (a single vertex). The structure of blocks and separators of
a connected graph can be described by a tree called the block-cut tree [7]. This tree has a
vertex for each block and for each articulation point of the given graph. There is an edge
in the block-cut tree for each block and for each articulation point that belongs to that
block. For a graph G and two vertices u and v, we say that G is a block-cut (u, v)-path if the
block-cut tree of G is a path from s to t, such that u (resp. v) is only contained in the block
associated to s (resp. t). Observe that by definition, u and v are not articulation points.

Let us now define the notion of robustness that we consider in this work.

▶ Definition 1 (Robustness). A property P of a connected graph G is called robust [3] if
P is satisfied in every connected spanning subgraph of G (including G itself). By extension,
if P denotes a quantity rather than a predicate (such as, here, a distance), then it is called
robust if its value is the same in all connected spanning subgraphs of G.

We are now ready to state the main two problems that we address in this paper, namely
Robust-Diameter and Robust-Distance.

▶ Definition 2 (Robust-Diameter).
Input: A graph G.
Output: Whether the diameter of G is robust.

▶ Definition 3 (Robust-Distance).
Input: A graph G, two vertices u and v of G.
Output: Whether the distance between u and v is robust in G.

2.2 Preliminary observations
In this section, we establish a number of basic facts, most of which are used in the rest of
the paper.

▶ Lemma 4. Let G be a connected graph and P ⊆ G a path between distinct vertices u and
v, then there exist a spanning tree S ⊆ G such that P ⊆ S.

Proof. Observe that P is a (possibly non-spanning) tree. As long as it is not spanning, one
can extend it by adding a node that is not in it, but that has a neighbor in it. Such a node
always exists because G is connected. ◀
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▶ Lemma 5. Let G be a connected graph and u, v two vertices of G. The distance between u

and v is robust if and only if there is no path between u and v longer than dG(u, v).

Proof. Suppose there is a longer path in G between u and v. By Lemma 4, it is thus possible
for the adversary to reduce G to a spanning tree S ⊆ G such that dS(u, v) > dG(u, v). ◀

▶ Lemma 6. Let G be a biconnected graph and u, v and w three vertices of G. There is a
path from u to w passing through v.

Proof. Consider a graph G′ obtained from G by adding an extra vertex z adjacent to
both u and w. G′ is also biconnected since no articulation point was added. By Menger’s
theorem [13], there exist two vertex-disjoint paths from z to v. Since z has only two neighbors
v and w, there are two subpaths: one from u to v and another from v to w. By composing
these subpaths, one can thus obtain a path from u to w passing through v. ◀

The following lemma allows us to subsequently restrict our attention to a limited part of
the graph, when investigating the robustness of distance between two given vertices.

▶ Lemma 7. Let G be a connected graph, u, v two distincts vertices of G and H the graph
induced by the paths from u to v. The distance from u to v is robust in G if and only if it is
robust in H.

Proof. =⇒ If the distance is robust in G, since H is a subgraph of G, the distance must be
robust in H.
⇐= By definition of H , all paths from u to v in G are also in H , thus, if all those paths

have length d(u, v) (equivalent to the robustness of the distance), then all the paths in G

from u to v have the same length and the distance is robust as well in G. ◀

Figure 1 shows a graph where the distance between u and v is not robust, this can be
verified by only considering the graph induced by all paths from u to v thanks to Lemma 7.
Observe that H , the graph induced by the paths from u to v, is always a block-cut (u, v)-path.

u v

Figure 1 A graph and its subgraph induced by the paths from u to v (in dashed red). This
subgraph is a block-cut (u, v)-path.

▶ Lemma 8. Let G be a graph and u, v two vertices of G. Then, the graph H induced by the
paths from u to v is a block-cut (u, v)-path.

Proof. By definition of H , all vertices in V (H) are part of a path between u and v and H is
connected. Let T be the block-cut tree of H , by definition, T has a vertex for each block and
each articulation point of H . The leaves of T (vertices of degree 1) are blocks, the neighbors
of blocks are articulation points, and the neighbors of articulation points are blocks. Suppose
that H is not a block-cut (u, v)-path, it means one of the following cases:
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u or v are not part of the leaves in T . Consider a path in T (x0, . . . , xk) that contains
both u and v (or their blocks), u ∈ xi and v ∈ xj such that i > 0 or j < k. If i > 0 (the
same could be done with v if j < k), then there is a path (x0, . . . , xi) crossing at least
one articulation point of H (v1). It can be deduced that any vertex in v0 cannot be part
of a path between u and v which leads to a contradiction in H.
T is a tree with at least one vertex of degree 3 or more. Since u and v must be in the
leaves of T , then there is a path between u and v that crosses a vertex x of degree at
least 3. Consider a neighbor y of x not part of such path. Either y is a block, and x is an
articulation point and all paths from u to v in H cannot reach a vertex in y, or y is an
articulation point, and there must be another block z that cannot be crossed by paths
between u and v (which we assume is not the case). ◀

The following two lemmas are not used in this paper. However, they establish some
connections between the robustness of distances and that of the diameter, which is of general
interest in the present study.

▶ Lemma 9. All the distances are robust in G if and only if G is a tree.

Proof. If G is a tree, then the adversary cannot remove any edge, so all the distances are
trivially robust. If it is not a tree, then at least one edge uv can be removed, and the distance
between u and v thus increases from one to something strictly larger. ◀

▶ Lemma 10. Let G be a connected graph, if diam(G) is robust, then for every pair of
vertices u, v in G such that d(u, v) = diam(G), their distance is robust.

Proof. By contradiction, if their distance is not robust, then there must exist a path of length
greater than dG(u, v). By Lemma 4, the adversary can obtain a spanning tree containing
this path, whose diameter is thus also greater than dG(u, v) = diam(G). ◀

3 Robustness of the diameter is hard

In this section, we prove that the problem of deciding whether the diameter of a graph G is
robust is coNP-complete. We start with two basic facts that will be used only in this section.

▶ Lemma 11. If H is a connected spanning subgraph of G, then diam(H) ≥ diam(G).

Proof. Let H be a connected spanning subgraph of G. If diam(H) < diam(G), then there
must exist two vertices u, v such that dG(u, v) = diam(G) and dH(u, v) < diam(G). Let P

be a path of length dH(u, v) in H. Since H ⊆ G, P must also exist in G, which contradicts
the fact that dG(u, v) > dH(u, v). ◀

▶ Lemma 12. The diameter of a connected graph G is robust if and only if it is equal to the
length of the longest path of G.

Proof. ⇐= Let G be a graph of diameter d that is also the longest path in G. Any
connected spanning subgraph H of G has, by Lemma 11, diam(H) ≥ d. If diam(H) > d,
then there is a path in H (and in G) that is longer than d, which is impossible, thus
diam(H) = diam(G) = d for any of these graphs and the diameter of G is robust.

=⇒ By contradiction, let G be a graph whose diameter d is robust even though a
longest path of length l > diam(G) exists between some vertices u and v. By Lemma 4, the
adversary can obtain a spanning tree T of G containing this path, whose diameter must be
strictly larger than that of G. ◀
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▶ Theorem 13. Robust-Diameter is coNP-complete.

Proof. To prove this statement, we will show that the problem is in coNP and that the
Hamiltonian-Path problem reduces to it in polynomial time. (Hamiltonian-Path consists
of deciding whether a given graph G admits a path of length n− 1.) The fact that Robust-
Diameter is in coNP is direct, using any path of length longer than the diameter as (negative)
certificate.

Now, let G be an input graph for Hamiltonian-Path. Without loss of generality, we
suppose that G is connected and that it is not itself a path, as otherwise the answer is
trivially positive. From G, we can construct a graph Hu as follows: Let P be a graph that
consists of a single path of length 2n− 2 on vertices {vi}, i ∈ [1, 2n− 1]. The graph Hu is
built by picking a vertex u in V (G) and adding an edge between u and vn, the middle vertex
of P2n−1. See Figure 2 for an illustration.

G
u

vn

v2n−1

v1

1
n− 1

n− 1

Figure 2 The graph Hu.

We will now prove that G admits a path of length n− 1 if and only if the diameter of Hu

is not robust, for some choice of u. Since G is not itself a path, the diameter of Hu must be
2n− 2. If the diameter of Hu is not robust for some u, then there must exist a path of length
at least 2n− 1 in some connected spanning subgraph of Hu. The only way this can happen
is that n− 1 vertices on this path are in G, which implies that G admits a hamiltonian path
(starting at u). Conversely, if G admits such a path, then there exists a choice of u such that
this path will cause the diameter of Hu to be non-robust. Clearly, the above construction
can be made in polynomial time, and guessing u will only contribute an additional factor of
n to the complexity. ◀

4 Robustness of pairwise distances

In this section, we investigate the problem of deciding whether the distance between two
vertices u and v is robust in a given graph G (Robust-Distance problem). It turns out
that the positive instances to this problem can be characterized in terms of two-terminal
series-parallel graphs of a certain type. Thus, we start by defining, in Section 4.1, some
basic concepts related to two-terminal series-parallel graphs (TTSPs). Our main technical
contribution, described in Section 4.2, is an original characterization of TTSPs in terms of
excluded rooted diamonds whose “roots” (endpoints) are u and v. This characterization may
be of independent interest. In the context of Robust-Distance, it allows us to formulate a
necessary condition for the positive instances of the problem, in terms of excluding (u, v)-
rooted diamonds (Section 4.3). This condition is however not sufficient, as some TTSPs
with respect to u and v may admit paths of different length. We show that existing TTSP
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9:8 Robustness of Distances and Diameter in a Fragile Network

recognition algorithms can be adapted at essentially no cost in order to test for the special
case of fixed length TTSPs, which capture exactly the properties that should be tested
(Section 4.4).

4.1 Two-terminal series-parallel graphs (TTSPs)
The concept of a two-terminal series-parallel graph seems to have been introduced by Riordan
and Shannon in [14] (1942). It is now classically defined as follows.

▶ Definition 14 (Two-terminal series–parallel graph). Let G be a connected multigraph, s

and t two distincts vertices of G called source and sink respectively. G is two-terminal
series–parallel (TTSP) if it can be turned into K2 by a sequence of the following operations:

S: Delete a vertex of degree 2 (other than s or t) and connect its neighbors with an edge.
P : Replace a pair of parallel edges with a single edge connecting the same endpoints.

Symmetrically, TTSPs can be seen as the graphs which can be obtained from K2 through the
reverse operations of P and S.

These operations S and P are illustrated in Figure 3 and an example of TTSP graph is
given in Figure 4. In this example, the distance between s and t is not robust. Note that the
fact that s and t are fixed is an important aspect of TTSP graph. For example, if s and t

were chosen differently in the graph of Figure 4, the graph would not be a TTSP. The class
of graphs that admit a valid pair (s, t) resulting in a TTSP is called SP (for series-parallel).
We do not use it in this paper.

u v P−→
u v

S−→
vwu u v

Figure 3 The operations P and S to define TTSP.

s
t

Figure 4 A TTSP between s and t.

When a graph (together with a pair (s, t)) is not a TTSP, then the repeated application
of rules S and P eventually fails and one is left with an irreducible graph.

▶ Definition 15 (TTSP-irreducible). Let G be a graph and u, v two vertices, then G is
TTSP(u, v)-irreducible if G has at least three vertices and the operations S and P cannot be
applied relative to u and v.

The following lemma makes a connection between a TTSP(s, t) and a block-cut (s, t)-path.

▶ Lemma 16 (Lemma 8 in [5]). Let G be a TTSP graph with respect to (s, t), then G is a
block-cut (s, t)-path.
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However, the converse is not true, and some graphs that are block-cut (s, t)-paths are
not a TTSP(s, t). These graphs have special properties characterized through the following
lemma (which will be used later).

▶ Lemma 17. Let G be a multigraph that is a block-cut (u, v) path, G is TTSP(u, v)-irreducible
if and only if G is simple, with at least 4 vertices, and such that for all w ∈ V (G)− {u, v},
deg(w) ≥ 3.

Proof. Let G be such a graph.
P cannot be applied, unless G has multiple edges, so a TTSP(u, v)-irreducible multigraph
must be simple.
S cannot be applied to G, unless there exists a vertex of degree two (other than u and v).
Thus, no vertex in an irreducible graph can have degree 2, and since G is a block-cut
(u, v)-path, every vertex except u and v must have degree at least 3.
If G is TTSP(u, v)-irreducible, then it has at least 3 vertices. But since one of them has
degree 3 and G is simple, then G actually has at least 4 vertices.

Conversely, if G is simple, with degree at least 3, and has at least four vertices, then
(respectively), P cannot be applied, S cannot be applied, and G has at least three vertices. ◀

4.2 Characterization of TTSPs in terms of excluded rooted minor
In this section, we characterize graphs that are TTSP via an excluded rooted minor that
corresponds to a complete graph of order four minus one edge called diamond. A similar
characterization was mentioned in [16] in which it is stated that a directed graph is not TTSP
if only if it has as a subgraph a subdivision of a directed diamond. This result was given as
an easy deduction from the classical result of [4] that states that graph is not series-parallel
if and only if it has as a subgraph a subdivision of K4. This characterization of TTSP graphs
is not sufficient to directly show that the distance between the two terminal is not robust if
the graph between u and v is not a TTSP for which one needs to root the terminal vertices
in the minor. Moreover, the setting was different since it considers directed graph. For all
these reasons, it seems worth characterizing TTSPs in terms of a clear excluded pattern,
which is the purpose of this section. Let us start with basic definitions.

▶ Definition 18 (Minor). Let G and H be two graphs, G has a minor H if there is a graph
isomorphic to H from G after a succession of the following operations:

deleting a vertex v;
deleting an edge e;
contracting an edge xy into the vertex x: removing y and adding a new edge xz for every
z such that yz ∈ E(G).

The notion of minor is not precise enough to guarantee the non-robustness of the distance
between two vertices u and v, because the position of u and v within the minor matters.
Therefore, we use the finer concept of rooted minors, where some vertices can be distinguished
in the minor. The difference to “normal” minors is that we want to keep a set X ⊆ V (G)
of root vertices alive in the minors. An X-legal minor operation is either the deletion of a
vertex y /∈ X, the deletion of any edge, or the contraction of an edge xy into x with y /∈ X.

▶ Definition 19 (Rooted minor). Let G and H be two graphs, X ⊆ V (G) with |X| ≤ |V (H)|,
π : X → V (H) an injection. The pair (G, X) is said to have a π-rooted-minor if G has a
minor H such that each vertex x ∈ X corresponds to the vertex π(x) in H obtained with
X-legal minor operations.
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We are now ready to show the main technical part of this section. Observe that our
definition of rooted minors differs from the definition found in [15] and [17], since all the
vertices of the minor are not necessarily rooted. Let Hd be the complete graph of order four
minus one edge between x and y (K4 \ {x, y}). For a TTSP(u, v)-irreducible graph G, we
define the bijection πd : {u, v} → {x, y} by πd(u) = x and πd(v) = y.

▶ Lemma 20. If G is a TTSP(u, v)-irreducible graph and a block-cut (u, v)-path for some
u, v ∈ V (G), then G has a πd-rooted-minor Hd.

Proof. We will show the property by induction on the order and the size of the graph.
Consider a block-cut (u, v)-path G, such graph is connected. If the order of G is less or equal
to 3, then by Lemma 17, G is not a TTSP(u, v)-irreducible graph and the property is satisfied.
For n = 4, by Lemma 17, G must have two vertices distinct from u and v with degree 3 in
order to be TTSP(u, v)-irreducible, thus G has a diamond subgraph and a πd-rooted-minor
Hd. For n > 4, consider that G is a TTSP(u, v)-irreducible graph and a block-cut (u, v)-path
of order n and size m. Assume by induction that the property is verified for all graphs of
order less or equal to n− 1 or graphs of order n with a size less or equal to m− 1.

If G is not biconnected, then let c1, c2, . . . ck be the articulation points from u to v. Since
G is a block-cut (u, v)-path, any path from u to v crosses these articulation points in order.
Let u = c0 and v = ck+1. Observe that, for any 0 ≤ i ≤ k, the block B between ci and ci+1
must be a TTSP(ci, ci+1)-irreducible graph since otherwise G would not be a TTSP(u, v)-
irreducible graph. B is a TTSP(ci, ci+1)-irreducible graph and a block-cut (ci, ci+1)-path of
order less than n. By induction, B has a π′

d-rooted-minor Hd with π′
d : {ci, ci+1} → {x, y}.

One can find two disjoint paths: one from u to ci and another one from ci+1 to v that do not
contain edges of B. It follows that G has a πd-rooted-minor Hd. Hence, for the remainder of
the proof, one can assume that G is a biconnected graph.

We now consider several cases depending on the neighborhood of u and v. Observe that
the degrees of u and v must be at least two since otherwise G would not be biconnected.

Case 1: u and v are adjacent.
In this case, we consider the graph G′ which is G minus the edge uv. First, we show
that G′ is a block-cut (u, v)-path. By Lemma 6, for any vertex w ∈ V (G) there is a
path from u to v passing through w since G is biconnected. This path also exists in
G′ since it does not use the edge uv in G. It follows that there is no articulation point
separating w from both u and v and so G′ is a block-cut (u, v)-path. Assume, by way
of contradiction, that G′ is a TTSP(u, v) graph. It means that there is a sequence of
operations P and S such that G′ can be turned into K2 while preserving u and v. Using
the same sequence of operations, G can be turned into a multigraph of two vertices u and
v with two edges linking u and v. By applying an operation P , we obtain a K2 and thus
there is a contradiction with the fact that G is a TTSP(u, v)-irreducible graph. Hence,
G′ is a TTSP(u, v)-irreducible graph and a block-cut (u, v)-path. By induction, since G′

is of order n and size m− 1, G′ has a πd-rooted-minor Hd and so has G.
Case 2: u is adjacent to w ̸= v such that w is not adjacent to other neighbors of u.
In this case, one can contract edge uw into u. Observe that if {u, w} is a separator of G

then u is the only articulation point in the connected new graph. One only keeps the
block containing v to obtain the graph G′. G′ is a biconnected simple graph and all of its
vertices are of degree at least 3 except u and v which have degree at least 2 since G′ is
biconnected. By Lemma 17, G′ is a TTSP(u, v)-irreducible graph. Since its order is less
than n, it has a πd-rooted-minor Hd and so has G.
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Case 3: u is adjacent to two vertices w ̸= v and z ̸= v that are adjacent.
We remove u from G obtaining graph G′. Since G is biconnected, G′ is connected. Hence,
there is a path Pwv from w to v in G′ and a path Pzv from z to v. Consider a path Pwv

without z and a path Pzv without w if such paths exist. If Pwv does not contain z and
Pzv does not contain w then u, w, z, v define a πd-rooted-minor Hd. If Pwv contains z

then its subpath from z to v is a path not containing w. Since the same can be said
for Pzv and w, it follows that either Pwv does not contain z or Pzv does not contain w.
Assume, without loss of generality, that all paths between w and v contain z. It means
that z is an articulation point of G′ separating w and v and {u, z} is a separator of G.
Consider the subgraph G′′ obtained by removing from G all vertices that are cut from v

by removing {u, z} (including w). Observe that, since G′′ is biconnected, u has degree at
least 2 in G′′. If z has degree 2, one contracts edge uz into u. Each other vertex of G′′

has the same degree in G′′ and G. It follows that all vertices of G′′ have degree at least 3
except u and v that have degree at least 2. By Lemma 17, G′′ is a TTSP(u, v)-irreducible
graph. Since its order is less than n, it has a πd-rooted-minor Hd and so has G. ◀

▶ Proposition 21. TTSP(u, v) graphs correspond exactly to the block-cut (u, v)-paths which
have no πd-rooted-minor Hd.

Proof. We show the equivalent proposition that states that G is not a TTSP(u, v) graph if
and only if G is not a block-cut (u, v)-path or admits a πd-rooted-minor Hd.
⇐= By Lemma 16, if G is not a block-cut (u, v)-path then it is not a TTSP(u, v) graph.

Hence, one can assume that G is a block-cut (u, v)-path and admits a πd-rooted-minor
Hd. Consider H, the graph obtained after a succession of operations S and P on G such
that no more of these operations can be applied, H is either K2, or, by Lemma 17, a
TTSP(u, v)-irreducible graph. However, S and P are {u, v}-legal minor operation (P being
an edge deletion and S being an edge contraction preserving u and v). Since Hd could not
be reduced with S or P , it means that H must have a πd-rooted-minor Hd. Therefore, H

cannot be K2 and G is not TTSP between u and v.
=⇒ Suppose G is not TTSP between u and v. One can assume that G is a block-cut

(u, v)-path since otherwise the property is satisfied. By Lemma 17, G can be reduced to a
TTSP(u, v)-irreducible graph H. By Lemma 20, H admits a πd-rooted-minor Hd. Since S

and P are particular minor operations, G also admits a πd-rooted-minor Hd. ◀

4.3 Robust distance in terms of rooted diamonds
With Proposition 21, we have established that any block-cut (u, v)-path that is not a TTSP
must have a rooted diamond. With that characterization, it is easier to characterize the
graphs in which d(u, v) is not robust.

▶ Lemma 22. Let G be a connected graph and u, v two vertices of G. If G has a πd-rooted
diamond minor in u, v, then the distance between u and v is not robust.

Proof. Suppose G admits a πd-rooted diamond minor in u, v, where x and y are the other
two vertices (of degree 3 in the minor). It means there are four paths from u to v in G:

c1 that crosses x but not y;
c2 that crosses y but not x;
c3 that is the same path as c1 until x, then crosses y from x before crosses the same
vertices from y to v as c2;
c4 that crosses y then x and finally v by crossing the same vertices as c2 (until y) then c3
(until x) then c1 (until v).
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Consider the subpaths ux, xv, xy, uy and yv crossed by the previous paths, these subpaths
are all disjoints. If the distance between u and v was robust, then it would mean that
l(c1) = l(c2) = l(c3) = l(c4). Hence, we have l(c3) + l(c4) = l(c1) + l(c2) which implies that
2l(xy) = 0. Since x and y are distincts, a path between the two vertices must have a length
of at least 1. Therefore the distance between u and v cannot be robust. ◀

▶ Lemma 23. Let G be a block-cut (u, v) path. If G is not TTSP between u and v, then the
distance between u and v is not robust.

Proof. By Proposition 21, a block-cut (u, v) path which is not a TTSP(u, v) must have a
rooted diamond minor in u, v. By Lemma 22, such a graph cannot have a robust distance
between u and v. ◀

4.4 An efficient recognition algorithm for distance-preserving TTSPs
We are now ready to exploit the above characterizations in order to test efficiently (indeed,
in linear time) whether the distance between two given vertices is robust in a given graph.

▶ Definition 24. A graph G is a TTSP of fixed length (TTSPf) between s and t if, starting
with weights of 1, it is turned into K2 by a sequence of the following operations (see Figure 5):

Pf : Replace a pair of parallel edges of weight i with a single edge of weight i connecting
their common endpoints.
Sf : Replace a pair of edges of weight i and j, incident to a vertex of degree 2 other than
s or t with a single edge of weight i + j.

u v Pf−→
u v

Sf−→
vwu u v

i

i i

i j i + j

Figure 5 The operations Pf and Sf associated with TTSP of fixed length.

Note that a TTSP of fixed length remains de facto a TTSP, because the new operations are
only more restricted. In the following, we say that the length of a weighted path corresponds
to the sum of weights of its edges.

▶ Lemma 25. Let G be a connected edge-weighted multigraph and let s and t be two distinct
vertices in G. Consider the edge-weighted multigraph H that results from applying Pf and
Sf exhaustively on G. For any length d, there is a path c from s to t of length d in G if and
only if there is a path c′ from s to t of length d in H.

Proof. Consider two cases on H:
If H is the result of the operation Pf on two parallel edges e1, e2 of weight i into an edge
e′ of weight i, then:

If c does not cross e1 or e2, then c is the same in H;
If e1 or e2 is crossed by c (but not both), then there is a path c′ in H that is the same
as c but crossing e′ instead, c′ has the same length as c. On the contrary, considering
c′ in H crossing e′, it means that there is a path c in G which crosses e1 or e2 of the
same length.

If H is the result of the operation Sf on a pair of edges e1, e2 of weight i and j incident
to a vertex v of degree 2, into an edge e′ of weight i + j, then:
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If v /∈ c, then the path c is the same in H;
If v ∈ c, then c crosses e1 and e2 (since v has degree 2 and is neither s nor t). In this
case, there is a path c′ in H that is the same as c but that crosses e′ instead of e1
and e2. The length of this path is d − l(e1) − l(e2) + l(e′) = d − i − j + (i + j) = d.
Conversely, a path c′ that crosses e′ in H implies the existence of a path c in G which
crosses the contracted vertex v. These paths have the same length. ◀

Lemma 25 guarantees that the length of the paths from s to t are preserved no matter
how many times the operations Pf and Sf are applied. Therefore, if there is a longer path
in G, it will be possible to find a path of the same length in H after applying a succession of
Pf and Sf operations.

▶ Lemma 26. Let G be a TTSP graph between s and t, the distance between s and t is
robust if and only if G is a TTSP of fixed length.

Proof. ⇐= Lemma 25 shows that if G is turned into K2 with a succession of operations
Pf and Sf , then all paths from s to t in G have length d(s, t), meaning the distance between
s and t is robust.

=⇒ Let G be a TTSP graph between s and t such that the distance between s and t is
robust. Suppose that G can not be reduced to K2 with a succession of operations Pf and
Sf , that is, there is a graph H obtained from G by these operations that cannot be reduced
any further and is not K2:

If Sf cannot be applied to H , then H does not have any vertex of degree 2 (except s and
t), else it would be possible to sum the weight of the edges with the application of Sf ;
If Pf cannot be applied to H, then one of the following must hold:

H does not have any multiple edges and with Sf impossible, that would means that G

is not TTSP;
H has a pair of parallel edges e, f of distinct weights, thus there are in H two paths
of different length between u and v, and same in G (by Lemma 25). By Lemma 5, it
would mean that the distance is not robust. ◀

Finally the following theorem can be proved:

▶ Theorem 27. Let G be a connected graph, u, v two vertices of G and H the graph induced
by the paths from u to v. The distance between u and v is robust if and only if H is a TTSP
of fixed length between u and v.

Proof. The proof combines several previous results:
by Lemma 7, the distance is robust in G ⇐⇒ it is robust in H;
by Lemma 23, the distance is robust in H =⇒ H is TTSP;
by Lemma 26, if H is TTSP, then the distance is robust ⇐⇒ H is TTSP of fixed length.

It can be deduced that if the distance between u and v is robust in G, then H is a TTSP
of fixed length between u and v. Reciprocally, if H is a TTSP of fixed length between u and
v, then the distance between the two vertices is robust in G. ◀

This theorem means that determining the robustness of the distance between two vertices
s, t in a graph G can be done efficiently by performing Algorithm 1 (see below). Our algorithm
is heavily based on the recognition of TTSP by applying the operations S and P from [16].
Here, instead, we apply the operations Pf and Sf designed for TTSPf from Definition 24.
The original algorithm that uses the TTSP operations runs in O(n + m) time. In order to
prove that our algorithm runs in linear time, we will describe the main differences from the
TTSP-recognition algorithm. Our algorithm performs the following steps:
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1. Extract the graph H from G induced by all paths from s to t (by Lemma 7, the robustness
of the distance in H is equivalent to the property in G). Extracting H is similar to
finding every biconnected component crossed by a path from s to t. Finding the block
decomposition is in O(n + m) time [8]. Finding any path from s to t can be done in
O(n + m) time as well in an unweighted graph by doing a Breadth-First-Search. The
time complexity of this step is O(n + m);

2. If H is unweighted, we initiate a weight of 1 on each edge of H, this is done in O(m);
3. Check if H is a TTSPf by applying the algorithm from [16]. The only operations added

are when applying Pf and Sf instead of P and S. Considering that P and S are applied
once per edge (as it is done in the TTSP-recognition algorithm), we only need to verify
that we add a constant number of operations for each use of Pf and Sf . First of all,
with Sf , applied in Lines 22-33, in the original algorithm, the vertex v of degree 2 is
removed with its two edges e1, e2 and a new edge e is added to connect its neighbors
v1, v2, creating a potential multiple edge. Here, the newly created edge e has a weight
equal to the sum of the deleted edges e1, e2 as shown in Line 26, adding two integers is a
constant operation performed once per Sf operations. With the Pf operation, instead of
checking every edge of the adjacency list, the original algorithm checks the first edge in
the adjacency list of v. After removing the invalid edges in Line 12 that were virtually
removed in Lines 17 and 28, the algorithm then checks if a pair of edges that share the
same endpoints, in which case it applies P . Here, we first make sure that both edges have
the same weight as shown in Line 15, if their weight is different, then the graph is not a
TTSPf since Pf would not be applicable. The same kind of verification is done near the
end of the algorithm between the remaining edges between s and t in Line 40. Since this
verification is only a comparison of integers, it can be done in constant time, as stated
before, Pf and Sf being done once per edge, this step of our algorithm adds a complexity
of O(m) to the complexity of the original algorithm, therefore this step runs in O(n + m).

5 Concluding remarks and open questions

In this paper, we have shown that the concept of a robust diameter is quite different from
the one of robust pairwise distances, so much so that the corresponding decision problems
have very different complexities. In the case of the distance, we have identified and exploited
a strong connection between TTSP graphs and robust distances, which allowed us to design
a linear time algorithm for testing if a given distance is robust. It would be interesting
to consider more relaxed versions of the robustness, where one does not ask only whether
the distance (or diameter) remains exactly the same, but also whether the deterioration
may preserve some comparative quality (this information would have a more practical use).
For example, how difficult is it to decide if the distance between u and v may deteriorate
up to d(u, v) + k for a fixed k? Similarly, can the robustness of diameter be approximated
in the sense of deciding whether the diameter may deteriorate beyond a certain factor of
its original value? Beyond the particular case of robust distances and diameter, the study
of robust properties in general is in its infancy, and it would be interesting to see if some
meta-theorems can be obtained for robust properties in general.
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Algorithm 1 Determination of the robustness of the distance.

Data: G = (V, E), s, t ∈ V (G)
Result: True iff dist(s, t) is robust

1 H ← inducedPathsGraph(G, s, t);
2 (order, size)← (|V (H)|, |E(H)|);
3 for e ∈ E(H) do
4 e.weight← 1;
5 e.valid← True ; /* Presence of edges in H */
6 X ← V (H) \ {s, t};
7 while X ̸= ∅ do
8 v ← X.removefirst();
9 while v.degree() > 2 do

10 (e1, e2, e3)← (v.edges()[0], v.edges()[1], v.edges()[2]);
11 if ∃e ∈ {e1, e2, e3}, e.valid = False then
12 v.edges().delete(e);
13 else if ∃(e, f) ∈ {e1, e2, e3}, e, f have the same endpoints then
14 if e.weight ̸= f.weight then
15 return False ; /* Pf cannot be applied */
16 else
17 f.valid← False;
18 size← size− 1;
19 v.edges().delete(f);
20 else
21 exit while;
22 if v.degree() = 2 then
23 (e1, e2)← v.edges() ; /* Application of Sf */
24 (v1, v2)← v.neighbors();
25 e← NewEdge(v1, v2);
26 e.weight← e1.weight + e2.weight;
27 H.addEdge(e);
28 (e1.valid, e2.valid)← (False, False);
29 (order, size)← (order − 1, size− 1);
30 if v1 ̸= s and v1 ̸= t then
31 X.add(v1);
32 if v2 ̸= s and v2 ̸= t then
33 X.add(v2);
34 if order > 2 then
35 return False;
36 if size > 1 then
37 w ← E(H)[0].weight ; /* Final application of Pf on st edges */
38 for e ∈ E(H) do
39 if e.weight ̸= w then
40 return False;
41 return True;
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Abstract
Networked systems of autonomous agents, and applications thereof, often rely on the control primitive
of average consensus, where the agents are to compute the average of private initial values. To
provide reliable services that are easy to deploy, average consensus should continue to operate when
the network is subject to frequent and unpredictable change, and should mobilize few computational
resources, so that deterministic, low powered, and anonymous agents can partake in the network.

In this stringent adversarial context, we investigate the implementation of average consensus by
distributed algorithms over networks with bidirectional, but potentially short-lived, communication
links. Inspired by convex recurrence rules for multi-agent systems, and the Metropolis average
consensus rule in particular, we design a deterministic distributed algorithm that achieves asymptotic
average consensus, which we show to operate in polynomial time in a synchronous temporal model.

The algorithm is easy to implement, has low space and computational complexity, and is fully
distributed, requiring neither symmetry-breaking devices like unique identifiers, nor global control
or knowledge of the network. In the fully decentralized model that we adopt, to our knowledge, no
other distributed average consensus algorithm has a better temporal complexity.

Our approach distinguishes itself from classical convex recurrence rules in that the agent’s values
may sometimes leave their previous convex hull. As a consequence, our convergence bound requires
a subtle analysis, despite the syntactic simplicity of our algorithm.
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1 Introduction

1.1 Asymptotic average consensus
We consider a networked system of n agents – the generic term we use to denote the
autonomous nodes of the network – denoted by the integer labels 1, . . . , n. Agent i begins
with an input value µi ∈ R, and maintains an estimate xi(t) of an objective. The input
represents the agent’s private observation of some aspect of its environment, which we assume
to be taken arbitrarily from the domain of the problem; for example, the input may be a
temperature reading, or the agent’s initial position in space or velocity, if it is mobile. The
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10:2 Computing Outside the Box

estimate represents some aspect of the environment affected by the agent; depending on the
system, it may simply be a local variable in the agent’s memory, or it may directly represent
some external parameter like the agent’s heading or altitude.

Here, we focus on (asymptotic) average consensus, a control primitive widely studied
by the distributed control community, where the estimates are made to achieve asymptotic
consensus on the average of the input values – that is, to jointly converge towards the same
limit µ := 1

n

∑
i µi. The problem of computing an average is central to many applications in

distributed control: let us cite sensor fusion and data aggregation [37, 27, 36], distributed
optimization and machine learning [24, 28, 26], collective motion [32, 30], and more [13, 8, 12].
More generally, an average consensus primitive can be used to compute the relative frequency
of the input values [16], and as such allows for the distributed computation of other statistical
measures, for example the mode – the value with the highest support.

We study the problem of designing distributed algorithms for average consensus in the
adversarial context of dynamic networks, where the communication links joining the agents
change over time. Indeed, average consensus primitives are often needed in inherently dynamic
settings, that static models fail to adequately describe. For a few examples, let us cite mobile
ad-hoc networks, where links change as external factors cause the agents to move in space;
autonomous vehicular networks, where agents are in control of their motion; or peer-to-peer
networks, where constant arrivals and departures cause the network to reconfigure.

Specifically, we study distributed algorithms in a fully decentralized context: all agents
start in the same state, run the same local algorithm, receive no global information about
the system, only manipulate local variables, and interact with the system exclusively by
exchanging messages with neighboring agents in the instantaneous communication graph.
These constraints preclude the use of many standard solutions where the agents receive
unique identifiers, where an agent is designated as a leader, or where tll agentshey initially
agree on a bound on the network’s degree or size. Moreover, we adopt a standard local
broadcast communication model, particularly suited to modeling wireless networks, in which
agents cast their messages without knowledge of their eventual recipients, and in particular
cannot individually address their neighbors.

These conditions make it extremely hard to compute functions of the input values
µ1, . . . , µn: on general fixed directed networks, deterministic distributed algorithms are only
capable of computing functions that depend on the set of the input values {µ1, . . . , µn}, but
not on their multi-set [17]. In particular, this precludes the distributed computation of the
average. Here, we only consider networks with bidirectional communication links. Under this
condition, the problem is rather simple if we assume a static communication graph [37, 5], in
which case we can even deploy efficient solutions [31, 28] relying on spectral properties of the
underlying graph. The problem is obviously much harder in a dynamic setting, which, for
example, forbids the use of such sophisticated spectral techniques.

1.2 Contribution

A standard approach to asymptotic consensus has agents regularly adjust their estimates as
a convex combination of those of their neighbors [10, 33], defined by a convex recurrence rule.
We adopt a standard model of synchronized rounds, where this is expressed as a recurrence
relation taking the generic form xi(t) =

∑
j∈Ni(t) aij(t)xj(t − 1), where the weights aij(t)

are taken to form a convex combination, and the sum is over an agent’s incoming neighbors
in the communication graph at round t.
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While asymptotic consensus is guaranteed as long as the never permanently splits [22],
the estimates do not, in general, converge towards the average µ; reaching average consensus
usually requires additionally enforcing symmetric weights aij(t) = aji(t). Here, we study
distributed algorithms for average consensus, i.e., we are interested in devising an algorithm
that produces such weights through local computations only, in a fully decentralized manner.

For a simple example, average consensus comes easily by picking the weights aij(t) = 1
n

when agents i ̸= j are neighbors in round t, and aii(t) = 1− degi(t)−1
n . However, this scheme

might be simple to describe, but getting the agents to use these weights clearly requires
getting them to know n, which is itself a serious distributed computing problem.

We will argue that the Metropolis rule [37], defined by the weights aij(t) = 1
max(degi(t),degj (t))

for any two i ≠ j neighbors in round t, breaks down over dynamic networks because of similar,
albeit subtler, issues. We then propose a symmetric recurrence rule that is implementable
over dynamic bidirectional networks, that we show to produce average consensus over any
sufficiently connected network. The issues faced by the Metropolis rule are overcome by
making the rule sometimes break convexity, which allows for keeping the average of the
estimates constant even though the network changes unpredictably.

The temporal convexity of our distributed algorithm is polynomial, namely with a
bound in O(n4 log n), whereas the theoretical complexity bound of the Metropolis rule is
of O(n2 log n) [5]. To the best of our knowledge, this is the first deterministic algorithm
that achieves asymptotic average consensus over bidirectional dynamic networks without any
centralized input or symmetry-breaking assumptions. We note in passing that there exist
randomized algorithms that are efficient in bandwidth and memory and converge in O(n)
rounds to a good approximation of the average µ with high probability [6, 20, 23].

We dub our distributed algorithm MaxMetropolis. Compared to the Metropolis rule, the
change that we propose is deceptively simple: in the expression of the Metropolis weights,
we replace the degree degi(t) with the value degi(t − 1) = max{degi(1), . . . , degi(t − 1)}.
However, the resulting rule is no longer convex – the estimates xi(t) may sometimes leave
the convex hull of the set {x1(t− 1), . . . , xn(t− 1)} – which makes the analysis substantially
harder than in the purely convex case. Interestingly, although such “bad”, convexity-breaking
rounds, can happen at an arbitrarily late stage in the execution, we are able to bound the
convergence time independently of when bad rounds occur – that is, once our target error
threshold has been reached, disagreement in the system can still increase in later bad rounds,
but not enough to break the threshold again.

1.3 Related works
Average consensus itself is at the center of a large body of works: among many others, let
us cite [33, 34, 8, 19, 35, 37, 25, 3, 13, 28, 14], and see [26] for a recent overview of the
domain. The approach based on doubly stochastic matrices in particular has been studied
in depth, notably in [25, 29], with an analytical approach that focuses on aspects such
as the temporal complexity and tolerance to quantization, whereas we address issues of a
distributed nature, in particular the implementation of rules by distributed algorithms. We
also note earlier work on random walks by Avin et al., who showed that dynamic networks
can present considerable obstacles to mixing, in stark contrast with the well-behaved static
case. Although their proposed solution is not directly implementable in our model, as it
leverages global information (a bound over n), their study nonetheless deeply influenced the
current work.

Of interest to our argument, we note that [35] looks for the fixed affine weights that
optimize the speed of convergence towards average consensus over a given fixed graph, and
find that the weights can often be negative. Our algorithm is itself able to solve average
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consensus over dynamic networks precisely because it is sometimes allowed to use negative
weights. When compared with our approach, the important difference is that we consider
dynamic graphs and focus on distributed implementation of the recurrence rules, while the
weights obtained in [35] are given by a centralized optimization problem, and are incompatible
with a distributed approach.

A number of strategies aim at speeding up convex recurrence rules over static networks by
having the agents learn what amounts to spectral elements of the graph Laplacian [4], and can
result in linear-time convergence [31]. As is the case here, these represent distributed methods
by which the agents learn structural properties of the communication graph. However, these
methods rely on centralized symmetry-breaking crutches like unique identifiers, and their
memory and computation footprint is much greater than ours, with agents computing and
memorizing, in each round, the kernels of Hankel matrices of dimension Θ(n) ×Θ(n). In
contrast, our method can be used by anonymous agents, requires ⌈log n⌉ additional bits of
memory and bandwidth, and has a trivial computational overhead.

2 Preliminaries

2.1 Mathematical toolbox
Let us fix some notation. If k is a positive integer, we denote by [k] the set {1, . . . , k}. If any
set S ⊂ R is non-empty and bounded, we denote its diameter by diam S := max S −min S.

A directed graph (or simply graph) G = (V, E), with vertices in V and edges in E ⊆ V ×V ,
is called reflexive when (i, i) ∈ E for all i ∈ V ; G is bidirectional when (i, j) ∈ E ⇐⇒
(j, i) ∈ E for all i, j ∈ V ; and G is strongly connected when directed paths join any pair of
vertices – or simply connected when G is bidirectional.

All graphs that we consider here will be reflexive, bidirectional, and connected graphs
of the form G = ([n], E). In such a graph, the vertices linked to some vertex i form its
neighborhood Ni(G) := {j ∈ [n] | (j, i) ∈ E}, and the count of its neighbors is its degree
degi(G) := |Ni(G)|. By definition, the degree is at most n, and in a reflexive graph it is at
least 1.

We consistently denote matrices and vectors in bold italic style: upper case for matrices
(e.g., A) and lower case for vectors (e.g., u), with their individual entries in regular italic
style, (e.g., Aij , uk). The shorthand vN denotes the infinite vector sequence v(0), v(1), . . ..

The graph GA = ([n], E) associated to a matrix A ∈ Rn×n is defined by (j, i) ∈ E ⇐⇒
Aij ≠ 0 for all i, j ∈ [n]. The matrix A is said to be irreducible when GA is strongly
connected.

Given a vector v ∈ Rn, we write diam v to mean the diameter of the set {v1, . . . , vn} of
its entries. The diameter constitutes a seminorm over Rn; we call consensus vectors those of
null diameter.

A matrix or a vector with non-negative (resp. positive) entries is itself called non-negative
(resp. positive). A vector is called stochastic if its entries are non-negative sum to 1.

A matrix A is stochastic if its rows are all stochastic – that is, if A1 = 1 – and any
matrix that satisfies the condition A1 = 1 will be said to be affine. We say that a matrix A

is doubly stochastic when both A and AT are stochastic.
We denote the mean value of a vector v ∈ Rn by ⟨v⟩ := 1

n

∑
i vi. Doubly stochastic

matrices play a central role in the study of average consensus, as multiplying any vector v

by a doubly stochastic matrix A preserves its average – that is, ⟨Av⟩ = ⟨v⟩.
For any matrix A ∈ Rn×n, we can arrange its n eigenvalues λ1, . . . , λn, counted with

their algebraic multiplicities, in decreasing order of magnitude: |λ1| ⩾ |λ2| ⩾ · · · ⩾ |λn|.
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Under this convention, the spectral radius of the matrix A is the quantity ρA := |λ1|, and
its spectral gap is the quantity γA := |λ1| − |λ2|. In particular, a stochastic matrix has a
spectral radius of 1, which is itself an eigenvalue for the eigenvector 1.

2.2 Computing model

We consider a networked system of n agents, denoted 1, 2, . . . , n. Computation proceeds
in synchronized rounds that are communication closed, in the sense that no agent receives
messages in round t that are sent in a different round. In each round t ∈ N>0, each agent i

successively

1. broadcasts a single message mi(t) determined by its state at the beginning of round t

2. receives some messages among m1(t), . . . , mn(t)

3. undergoes an internal transition to a new state

4. produces a round output xi(t) ∈ R and proceeds to round t + 1.
The agents receiving agent i’s message mi(t) are unknown to agent i at the time of emission,
in step 1. Communications that occur in round t are modeled by a directed graph G(t) :=
([n], E(t)), called the round t communication graph, which may change from one round to
the next. We assume each communication graph G(t) to be reflexive, as an agent always has
access to its own messages without delay or transmission loss.

Messages to be sent in step 1 and state transitions in step 3 are determined by a sending
and a transition functions, which together define the local algorithm for agent i. Collected
together, the local algorithms of all agents in the system constitute a distributed algorithm.
We posit no a priori global coordination or knowledge of the agents: in particular, we assume
no leader, no unique identifiers, and no initial agreement on global parameters such as n. An
agent’s computations only involve its own local variables in memory.

An execution of a distributed algorithm is a sequence of rounds, as defined above, with
each agent running the corresponding local algorithm. We assume that all agents start
simultaneously in round 1, since the algorithms under our consideration are robust to asyn-
chronous starts, retaining the same time complexity as when the agents start simultaneously.
Indeed, asynchronous starts only induce an initial transient period during which the network
is disconnected, which cannot affect the convergence and complexity results of algorithms
driven by convex recurrence rules.

In any execution of a distributed algorithm, the entire sequence xN is determined by
the input vector µ and the patterns of communications in each round t, i.e., the sequence
of communication graphs G := (G(t))t⩾1, called the dynamic communication graph of the
execution, and so we write xN = xN(G, µ). When the dynamic graph G is understood, we let
Ni(t) and degi(t) respectively stand for Ni(G(t)) and degi(G(t)). As no confusion can arise,
we will sometimes identify an agent with its corresponding vertex in the communication
graph, and speak of the degree or neighborhood of an agent in a round of an execution.

We call a network class a set of dynamic graphs; given a class C, we denote by C|n the
subclass {G ∈ C | |G| = n}. Here, our investigation will revolve around the class Bc of
dynamic graphs of the following sort.

▶ Assumption 1. In each round t ∈ N>0, the communication graph G(t) is reflexive,
bidirectional, and connected.
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3 Recurrence rules for consensus

We distinguish local algorithms, as defined above, from the recurrence rules that they
implement: the latter are recurrence relations that only describe how the estimates xi(t)
change over time, while the former specifies the distributed implementation of such rules
in the system, through local interactions. This discrepancy is apparent in the Metropolis
rule, whose distributed implementation over dynamic networks is problematic due to its
dependence on “knowledge at distance two”.

3.1 Affine recurrence rules
Definition

Here, we focus on algorithmic solutions to the average consensus problem whose executions
realize recurrence relations of the general form

xi(t) =
∑

j∈Ni(t)

aij(t)xj(t− 1), (1)

where the time-varying weights aij(t) satisfy the affine constraint
∑

j∈Ni(t) aij(t) = 1 and
may depend on the dynamic graph G and the input values µ1, . . . , µn. We refer to such
relations as affine recurrence rules, and we say that a distributed algorithm implements the
rule, insisting again that a distributed algorithm is distinct from the rule it implements.

Because of the constraint
∑

j∈Ni(t) aij(t) = 1, the self-weights satisfy aii(t) = 1 −∑
j∈Ni(t)\{i} aij(t). An affine recurrence rule is thus fully specified by the weights aij(t)

assigned to an agent’s proper neighbors j ̸= i.
The affine rule of Equation (1) is equivalent to the vector equation x(t) = A(t)x(t− 1),

where Aij(t) = aij(t) when i and j are neighbors in round t, and Aij(t) = 0 otherwise. The
affinity constraint then corresponds to the condition A(t)1 = 1.

Convexity and convergence

We call the rule convex when all weights are non-negative – equivalently, when all matrices A(t)
are stochastic. By and large, the study of affine recurrence rules focuses on that of convex
recurrence rules, which guarantee convergence under mild conditions. We recall a standard
convergence result, found under various forms in the literature, see for example [7, 33, 18, 22].

▶ Proposition 2. Assume that the weights of Equation (1) admit a uniform positive lower
bound α: aij(t) ⩾ α > 0 for all t, i, and j ∈ Ni(t). Under Assumption 1, the vectors x(t)
converge to a consensus vector.

We speak of uniform convexity when such a parameter α exists, and we note that in this
case asymptotic consensus is actually ensured by conditions much weaker than Assumption 1:
for bidirectional interactions, it is enough that the network never become permanently
split [22, Theorem 1].

Remark that Proposition 2 says nothing of the value of the consensus; affine recurrence
rules for average consensus are typically designed to produce matrices that are doubly
stochastic. By enforcing the invariant ⟨x(t)⟩ = ⟨x(t− 1)⟩, this makes the initial average µ

the only admissible consensus value.
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The convergence time of a single sequence zN, given by T(ε; zN) := inf{t ∈ N | ∀τ ⩾
t : diam z(τ) ⩽ ε}, measure its progress towards asymptotic consensus. For a rule or an
algorithm, we consider the more helpful worst-case relative convergence time over a class C:
for a system of n agents, it is defined by

T(ε; n,C) := sup
µ∈Rn

sup
G∈C|n

T
(
ε · diam µ; xN(G, µ)

)
, (2)

where we drop the class C if it is clear from the context.
We recall the following bounds for uniformly convex recurrence rules over the class Bc:

when all matrices are doubly stochastic, the convergence time is in O(α−1n2 log n/ε) [25,
Theorem 10]. In the common case that α = Θ(1/n), all rules are known to admit executions
that do not converge before Ω(n2 log 1/ε) rounds over the fixed line graph with n vertices [29,
Theorem 6.1].

3.2 Consensus and average consensus rules
The EqualNeighbor rule

The prototypical example of a convex recurrence rule is the EqualNeighbor rule, where an
agent assigns the equal weights to all its neighbors, itself included:

xi(t) = 1
degi(t)

∑
j∈Ni(t)

xj(t). (3)

We can mechanically derive an algorithm implementing the EqualNeighbor rule: in
each round t, broadcast one’s latest estimate xi(t− 1), and pick as new estimate xi(t) the
arithmetic mean of the incoming values. Since degi(t) ⩽ n, this rule admits 1/n as a parameter
of uniform convexity, and for a dynamic graph of Bc, Proposition 2 shows that any solution
to Equation (3) converges to a consensus vector.

Clearly, the EqualNeighbor rule does not solve the average consensus problem on the
entire class Bc, as the weights are generally not symmetric, unless each communication
graph G(t) is regular – that is, if all its vertices have the same degree.

The Metropolis rule

In [37], Xiao et al. investigate the problem of distributed sensor fusion with the help
of an average consensus primitive. For that, they describe the “maximum-degree” rule,
parametrized with an integer N ⩾ 1, defined by the constant weights aij(t) = 1/N for any
agents i ̸= j neighbors in round t.

The authors note that this rule solves average consensus over the class ∪n⩽NBc|n, but
remark that implementing this rule hinges on the agents initially agreeing on the bound N ,
embedding an assumption of centralized control. This makes the “maximum-degree” rule
inapplicable over truly decentralized systems – indeed, our communication model does not
generally allow for the distributed computation of such a bound N [1]. Xiao et al. go on
suggesting the alternative rule:

xi(t) = xi(t− 1) +
∑

j∈Ni(t)

xj(t− 1)− xi(t− 1)
max(degi(t), degj(t)) , (4)

generally referred to as the Metropolis rule, as it is inspired from the Metropolis-Hastings
method [15, 21].
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Analytically, this rule is appealing, as it was recently shown [5] to display a worst-case
convergence time of O(n2 log n) over the entire class Bc – making it the fastest rule known
to us to solve either consensus or average consensus on that class. From a computational
perspective, it is argued in [37] that the Metropolis rule is better suited for decentralized
systems, as it only leverages “local” knowledge. Indeed, agents can implement this rule
knowing only, in each round, their own degrees in the current communication graph and
that of their neighbors – compared to the initial agreement over N ⩾ n required of the
“maximum-degree” rule.

Unfortunately, local algorithms cannot implement the Metropolis rule over dynamic
networks. The rule is only “local” in the weak sense that an agent’s next estimate xi(t)
depends on information present within distance 2 of agent i in the communication graph G(t),
which is not local enough when the network is subject to change.

Indeed, since agent j ∈ Ni(t) only learns its round t degree degj(t) at the end of round t

– by counting its incoming messages – it cannot share this information with other agents
before the following round. Any distributed implementation of the Metropolis rule would
therefore require communication links that evolve at a slow and regular pace; one can imagine
a network whose topology can only change once every k rounds, when t ≡ 0 mod k, e.g., at
even rounds.

When the network is subject to unpredictable changes, the situation is even worse: we
need to warn all agents, ahead of time, about any upcoming topology change. In effect, this
amounts to having a global synchronization signal precede every change in the communication
topology. For a topology change in round t0, this differs little from starting an entirely new
execution with new input values µ′

1 = x1(t0 − 1), . . . , µ′
n = xn(t0 − 1). To paraphrase, given

a sufficiently stable communication network, one “can” implement the Metropolis rule over
dynamic networks; however, the execution is fully decentralized only as long as no topology
change actually occurs.

We note that, although we have covered the Metropolis rule here, other average consensus
rules typically face similar problems, even when expressingly designed for dynamic networks.
As an example, while the Metropolis rule can be implemented with a two-message protocol –
e.g., on a communication graph that changes every other round, and with all agents agreeing
on the parity of the round number, see e.g., [9] for a discussion – the rules given in [29,
Algorithm 8.2] and [25, Section IV.A] involve a three-message protocol. Their implementation
thus requires more network stability, and a stronger agreement, than Metropolis.

4 The MaxMetropolis algorithm

4.1 A symmetric affine rule

Symmetrizing

Let us briefly recall the idea of the Metropolis-Hastings [15, 21] method: given a positive
stochastic vector π, the method turns a stochastic matrix A – usually viewed as the transition
matrix of a reversible Markov chain – into another stochastic matrix A′ with stationary
distribution π, by picking off-diagonal entries as A′

ij = min
(

Aij ,
πj

πi
Aji

)
. When π is the

constant vector
( 1

n , 1
n , · · · , 1

n

)
, we get the simpler transform M(−), defined entry-wise by:

∀i, j ∈ [n] : [M(A)]ij =
{

min(Aij , Aji) j ̸= i

1−
∑

k ̸=i min(Aik, Aki) j = i.
(5)
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Let us call this transform the Metropolis-Hastings symmetrization; as an example, the
symmetrization of the EqualNeighbor matrix yields the Metropolis matrix. We can make a
few remarks: for any matrix A, the matrix M(A) is affine and symmetric by construction,
and for any j ≠ i we have [M(A)]ij ⩽ Aij and therefore [M(A)]ii ⩾ Aii. In particular, if
the matrix A is stochastic with positive diagonal entries, then so is M(A); if we can use
Proposition 2 to establish the convergence of the system x(t) = A(t)x(t−1), then necessarily
the system y(t) = M(A(t))y(t− 1) also converges, and achieves average consensus.

Bound learning

To apply the Metropolis-Hastings symmetrization while avoiding the aforementioned lim-
itations of the Metropolis rule, let us temporarily assume that each agent i ∈ [n] initially
knows an upper bound qi ⩾ 1 over its degree throughout the execution, i.e., qi ⩾ degi(t) for
all t ⩾ 1.

In this case, an agent may broadcast in each round the pair ⟨qi, xi(t− 1)⟩ to its neighbors,
and adjust its estimate as

xi(t) = xi(t− 1) +
∑

j∈Ni(t)

xj(t− 1)− xi(t− 1)
max(qj , qi)

; (6)

we easily see that this rule produces symmetric weights (aij(t) = aji(t)) and has a uniform
convexity parameter of 1/ maxi qi. For a dynamic graph of Bc, any solution zN of Equation (6)
converges to a consensus vector, by Proposition 2, and therefore achieves asymptotic average
consensus, since the weights are symmetric. Using e.g., the aforementioned result of [25,
Theorem 10], we can show that the convergence time behaves as O(maxi qi · n2 log n/ε), which
is polynomial in n when the bounds qi themselves are.

Obviously, assuming such bounds qi supposes that the agents dispose of information about
the dynamic structure of the network ahead of the execution, which our model explicitly
disallows. Instead of assuming such bounds, we next show that we can solve the average
consensus problem for the class Bc by making agents learn good bounds over time in a
manner consistent with our symmetric and local model.

To this effect, for each agent i we let degi(t) := max{degi(1), . . . , degi(t)} for any round t.
For a dynamic graph in Bc|n, the value degi(t) ∈ [2, n] is weakly increasing with t, and
therefore stabilizing: we have degi(t) = degi := maxτ⩾1 degi τ for all rounds t beyond some
round t∗

i , Thus, by keeping track of degi(t), agent i will eventually hold a bound on its future
degrees for the rest of the execution, which may be used to implement Equation (6), not for
the whole interval [1,∞[, but on all but finitely many rounds.

Moreover, we have by definition degi(t) ⩾ degi(t), so that using degi(t) in place of qi in
Equation (6) produces a convex rule – even though degi(t) may be inferior to agent i’s future
degree. Unfortunately, the weights 1

max(degi(t),degj(t)) cannot be computed in a local manner:

since degi(t) depends on degi(t), the issues of the Metropolis rule apply here as well, as an
agent cannot communicate its degree to its neighbors at the time they need the information.

We overcome this obstacle with a small, but crucial adjustment: building the round t

weights using the latest known bound degi(t − 1) in place of degi(t) allows us to conform
to the stringent locality constraints by sacrificing the convexity of the rule. Specifically, we
propose the MaxMetropolis algorithm – given in Algorithm 1, – a deterministic distributed
algorithm which solves the average consensus problem over the class Bc in polynomial time,
by implementing the rule

xi(t) = xi(t− 1) +
∑

j∈Ni(t)

xj(t− 1)− xi(t− 1)
max

(
degj(t− 1), degi(t− 1)

) . (7)
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Algorithm 1 The MaxMetropolis algorithm, code for agent i.
Input: µi ∈ R

1 Initially:
2 xi ← µi ;
3 qi ← 2 ;
4 In each round do:
5 send mi = ⟨xi, qi⟩ ;
6 receive mj1 , . . . , mjd

; ▷ d neighbors

7 xi ← xi +
d∑

k=1

xjk
−xi

max(qi,qjk
) ;

8 qi ← max(qi, d) ;
9 output xi ;

The weights are clearly symmetric, and so any solution to Equation (7) satisfies the
invariant ⟨x(t + 1)⟩ = ⟨x(t)⟩. Moreover, by construction, there exists a round t∗ after which
we have degi(t − 1) = degi ⩾ degi(t); the assumptions of Proposition 2 are then satisfied
over the infinite interval [t∗,∞[. Taken together, these observations immediately give us that
MaxMetropolis is an average consensus distributed algorithm for the class Bc.

On the other hand, in contrast with the Metropolis rule, the MaxMetropolis rule offers
no guarantee of convexity: we easily see that if, for example, degi(t) is much larger than
degi(t− 1), xi(t) may leave the convex hull of {xj(t− 1) | j ∈ Ni(t)}, and in fact may even
leave the convex hull of {xj(t− 1) | j ∈ [n]}. Such convexity-breaking rounds can occur late
in the execution, and our main analytical difficulty will be to show that these “late bad
rounds” cannot introduce too much noise in the system once a given degree of agreement
has been reached.

▶ Theorem 3. The MaxMetropolis algorithm solves the average consensus problem in all of
its executions over the class Bc. For a system of n agents and an error threshold of ε > 0,
the convergence time is bounded by T(ε; n) = O(n4 log n/ε).

4.2 Temporal complexity of the MaxMetropolis algorithm
To prove Theorem 3, we need to introduce a few technical results borrowed from [5], where
they are given a more general and detailed exposition. In the following, we denote by
σ(−) the sample standard deviation: σ(x) :=

√∑
i(xi − ⟨x⟩)2. The crux of the proof is

to dominate σ(x(t)) with a geometrically decreasing sequence, taking care when handling
matrices with possibly negative entries.

▶ Lemma 4. For any vector v ∈ Rn, we have√
2/n σ(v) ⩽ diam v ⩽ 2 σ(v). (8)

The inequalities are strict if, and only if, the vectors v and 1 are independent.

Proof. Developing the definition of the standard deviation, we have σ(v) =
√

1
2
∑

i ̸=j
(vi − vj)2,

which yields the left-hand side inequality. Moreover, without loss of generality we can assume
⟨v⟩ = 0, in which case σ(v) = ∥v∥; the right-hand side inequality then follows from the
classic bounds diam− ⩽ 2 ∥−∥∞ and ∥−∥∞ ⩽ ∥−∥. ◀
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The following lemma is a restatement of a standard variational characterization of the
eigenvalues of the matrix I−ATA; see e.g., [11] for an in-depth treatment of the question.

▶ Lemma 5. Let A denote a doubly stochastic matrix, irreducible and with positive diagonal
entries. For any vector v, we have

σ(Av) ⩽
√

1− γATA σ(v); (9)

in the particular case where A is symmetric, we have σ(Av) ⩽ (1− γA) σ(v).

Finally, we will rely on the following spectral bound, given in [25, Lemma 9].

▶ Lemma 6. Let A be a stochastic matrix, with smallest positive entry α. If A is symmetric,
irreducible, and has positive diagonal entries, then we have

γA ⩾
α

n(n− 1) . (10)

With Lemmas 4–6, we can turn to the proof of Theorem 3.

Proof of Theorem 3. Let us fix a dynamic graph G ∈ Bc with n ⩾ 2 vertices, and define

degi(t) := max
τ⩽t

degi τ, degi := sup
t⩾1

degi(t), degG := max
i∈[n]

degi, and

K := {t ⩾ 1 | ∃i : degi(t− 1) < degi(t)},
(11)

where by convention we set degi(0) = 2 so that the set K is properly defined. By definition,
each sequence degi(t) is weakly increasing with t, and has degi for limit. Since degi(t) ⩽ n,
there are at most degi rounds with degi(t− 1) < degi(t). The set K is therefore finite, with
cardinal δ := |K| ⩽

∑
i degi. We let t∗ := maxK + 1; by construction, in all rounds t ⩾ t∗

we have degi(t) = degi.
By an immediate induction, we see that, in any execution of the MaxMetropolis algorithm

over the dynamic communication graph G, the sequence of estimate vectors satisfies the
recurrence relation x(t) = A(t) x(t − 1), where the affine MaxMetropolis matrix A(t) is
given for off-diagonal entries i ̸= j by

Aij(t) =


1

max
(
degi(t− 1), degj(t− 1)

) j ∈ Ni(t)

0 j /∈ Ni(t),
(12)

and x(0) = (µ1, . . . , µn) is given by the input values of the execution.
Equation (12), shows that the affine matrix A(t) is symmetric, and thus for any vector v

we have ⟨A(t)v⟩ = ⟨v⟩. This is true for all t ⩾ 1, and so ⟨x(t)⟩ = µ is an invariant of the
execution. If we show asymptotic consensus, then the consensus value is necessarily the
initial average µ.

As a result of the Metropolis-Hastings symmetrization, the diagonal entries of the matrix
A(t) satisfy

Aii(t) ⩾ 1− degi(t)− 1
degi(t− 1)

, (13)

which gives in particular Aii(t) ⩾ 1/n when t /∈ K. The vector sequence (x(t))t⩾t∗ thus
satisfies the assumptions of Proposition 2 for the uniform convexity parameter α = 1/n, and
so x(t) converges to a consensus vector. As already discussed, the limit value is necessarily
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the initial average µ, and the system achieves asymptotic average consensus. This holds for
any dynamic graph G ∈ Bc and arbitrary input values µ1, . . . , µn, and thus MaxMetropolis
is an average consensus algorithm for the class Bc.

It remains to show the polynomial convergence bound T(ε; n) = O(n4 log n/ε). We start
with the remark that the diagonal entry Aii(t) can be negative in a round t during which
degi(t) > degi(t− 1). Because of this, the estimate xi(t) might end up outside the range of
the previous estimates {x1(t), . . . , xn(t)}. As a consequence, rounds t ∈ K are “bad” rounds,
where the system may move away from consensus, delaying the eventual convergence. In the
class Bc, there is no uniform upper bound on the value of t∗, and such convexity-breaking
rounds may occur arbitrarily late in the execution. Our challenge is therefore to show that,
in finite time, the system reaches a given degree of agreement which cannot be undone in
later “bad” rounds. We do this by accounting, from the start, the total delay that can be
accrued in rounds t ∈ K.

We follow the variations of the sample standard deviation S(t) := σ(x(t)) from one round
to the next, distinguishing on whether t ∈ K or not.

Case t /∈ K. By Equation (13), the irreducible matrix A(t) has positive diagonal entries,
and thus has a positive spectral gap. By Lemma 5, we have

∀t /∈ K : S(t) ⩽ (1− γA(t)) · S(t− 1). (14)

Case t ∈ K. Here, the matrix A(t) may have negative diagonal entries. It need not be
a stochastic matrix, and indeed its spectral radius ρA(t) is possibly greater than 1.
However, as a symmetric matrix, the matrix A(t) is diagonalizable, and thus we have
∥A(t)v∥ ⩽ ρA(t) · ∥v∥ for any vector v. For the particular case v = x(t− 1)− µ1, this
results in

∀t ∈ K : S(t) ⩽ ρA(t) · S(t− 1). (15)

Equation (15) actually holds for all t ⩾ 1, but it is strictly worse than Equation (14) for
rounds t /∈ K.

Thus we let

κ(t) :=
{

ρA(t) t ∈ K,

1− γA(t) t /∈ K,
(16)

and we can summarize Equations (14) and (15) by ∀t ⩾ 1: S(t) ⩽ κ(t) ·S(t−1). By induction,
we then have S(t) ⩽

∏
τ⩽t κ(τ) · S(0), and, applying Lemma 4 twice, we get

∀t ⩾ 1: diam x(t) ⩽ 2
√

n
∏
τ⩽t

κ(τ) · diam µ. (17)

We are interested in the asymptotic behavior of 2
√

n
∏

τ⩽t κ(τ).
In order to bound the spectral radius ρA(t), we let νt,i := 1 −min(0, Aii(t)), and νt :=

maxi νt,i. Let us show that ρA(t) ⩽ ν2
t : pick any eigenvalue λ ∈ Sp A(t). By construction,

the quantity
(

1 + λ−1
νt

)
is an eigenvalue of the stochastic matrix 1

νt
(A(t) + (νt − 1)I), and

so is less than 1 in absolute value. We have 1− 2 νt ⩽ λ ⩽ 1, and so |λ| ⩽ 2νt − 1. Using the
basic inequality x2 − 2 x + 1 ⩾ 0, we have |λ| ⩽ ν2

t , and therefore ρA(t) ⩽ ν2
t since this holds

for any λ ∈ Sp A(t).
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For any t ∈ K and i ∈ [n], we have
∑

j ̸=i Aij(t) ⩽ degi(t)−1
degi(t−1)

⩽ degi(t)
degi(t−1)

. Since degi(t) is

weakly increasing with t, we have in turn νt,i ⩽
degi(t)

degi(t−1)
, from here we have

∏
t∈K ρA(t) ⩽

(∏
t∈K maxi∈[n] νt,i

)2

⩽
(∏

t∈K
∏

i∈[n] νt,i

)2

⩽
(∏

i∈[n]
∏

t∈K
degi(t)

degi(t−1)

)2

⩽
(∏

i∈[n]
∏

t⩾1
degi(t)

degi(t−1)

)2

=
(∏

i∈[n]
degi

2

)2
= 2−2nϖ2,

νt,i ⩾ 1

νt,i ⩽
degi(t)

degi(t−1)

degi(t) = degi(t − 1) when t /∈ K

where ϖ :=
∏

i∈[n] degi.
From here, we let γ := inft/∈K γA(t), and we have

∏
τ⩽t κ(τ) =

(∏
τ∈[1,t]∩K κ(τ)

)(∏
τ∈[1,t]\K κ(τ)

)
⩽
(∏

τ∈K ρA(t)
)(∏

τ∈[1,t]\K(1− γA(t))
)

⩽ 2−2nϖ2(1− γ)t−δ.

κ(τ ∈ K) ⩾ 1

As a consequence, given any error threshold ε > 0, the estimates are contained in a ball of
diameter (ε ·diam µ) at the latest in round tε ⩽ δ +γ−1 log(2−2n+1ϖ2√n/ε). From Lemma 6,
we have γ−1 ⩽ n(n − 1)degG, and using ϖ :=

∏
i∈[n] degi and δ := |K| ⩽

∑
i∈[n] degi − 2n,

we get:

tε ⩽
∑

i

degi − 2n + n(n− 1)degG

(
2
∑

i

log degi − (2 n− 1) log 2− log ε

)
, (18)

which, using the fact that degi ⩽ n, finally gives us tε = O(n4 log n/ε). ◀

Compared to the O(n2 log n/ε) convergence time of the Metropolis rule, the latter asymp-
totic bound is worse by a factor n degG. From the proof, we can give a rough analysis of this
factors: the factor n represents the delay due to broken convexity, as each agent individually
induces a delay of log degi. The factor degG comes from the fact that, whereas the Metropolis
rule always selects the best possible off-diagonal weights – that is, the largest ones, – the
MaxMetropolis rule makes conservative choices so as to allow for a decentralized algorithmic
implementation that only breaks convexity finitely many times.

Improvements to the MaxMetropolis approach, based for example on adjusting the
parameters qi downwards in pursuit of faster mixing, must therefore be considered with
extreme care, as gains due to larger weights might result in greater delays due to broken
convergence.

5 Conclusion

In this paper, we have presented the MaxMetropolis algorithm, a parsimonious distributed
algorithm for average consensus that operates in polynomial time over connected bidirectional
dynamic networks, without resorting to any centralized crutch like unique identifiers, a
designated leader, or global information on the network.
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Our solution has many potential uses, given that average consensus primitives underpin
many applications studied in distributed control. In contrast with the classic approaches
used in this domain, we take an algorithmic stance, grounded in the theory of anonymous
computation [1, 2, 17] and of the algorithmic study of dynamic networks [20]. We argue
that the fundamental convex recurrence rule for average consensus, namely, the Metropolis
rule, cannot be implemented in a fully distributed and decentralized setting when the
network is subject to unpredictable change. Our solution consists in relaxing the convexity
constraint, resulting in an affine recurrence rule for average consensus that is algorithmically
implementable in any networked multi-agent system with a time-varying communication
graph, under the sole constraint of bidirectional links and permanent connectivity.

In the long version of our paper, we will relax the latter assumption and show that
(B ⩾ 1)-bounded connectivity – where it is only each matrix product A(t + B − 1) · · ·A(t)
that is assumed irreducible – only delays our convergence bound by a factor B. An open
question is whether one can design a fully decentralized average consensus algorithm that
doesn’t break the convex hull of the estimates, or whether that is impossible.
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Abstract
In their 2006 seminal paper in Distributed Computing, Angluin et al. present a construction that,
given any Presburger predicate as input, outputs a leaderless population protocol that decides the
predicate. The protocol for a predicate of size m (when expressed as a Boolean combination of
threshold and remainder predicates with coefficients in binary) runs in O(m · n2 log n) expected
number of interactions, which is almost optimal in n, the number of interacting agents. However,
the number of states of the protocol is exponential in m. This is a problem for natural computing
applications, where a state corresponds to a chemical species and it is difficult to implement protocols
with many states. Blondin et al. described in STACS 2020 another construction that produces
protocols with a polynomial number of states, but exponential expected number of interactions. We
present a construction that produces protocols with O(m) states that run in expected O(m7 · n2)
interactions, optimal in n, for all inputs of size Ω(m). For this, we introduce population computers,
a carefully crafted generalization of population protocols easier to program, and show that our
computers for Presburger predicates can be translated into fast and succinct population protocols.
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1 Introduction

Population protocols [4, 5] are a model of computation in which indistinguishable, mobile
finite-state agents, randomly interact in pairs to decide whether their initial configuration
satisfies a given property, modelled as a predicate on the set of all configurations. The
decision is taken by stable consensus; eventually all agents agree on whether the property
holds or not, and never change their mind again. Population protocols are very close to
chemical reaction networks, a model in which agents are molecules and interactions are
chemical reactions.
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In a seminal paper, Angluin et al. proved that population protocols decide exactly the
predicates definable in Presburger arithmetic (PA) [7]. One direction of the result is proved
in [5] by means of a construction that takes as input a Presburger predicate and outputs a
protocol that decides it. The construction uses the quantifier elimination procedure for PA:
every Presburger formula φ can be transformed into an equivalent boolean combination of
threshold predicates of the form a⃗ · x⃗ ≥ c and remainder predicates of the form a⃗ · x⃗ ≡m c,
where a⃗ is an integer vector, c and m are integers, and ≡m denotes congruence modulo m [14].
Slightly abusing language, we call the set of these boolean combinations quantifier-free
Presburger arithmetic (QFPA).1 Using that PA and QFPA have the same expressive power,
Angluin et al. first construct protocols for all threshold and remainder predicates, and then
show that the predicates computed by protocols are closed under negation and conjunction.

The two fundamental parameters of a protocol are the expected number of interactions
until a stable consensus is reached, and the number of states of each agent. The expected
number of interactions divided by the number of agents, also called the parallel execution
time, is an adequate measure of the runtime of a protocol when interactions occur in parallel
according to a Poisson process [6]. The number of states measures the complexity of an
agent. In natural computing applications, where a state corresponds to a chemical species, it
is difficult to implement protocols with many states.

Given a formula φ of QFPA, let m be the number of bits of the largest coefficient of φ

in absolute value, and let s be the number of atomic formulas of φ, respectively. Let n be
the number of agents participating in the protocol. The construction of [5] yields a protocol
with O(s · n2 log n) expected interactions. Observe that the protocol does not have a leader
(an auxiliary agent helping the other agents to coordinate), and agents have a fixed number
of states, independent of the size of the population. Under these assumptions, which are also
the assumptions of this paper, every protocol for the majority predicate needs Ω(n2) expected
interactions [1], and so the construction is nearly optimal.2 However, the number of states is
Ω(2m+s), or Ω(2|φ|) in terms of the number |φ| of bits needed to write φ with coefficients in
binary. This is well beyond the only known lower bound, showing that for every construction
there exist an infinite subset of predicates φ for which the construction produces protocols
with Ω(|φ|1/4) states [9]. So the constructions of [5], and also those of [6, 3, 13], produce fast
but very large protocols.

In [9, 8] Blondin et al. exhibit a construction that produces succinct protocols with
O(poly(|φ|)) states. However, they do not analyse their stabilisation time. We demonstrate
that they run in Ω(2n) expected interactions. Loosely speaking, the reason is the use of
transitions that “revert” the effect of other transitions. This allows the protocol to “try out”
different distributions of agents, retracing its steps until it hits the right one, but also makes
it very slow. So [9, 8] produce succinct but very slow protocols.

Is it possible to produce protocols that are both fast and succinct? We give an affirmative
answer. We present a construction that yields for every formula φ of QFPA a protocol with
O(poly(|φ|)) states and O(poly(|φ|) · n2) expected interactions. So our construction achieves
optimal stabilisation time in n, and, at the same time, yields more succinct protocols than
the construction of [8]. Moreover, for inputs of size Ω(|φ|) (a very mild constraint when
agents are molecules), we obtain protocols with O(|φ|) states.

1 Remainder predicates cannot be directly expressed in Presburger arithmetic without quantifiers.
2 If the model is extended by allowing a leader (and one considers the slightly weaker notion of convergence

time), or the number of states of an agent is allowed to grow with the population size, O(n · polylog(n))
interactions can be achieved [6, 3, 2, 13, 12].
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Our construction relies on population computers, a carefully crafted generalization of
the population protocol model of [5]. Population computers extend population protocols in
three ways. First, they can exhibit certain k-way interactions between more than two agents.
Second, they have a more flexible output condition, defined by an arbitrary function that
assigns an output to every subset of states, instead of to every state.3 Finally, population
computers can use helpers: auxiliary agents that, like leaders, help regular agents to coordinate
themselves but whose number, contrary to leaders, is not known a priori. We exhibit succinct
population computers for all Presburger predicates in which every run is finite, and show
how to translate such population computers into fast and succinct population protocols.

Organization of the paper. We give preliminary definitions in Section 2 and introduce
population computers in Section 3. Section 4 gives an overview of the rest of the paper and
summarises our main results. Section 5 describes why previous constructions were either not
succinct or slow. Section 6 describes population computers for every Presburger predicate.
Section 7 converts these computers into succinct population protocols. Section 8 shows that
the resulting protocols are also fast.

An extended version of this paper, containing the details of the constructions and all
proofs, can be found at [11]. It contains several appendices. Appendix A completes the
proofs of Section 5. For the other appendices, there is no one-to-one correspondence to
sections of the main paper, instead they are grouped by the construction they analyse.
Appendix B concerns the construction of Section 6, but also analyses speed. The four parts
of our conversion process are analysed separately, in Appendices C, D, E and F. Appendix G
combines the previous to prove the complete conversion theorem. Appendix H summarises
the definitions for our speed analyses, and Appendix I contains minor technical lemmata.

2 Preliminaries

Multisets. Let E be a finite set. A multiset over E is a mapping E → N, and NE denotes the
set of all multisets over E. We sometimes write multisets using set-like notation, e.g. Ha, 2 · bI
denotes the multiset v such that v(a) = 1, v(b) = 2 and v(e) = 0 for every e ∈ E \ {a, b}.
The empty multiset HI is also denoted ∅.

For E′ ⊆ E, v(E′) :=
∑

e∈E′ v(e) is the number of elements in v that are in E′. The size
of v ∈ NE is |v| := v(E). The support of v ∈ NE is the set supp(v) := {e ∈ E | v(e) > 0}. If
E ⊆ Z, then we let sum(v) :=

∑
e∈E e · v(e) denote the sum of all the elements of v. Given

u, v ∈ NE , u + v and u − v denote the multisets given by (u + v)(e) := u(e) + v(e) and
(u − v)(e) := u(e) − v(e) for every e ∈ E. The latter is only defined if u ≥ v.

Multiset rewriting transitions. A multiset rewriting transition, or just a transition, is a
pair (r, s) ∈ NE × NE , also written r 7→ s. A transition t = (r, s) is enabled at v ∈ NE if
v ≥ r, and its occurrence leads to v′ := v − r + s, denoted v →t v′. We call v →t v′ a step.
The multiset v is terminal if it does not enable any transition. An execution is a finite or
infinite sequence v0, v1, ... of multisets such that v →t1 v1 →t2 · · · for some sequence t1, t2, ...

of transitions. A multiset v′ is reachable from v if there is an execution v0, v1, ..., vk with
v0 = v and vk = v′; we also say that the execution leads from v to v′. An execution is a run
if it is infinite or it is finite and its last multiset is terminal. A run v0, v1, ... is fair if it is
finite, or it is infinite and for every multiset v, if v is reachable from vi for infinitely many
i ≥ 0, then v = vj for some j ≥ 0.

3 Other output conventions for population protocols have been considered [10].
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Presburger arithmetic. Angluin et al. proved that population protocols decide exactly
the predicates Nk → {0, 1} definable in Presburger arithmetic, the first-order theory of
addition, which coincide with the semilinear predicates [14]. Using the quantifier elimination
procedure of Presburger arithmetic, every Presburger predicate can be represented as a
Boolean combination of threshold and remainder predicates. A predicate φ : Nv → {0, 1} is a
threshold predicate if φ(x1, ..., xv) = (

∑v
i=1 aixi ≥ c), where a1, ..., av, c ∈ Z, and a remainder

predicate if φ(x1, ..., xv) = (
∑v

i=1 aixi ≡m c), where a1, ..., av ∈ Z, m ≥ 1, c ∈ {0, ..., m−1},
and a ≡m b denotes that a is congruent to b modulo m. We call the set of these formulas
quantifier-free Presburger arithmetic, or QFPA. The size of a predicate is the minimal number
of bits of a formula of QFPA representing it, with coefficients written in binary.

3 Population Computers

Population computers are a generalization of population protocols that allows us to give very
concise descriptions of our protocols for Presburger predicates.

Syntax. A population computer is a tuple P = (Q, δ, I, O, H), where:
Q is a finite set of states. Multisets over Q are called configurations.
δ ⊆ NQ ×NQ is a set of multiset rewriting transitions r 7→ s over Q such that |r| = |s| ≥ 2
and |supp(r)| ≤ 2. Further, we require that δ is a partial function, so s1 = s2 for all
r, s1, s2 with (r1 7→ s1), (r2 7→ s2) ∈ δ. A transition r 7→ s is binary if |r| = 2. We call a
population computer is binary if every transition binary.
I ⊆ Q is a set of input states. An input is a configuration C such that supp(C) ⊆ supp(I).
O : 2Q → {0, 1, ⊥} is an output function. The output of a configuration C is O(supp(C)).
An output function O is a consensus output if there is a partition Q = Q0 ∪ Q1 of Q such
that O(Q′) = 0 iff Q′ ⊆ Q0, O(Q′) = 1 iff Q′ ⊆ Q1, and O(Q′) = ⊥ otherwise.
H ∈ NQ\I is a multiset of helper agents or just helpers. A helper configuration is a
configuration C such that supp(C) ⊆ supp(H) and C ≥ H.

Graphical notation. We visualise population computers as Petri nets (see e.g. Figure 3).
Places (circles) and transitions (squares) represent respectively states and transitions. To
visualise configurations, we draw agents as tokens (smaller filled circles).

Semantics. Intuitively, a population computer decides which output (0 or 1) corresponds
to an input CI as follows. It adds to the agents of CI an arbitrary helper configuration CH

of agents to produce the initial configuration CI + CH . Then it starts the computation and
lets it stabilise to configurations of output 1 or output 0. Formally, the initial configurations
of P for input CI are all configurations of the form CI + CH for some helper configuration
CH . A run C0C1... stabilises to b if there exists an i ≥ 0 such that O(supp(Ci)) = b and Ci

only reaches configurations C ′ with O(supp(C ′)) = b. An input CI has output b if for every
initial configuration C0 = CI + CH , every fair run starting at C0 stabilises to b. A population
computer P decides a predicate φ : NI → {0, 1} if every input CI has output φ(CI).

Terminating and bounded computers. A population computer is bounded if no run starting
at an initial configuration C is infinite, and terminating if no fair run starting at C is infinite.
Observe that bounded population computers are terminating.



P. Czerner, R. Guttenberg, M. Helfrich, and J. Esparza 11:5

Size and adjusted size. Let P = (Q, δ, I, O, H) be a population computer. We assume
that O is described as a boolean circuit with size(O) gates. For every transition t = (r 7→ s)
let |t| := |r|. The size of P is size(P) := |Q| + |H| + size(O) +

∑
t∈δ|t|. If P is binary, then

(as for population protocols) we do not count the transitions and define the adjusted size
size2(P) := |Q| + |H| + size(O). Observe that both the size of a transition and the size of
the helper multiset are the number of elements, i.e. the size in unary, strengthening our later
result about the existence of succinct population computers.

Population protocols. A population computer P = (Q, δ, I, O, H) is a population protocol
if it is binary, has no helpers (H = ∅), and O is a consensus output. It is easy to see that
this definition coincides with the one of [5]. The speed of a binary population computer with
no helpers, and so in particular of a population protocol, is defined as follows. We assume a
probabilistic execution model in which at configuration C two agents are picked uniformly at
random and execute a transition, if possible, moving to a configuration C ′ (by assumption
they enable at most one transition). This is called an interaction. Repeating this process, we
generate a random execution C0C1... . We say that the execution stabilises at time t if Ct

reaches only configurations C ′ with O(supp(C ′)) = O(supp(Ct)), and we say that P decides
φ within T interactions if it decides φ and E(t) ≤ T . See e.g. [6] for more details.

Population computers vs. population protocols. Population computers generalise popula-
tion protocols in three ways:

They have non-binary transitions, but only those in which the interacting agents populate
at most two states. For example, Hp, p, qI 7→ Hp, q, oI (which in the following is written
simply as p, p, q 7→ p, q, o) is allowed, but p, q, o 7→ p, p, q is not.
They use a multiset H of auxiliary helper agents, but the addition of more helpers does
not change the output of the computation. Intuitively, contrary to the case of leaders,
agents do not know any upper bound on the number of helpers, and so the protocol
cannot rely on this bound for correctness or speed.
They have a more flexible output condition. Loosely speaking, population computers
accept by stabilising the population to an accepting set of states, instead of to a set of
accepting states.

4 Overview and Main Results

Given a predicate φ ∈ QFPA over variables x1, ..., xv, the rest of this paper shows how
to construct a fast and succinct population protocol deciding φ. First, Section 5 gives an
overview of previous constructions and explains why they are not fast or not succinct. Then
we proceed in five steps:
1. Construct the predicate double(φ) ∈ QFPA over variables x1, ..., xv, x′

1, ..., x′
v by syn-

tactically replacing every occurrence of xi in φ by xi +2x′
i. For example, if φ = (x−y ≥ 0)

then double(φ) = (x + 2x′ − y − 2y′ ≥ 0). Observe that |double(φ)| ∈ O(|φ|).
2. Construct a succinct bounded population computer P deciding double(φ).
3. Convert P into a succinct population protocol P ′ deciding φ for inputs of size Ω(|φ|).
4. Prove that P ′ runs within O(n3) interactions.
5. Use a refined running-time analysis to prove that P ′ runs within O(n2) interactions.

Section 6 constructs bounded population computers for all predicates φ ∈ QFPA. This
allows us to conduct steps 1 and 2. More precisely, the section proves:

SAND 2022
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▶ Theorem 1. For every predicate φ ∈ QFPA there exists a bounded population computer of
size O(|φ|) that decides φ.

Section 7 proves the following conversion theorem (steps 3 and 4).

▶ Theorem 2. Every bounded population computer of size m deciding double(φ) can be
converted into a terminating population protocol with O(m2) states which decides φ in at
most O(f(m) n3) interactions for inputs of size Ω(m), for some function f .

Section 8 introduces α-rapid population computers, where α ≥ 1 is a certain parameter,
and uses a more detailed analysis to show that the population protocols of Theorem 2 are in
fact smaller and faster (step 5):

▶ Theorem 3.
(a) The population computers constructed in Theorem 1 are O(|φ|3)-rapid.
(b) Every α-rapid population computer of size m deciding double(φ) can be converted into a

terminating population protocol with O(m) states that decides φ in O(α m4n2) interactions
for inputs of size Ω(m).

The restriction to inputs of size Ω(m) is very mild. Moreover, it can be lifted using a
technique of [8], at the price of adding additional states (and at no cost regarding asymptotic
speed, since the speed of the new protocol only changes for inputs of size O(m)):

▶ Corollary 4. For every φ ∈ QFPA there exists a terminating population protocol with
O(poly(|φ|)) states that decides φ in O(f(|φ|) n2) interactions, for a function f .

It is known that the majority predicate can only be decided in Ω(n2) interactions by
population protocols [1], so — as a general construction — our result is optimal w.r.t. time.
Regarding space, an Ω(|φ|1/4) lower bound was shown in [9], leaving a polynomial gap.

5 Previous Constructions: Angluin et al. and Blondin et al.

The population protocols for a quantifier free Presburger predicate φ constructed in [5] are
not succinct, i.e. do not have O(|φ|a) states for any constant a, and those of [8] are not fast,
i.e. do not have speed O(|φ|anb) for any constants a, b. We explain why with the help of
some examples.

▶ Example 5. Consider the protocol of [5] for the predicate φ = (x − y ≥ 2d). The states are
the triples (ℓ, b, u) where ℓ ∈ {A, P}, b ∈ {Y, N} and −2d ≤ u ≤ 2d. Intuitively, ℓ indicates
whether the agent is active (A) or passive (P), b indicates whether it currently believes
that φ holds (Y) or not (N), and u is the agent’s wealth, which can be negative. Agents
for input x are initially in state (A, N, 1), and agents for y in (A, N, −1). If two passive
agents meet their encounter has no effect. If at least one agent is active, then the result of
the encounter is given by the transition (∗, ∗, u), (∗, ∗, u′) 7→ (A, b, q), (P, b, r) where b = Y

if u + u′ ≥ 2d else N ; q = max(−2d, min(2d, u + u′)); and r = (u + u′) − q. The protocol
stabilises after O(n2 log n) expected interactions [5], but it has 2d+1 + 1 states, exponentially
many in |φ| ∈ Θ(d).

▶ Example 6. We give a protocol for φ = (x − y ≥ 2d) with a polynomial number of states.
This is essentially the protocol of [8]. We remove states and transitions from the protocol of
Example 5, retaining only the states (ℓ, b, u) such that u is a power of 2, and some of the
transitions involving these states:
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(∗, ∗, 2i), (∗, ∗, 2i) 7→ (A, N, 2i+1), (P, N, 0) for every 0 ≤ i ≤ d − 2
(∗, ∗, 2d−1), (∗, ∗, 2d−1) 7→ (A, Y, 2d), (P, Y, 0)

(∗, ∗, −2i), (∗, ∗, −2i) 7→ (A, N, −2i+1), (P, N, 0) for every 0 ≤ i ≤ d − 1
(∗, ∗, 2i), (∗, ∗, −2i) 7→ (A, N, 0), (P, N, 0) for every 0 ≤ i ≤ d − 1

The protocol is not yet correct. For example, for d = 1 and the input x = 2, y = 1, the
protocol can reach in one step the configuration in which the three agents (two x-agents and
one y-agent) are in states (A, Y, 2), (P, Y, 0), (A, N, −1), after which it gets stuck. In [8] this
is solved by adding “reverse” transitions:

(A, N, 2i+1), (P, N, 0) 7→ (A, N, 2i), (P, N, 2i) for every 0 ≤ i ≤ d − 2
(A, Y, 2d), (P, Y, 0) 7→ (A, N, 2d−1), (P, N, 2d−1)

(A, N, −2i+1), (P, N, 0) 7→ (A, N, −2i), (A, N, −2i) for every 0 ≤ i ≤ d − 1

The protocol has only Θ(d) states and transitions, but runs within Ω(n2d−2) interactions.
Consider the inputs x, y such that x−y = 2d, and let n := x+y. Say that an agent is positive
at a configuration if it has positive wealth at it. The protocol can only stabilise if it reaches
a configuration with exactly one positive agent with wealth 2d. Consider a configuration
with i < 2d positive agents. The next configuration can have i − 1, i, or i + 1 positive agents.
The probability of i + 1 positive agents is Ω(1/n), while that of i − 1 positive agents is only
O(1/n2), and the expected number of interactions needed to go from 2d positive agents to
only 1 is Ω(n2d−1) [11, Appendix A.1].

▶ Example 7. Given protocols P1, P2 with n1 and n2 states deciding predicates φ1 and φ2,
Angluin et al. construct in [5] a protocol P for φ1 ∧ φ2 with n1 · n2 states. It follows that the
number of states of a protocol for φ := φ1 ∧ · · · ∧ φs grows exponentially in s, and so in |φ|.
Blondin et al. give an alternative construction with polynomially many states [8, Section 5.3].
However, their construction contains transitions that, as in the previous example, reverse the
effect of other transitions, and make the protocol very slow. The problem is already observed
in the toy protocol with states q1, q2 and transitions q1, q1 7→ q2, q2 and q1, q2 7→ q1, q1.
(Similar transitions are used in the initialisation of [8].) Starting with an even number n ≥ 2
of agents in q1, eventually all agents move to q2 and stay there, but the expected number of
interactions is Ω(2n/10) [11, Appendix A.2].

6 Succinct Bounded Population Computers for Presburger Predicates

In Sections 6.1 and 6.2 we construct population computers for remainder and threshold
predicates in which all coefficients are powers of two. We present the remainder case in detail,
and sketch the threshold case. The generalization to arbitrary coefficients is achieved by means
of a gadget very similar to the one we used to compute boolean combinations of predicates.
This later gadget is presented in Section 6.3, and so we introduce the generalization there.

6.1 Population computers for remainder predicates
Let Pow+ = {2i | i ≥ 0} be the set of positive powers of 2.

We construct population computers Pφ for remainder predicates φ :=
∑v

i=1 aixi ≡m c,
where ai ∈ Pow+ ∩ {0, ..., m−1} for every 1 ≤ i ≤ v, m ∈ N, and c ∈ {0, ..., m−1}. We
say that a finite multiset r over Pow+ represents the residue rep(r) := sum(r)mod m.
For example, if m = 11 then r18 := H23, 23, 21I represents 7. Accordingly, we call the
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multisets over Pow+ representations. A representation of degree d only contains elements
of Pow+

d := {2d, 2d−1, ..., 20}. A representation r is a support representation if r(x) ≤ 1 for
every x ∈ Pow+; so its represented value is completely determined by the support. For
example, r18 is not a support representation of 7, but H25, 23I is.
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Figure 1 (middle) Graphical Petri net representation (see Section 3) of population computer
for the predicate φ1 ∨ φ2 with φ1 = (8x + 5y ≡11 4) and φ2 = (y − 2x ≥ 5). All dashed arrows
implicitly lead to the reservoir state 0. It has 22 helpers although only 9 are drawn for space reasons.
(left) decision diagram for output function of remainder predicate 8x + 5y ≡11 4. It checks if the
total value is 15 or 4. Starting at the top node of the diagram: if state 8 is populated, we move to
the left child, otherwise to the right child; at the left child, if state 4 is populated we move to the
right child, etc. (right) decision diagram for output function of threshold predicate y − 2x ≥ 5.

We proceed to construct Pφ. Let us give some intuition first. Pφ has Pow+
d ∪ {0} as set

of states. We extend the notion of representation to configurations by disregarding agents in
state 0; a configuration is therefore a support representation if all states except 0 have at
most one agent. The initial states of Pφ are chosen so that every initial configuration for an
input (x1, ..., xv) is a representation of the residue z :=

∑v
i=1 aixi mod m. The transitions

transform this initial representation of z into a support representation of z. Whether z ≡m c

holds or not depends only on the support of this representation, and the output function
thus returns 1 for the supports satisfying z ≡m c, and 0 otherwise. Let us now formally
describe Pφ for φ :=

∑v
i=1 aixi ≡m c where ai ∈ Pow+ ∩ {0, ..., m−1}.

States and initial states. Let d := ⌈log2 m⌉. The set of states is Q = Pow+
d ∪ {0}. The

set of initial states is I := {a1, ..., av}. Observe that an input CI = Hx1 · a1, ..., xv · avI is a
representation of z, but not necessarily a support representation.

Transitions. Transitions ensure that non-support representations, i.e. representations with
two or more agents in some state q, are transformed into representations of the same residue
“closer” to a support representation. For q ∈ 20, ..., 2d−1 we introduce the transition:

2i, 2i 7→ 2i+1, 0 for 0 ≤ i ≤ d − 1 〈combine〉
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For q = 2d we introduce a transition that replaces an agent in 2d by a multiset of agents
r with sum(r) = 2d − m, preserving the residue. Let bdbd−1...b0 be the binary encoding of
2d − m, and let {i1, ..., ij} be the positions such that bi1 = · · · = bij

= 1. The transition is:

2d, 0, ..., 0 7→ 2i1 , ..., 2ij 〈modulo〉

These transitions are enough, but we also add a transition that takes d agents in 2d and
replaces them by agents with sum d · 2d mod m. Intuitively, this makes the protocol faster.
Let bdbd−1...b0 and {i1, ..., ij} be as above, but for d · 2d mod m instead of 2d − m.

2d, ..., 2d 7→ 2i1 , ..., 2ij , 0, ..., 0 〈fast modulo〉

Helpers. We set H := H3d · 0I, i.e. the computer initially places at least 3d helper agents in
state 0. This makes sure one can always execute the next 〈modulo〉 or 〈fast modulo〉 transition:
if no more agents can be combined, there are at most d agents in the states 20, ..., 2d−1.
Thus, there are at least 2d agents in the states 0 and 2d, enabling one of these transitions.
Observe that for every initial configuration CI + CH we have sum(CI + CH) = sum(CI), and
so, abusing language, every initial configuration for CI is also a representation of z.

Output function. The computer eventually reaches a support configuration with at most
one agent in every state except for 0. Thus, for every support set S ⊆ Q, we define O(S) := 1
if sum(S) ≡m c, and O(S) = 0 else. We show the existence of a small boolean circuit for the
output function O in the proof of Lemma 8; this can be found in [11, Appendix B.1].

▶ Lemma 8. Let φ :=
∑v

i=1 aixi ≡m c, where ai ∈ {2d−1, ..., 21, 20} for every 1 ≤ i ≤ v and
c ∈ {0, ..., m−1} with d := ⌈log2 m⌉. There is a bounded computer of size O(d) deciding φ.

The left half of Figure 1 shows the population computer for φ = (8x + 5y ≡11 4).

6.2 Population computers for threshold predicates
We sketch the construction of population computers Pφ for threshold predicates φ :=∑v

i=1 aixi ≥ c, where ai ∈ {2j , 2−j | j ≥ 0} for every 1 ≤ i ≤ v and c ∈ N. As the
construction is similar to the construction for remainder, we will focus on the differences and
refer to [11, Appendix B.2] for details.

As for remainder, we work with representations that are multisets of powers of 2. However,
they represent the sum of their elements (without modulo) and we allow both positive and
negative powers of 2. Similar to the remainder construction, the computer transforms any
representation into a support representation without changing the represented value. Then,
the computer decides the predicate using only the support of that representation.

Again, there are 〈combine〉 transitions that allow agents with the same value to com-
bine. Instead of modulo transitions, 〈cancel〉 transitions further simplify the representation:
2i, −2i 7→ 0, 0. Note that even after exhaustively applying 〈combine〉 and 〈cancel〉 there can
still be many agents in 2d or many agents in −2d. This has two consequences:

In the construction for general predicates of Section 6.3, we need that computers for
remainder and threshold move most agents to state 0. In the remainder construction, all
but a constant number of agents are moved to 0. In contrast, the threshold construction
does not have this property. Thus, we do not design a single computer for a given
threshold predicate φ but a family: one for every degree d larger than some minimum
degree d0 ∈ Ω(|φ|). Intuitively, larger degrees result in a larger fraction of agents in 0.
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Assume we detect agents in 2d (−2d is analogous). If there are many, the predicate is
true. However, if there is just one, then the represented value might be small, due to
negative contributions −20, ..., −2d−1. We cannot distinguish the two cases, so we add
transition 〈cancel 2nd highest〉: 2d, −2d−1 7→ 2d−1, 0. It ensures that agents cannot be
present in both 2d and −2d−1; therefore, an agent in 2d certifies a value of at least 2d−1.

The right half of Figure 1 shows the population computer for φ = (−2x + y ≥ 5) with degree
d = 4. [11, Appendix B.2] proves:

▶ Lemma 9. Let φ :=
∑v

i=1 aixi ≥ c, where ai ∈ {2j , 2−j | j ≥ 0} for every 1 ≤ i ≤ v.
For every d ≥ max{⌈log2 c⌉ + 1, ⌈log2|a1|⌉, ..., ⌈log2|av|⌉} there is a bounded computer of size
O(d) that decides φ.

6.3 Population computers for all Presburger predicates

We present a construction that, given threshold or remainder predicates φ1, ..., φs, yields a
population computer P deciding an arbitrary given boolean combination B(φ1, ..., φs) of
φ1, ..., φs. We only sketch the construction, see [11, Appendix B.3] for details. We use the
example φ1 = (y − 2x ≥ 5), φ2 = (8x + 5y ≡11 4) and B(φ1, φ2) = φ1 ∨ φ2. The result of
the construction for this example is shown in Figure 1. The construction has 6 steps:

1. Rewrite Predicates. The constructions in Sections 6.1 and 6.2 only work for predicates
where all coefficients are powers of 2. We transform each predicate φi into a new predicate φ′

i

where all coefficients are decomposed into their powers of 2. In our example, φ′
1 := φ1 because

all coefficients are already powers of 2. However, φ2(x, y) = (8x + 5y ≡11 4) is rewritten as
φ′

2(x, y1, y2) := (8x + 4y1 + 1y2 ≡11 4) because 5 = 4 + 1. Note that φ2(x, y) = φ′
2(x, y, y)

holds for every x, y ∈ N. Let r be the size of the largest split of a coefficient, i.e. r = 2 in the
example.

2. Construct Subcomputers. For every 1 ≤ i ≤ s, if φi is a remainder predicate, then let
Pi be the computer defined in Section 6.1. If φi is a threshold predicate, then let Pi be the
computer of Section 6.2, with d = d0 + ⌈log2 s⌉. We explain this choice of d in step 5.

3. Combine Subcomputers. Take the disjoint union of Pi, but merging their 0 states.
More precisely, rename all states q ∈ Qi to (q)i, with the exception of state 0. Construct a
computer with the union of all the renamed states and transitions. Figure 1 shows the Petri
net representation of the computer so obtained for our example. We call the combined 0
state reservoir as it holds agents with no value that are needed for various tasks like input
distribution.

4. Input Distribution. For each variable xi add a corresponding new input state xi. Then
add a transition that takes an agent in state xi and agents in 0 and distributes agents to the
input states of the subcomputers that correspond to xi. In our example, we add two states x

and y and the transitions x, 0 7→ (1)1 , (8)2 and y, 0, 0 7→ (−2)1 , (4)2 , (1)2. The distribution
for x needs one helper, because we need one agent in each subcomputer. The distribution
for y needs two helpers, one for P1 and two for P2, as 5y was split into 4y1 + 1y2. This
way, once the input states are empty, the correct value is distributed to each subcomputer.
Crucially, this input distribution can be fast as it is not reversible.
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5. Add Extra Helpers. In addition to all helpers from the subcomputers, add r − 1 more
helpers to state 0. Intuitively, this allows to distribute the first input agent. Because of
our choice for d in threshold subcomputers, each subcomputer returns most agents back to
state 0. More precisely, for each distribution the number of agents that do not get returned
to 0 only increases by at most 1

s (per subcomputer). So in total only one agent is “consumed”
per distribution and enough agents are returned to 0 for the next distribution to occur. In
our example, the agents that stay in each of the s = 2 subcomputers only increases by at
most 1

2 per distribution. (In fact, remainder subcomputers return all distributed agents.)

6. Combine Output. Note that we can still decide φi from the support of the states in the
corresponding subcomputer Pi. We compute the output for φ by combining the outputs of
the subcomputers P1, ..., Ps according to B(φ1, ..., φs). In our example, we set the output to
1 if and only if the output of P1 or P2 is 1.

In [11, Appendix B.3], we show that this computer is succinct, correct and bounded:

▶ Theorem 1. For every predicate φ ∈ QFPA there exists a bounded population computer of
size O(|φ|) that decides φ.

7 Converting Population Computers to Population Protocols

In this section we prove Theorem 2. We proceed in four steps, which must be carried out in
the given order. Section 7.1 converts any bounded computer P for double(φ) of size m into
a binary bounded computer P1 with O(m2) states. Section 7.2 converts P1 into a binary
bounded computer P2 with a marked consensus output function (a notion defined in the
section). Section 7.3 converts P2 into a binary bounded computer P3 for φ — not double(φ)

— with a marked consensus output function and no helpers. Section 7.4 shows that P3 runs
within O(n3) interactions. Finally, we convert P3 to a binary terminating (not necessarily
bounded) computer P4 with a normal consensus output and no helpers, also running within
O(n3) interactions. This uses standard ideas; for space reasons it is described only in the full
version at [11, Appendix F]. Similarly, the other conversions and results are only sketched,
with details in [11].

7.1 Removing multiway transitions
We transform a bounded population computer with k-way transitions r 7→ s such that
|supp(r)| ≤ 2 into a binary bounded population computer. Let us first explain why the
construction introduced in [9, Lemma 3], which works for arbitrary transitions r 7→ s, is too
slow. In [9], the 3-way transition t : q1, q2, q3 7→ q′

1, q′
2, q′

3 is simulated by the transitions

t1 : q1, q2 7→ w, q12 t2 : q12, q3 7→ c12, q′
3 t3 : q′

3, w 7→ q′
1, q′

2 t1 : w, q12 7→ q1, q2

Intuitively, the occurrence of t1 indicates that two agents in q1 and q2 want to execute t, and
are waiting for an agent in q3. If the agent arrives, then all three execute t2t3, which takes
them to q′

1, q′
2, q′

3. Otherwise, the two agents must be able to return to q1, q2 to possibly
execute other transitions. This is achieved by the “revert” transition t1. The construction
for a k-way transition has “revert” transitions t1, ..., tk−2. As in Example 6 and Example 7,
these transitions make the final protocol very slow.

We present a gadget without “revert” transitions that works for k-way transitions r 7→ s

satisfying |supp(r)| ≤ 2. Figure 2 illustrates it, using Petri net notation, for the 5-way
transition t : H3p, 2qI 7→ Ha, b, c, d, eI. In the gadget, states p and q are split into (p, 0), ..., (p, 3)
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Figure 2 Simulating the 5-way transition H3 · p, 2 · q 7→ a, b, c, d, eI by binary transitions.

and (q, 0), ..., (q, 2). Intuitively, an agent in (q, i) acts as representative for a group of i agents
in state q. Agents in (p, 3) and (q, 2) commit to executing t by executing the binary transition
〈commit〉. After committing, they move to the states a, ..., e together with the other members
of the group, who are “waiting” in the states (p, 0) and (q, 0). Note that 〈commit〉 is binary
because of the restriction |supp(r)| ≤ 2 for multiway transitions.

To ensure correctness of the conversion, agents can commit to transitions if they represent
more than the required amount. In this case, the initiating agents would commit to a
transition and then elect representatives for the superfluous agents, before executing the
transition. This requires additional intermediate states.

[11, Appendix C] formalises the gadget and proves its correctness and speed.

7.2 Converting output functions to marked-consensus output functions
We convert a computer with an arbitrary output function into another one with a marked-
consensus output function. An output function is a marked-consensus output function if there
are disjoint sets of states Q0, Q1 ⊆ Q such that O(S) := b if S ∩ Qb ≠ ∅ and S ∩ Q1−b = ∅,
for b ∈ {0, 1}, and O(S) := ⊥ otherwise. Intuitively, for every S ⊆ Q we have O(S) = 1
if all agents agree to avoid Q0 (consensus), and at least one agent populates Q1 (marked
consensus). We only sketch the construction, a detailed description as well as a graphical
example can be found in [11, Appendix D].

Our starting point is some bounded and binary computer P = (Q, δ, I, O, H), e.g. as
constructed in Section 7.1. Let (G, E) be a boolean circuit with only NAND-gates computing
the output function O. We simulate P by a computer P ′ with a marked consensus output and
O(|Q| + |G|) states. This result allows us to bound the number of states of P ′ by applying
well known results on the complexity of Boolean functions.

Intuitively, P ′ consists of two processes running asynchronously in parallel. The first one
is (essentially, see below) the computer P itself. The second one is a gadget that simulates
the execution of G on the support of the current configuration of P . Whenever P executes a
transition, it raises a flag indicating that the gadget must be reset (for this, we duplicate
each state q ∈ Q into two states (q, +) and (q, −), indicating whether the flag is raised or
lowered). Crucially, P is bounded, and so it eventually performs a transition for the last
time. This resets the gadget for the last time, after which the gadget simulates (G, E) on the
support of the terminal configuration reached by P.
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The gadget is designed to be operated by one state-helper for each q ∈ Q, with set of
states Qsupp(q), and a gate-helper for each gate g ∈ G, with set of states Qgate(g), defined as
follows:

Qsupp(q) := {q} × {0, 1, !}. These states indicate that q belongs/does not belong to the
support of the current configuration (states (q, 0) and (q, 1)), or that the output has
changed from 0 to 1 (state (q, !)).
Qgate(g) := {g} × {0, 1, ⊥}3 for each gate g ∈ G, storing the current values of the two
inputs of the gate and its output. Uninitialised values are stored as ⊥.

Recall that a population computer must also remain correct for a larger number of helpers.
This is ensured by letting all helpers populating one of these sets, say Qsupp(q), perform
a leader election; whenever two helpers in states of Qsupp(q) meet, one of them becomes
a non-leader, and a flag requesting a complete reset of the gadget is raised. All resets are
carried out by a reset-helper with set of states Qreset := {0, ..., |Q| + |G|}, initially in state 0.
(Reset-helpers also carry out their own leader election!) Whenever a reset is triggered, the
reset-helper contacts all other |Q| + |G| helpers in round-robin fashion, asking them to reset
the computation.

Eventually the original protocol P has already reached a terminal configuration with
some support Qterm, each set Qsupp(q) and Qgate(g) is populated by exactly one helper, and
all previous resets are terminated. From this moment on, P never changes its configuration.
The |Q| state-helpers detect the support Qterm of the terminal configuration by means of
transitions that move them to the states Qterm × {1} and (Q \ Qterm) × {0}; the gate-helpers
execute (G, E) on input Q′ by means of transitions that move them to the states describing
the correct inputs and outputs for each gate. State-helpers use Q × {!} as intermediate states,
indicating that the circuit must recompute its output.

It remains to choose the sets Q0 and Q1 of states the marked consensus output. We do it
according to the output b of the output gate gout ∈ G: Qb is the set of states of Qgate(gout)
corresponding to output b.

7.3 Removing helpers
We convert a bounded binary computer P deciding the predicate double(φ) over variables
x1, ..., xk, x′

1, ..., x′
k into a computer P ′ with no helpers deciding φ over variables x1, ..., xk.

In [8], a protocol with helpers and set of states Q is converted into a protocol without helpers
with states Q × Q. We sketch a better construction that avoids the quadratic blowup. A
detailed description can be found in [11, Appendix E].

Let us give some intuition first. All agents of an initial configuration of P ′ are in
input states. P ′ simulates P by liberating some of these agents and transforming them
into helpers, without changing the output of the computation. For this, two agents in
an input state xi are allowed to interact, producing one agent in x′

i and one “liberated”
agent, which can be used as a helper. This does not change the output of the computation,
because double(φ)(..., xi, ..., x′

i, ...) = double(φ)(..., xi − 2, ..., x′
i + 1, ...) holds by definition

of double(φ).
Figure 3 illustrates this idea. Assume P has input states x, y, x′, y′ and helpers H =

Hq1, q2, q3, q4I, as shown on the left-hand side. Assume further that P computes a predicate
double(φ)(x, y, x′, y′). The computer P ′ is shown on the right of the figure. The additional
transitions liberate agents, and send them to the helper states H. Observe that the initial
states of P ′ are only x and y. Let us see why P ′ decides φ(x, y). As the initial configuration of
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Figure 3 Illustration in graphical Petri net notation (see Section 3) of construction that removes
helpers. Initial states are highlighted.

P ′ for an input x, y puts no agents in x′, y′, the computer P ′ produces the same output on input
x, y as P on input x, y, 0, 0. Since P decides double(φ) and double(φ)(x, y, 0, 0) = φ(x, y) by
the definition of double(φ), we are done. We make some remarks:

P ′ may liberate more agents than necessary to simulate the multiset H of helpers of P.
This is not an issue, because by definition additional helpers do not change the output of
the computation.
If the input is too small, P ′ cannot liberate enough agents to simulate H. Therefore, the
new computer only works for inputs of size Ω(|H|) = Ω(|φ|).
Even if the input is large enough, P ′ might move agents out of input states before
liberating enough helpers. However, the computers of Section 6 can only do this if there
are enough helpers in the reservoir state (see point 3. in Section 6.3). Therefore, they
always generate enough helpers when the input is large enough.

7.4 A O(n3) bound on the expected interactions
We show that the computer obtained after the previous conversion runs within O(n3)
interactions. We sketch the main ideas; the details are in [11, Appendix G].

We introduce potential functions that assign to every configuration a positive potential,
with the property that executing any transition strictly decreases the potential. Intuitively,
every transition “makes progres”. We then prove two results: (1) under a mild condition,
a computer has a potential function iff it is bounded, and (2) every binary computer with
a potential function and no helpers, i.e. any bounded computer for which speed is defined,
stabilises within O(n3) interactions. This concludes the proof.

Fix a population computer P = (Q, δ, I, O, H).

▶ Definition 10. A function Φ : NQ → N is linear if there exist weights w : Q → N s.t.
Φ(C) =

∑
q∈Q w(q)C(q) for every C ∈ NQ. We write Φ(q) instead of w(q). A potential

function (for P) is a linear function Φ such that Φ(r) ≥ Φ(s) + |r| − 1 for all (r 7→ s) ∈ δ.

Observe that k-way transitions reduce the potential by k − 1, binary transitions by 1. At
this point, we consider only binary computers, but this distinction becomes relevant for the
refined speed analysis.

If a population computer has a potential function, then every run executes at most O(n)
transitions, and so the computer is bounded. Applying Farkas’ Lemma we can show that the
converse holds for computers in which every state can be populated – a mild condition, since
states that can never be populated can be deleted without changing the behaviour.

▶ Lemma 11. If P has a reachable configuration Cq with Cq(q) > 0 for each q ∈ Q, then P
is bounded iff there is a potential function for P.
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Consider now a binary computer with a potential function and no helpers. At every
non-terminal configuration, at least one (binary) transition is enabled. The probability that
two agents chosen uniformly at random enable this transition is Ω(1/n2), and so a transition
occurs within O(n2) interactions. Since the computer has a potential function, every run
executes at most O(n) transitions, and so the computer stabilises within O(n3) interactions.

The final step to produce a population protocol is to translate computers with marked-
consensus output function into computers with standard consensus output function, while
preserving the number of interactions. For space reasons this construction is presented in [11,
Appendix F].

8 Rapid Population Computers: Proving a O(n2) Bound

We refine our running-time analysis to show that the population protocols we have constructed
actually stabilise within O(n2) interactions. We continue to use potential functions, as
introduced in Section 7.4, but improve our analysis as follows:

We introduce rapidly-decreasing potential functions. Intuitively, their existence shows
that progress is not only possible, but also likely. We prove that they certify stabilisation
within O(n2) interactions.
We introduce rapid population computers, as computers with rapidly-decreasing potential
functions that also satisfy some technical conditions. We convert rapid computers into
protocols with O(|φ|) states, and show that the computers of Section 6 are rapid.

In order to define rapidly-decreasing potential functions, we need a notion of “probability
to execute a transition” that generalises to multiway transitions and is preserved by our
conversions. At a configuration C of a protocol, the probability of executing a binary
transition t = (p, q 7→ p′, q′) is C(q)C(p)/n(n − 1). Intuitively, leaving out the normalisation
factor 1/n(n − 1), the transition has “speed” C(q)C(p), proportional in the product of the
number of agents in p and q. But for a multiway transition like q, q, p 7→ r1, r2, r3 the
situation changes. If C(q) = 2, it does not matter how many agents are in p – the transition
is always going to take Ω(n2) interactions. We therefore define the speed of a transition as
min{C(q), C(p)}2 instead of C(q)C(p).

For the remainder of this section, let P = (Q, δ, I, O, H) denote a population computer.

▶ Definition 12. Given a configuration C ∈ NQ and some transition t = (r 7→ s) ∈ δ,
we let tmint(C) := min{C(q) : q ∈ supp(r)}. For a set of transitions T ⊆ δ, we define
speedT (C) :=

∑
t∈T tmint(C)2, and write speed(C) := speedδ(C) for convenience.

▶ Definition 13. Let Φ denote a potential function for P and let α ≥ 1. We say that Φ
is α-rapidly decreasing at a configuration C if speed(C) ≥ (Φ(C) − Φ(Cterm))2/α for all
terminal configurations Cterm with C → Cterm.

We have not been able to find potential functions for the computers of Section 6 that are
rapidly decreasing at every reachable configuration, only at reachable configurations with
sufficiently many helpers, defined below. Fortunately, that is enough for our purposes.

▶ Definition 14. C ∈ NQ is well-initialised if C is reachable and C(I) + |H| ≤ 2
3 n.

Observe that an initial configuration C can only be well-initialised if C(supp(H)) ∈
Ω(C(I)). We now define rapid population computers, and state the result of our improved
analysis.
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▶ Definition 15. P is α-rapid if
1. it has a potential function Φ which is α-rapidly decreasing in well-initialised configurations,
2. every state of P but one has at most 2 outgoing transitions,
3. all configurations in NI are terminal, and
4. for all transitions t = (r 7→ s), q ∈ I we have r(q) ≤ 1 and s(q) = 0.

▶ Theorem 3.
(a) The population computers constructed in Theorem 1 are O(|φ|3)-rapid.
(b) Every α-rapid population computer of size m deciding double(φ) can be converted into a

terminating population protocol with O(m) states that decides φ in O(α m4n2) interactions
for inputs of size Ω(m).

The detailed proofs can be found in the full version [11], in the following sections. The
proof of (a) is given in Appendix B. For (b), we prove separate theorems for each conversion
in Appendices C, D, E, and F. To achieve a tighter analysis of our conversions, we generalise
the notion of potential function; this is described in Appendix H.

9 Conclusions

We have shown that every predicate φ of quantifier-free Presburger arithmetic has a population
protocol with O(poly(|φ|)) states and O(|φ|7 · n2) expected number of interactions. If only
inputs of size Ω(|φ|) matter, we give a protocol with O(|φ|) states and the same speed.
The obvious point for further improvement is the |φ|7 factor in the expected number of
interactions.

Our construction is close to optimal. Indeed, for every construction there is an infinite
family of predicates for which it yields protocols with Ω(|φ|1/4) states [9]; further, it is known
that every protocol for the majority predicate requires in Ω(n2) interactions.
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Abstract
Mutual exclusion is a classical problem in distributed computing that provides isolation among
concurrent action executions that may require access to the same shared resources. Inspired by
algorithmic research on distributed systems of weakly capable entities whose connections change over
time, we address the local mutual exclusion problem that tasks each node with acquiring exclusive
locks for itself and the maximal subset of its “persistent” neighbors that remain connected to it
over the time interval of the lock request. Using the established time-varying graphs model to
capture adversarial topological changes, we propose and rigorously analyze a local mutual exclusion
algorithm for nodes that are anonymous and communicate via asynchronous message passing. The
algorithm satisfies mutual exclusion (non-intersecting lock sets) and lockout freedom (eventual success
with probability 1) under both semi-synchronous and asynchronous concurrency. It requires O(∆)
memory per node and messages of size Θ(1), where ∆ is the maximum number of connections
per node. We conclude by describing how our algorithm can implement the pairwise interactions
assumed by population protocols and the concurrency control operations assumed by the canonical
amoebot model, demonstrating its utility in both passively and actively dynamic distributed systems.
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1 Introduction

Distributed computing research has grown increasingly concerned with characterizing the
capabilities and limitations of systems composed of dynamic entities (or nodes). Recently,
these studies have considered both biological collectives such as social insects [2, 14, 26],
spiking neural networks [49], and DNA and molecular computers [13, 39, 51] as well as
engineered systems such as overlay networks and the Internet of Things (IoT) [23], swarm and
modular self-reconfigurable robotics [25, 28, 40, 53], and programmable matter [3, 17, 19, 37].
Entities in these systems often make decisions based only on their own knowledge (or “state”),
locally-perceptible measures of their environment (e.g., pheromones, the number or density
of nearby neighbors, etc.), and information communicated to them by their neighbors.
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12:2 Local Mutual Exclusion for Dynamic, Limited Message Passing Systems

Compared to the static setting where acting nodes’ neighborhoods do not change, designing
correct distributed algorithms in the dynamic setting is a challenging task. In this paper, we
use the established time-varying graphs (TVGs) model [11, 12] to capture adversarial changes
in network topology and consider weakly capable nodes that are anonymous, have bounded
memory, communicate via asynchronous message passing, and execute their algorithms
semi-synchronously or asynchronously. The classical mutual exclusion problem [20] regulates
how nodes enter their critical sections using locks, defined as a pair of operations Lock
and Unlock. Our local mutual exclusion problem – designed to enable nodes to locally
coordinate their interactions in the dynamic, concurrent setting – defines Lock as a node
acquiring locks for itself and the maximal subset of its “persistent” neighbors that remain
connected to it while the request is processed. A core challenge in designing such a Lock
operation in the dynamic setting lies in the nodes’ inability to know, when issuing lock
requests, which neighbors will be persistent and which others will later be removed.

This locking mechanism greatly simplifies the design of local distributed algorithms
in highly dynamic settings by providing isolation for concurrently executed actions. An
algorithm’s actions can first be designed for the simpler sequential setting in which at
most one node is active (potentially changing the system configuration) at a time. When
considering the concurrent setting, each action is then treated as a critical section wrapped
in a Lock/Unlock pair; this ensures that no two simultaneously executing actions can
involve overlapping neighborhoods. Our locking mechanism gracefully handles neighbor dis-
connections, ensuring that the locked and connected subset of an acting node’s neighborhood
remains fixed throughout the execution of its action, just as it would be in the sequential
setting. Thus, our locking mechanism restricts the algorithm designer’s concern from all
possible complications arising from concurrent dynamics to just one: New connections may
concurrently be established with a node while it is executing an action.

Our Contributions. We summarize our contributions as follows.
A formalization of the local mutual exclusion problem in an extension of the time-varying
graphs model that captures topological changes, asynchronous message passing, and
semi-synchronous or asynchronous node activation (Section 2).
A randomized algorithm implementing the Lock and Unlock operations for local mutual
exclusion that satisfies mutual exclusion (non-intersecting lock sets) and lockout freedom
(eventual success with probability 1) under both semi-synchronous and asynchronous
concurrency. This algorithm requires O(∆) memory per node and messages of size Θ(1),
where ∆ is the maximum number of connections per node (Sections 3–5).
Applications of this local mutual exclusion algorithm to population protocols [3], estab-
lishing an underlying mechanism for guaranteeing pairwise interactions in a broader class
of concurrent activation models, and the canonical amoebot model [17], implementing the
model’s concurrency control operations (Section 6).

Related Work

Designing algorithms for concurrent computing environments is a challenging task requiring
the careful control of simultaneously interacting processes and coordinated access to shared
resources. Since its introduction by Dijsktra [20], the closely related mutual exclusion problem
has received much attention from the research community. For shared memory systems,
mutual exclusion can be conveniently solved by atomic operations like compare-and-swap,
test-and-set, and fetch-and-add [29]. In contrast, our present focus is on asynchronous
message passing. Classical approaches to mutual exclusion in asynchronous message passing
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systems often assume that nodes have unique identifiers and global coordination (see, e.g., the
survey [47]) or make use of unbounded counters like Lamport clocks (e.g., [35, 43]), neither
of which are appropriate for the anonymous, bounded memory nodes we consider here. The
most relevant classical algorithm to our setting is the arrow protocol [18, 41] that requires
only constant memory per node to locally maintain a spanning tree rooted at the node with
exclusive access to the shared resource; however, despite recent improvements [27, 32], it is
not clear how to adapt this protocol to systems with dynamic topologies.

Our local variant of the mutual exclusion problem blurs the usual delineation between
processes and the shared resources they’re accessing as nodes compete to gain exclusive
access to their neighborhoods. Like the well-studied k-mutual exclusion [24] and group
mutual exclusion [30, 31] variants, ours allows multiple nodes to be in their critical sections
simultaneously; however, these variants allow multiple process to access the same shared
resource(s) concurrently while ours requires that concurrently locked neighborhoods be
non-intersecting. This constraint is similar to ensuring the active nodes form a distance-3
independent set from graph theory and is related to the more general (α, β)-ruling sets [5]
recently solved under the LOCAL and CONGEST models [33, 44]; however, these distributed
algorithms rely on static topologies, unique identifiers, and synchronous message delivery.
The recent results on mutual exclusion for fully anonymous systems [42], like our nodes and
their neighborhoods, assume that neither the processes nor the shared resources have unique
identifiers. However, like the earlier classical results above and other recent models of weak
finite automata [21, 22], these do not extend to dynamic network topologies.

Research on mobile ad hoc networks (MANETs) directly embraces node and edge dynamics,
modeling wireless communication links that form and fail as nodes move in and out of each
other’s transmission radii. Mutual exclusion has been exhaustively studied under MANET
models [4, 6, 7, 15, 45, 50], and many of those ideas inspired recent work on mutual exclusion
for intersection traffic control for autonomous vehicles [46, 52]. Mutual exclusion for MANETs
is almost always solved using a token-based approach, sometimes combined with the imposition
of a logical structure like a ring or tree. These approaches only apply to competitions for a
single shared resource or critical section per token type; our nodes’ competitions over their
local neighborhoods would need one token type per neighboring node which is not addressed
by prior work. More relevant to our local variant of mutual exclusion are randomized backoff
mechanisms for local contention resolution used by MANETs and wireless networks [8, 9, 10]
to ensure no two nodes are broadcasting in overlapping neighborhoods; however, these rely on
nodes’ chosen backoff delays to correspond to a consistent wall clock that is incompatible with
our weaker model of concurrency. In any case, the standard MANET communication model
of wireless broadcast with time-ordered, instantaneous receipt of messages is more powerful
than our asynchronous message passing. Like MANETs, algorithms for self-stabilizing overlay
networks (see [23] for a recent survey) similarly embrace node and edge dynamics, but often
use more memory than our present algorithm and assume unique node identifiers.

Finally, we briefly highlight related models of dynamic networks, i.e., those whose
structural properties change over time. Our model is closely related to the time-varying
graphs (TVGs) model [11, 12] which unifies prior models of dynamic networks by capturing
graph structural evolution over time through adversarial dynamics. We join recent work on
message passing algorithms for TVGs that address the challenge of rapidly changing network
topology [1]. The local nature of our mutual exclusion problem enables us to weaken the
assumptions considered by prior works in this area. For example, we allow messages to have
arbitrary but finite delays akin to asynchronous message passing, we assume weaker “semi-
synchronous” and asynchronous models of concurrency, and we trade globally unique node

SAND 2022



12:4 Local Mutual Exclusion for Dynamic, Limited Message Passing Systems

identifiers for local port labels. In Section 6, we demonstrate how the rapid dynamics modeled
by TVGs combined with these weak assumptions on node capabilities facilitate application
of our mutual exclusion algorithm to both systems with passive dynamics [3, 48], in which
nodes have no control over topological changes, and those with active dynamics [17, 36, 38]
in which nodes control the connections they establish and sever (e.g., via movements).

2 Preliminaries

2.1 Computational Model
We consider a distributed system composed of a fixed set of nodes V . Each node is assumed
to be anonymous, lacking a unique identifier, and has a local memory storing its state.
Nodes communicate with each other via message passing over a communication graph
whose topology changes over time. We model this topology using a time-varying graph
G = (V, E, T, ρ) where V is the set of nodes, E is a (static) set of undirected pairwise
edges between nodes, T = {0, . . . , tmax} for some (possibly infinite) tmax ∈ N is called the
lifetime of G, and ρ : E × T → {0, 1} is the presence function indicating whether or not a
given edge exists at a given time. A snapshot of G at time t ∈ T is the undirected graph
Gt = (V, {e ∈ E : ρ(e, t) = 1}) and the neighborhood of a node u ∈ V at time t ∈ T is the set
Nt(u) = {v ∈ V : ρ({u, v}, t) = 1}. For i ≥ 0, the i-th round lasts from time i to the instant
just before time i + 1; thus, the communication graph in round i is Gi.

We assume that an adversary controls the presence function ρ and that E is the complete
set of edges on nodes V ; i.e., we do not limit which edges the adversary can introduce. The
only constraint we place on the adversary’s topological changes is ∀t ∈ T, u ∈ V, |Nt(u)| ≤ ∆,
where ∆ > 0 is the fixed number of ports per node. When the adversary establishes a new
connection between nodes u and v, it must assign the endpoints of edge {u, v} to open ports
on u and v (and cannot do so if either node has no open ports). Node u locally identifies
{u, v} using its corresponding port label ℓ ∈ {1, . . . , ∆} and v does likewise. For convenience
of notation, we use ℓu(v) to refer to the label of the port on node u that is assigned to
the edge {u, v}; this mapping of port labels to nodes is not available to the nodes. Edge
endpoints remain in their assigned ports (and thus labels remain fixed) until disconnection,
but nodes u and v may label {u, v} differently and their labels are not known to each other
a priori. Each node has a disconnection detector that adds the label of any port whose
connection is severed to a set D ⊆ {1, . . . , ∆}. A node’s disconnection detector provides it a
snapshot of D whenever it starts an action execution (see below) and then resets D to ∅.1

Nodes communicate via message passing. A node u sends a message m to a neighbor v by
calling Send(m, ℓu(v)). Message m remains in transit until either v receives and processes m

at a later round chosen by the adversary, or u and v are disconnected and m is lost. Multiple
messages in transit from u to v may be received by v in a different order than they were
sent. A node always knows from which port it received a given message.

All nodes execute the same distributed algorithm A, which is a set of actions each of
the form ⟨label⟩ : ⟨guard⟩ → ⟨operations⟩. An action’s label specifies its name. Its guard
is a Boolean predicate determining whether a node u can execute it based on the state of
u and any message in transit that u may receive. An action is enabled for a node u if its
guard is true for u; a node u is enabled if it has at least one enabled action. An action’s

1 Without this assumption, the adversary could disconnect an edge assigned to port ℓ of node u and then
immediately connect a different edge to ℓ, causing an indistinguishability issue for node u.
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operations specify what a node does when executing the action, structured as (i) receiving at
most one message chosen by the adversary, (ii) a finite amount of internal computation and
state updates, and (iii) at most one call to Send(m, ℓ) per port label ℓ.

Each node executes its own instance of A independently, sequentially (executing at most
one action at a time), and reliably (meaning we do not consider crash or Byzantine faults).
We assume an adversary controls the timing of node activations and action executions.
When the adversary activates a node, it also chooses exactly one of the node’s enabled
actions for the node to execute; we note that this choice must be compatible with any
message the adversary chooses to deliver to the node. In this work, we primarily focus on
semi-synchronous activations, which we interpret in the time-varying graph context to mean
that in each round, the adversary activates any (possibly empty) subset of enabled nodes
concurrently and the activated nodes execute their specified actions within that round. In
Section 5, we additionally consider asynchronous activations in which action executions
may span arbitrary finite time intervals. We only constrain the adversary by weak fairness,
meaning it must activate nodes such that any continuously enabled action is eventually
executed and any message in transit on a continuously existent edge is eventually processed.

2.2 Local Mutual Exclusion

In the classical problem of mutual exclusion, nodes enter their critical sections using locks,
defined as a pair of operations Lock and Unlock (or “acquire” and “release”). A node
issues a lock request by calling Lock; once acquired, it is assumed that a node eventually
releases these locks by calling Unlock. Our local mutual exclusion variant is concerned with
nodes acquiring exclusive access to themselves and their immediate neighbors, though in the
present context of dynamic networks, these neighborhoods may change over time.

Formally, each node u stores a variable lock ∈ {⊥, 0, . . . , ∆} that is equal to ⊥ if u is
unlocked, 0 if u has locked itself, and ℓu(v) ∈ {1, . . . , ∆} if u is locked by v. The lock set of
a node u in round i is Li(u) = {v ∈ Ni(u) : lock(v) = ℓv(u)} which additionally includes u

itself if lock(u) = 0. Suppose that in round i, a node u calls Lock to issue a lock request of
its current closed neighborhood Ni[u] = {u} ∪ Ni(u). This lock request succeeds at some later
round j > i if round j is the first in which Lj(u) = {u}∪{v ∈ Ni(u) : ∀t ∈ [i, j], {u, v} ∈ Gt};
i.e., j is the earliest round in which u obtains locks for itself and every persistent neighbor
that remained connected to u in rounds i through j. Our goal is to design an algorithm A
implementing Lock and Unlock that satisfies the following properties:

Mutual Exclusion. For all rounds i ∈ T and all pairs of nodes u, v ∈ V , Li(u) ∩ Li(v) = ∅.

Lockout Freedom. Every issued lock request eventually succeeds with probability 1.

Following the long tradition of mutual exclusion problem definitions, our local mutual
exclusion problem is defined in terms of mutual exclusion and fairness properties. However,
because each lock variable points to at most one node per time, it is impossible for two
nodes’ lock sets to intersect, trivially satisfying the mutual exclusion property. Nevertheless,
satisfying lockout freedom remains challenging, especially in highly dynamic settings. When
issuing lock requests, nodes do not know which of their connections will remain stable and
which will disconnect by the time their coordination is complete. Thus, our problem variant
captures what it means for nodes to lock their maximal persistent neighborhoods despite
unpredictable and rapid topological changes.
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Table 1 The notation, domain, initialization, and description of the local variables used in the
algorithm for local mutual exclusion by a node u.

Var. Domain Init. Description

lock {⊥, 0, . . . , ∆} ⊥ ⊥ if u is unlocked, 0 if u has locked itself, and ℓu(v)
if u is locked by v

state {⊥, prepare, compete,
win, locked, unlock}

⊥ The lock state of node u

phase {⊥, prepare, compete} ⊥ The algorithm phase node u is in
L ⊆ N [u] ∅ Ports (nodes) u intends to lock
R ⊆ N [u] ∅ Ports via which u has received ready(), ack-lock(),

or ack-unlock() responses
W ⊆ N [u]× {true, false} ∅ Port-outcome pairs of win() messages u has received
H ⊆ N [u] ∅ Ports (nodes) on hold for the competition to lock u

A ⊆ N [u] ∅ Ports (nodes) of applicants that can join the compe-
tition to lock u

C ⊆ N [u] ∅ Ports (nodes) of candidates competing to lock u

P ⊆ C(u)× {0, . . . , K − 1} ∅ Port-priority pairs of the candidates

3 Algorithm for Local Mutual Exclusion

Our randomized algorithm for the local mutual exclusion problem specifies actions for the
execution of Lock and Unlock operations satisfying mutual exclusion and lockout freedom.
An execution of the Lock operation by a node u is organized into two phases: a preparation
phase (Algorithm 1) in which u determines and notifies the nodes L(u) it intends to lock, and
a competition phase (Algorithm 2) in which u attempts to lock all nodes in L(u), contending
with any other nodes v for which L(v) ∩ L(u) ̸= ∅. An execution of the Unlock operation
(Algorithm 3) by node u is straightforward, simply notifying all nodes in L(u) that their
locks are released. All local variables used in our algorithm are listed in Table 1 as they
appear in the pseudocode. In a slight abuse of notation, we use N [u] and the subsets thereof
to represent both the nodes in the closed neighborhood of u and the port labels of u they
are connected to. For clarity of presentation, the algorithm pseudocode allows for a node to
send messages to itself (via “port 0”) just as it sends messages to its neighbors, though in
reality these self-messages would be implemented with in-memory variable updates.

We refer to nodes that call Lock/Unlock as initiators and the nodes that are being
locked or unlocked as participants; it is possible for a node to be an initiator and participant
simultaneously. Initiators progress through a series of lock states associated with the state
variable; participants advance through the algorithm’s phases as indicated by the phase
variable. We first describe the algorithm from an initiator’s perspective and then describe
the complementary participants’ actions. A special CleanUp helper function ensures that
the nodes adapt to any disconnections affecting their variables that may have occurred since
they last acted, so we omit the handling of these disconnections in the following description.

When an initiator u calls Lock, it advances to the prepare state, sets L(u) to all nodes
in its closed neighborhood N [u], and then sends prepare() messages to all nodes of L(u).
Once it has received ready() responses from all nodes of L(u), it advances to the compete
state and joins the competitions for each node in L(u) by sending request-lock(p) messages
to all nodes of L(u), where p is a priority chosen uniformly at random from {0, . . . , K − 1}
for a fixed K = Θ(1). It then waits for the outcomes of these competitions. If it receives at
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Algorithm 1 The Lock Operation: Preparation Phase for Node u.

1: InitLock: On Lock being called → ▷ Initiator initiates a lock request.
2: if state = ⊥ then ▷ Only one locking operation at a time.
3: CleanUp( ).
4: Set state← prepare and L← N [u].
5: for all ℓ ∈ L do Send(prepare(), ℓ).
6: ReceivePrepare: On receiving prepare() via port ℓ →
7: CleanUp( ).
8: if phase = compete then set H ← H ∪ {ℓ}. ▷ Put ℓ on hold if already competing.
9: else

10: Set A← A ∪ {ℓ} and phase← prepare. ▷ Add ℓ as an applicant otherwise.
11: Send(ready(), ℓ).
12: ReceiveReady: On receiving ready() via port ℓ →
13: CleanUp( ).
14: Set R← R ∪ {ℓ}.
15: CheckStart: (state = prepare) ∧ (R = L) → ▷ All ready() messages received.
16: CleanUp( ).
17: Set state← compete, R← ∅, and W ← ∅.
18: Choose priority p ∈ {0, . . . , K − 1} uniformly at random.
19: for all ℓ ∈ L do Send(request-lock(p), ℓ).
20: CleanUp: (phase ̸= ⊥) ∨ (state = unlock) →
21: CleanUp( ).
22: function CleanUp( ) ▷ Helper function for processing disconnections D.
23: for all ℓ ∈ D do
24: if lock = ℓ then lock← ⊥.
25: Remove ℓ from all sets: L← L \ {ℓ}, R← R \ {ℓ}, W ←W \ {(ℓ, ·)}, H ← H \ {ℓ},
26: A← A \ {ℓ}, C ← C \ {ℓ}, and P ← P \ {(ℓ, ·)}.
27: if C = ∅ then
28: for all ℓ ∈ H do Send(ready(), ℓ).
29: Set A← A ∪H and H ← ∅. ▷ All nodes on hold become applicants.
30: if A ̸= ∅ then set phase← prepare.
31: else set phase← ⊥.

least one win(false) message, it lost this competition and must compete again. Otherwise,
if all responses are win(true), it advances to the win state and sends set-lock() messages
to all nodes of L(u). Once it has received ack-lock() responses from all nodes of L(u), it
advances to the locked state indicating L(u) now represents the lock set L(u).

A participant v is responsible for coordinating the competition among all initiators that
want to lock v. To delineate successive competitions, v distinguishes among initiators that
are candidates in the current competition, applicants that may join the current competition,
and those that are on hold for the next competition. When v receives a prepare() message
from an initiator u, it either puts u on hold if a competition is already underway or adds
u as an applicant and replies ready() otherwise. Participant v promotes its applicants to
candidates when v receives their request-lock(p) messages. Once all such messages are
received from the competition’s candidates, v notifies the one with the unique highest priority
of its success and all others of their failure (or, in the case of a tie, all candidates fail). A
winning competitor is removed from the candidate set while all others remain to try again;
once the candidate set is empty, v promotes all initiators that were on hold to applicants.
Finally, when v receives a set-lock() message, it sets its lock variable accordingly and
acknowledges this with an ack-lock() response.
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Algorithm 2 The Lock Operation: Competition Phase for Node u.

1: ReceiveRequest: On receiving request-lock(p) via port ℓ →
2: CleanUp( ).
3: if ℓ ∈ A then set A← A \ {ℓ} and C ← C ∪ {ℓ}.
4: Set P ← P ∪ {(ℓ, p)} and phase← compete. ▷ Close competition.
5: CheckPriorities: (phase = compete) ∧ (|C| = |P |) → ▷ All priorities received.
6: CleanUp( ).
7: if lock = ⊥ and ∃(ℓ, p) ∈ P with a unique highest p then
8: Send(win(true), ℓ) and Send(win(false), ℓ′) for all ℓ′ ∈ C \ {ℓ}.
9: else Send(win(false), ℓ) for all ℓ ∈ C.

10: Reset P ← ∅. ▷ Competition is over.
11: ReceiveWin: On receiving win(b) via port ℓ →
12: CleanUp( ).
13: Set W ←W ∪ {(ℓ, b)}.
14: CheckWin: (state = compete) ∧ (|W | = |L|) → ▷ All win(b) replies received.
15: CleanUp( ).
16: if ∃(·, false) ∈W then ▷ Start new locking attempt.
17: Choose priority p ∈ {0, . . . , K − 1} uniformly at random.
18: for all ℓ ∈ L do Send(request-lock(p), ℓ).
19: else ▷ Succeeded in locking.
20: Set state← win and reset R← ∅.
21: for all ℓ ∈ L do Send(set-lock(), ℓ).
22: Reset W ← ∅.
23: ReceiveSetLock: On receiving set-lock() via port ℓ →
24: Set lock← ℓ and C ← C \ {ℓ}.
25: CleanUp( ).
26: Send(ack-lock(), ℓ).
27: ReceiveAckLock: On receiving ack-lock() via port ℓ →
28: CleanUp( ).
29: Set R← R ∪ {ℓ}.
30: CheckDone: (state = win) ∧ (R = L) → ▷ All lock acknowledgements received.
31: CleanUp( ).
32: Set state← locked and reset R = ∅.
33: return L. ▷ Locking complete.

4 Analysis

In this section, we prove the following theorem.

▶ Theorem 1. If all nodes start with the initial values given by Table 1, the algorithm satisfies
the mutual exclusion and lockout freedom properties under semi-synchronous concurrency,
requires O(∆) memory per node and messages of size Θ(1), and has at most two messages in
transit along any edge at any time.

The algorithm in Section 3 is written with respect to local port labels; for ease of
presentation, we use the corresponding nodes throughout this analysis and write Xi(u)
to denote the local variable X of node u at the start of round i. We begin with two
straightforward lemmas demonstrating the eventual execution of enabled actions.

▶ Lemma 2. Apart from CleanUp, every enabled action will eventually be executed.
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Algorithm 3 The Unlock Operation for Node u.

1: InitUnlock: On Unlock being called → ▷ Initiator initiates an unlock.
2: if state = locked then ▷ Only one Unlock per successful Lock.
3: CleanUp( ).
4: Set state← unlock and reset R← ∅.
5: for all ℓ ∈ L do Send(release-lock(), ℓ).
6: ReceiveRelease: On receiving release-lock() via port ℓ →
7: CleanUp( ).
8: Set lock← ⊥ and Send(ack-unlock(), ℓ).
9: ReceiveAckUnlock: On receiving ack-unlock() via port ℓ →

10: CleanUp( ).
11: Set R← R ∪ {ℓ}.
12: CheckUnlocked: (state = unlock) ∧ (R = L) → ▷ All unlock acknowledgements received.
13: CleanUp( ).
14: Reset state← ⊥ and R = ∅. ▷ Unlocking complete.

Proof. Any enabled Receive* action whose guard depends only on the receipt of some
message must eventually be executed because it is assumed that every message in transit is
eventually processed (unless the edge is disconnected, at which point the message is lost and
the action is no longer enabled). Thus, it remains to consider the Check* actions.

Suppose CheckStart is enabled for a node u in some round i; i.e., statei(u) = prepare
and Ri(u) = Li(u). When state = prepare, only CheckStart can change the state
variable or reset R to ∅. Any execution of the CleanUp action does not change the state
variable and maintains R(u) = L(u) since it removes any disconnected neighbors from both
sets. So CheckStart remains continuously enabled and thus must eventually be executed
by the weakly fair adversary. An analogous argument also applies to CheckPriorities,
CheckWin, CheckDone, and CheckUnlocked. ◀

Lemma 2 shows that an enabled action will eventually be executed, but we also need
to know that the actions become enabled in the first place. One potential obstacle is that
Check* actions by a node u need to receive all responses from the nodes in L(u) before
becoming enabled. If some of nodes in L(u) disconnect and their corresponding response
messages are lost, the Check* action may be disabled indefinitely. This is one role of the
CleanUp action: removing disconnections from the algorithm’s variables so other actions
stop waiting for neighbors that no longer exist. We call such an action pre-enabled if it is
currently disabled but would become enabled after CleanUp is executed.

▶ Lemma 3. Every pre-enabled action eventually becomes enabled.

Proof. Suppose that CheckStart is pre-enabled for node u. Then state(u) = prepare
and u must have sent a prepare() message to itself in its execution of InitLock. So
ReceivePrepare is enabled for u, and by Lemma 2 it is eventually executed, updating
phase(u) = prepare. This enables CleanUp for u, and it will remain enabled until executed
because only CleanUp itself can reset phase to ⊥. Thus, CleanUp must eventually be
executed by the weakly fair adversary, enabling the pre-enabled CheckStart.

An analogous argument also applies to CheckPriorities, CheckWin, and CheckDone.
For CheckUnlocked, the condition state = unlock in the guard of CleanUp ensures
that CheckUnlocked is eventually enabled. ◀
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We continue our investigation of possible deadlocks resulting from actions remaining
disabled by considering concurrent competitions. An initiator node u is competing if and only
if state(u) = compete, i.e., if u has executed CheckStart but has not yet received all
win() messages needed to execute CheckWin. We model dependencies between competing
initiators and participants at the start of round i as a directed bipartite graph Di = (Ii∪Pi, Ei)
where Ii = {u : statei(u) = compete} is the set of competing initiators and Pi = {u :
∃v ∈ Ii s.t. u ∈ Li(v)} is the set of participants. We note that some nodes belong to both
partitions and consider their initiator and participant versions distinct. For nodes u ∈ Ii and
v ∈ Pi ∩ Li(u) for which u = v or (u, v) ∈ Gi (i.e., the edge exists in round i), the directed
edge (u, v) ∈ Ei if and only if u has not yet sent a request-lock() message to v in response
to the latest win() message from v; analogously, (v, u) ∈ Ei if and only if v has not yet sent
a win() message to u in response to the latest request-lock() message from u.

▶ Lemma 4. For all rounds i, Di is acyclic.

Proof. Initially, no node has yet called Lock and thus D0 is empty and trivially acyclic.
So suppose that Dj remains acyclic for all rounds 0 ≤ j ≤ i − 1 and consider the following
events that may occur in round i − 1 to form Di.

A node u executes CheckStart. Then (v, u) is added to Di for each v ∈ Li−1(u) that u

sends request-lock() messages to. But u is a sink, so Di remains acyclic.
A node u executes CheckWin. If there exists (·, false) ∈ Wi−1(u), then (u, v) is
removed from Di and (v, u) is added to Di for each v ∈ Li−1(u) that u once again sends
request-lock() messages to. As in the first case, this makes u a sink and Di remains
acyclic. Otherwise, if all (·, b) ∈ Wi−1(u) have b = true, u has won its competition and
sets statei(u) = win, meaning u ̸∈ Di. So Di remains acyclic in this case as well.
A node u executes CheckPriorities. Then (u, v) is removed from Di and (v, u) is
added to Di for each v ∈ Ci−1(u) that u sends win() messages to. For Di to be acyclic, it
suffices to show it does not contain any outgoing edges from u; i.e., there are no nodes w

such that u ∈ Li(w), w has sent u a request-lock() message, but u has not yet sent a
win() response to w. Such a node w could only have sent u a request-lock() message
if it had previously received a ready() message from u, which in turn could only have
been sent by u if u had included w as an applicant in A(u). Thus, on receipt of the
first request-lock() message from w, u would have promoted w to a candidate in C(u),
which is precisely the set that u responds to when executing CheckPriorities. So u

has no outgoing edges in Di, as desired.
An edge {u, v} is disconnected in the TVG G, for u ∈ Ii−1 and v ∈ Pi−1. This
disconnection is processed by the CleanUp helper function, removing v from L(u) and
thus any (u, v) edge from Di during the next execution of CheckWin by u; an analogous
statement holds for edges (v, u) in the next execution of CheckPriorities by v. As the
removal of an edge cannot create a cycle, Di remains acyclic.

Therefore, Di remains acyclic in all cases, as claimed. ◀

▶ Lemma 5. Every competing initiator eventually receives a win() response from its partic-
ipants; likewise, every participant eventually receives a request-lock() response from its
competing initiator(s).

Proof. Suppose to the contrary that there exists a competing initiator u that waits indef-
initely for a win() response from some participant v. Then the edge {u, v} must never
be disconnected in the TVG G and the directed edge (v, u) must remain indefinitely in D.
By Lemmas 2 and 3, v can only be prohibited from sending the requisite win() message
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if CheckPriorities remains disabled for v indefinitely. This, in turn, is only possible if
v waits indefinitely for a request-lock() response from some competing initiator w ̸= u.
This implies that {v, w} is never disconnected in G and the directed edge (w, v) remains
indefinitely in D. As before, Lemmas 2 and 3 can be applied iteratively to show that each
node must be waiting on another. But since the set of nodes V is finite, some node must
eventually be revisited, establishing a directed cycle in D and contradicting Lemma 4. ◀

Lemma 5 directly implies the following corollary.

▶ Corollary 6. Every competition trial of a competing initiator eventually completes.

To demonstrate that our algorithm satisfies lockout freedom, it remains to show that
every competing initiator u eventually wins a competition trial by receiving all win(true)
responses from L(u). We first address the situation in which a competition trial of u is open,
meaning none of the nodes v ∈ L(u) are locked during the trial.

▶ Lemma 7. If K = Θ(1), then an initiator that competes in an open competition trial
infinitely often will eventually win a competition, with probability 1.

Proof. Consider any competing initiator u and any open competition trial of u. By the start
of its second competition trial, u ∈ C(v) for all v ∈ L(u), implying that phase(v) = compete
and no other nodes will be added to C(v) ∪ A(v) while u is still competing for v. Since
|L(u) \ {u}| ≤ ∆ and |C(v) ∪ A(v) \ {u}| ≤ ∆ for each v ∈ L(u) \ {u}, node u can be
competing against c ≤ ∆2 other nodes. Every node chooses its priority uniformly at random
from {0, . . . , K − 1}, so it follows from symmetry that the probability u has the highest
priority in a given trial is at least 1/∆2. In general,

Pr [p(u) highest | p(u) unique]
Pr [p(u) highest] =

∑K−1
p=0 Pr [p(u) = p ∧ ∀v ̸= u : p(v) ≤ p(u) | p(u) unique]∑K−1

p=0 Pr [p(u) = p ∧ ∀v ̸= u : p(v) ≤ p(u)]

=
∑K−1

p=0
1
K

(
p

K−1

)c∑K−1
p=0

1
K

(
p+1
K

)c ≥
∑K−1

p=0 pc∑K

p=1 pc
≥ (K − 1)c

2Kc
≥ (1− 1/K)∆2

2

Furthermore, the probability that u has a unique priority is (1 − 1/K)c ≥ (1 − 1/K)∆2 .
Thus, the probability that u has the unique highest priority in a given open trial is

Pr [p(u) highest ∧ p(u) unique] = Pr [p(u) highest | p(u) unique] · Pr [p(u) unique]

≥ (1 − 1/K)∆2

2∆2 · (1 − 1/K)∆2
= (1 − 1/K)2∆2

2∆2 > 0.

Since this probability is strictly positive, the probability that u never has the unique highest
priority in an infinite sequence of open competition trials is

lim
n→∞

(1 − Pr [p(u) highest ∧ p(u) unique])n ≤ lim
n→∞

(
1 − (1 − 1/K)2∆2

2∆2

)n

= 0.

Therefore, with probability 1 there must eventually be an open competition trial in which u

has the unique highest priority. Because the trial is open, all v ∈ L(u) have lock(v) = ⊥
and thus will send win(true) responses to u.2 ◀

2 This proof can be easily extended to show that if K > ∆2, u will win a competition within O(∆2) open
competition trials, in expectation. We chose to avoid this increase in message size requirements from
Θ(1) to O(log ∆) since time complexity is not a focus of this work.
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We next show that a competing initiator competes in an open trial infinitely often. Recall
from Section 2.2 that a Lock operation by node u succeeds once u obtains locks for its
persistent neighborhood, and once obtained, these locks are eventually released via Unlock.

▶ Lemma 8. Every competing initiator eventually wins a competition trial with probability 1.

Proof. Suppose to the contrary that a competing initiator u competes in an infinite number of
competition trials. Only a finite number of these trials can be open, since u would eventually
win one of an infinite number of open trials with probability 1 by Lemma 7. So an infinite
number of trials of u must be closed; i.e., there are an infinite number of trials in which at
least one v ∈ L(u) has lock(v) ̸= ⊥. Since |L(u) \ {u}| ≤ ∆, there must be a node v ∈ L(u)
that is locked infinitely often. But by the start of its second competition trial, u ∈ C(v) and
no other nodes will be added to C(v) ∪ A(v) while u is still competing for v. Thus, only the
nodes in C(v) ∪ A(v) and the node that had already locked v when u was added to C(v)
could possibly lock v. But whenever v sets its locks in ReceiveSetLock, it removes the
locking node from C(v). Moreover, any node that obtains locks must eventually release them,
by supposition. So the set of nodes that could lock v is monotonically decreasing and thus
nodes in C(v) ∪ A(v) \ {u} cannot lock v an infinite number of times, a contradiction. ◀

For an initiator u to benefit from eventual victory ensured by Lemma 8, it must become
competing in the first place; i.e., it must advance to state(u) = compete.

▶ Lemma 9. Every initiator eventually becomes competing.

Proof. Suppose to the contrary that an initiator u never becomes competing, i.e., it never
executes CheckStart. By Lemmas 2 and 3, this is only possible if CheckStart remains
disabled indefinitely. To be an initiator at all, u must have executed InitLock, set state(u) =
prepare, and sent prepare() messages to all nodes v ∈ L(u). So u must be waiting for a
ready() response from at least one v ∈ L(u) that remains connected to u indefinitely.

By Lemma 2, such a node v must eventually execute ReceivePrepare. During this
execution, it must be the case that phase(v) = compete and v adds u to H(v); otherwise,
v would have added u to A(v) and replied to u with a ready() message, a contradiction.
Only the CleanUp helper function can reset phase(v) to ⊥, but it only does so when
C(v) ∪ A(v) ∪ H(v) = ∅ which is not the case since u ∈ H(v). So the CleanUp action is
continuously enabled for v and is eventually executed by the weakly fair adversary. During
this execution, it must be the case that C(v) ̸= ∅; otherwise, v would have sent ready()
messages to all initiators on hold at v, including u, a contradiction. But for this situation
to occur indefinitely, there must exist some competitor in the finite set C(v) ∪ A(v) that
competes in an infinite number of trials, a contradiction of Lemma 8. ◀

Combining Corollary 6 with Lemmas 8 and 9 implies the following corollary.

▶ Corollary 10. The local mutual exclusion algorithm satisfies lockout freedom.

Recall from Section 2.2 that the mutual exclusion property is trivially satisfied by our
construction of the lock sets. Thus, we conclude the proof of Theorem 1 with the following
result regarding the algorithm’s memory and message size requirements.

▶ Lemma 11. The algorithm requires O(∆) memory per node and messages of size Θ(1),
and there are at most two messages in transit along any given edge at any time.



J. J. Daymude, A. W. Richa, and C. Scheideler 12:13

Proof. Table 1 shows that phase and state can be stored in Θ(1) bits each and lock can be
stored in log2 ∆ bits. The remaining variables can be represented as linear registers of length
∆, where port ℓ is in the set variable X if and only if the ℓ-th bit of register X is true. So
the memory bound of O(∆) follows. Similarly, there are a constant number of message types,
among which only request-lock() and win() carry additional data. A win() message
carries one bit signaling whether a competition trial was won or lost. A request-lock()
message carries a randomly chosen priority, which by Lemma 7 can be stored in Θ(1) bits.

To bound the number of messages in transit per edge per time, consider the execution of
a Lock operation by an initiator node u. The local mutual exclusion algorithm is structured
around pairs of initiator messages and participant responses: prepare()/ready() messages
in the preparation phase, request-lock()/win() messages in each competition trial, and
set-lock()/ack-lock() messages once a node has won a trial. In each scenario, only one
message per pair is in transit along {u, v} per time for each v ∈ L(u). Moreover, node u does
not advance to the next phase and send any additional messages until all messages of the
current phase are processed. An analogous argument applies to the Unlock operation with
its release-lock()/ack-unlock() message pairs. Thus, there can be at most one message
in transit per edge per time involved with any initiator’s Lock or Unlock operation.

Furthermore, an initiator u can execute at most one Lock or Unlock operation per
time since u can only start a Lock operation by executing InitLock if state(u) = ⊥,
implying it holds no locks; similarly, u can only start an Unlock operation by executing
InitUnlock if state(u) = locked, implying its previous Lock operation has succeeded.

Thus, the lemma follows since there are at most two initiators u and v per edge {u, v}. ◀

5 Extending to Asynchronous Concurrency

Section 4 proved Theorem 1 under semi-synchronous concurrency in which (i) topological
changes occur at discrete times in between rounds of action executions and (ii) the adversary
chooses any non-empty subset of nodes to act in each round and those nodes’ action executions
are guaranteed to end before the next round begins. In this section, we prove that Theorem 1
holds even in the more general asynchronous setting.

All assumptions from Section 2.1 about the time-varying graph G, the nodes, their
asynchronous message passing, and the structure of algorithms and their actions remain the
same. However, in an asynchronous schedule, the adversary can schedule action executions
over arbitrary finite time intervals, including those that are concurrent with topological
changes and span multiple TVG rounds. In this setting, our prior assumptions about
the disconnection detector now imply that any topological changes incident to u that are
concurrent with one of its action executions are not observed or processed by u until its next
action execution. We further assume for the asynchronous setting that any message sent by
node u during one of its action executions starting at time t1 is processed by a node v during
some other action execution starting at time t2 > t1 if and only if the edge {u, v} ∈ Gt

for all t ∈ [t1, t2]. This implies that when an edge is disconnected, all messages in transit
along that edge are immediately lost and no further messages can be sent or received by the
corresponding ports until the corresponding action executions have finished.

▶ Lemma 12. For any asynchronous schedule S, there exists a semi-synchronous schedule
S ′ containing the same action executions as in S that produces the same outcome for every
action execution in S.
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Proof. Consider any asynchronous schedule S of the local mutual exclusion algorithm and
let E be the set of all action executions in S. Analogous to Lamport [34], we define the causal
relation → on E as the smallest relation satisfying the following three conditions:

If α ∈ E is an execution by node u and β ∈ E is the next execution by u, then α → β.
If a message sent in α ∈ E is processed in β ∈ E , then α → β.
If α → β and β → γ, then α → γ.

Since all causal relations are naturally forward in time, it follows that the graph represented by
the causal relations on E forms a DAG. Thus, the action executions of E can be topologically
sorted in some order [α1, α2, . . .].

Now, consider the schedule Ŝ containing the same action executions starting at the same
times as those in S, but (i) each action execution takes 0 time and (ii) any set of action
executions starting at the same time as some edge changes is shifted before these edge changes
without changing the order of the action executions. Then Ŝ can be transformed into a
semi-synchronous schedule S ′ by adding filler time steps when no edges change so that each
node executes at most one action per round and all action executions between two time steps
start at the same time. Certainly, S ′ is still a valid schedule since all causal relations remain
forward in time and – by our assumption on asynchronous message processing – any message
sent by action execution α that is processed by action execution β in S can still be processed
by β in S ′. Furthermore, since the causal relations haven’t changed, the action executions in
S ′ can be sorted in the same order [α1, α2, . . .] as for S. Since any action execution can only
change a node’s state or send messages and, in both schedules, it only sees a snapshot of D

at its start, it follows by induction on the ordering of the action executions that for any i,
the outcome of αi is identical in S and S ′. ◀

As in the semi-synchronous setting, the mutual exclusion property is trivially satisfied in
the asynchronous setting. But suppose to the contrary that there exists an asynchronous
schedule in which at least one Lock operation never succeeds. Lemma 12 shows that there
must exist a semi-synchronous schedule in which at least one Lock operation never succeeds,
contradicting Theorem 1. So we have the following corollary.

▶ Corollary 13. The local mutual exclusion algorithm also satisfies the mutual exclusion and
lockout freedom properties under any asynchronous schedule.

6 Applications

We next establish how our algorithm for local mutual exclusion can be used to implement
key assumptions present in formal models of dynamic distributed systems. In particular, we
focus on the assumptions of independent pairwise interactions in population protocols [3] and
concurrency control operations in the canonical amoebot model of programmable matter [17].

Population Protocols. Inspired by passively mobile sensor networks, Angluin et al. [3]
proposed the population protocols model. Each agent in a population is assumed to have a
finite state and a transition function defining how that state evolves as a result of a pairwise
interaction with another agent. Agents cannot explicitly control their movements or who
they interact with; i.e., they are passively dynamic. Instead, it is typically assumed that a
sequential scheduler chooses one pair of agents to interact per time step. In reality, however,
many agents within interacting distance might exist concurrently (see, e.g., [16]), requiring a
mechanism to organize these agents into a matching of independent pairs.
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This goal could be achieved directly using our algorithm for local mutual exclusion. Any
agent u that wants to interact must first call Lock. On success, u then chooses any locked
neighbor to interact with, if it has one; if desired, one could even generalize the usual pairwise
interactions to interactions among the full group of locked neighbors. Lockout freedom
ensures u will eventually be allowed to make this choice, and mutual exclusion ensures
this pairwise interaction is isolated from any others. After interacting, u then releases its
locks with Unlock. If the expected number of competing agents is high, an alternative
implementation of our algorithm could have u make its choice of interacting neighbor v first
and then try to lock only u and v to avoid a lengthy competition. On success, u would then
interact with v, isolated from any other interactions, and then unlock itself and v. In both
implementations, it is possible that all neighbors may move out of interaction range, leaving
u to lock only itself. In this situation, no interaction occurs and u simply unlocks itself.

Both implementations require O(∆) memory per agent and messages of size Θ(1). For
many applications of population protocols where ∆ is a fixed constant (e.g., proximity graphs
or IoT), these requirements are reduced to Θ(1). Thus, our algorithm for local mutual
exclusion could provide isolated pairwise interactions assumed by population protocols even
in the presence of underlying network dynamics and asynchronous concurrency.

The Canonical Amoebot Model. The amoebot model abstracts active programmable matter
as a collection of simple computational elements called amoebots that move and interact
locally to collectively achieve tasks of coordination and movement. Each amoebot is typically
assumed to be anonymous and have only constant-size memory, but can control its movements.
The canonical amoebot model [17] is an updated formalization that addresses concurrency
by partitioning amoebot functionality into a high-level application layer where algorithms
call various operations and a low-level system layer where those operations are executed via
asynchronous message passing. Two such operations are the concurrency control operations,
Lock and Unlock, which are used in a concurrency control framework to convert amoebot
algorithms that terminate in the sequential setting and satisfy certain conventions into
algorithms that exhibit equivalent behavior in the concurrent setting [17].

The canonical amoebot model treats the Lock and Unlock operations as black boxes
without giving an implementation. These operations facilitate amoebots gaining exclusive
access to themselves and their neighbors, much like our mutual exclusion property, and are
assumed to terminate (either successfully or in failure) in finite time. The asynchronous
extension of our local mutual exclusion algorithm presented in Section 5 could directly
implement these operations, ensuring isolation of concurrent amoebot actions even as connec-
tions between amoebots change due to their movements. One interesting feature of such an
implementation is that while the amoebot Lock operation is allowed to fail – which must
be taken into account by algorithm designers – our Lock operation always succeeds due to
lockout freedom, reducing complexity in algorithm design. Moreover, for the often-considered
geometric space variant in which an (expanded) amoebot can have at most eight neighbors,
our algorithm has Θ(1) amoebot memory and message size requirements.

7 Conclusion

We presented an algorithm for local mutual exclusion that enables weakly capable nodes to
isolate concurrent actions involving their persistent neighborhoods despite dynamic network
topology. Our algorithm ensures that nodes belong to at most one locked neighborhood at a
time (mutual exclusion) and that every lock request eventually succeeds (lockout freedom).
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It requires O(∆) memory per node and messages of size Θ(1) – where ∆ is the maximum
number of connections per node – and is compatible with anonymous, message passing nodes
that operate semi-synchronously or asynchronously. These weak requirements make our
algorithm suitable for a wide range of application domains such as overlay networks, IoT,
modular robots, and programmable matter. As two concrete examples, we demonstrated how
our algorithm could implement the pairwise interactions assumed by population protocols [3]
and the concurrency control operations assumed by the canonical amoebot model [17].
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Abstract
The population protocol model describes a network of anonymous agents that interact asynchronously
in pairs chosen at random. Each agent starts in the same initial state s. We introduce the dynamic
size counting problem: approximately counting the number of agents in the presence of an adversary
who at any time can remove any number of agents or add any number of new agents in state s.
A valid solution requires that after each addition/removal event, resulting in population size n,
with high probability each agent “quickly” computes the same constant-factor estimate of the value
log2 n (how quickly is called the convergence time), which remains the output of every agent for
as long as possible (the holding time). Since the adversary can remove agents, the holding time is
necessarily finite: even after the adversary stops altering the population, it is impossible to stabilize
to an output that never again changes.

We first show that a protocol solves the dynamic size counting problem if and only if it solves
the loosely-stabilizing counting problem: that of estimating log n in a fixed-size population, but
where the adversary can initialize each agent in an arbitrary state, with the same convergence time
and holding time. We then show a protocol solving the loosely-stabilizing counting problem with
the following guarantees: if the population size is n, M is the largest initial estimate of log n, and
s is the maximum integer initially stored in any field of the agents’ memory, we have expected
convergence time O(log n + log M), expected polynomial holding time, and expected memory usage
of O(log2(s) + (log log n)2) bits. Interpreted as a dynamic size counting protocol, when changing
from population size nprev to nnext, the convergence time is O(log nnext + log log nprev).
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1 Introduction

A population protocol [6] is a network of n anonymous and identical agents with finite memory
called the state. A scheduler repeatedly selects a pair of agents independently and uniformly
at random to interact. Each agent sees the entire state of the other agent in the interaction
and updates own state in response. Time complexity is measured by parallel time: the number
of interactions divided by the population size n, capturing the natural time scale in which
each agent has Θ(1) interactions per unit time. The agents collectively do a computation,
e.g., population size counting: computing the value n. Counting is a fundamental task in
distributed computing: knowing an estimate of n often simplifies the design of protocols
solving problems such as majority and leader election [1, 2, 4, 11,13–16,24,31,35].
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A protocol is defined by a transition function with a pair of states as input and as output
(more generally to capture randomized protocols, a relation that can associate multiple
outputs to the same input). For example, consider the simple counting protocol with
transitions Li, Lj → Li+j , Fi+j , with every agent starting in L1. In population size n, this
protocol converges to a single agent in state Ln, with all other agents in state Fi for some i.
The additional transitions Fi, Fj → Fj , Fj for i < j propagate the output n to all agents.

The dynamic size counting problem

In contrast to most work, which assumes the population size n is fixed over time, we model an
adversary that can add or remove agents arbitrarily and repeatedly during the computation.
All agents start in the same state, including newly added agents. The goal is for each agent
to approximately count the population size n, which we define to mean that all agents should
eventually store the same output k in their states, which with high probability is within
a constant multiplicative factor of log n.1 Once all agents have the same output k, they
have converged. They maintain k as the output for some time called the holding time (after
which they might alter k even if the population size has not changed). In response to a
“significant” change in size from nprev to nnext, agents should re-converge to a new output
k′ of log nnext. (Agents are not “notified” about the change; instead they must continually
monitor the population to test whether their current output is accurate.) Note that if nprev
is close to nnext (within a polynomial factor), then k may remain an accurate estimate of
nnext, so agents may not re-converge in response to a small change.

Ideally the expected convergence time is small, and the expected holding time is large.
With a fixed size population, it is common to require the output to stabilize to a value that
never again changes after convergence, i.e., infinite holding time. However, this turns out to be
impossible with an adversary that can remove agents (Observation 3.4). When changing from
size nprev to nnext, our protocol achieves expected convergence time O(log nnext +log log nprev)
and expected holding time Ω(nc

next), where c can be made arbitrarily large. The number of
bits of memory used per agent is O(log2(s) + (log log n)2), where s is the maximum integer
stored in the agents’ memory after the change.

While it is common to measure population protocol memory complexity by counting
the number of states (which is exponentially larger than the number of bits required to
represent each state), that measure is a bit awkward here. Our protocol is uniform – the same
transition rules for every population size – so has an infinite number of producible states.
One could count expected number of states that will be produced, but this is a bit misleading:
in time t each agent visits O(t) states on average, so O(t · n) states total. Counting how
many bits are required is more accurate metric of the actual memory requirements.

The loosely-stabilizing counting problem

The dynamic size counting problem has an equivalent characterization: rather than removing
agents and adding them with a fixed initial state, the loosely-stabilizing adversary sets each
agent to an arbitrary initial state in a fixed-size population. A protocol solves the dynamic
size counting problem if and only if it solves the loosely-stabilizing counting problem, with
the same convergence and holding times (Lemma 3.5). Due to this equivalence, we analyze

1 Nonuniform protocols require agents to be initialized with an estimate k of log n in order to accomplish
other tasks, such as a “leaderless phase clock” [1]. The bound k = Θ(log n) is necessary and sufficient
for correctness and speed in most cases [1, 2, 4, 11, 13–16,24,31,35].
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our protocol assuming a fixed population size and adversarial initial states. In this case
our convergence time O(log n + log M) is measured as a function of the population size n

and the value M that is the maximum estimate value stored in agents’ memory. From the
perspective of the dynamic size counting problem, these “adversarial initial states” would
correspond to the agent states after correctly estimating the previous population size, just
prior to adding or removing agents.

1.1 Related work
Initialized counting with a fixed size population. In population protocols with fixed size,
there is work computing exactly or approximately the population size n. For a full review
see [19]. Such protocols reach a stable configuration from which the output cannot change.
Some of these counting protocols would still solve the counting problem in the presence of
an adversary who can only add agents (see Observation 3.3). However, these protocols fail
in the presence of an adversary who can also remove agents, since they work only in the
initialized setting and rely on reaching a stable configuration (see Observation 3.4).

Self-stabilizing counting with a fixed size population. A population protocol is self-
stabilizing if, from any initial configuration, it reaches to a correct stable configuration.
Self-stabilizing size counting has been studied [8–10,27], but provably requires adding a “base
station” agent that cannot be corrupted by the adversary. In these protocols the base station
is the only agent required to learn the population size. Aspnes, Beauquier, Burman, and
Sohier [8] showed a time- and space-optimal protocol that solves the exact counting problem
in O(n log n) time, using 1-bit memory for each non-base station agent.

Size regulation in a dynamically sized population. The model described by Goldwasser,
Ostrovsky, Scafuro, and Sealfon [25] is close to our setting. They consider the size regulation
problem: approximately maintaining a target size (hard-coded into each agent) using
O(log log n) bits of memory per agent, despite an adversary that (like ours) adds or removes
agents. That paper assumes a model variation in which:

The agents can replicate or self-destruct.
The computation happens through synchronized rounds of interactions. At each round
the scheduler selects a random matching of size k = O(n) agents to interact.
The adversary’s changes to the population size are limited. The adversary can insert or
delete a total of o(n1/4) agents within each round.

The latter two model differences above crucially rule out their protocol as useful for
our problem. We use the standard asynchronous scheduler, and much of the complexity of
our protocol is to handle drastic population size changes (e.g., removing n− log n agents).
Additionally, their protocol heavily relies on flipping coins of bias 1√

n
that we cannot utilize

since the agents don’t start with an estimate of n. Moreover, even when the agents compute
their estimate, the population size might change.

Loosely-stabilizing leader election. Sudo, Nakamura, Yamauchi, Ooshita, Kakugawa, and
Masuzawa [34] introduce loose-stabilization as a relaxation for the self-stabilizing leader
election problem in which the agents must know the exact population size to elect a leader.
The loosely stabilizing leader election guarantees that starting from any configuration, the
population will elect a leader within a short time. After that, the agents hold the leader
for a long time but not forever (in contrast with self-stabilization). On the positive side,
the agents no longer need to know the exact population size to solve the loosely-stabilizing
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leader election, but a rough upper bound suffices. Loosely-stabilizing leader election has
been studied, providing a time-optimal protocol that solves the leader election problem [33]
and a tradeoff between the holding and convergence times [26,36].

Computation with dynamically changing inputs. Alistarh, Töpfer, and Uznański [5]
consider the dynamic variant of the comparison problem. In the comparision problem, a
subset of population are in the input states X and Y and the goal is to compute if X > Y

or X < Y . In the dynamic variant of the comparision problem, they assume an adversary
who can change the counts of the input states at any time. The agents should compute
the output as long as the counts remain untouched for sufficiently long time. They propose
a protocol that solves the comparision problem in O(log n) time using O(log n) states per
agent, assuming |X| ≥ C2 · |Y | ≥ C1 log n for some constants C1, C2 > 1.

Berenbrink, Biermeier, Hahn, and Kaaser [12] consider the adaptive majority problem
(generalization of the comparison problem [5]). At any time every agent has an opinion from
{X, Y } or undecided and their opinions might change adversarially. The goal is to have
agreement in the population about the majority opinion. They introduce a non-uniform
loosely-stabilizing leaderless phase clock that that uses O(log n) states to solve the adaptive
majority problem. This is similar to having an adversary who can add or remove agents with
different opinion. However, all agents are assumed already to have an estimate of log n that
remains untouched. Thus it is not straightforward to use their protocol to solve our problem
of obtaining this estimate.

2 Definitions and Notation

A population protocol is a pair P = (Λ, ∆), where Λ is a finite set of states, and ∆ ⊆
(Λ×Λ)×(Λ×Λ) is the transition relation. (Often this is defined as a function δ : Λ×Λ→ Λ×Λ,
but we allow randomized transitions, where the same pair of inputs can randomly choose
among multiple outputs.)

A configuration c of a population protocol is a multiset over Λ of size n, giving the
states of the n agents in the population. For a state s ∈ Λ, we write c(s) to denote the
count of agents in state s. A transition is a 4-tuple, written α : r1, r2 → p1, p2, such that
((r1, r2), (p1, p2)) ∈ ∆. If an agent in state r1 interacts with an agent in state r2, then they
can change states to p1 and p2. This notation omits explicit probabilities; our main protocol’s
transitions can be implemented so as to always have either one or two possible outputs for
any input pair, with probability 1/2 of each output in the latter case.2 For every pair of
states r1, r2 without an explicitly listed transition r1, r2 → p1, p2, there is an implicit null
transition r1, r2 → r1, r2 in which the agents interact but do not change state. For our main
protocol, we specify transitions formally with pseudocode that indicate how agents alter each
independent field in their state. We say a configuration d is reachable from a configuration c
if applying 0 or more transitions to c results in d.

When discussing random events in a protocol of population size n, we say event E happens
with high probability if Pr [¬E] = O(n−c), where c is a constant that depends on our choice of
parameters in the protocol, where c can be made arbitrarily large by changing the parameters.

2 For the purpose of representation, we make an exception in our protocol, when we show agents generate
a geometric random variable in one line (see Protocol 6). However, we can assume a geometric random
variable is generated through O(log n) consecutive interactions with each selecting out of two possible
outputs (H or T).
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For concreteness, we will write a particular polynomial probability such as O(n−2), but in
each case we could tune some parameter (say, increasing the time complexity by a constant
factor) to increase the polynomial’s exponent.

To measure time we count the total number of interactions (including null transitions
such as a, b→ a, b in which the agents interact but do not change state), and divide by the
number of agents n.

In a uniform protocol (such as the main one of this paper), the transitions are independent
from the population size n (see [21] for a formal definition). In other words, a single protocol
computes the output correctly when applied on any population size. In contrast, in a
nonuniform protocol different transitions are applied for different population sizes.

A protocol stably solves a problem if the agents eventually reach a correct configuration
with probability 1, and no subsequent interactions can move the agents to an incorrect
configuration; i.e., the configuration is stable. A population protocol is self-stabilizing if from
any initial configuration, the agents stably solve the problem.

3 Dynamic Size Counting

In a population of size n, define C(n, ϵ1, ϵ2) to be the set of correct configurations c such
that every agent u in c obeys ϵ1 log n < u.estimate < ϵ2 log n. Let th be any time bound.
Moreover, we define L(n, th) ⊂ C(n, ϵ1, ϵ2) the subset of correct configurations such that
as the expected time for protocol P starting from a configuration l ∈ L(n, th) to stay in
C(n, ϵ1, ϵ2) is at least th(n).

▶ Definition 3.1. Let nprev and nnext denote the previous and next population size. A protocol
P solves the dynamic size counting problem if there are ϵ1, ϵ2 > 0, called the accuracy, such
that if the population size changes from nprev to nnext, the protocol reaches a configuration l
in L(nnext, th) with high probability. The time needed to do this is called the convergence
time. Moreover, th, the time that the population stays in C(nnext, ϵ1, ϵ2), is called the holding
time.

A population protocol is (tc(n), th(n))-loosely stabilizing if starting from any initial
configuration, the agents reach a correct configuration in tc(n) time and stay in the correct
configuration for additional th(n) time [33,34]. In contrast to self-stabilizing [7,17], subsequent
interactions can move the agents to an incorrect configuration; however, the agents recover
quickly from an incorrect configuration.

Given any starting configuration s ̸∈ C(n, ϵ1, ϵ2) of size n, we define fc(s, L(n, th)) as the
expected time to reach a correct configuration in L(n, th).

▶ Definition 3.2 ([34, Definition 2]). Let tc(n, M) and th(n) be functions of n, the largest
integer value M in the initial configuration s, and the set of correct configuration C(n, ϵ1, ϵ2).
A protocol P is a tc(n, M), th(n), ϵ1, ϵ2 loosely-stabilizing population size counting protocol if
there exists a set L(n, th) ⊂ C(n, ϵ1, ϵ2) of configurations satisfying:

For every n and every initial configuration s ̸∈ C(n, ϵ1, ϵ2) of size n, fc(s, L(n, th)) ≤
tc(n, M).

3.1 Basic properties of the dynamic size counting problem
We first observe that the key challenge in dynamic size counting is that the adversary may
remove agents. If the adversary can only add agents, the problem is straightforward to solve
with optimal convergence and holding times.
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▶ Observation 3.3. Suppose the adversary in the dynamic size counting problem only adds
agents. Then there is a protocol solving dynamic size counting with O(log n) convergence
time (in expectation and with probability ≥ 1−O(1/n)) and infinite holding time.

Proof. Each agent in the initial state s generates a geometric random variable. After the last
time that the adversary adds agents, resulting in n total agents, exactly n geometric random
variables will have been generated. Agents propagate the maximum by epidemic using
transition a, b→ max(a, b), max(a, b), taking 3 ln n time to reach all agents with probability
≥ 1− 1

n2 [17, Corollary 2.8]. The maximum of n i.i.d. geometric random variables is in
the range [log n− log ln n, 2 log n] with probability ≥ 1− 1

n [18, Lemma D.7]. ◀

In contrast, if the adversary can remove agents, then even if it is guaranteed to do this
exactly once, no protocol can be stabilizing, i.e., have infinite holding time.

▶ Observation 3.4. Suppose the adversary in the dynamic size counting problem will remove
agents exactly once. Then any protocol solving the problem has finite holding time.

Proof. Suppose otherwise. Let the initial population size be n and the later size be n′ < n.
The protocol must handle the case where the adversary never removes agents, since in
population size n this is equivalent to an adversary who starts with n + 1 agents and
immediately removes one of them. Thus if the adversary waits sufficiently long before the
removal, then all agents stabilize to output k = Θ(log n). In other words, no sequence of
transitions can alter the value, including transitions occurring only among any subpopulation
of size n′. So after the adversary removes n− n′ agents, the remaining n′ agents are unable
to alter the output k, a contradiction if n′ is sufficiently small compared to n such that the
output k is not a correct estimate for a population of size n′. ◀

Recall that we define M as the largest integer value the agents stored in the starting
configuration s. Lemma 3.5 shows that the dynamic size counting problem is equivalent to
the loosely-stabilizing counting problem. Due to this equivalence, our correctness proofs will
use the loosely-stabilizing characterization. The proof is given in the full version [20].

▶ Lemma 3.5. A protocol solves the dynamic size counting problem with convergence time
tc(n, M) and holding time th(n) if and only if it solves the loosely-stabilizing counting problem
with convergence time tc(n, M) and holding time th(n).

Proof sketch. Any states present in an adversarially prepared configuration c will be
produced in large quantities from any sufficiently large initial configuration of all initialized
states s [18, Lemma 4.2]. The dynamic size adversary can then remove agents to result in c,
which the protocol must handle, showing it can handle an arbitrary initial configuration. ◀

3.2 High-level overview of dynamic size counting protocol
This section briefly describes our protocol for solving the dynamic size counting, defined
formally in Section 3.3. By Lemma 3.5, it suffices to design a protocol solving the loosely-
stabilizing counting problem for a fixed population size n. Our protocol uses the “detection”
protocol of [3]. Consider a subset of states designated as a “source”. A detection protocol
alerts all agents whether a source state is present in the population.
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In Protocol 1, the population maintains several dynamic groups, with the agent’s group
stored as a positive integer field group. The group values are not fixed: each agent changes
its group field on every interaction, with equal probability either incrementing group or
setting it to 1. We show that, no matter the initial group values, after O(log n) time the group
values will be in the range [1, 8 log n] WHP. Furthermore, the distribution of group values
is very close to that of n i.i.d. geometric random variables, in the sense that each agent’s
group value is independent of every other, with expected n/2i agents having group = i if
each agent has had at least i interactions.3

The agents store an array of “signal” integers in their signals field to track the existing
group values in the population. Each agent in the i’th group is responsible for boosting the
signal associated with i. The goal is to have signals[i] > 0 for all agents if and only if some
agent has group = i.

The detection protocol of [3], explained below, provides a technique for agents to know
which groups are still present. Once a signal for group k fades out, the agents speculate that
there is no agent with group = k. Depending on the current value stored as estimate in
agents’ memory and the value k, this might cause re-calculating the population size. The
agents are constantly checking for the changes in the signals. They re-compute estimate
once there is a large gap between estimate and the first group i with signals[i] = 0. We
call i the first missing value (stored in the field FMV).

The signals array is updated as follows. An agent with group = k sets signals[k] to its
maximum possible value (3k + 1); we call this boosting. Other groups k are updated between
two agents u, v with u.signals[k] = a and v.signals[k] = b via propagation transitions
that set both agent’s signals[k] to max(a− 1, b− 1, 0). The paper [3] used a nonuniform
protocol where each agent already has an estimate of log n. They prove that if the state
being detected (in our case, a state with group = k) is absent and the current maximum
signal is c, then all agents will have signal 0 within Θ(c) time. However, if the state being
detected is present, then the boosting transitions (occurring every O(1) units of parallel
time on average in the worst case that its count is only 1) will keep the signal positive in all
agents with high probability. For this to hold, the maximum value set during boosting must
be Ω(log n); the nonuniform protocol of [3] uses its estimate of log n for this purpose.

Crucially, our protocol associates smaller maximum signal values to smaller group values
(so many are much smaller than log n), to ensure that a signal does not take abnormally long
to get to 0 when its associated group value is missing. Otherwise, if we set each signal value
to Ω(log n) (based on the agent’s current estimate of log n) during boosting, then it would
take time proportional to estimate (which could be much larger than the actual value of
log n) to detect the absence of a group value. Thus it is critical that we provide a novel
analysis of the detection protocol, showing that the signals for smaller group values k ≪ log n

remain present with high probability. This requires arguing that the boosting reactions for
such smaller values are happening with sufficiently higher frequency, due to the higher count
of agents with group = k, compensating for the smaller boosting signal values they use.

3.3 Formal description of loosely-stabilizing counting protocol

The DynamicCounting protocol (Protocol 1) divides agents among several groups via the
UpdateGroup subprotocol. The agents update their group from i to i + 1 with probability
1/2 or reset to group 1 with probability 1/2. The number of agents at each group and the

3 The difference is that a geometric random variable G obeys Pr [G = j] = 1/2j for all j ∈ N+, but after
i interactions an agent u can increment u.group by at most i, so Pr [u.group = j] = 0 if j ≫ i.
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total number of groups are both random variables dynamically changing through time. We
show that the total number of groups remains close to log n at all times with high probability.

The agents start with arbitrary (or even adversarial) group values but we show that
WHP the set of group values will converge to [1, 8 log n] within O(log n) time. Additionally,
each agent stores an array of O(log n) signal values in their signals field. The goal is to
maintain positive values in the signals[i] if some agent has group = i. The agents store
the index of the first group i with signals[i] = 0 in their FMV field. They use FMV as an
approximation of log n and constantly compare it with their estimate value.

Depending on the estimate value stored in agents’ memory, the agents maintain three
main phases of computation:

NormalPhase: An agent stays in the NormalPhase as long as there is a small gap between
estimate and FMV: 0.25 · estimate ≤ FMV ≤ 2.5estimate.

WaitingPhase: An agent switches from NormalPhase to WaitingPhase if it sees a large gap
between the FMV and estimate: FMV ̸∈ {0.25 ·estimate, . . . , 2.5 ·estimate}. The purpose
of WaitingPhase is to give enough time to the other agents so that by the end of the
WaitingPhase for one agent, with high probability every other agent has also noticed the
large gap between the FMV and estimate and entered WaitingPhase.

UpdatingPhase: During the UpdatingPhase, every agent uses a new geometric random
variable and propagates the maximum by epidemic. We set WaitingPhase long enough
so that with high probability when the first agent switches to the UpdatingPhase, the
rest of the population are all in WaitingPhase. By the end of UpdatingPhase, every agent
switches back to NormalPhase.

Below we explain each subprotocol in more detail.

Algorithm 1 DynamicCounting(u, v).

for agent ∈ {u, v} do
UpdateGroup(agent)

SignalPropagation(u, v)
for agent ∈ {u, v} do

UpdateMV(agent)
SizeChecker(agent)
if agent.phase ̸= NormalPhase then

TimerRoutine(agent)
PropagateMaxEst(u, v)
for agent ∈ {u, v} do

if agent.phase = NormalPhase then
agent.estimate← agent.GRV

In every interaction, both sender and receiver update their group according to the rules
of the UpdateGroup subprotocol. If we look at the distribution of the group values after
O(log n) time, there are about n/2 agents in group 1, n/4 agents in group 2, and n/2i

agents in group i (see Figure 1). Note that the number of agents in each group decreases
exponentially. Still, we ensure that agents with larger group values use stronger signals to
propagate, since there is less support for those groups.

To notify all agents about the set of all group values that are generated among the
population, we use the detection protocol of [3] that is also used as a synchronization scheme
in [12]. The agents store an integer for each group value that is generated by the population.
The signals is an array of length Θ(log n) such that a positive value in index i represents



D. Doty and M. Eftekhari 13:9

Algorithm 2 UpdateGroup(u).

u.group←

{
u.group + 1 with probability 1/2
1 with probability 1/2

some agents in the population have generated group = i. Note that, as an agent updates
its group, it boosts multiple signals based on its group value, e.g., an agent with group = i

helped boost all the indices 1, 2, 3, . . . , i of signals in its last i interactions. We use the
SignalPropagation protocol to keep the signal of group i positive as long as some agents have
generated group = i.

Algorithm 3 SignalPropagation(u, v).

▷ Boosting:
u.signals[u.group]← (3 · u.group) + 1
v.signals[v.group]← (3 · v.group) + 1
▷ Propagate signal:
for i ∈ {1, 2, . . . , Max(|u.signals|, |v.signals|} do

m← Max(u.signals[i], v.signals[i])
u.signals[i], v.signals[i]← Max(0, m− 1)

Regardless of the initial configuration, the distribution of group values changes
immediately (in O(log n) time), but it might take more time for the signals to get updated.
It takes O(i) time for signals[i] to hit zero. The larger the index i, signals[i] leaves the
population slower. Hence, the agents look at the first missing signal that they observe among
the array of all signals.

Algorithm 4 UpdateMV(u).

▷ Find the first appearance of a zero in u.signals beyond index ⌈log(u.estimate)⌉
s← ⌈log(u.estimate)⌉
u.FMV← min{i ∈ [s, |u.signals|] | u.signals[i] = 0}

Once there is a large gap between the first missing group (FMV) and the agents’ estimation
of log n (estimate), each agent individually moves to a waiting phase and waits for other
agents to catch the same gap between their estimate and FMV. Note that we time this phase
as a function of FMV and not the estimate since the estimate is not valid anymore and
might be much smaller or larger than the actual value of log n.

Eventually, all agents will notice the large discrepancy between FMV and estimate and
move to the WaitingPhase. The WaitingPhase is followed by the UpdatingPhase (explained
in the TimerRoutine). In the UpdatingPhase, all agents generate one geometric random
variable (stored in GRV) and propagate the maximum value. We assume the agents generate
a geometric random variable in one line (line 4 in Protocol 6) for simplicity.4

Once the UpdatingPhase is completed, all agents will update their estimate to the
maximum geometric random variable they have seen and switch to the NormalPhase again.
Recall that the agents remain in the NormalPhase as long as their FMV and estimate are
relatively close. They continue changing their group values and send group signals as
described earlier.

4 Alternatively, the agents could generate a geometric random variable through O(log n) consecutive
interactions, each selecting a random coin flip (H or T). In this alternative version, we should make the
WaitingPhase longer.
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Algorithm 5 SizeChecker(u).

if u.phase = NormalPhase and u.FMV ̸∈ {0.25 · u.estimate, . . . , 2.5 · u.estimate} then
u.phase←WaitingPhase ▷ Waiting for other agents to detect the size change

Algorithm 6 TimerRoutine(u).

u.timer← u.timer + 1
if u.timer > 12 · u.FMV then

if u.phase = WaitingPhase then
u.GRV←a new geometric random variable
u.timer← 0, u.phase← UpdatingPhase

if u.phase = UpdatingPhase then
u.estimate← u.GRV
u.timer← 0, u.phase← NormalPhase

Intuitively, for each group value, about n/2i agents will hold group = i, and boost
signals[i] by setting it to the max = Θ(i). As the value of i grows, the number of agents
with group = i decreases, but their signals get stronger since the agents enhance a group
signal i proportional to i. In a normal run of the protocol, the agents expect to have positive
values in signals[i] for group values between [log ln n, log n].

4 Analysis of Dynamic Counting Protocol

4.1 Bound on the group values
Recall that the agents calculate a dynamic group value by following the rules of Protocol 2.
As described in this protocol, the agents either move to the next group or return to group 1
with probability 1/2.5

In this part, we analyze the distribution of group values. Note that the group values
are rather chaotic at the beginning of the protocol since the agents might start holding any
arbitrary group values that are much larger than log n. However, after all agents reset back
to group = 1, we can show for each group = k, Pr [group = k] ≈ 1

2k .
In the rest of this section, we assume the initialized setting for simplicity. Later, we show

how we can generalize our results to any arbitrary initial configuration. We define Gu,t as the
group value of agent u at time t and I(t, u) to represent the number of interactions involving
this agent by the time t. Note that with this definition, Gu,t is equal to k (for k < I(t, u)) if
and only if agent u generates the sequence of [HTTT . . . T ] (H followed by k − 1 Ts) during
its last k interactions. Thus, we have:

∀k ∈ N, 1 ≤ k < I(t, u) : Pr [Gu,t = k] = 1
2k

(1)

With this definition Gu,t is undefined for any agents that has not generated H yet. In other
words, the values Gu,t are “close to geometric” in the sense that they are independent and
have probability equal to a geometric random variable on all values k < I(t, u).

5 The truncated version of this Markov chain (mapping all states k + 1, k + 2, . . . to k + 1) is also known
as the “winning streak” [30].
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Algorithm 7 PropagateMaxEst(u, v).

if u.phase = v.phase & u.phase ̸= WaitingPhase then
u.GRV, v.GRV← max(u.GRV, v.GRV)

▶ Observation 4.1. For agents u1, u2, . . . , un, and the values ki < I(t, ui), for 1 ≤ i ≤ n:

Pr [Gu1,t = k1, Gu2,t = k2, . . . , Gun,t = kn] =
n∏

i=1
Pr [Gui,t = ki]

Next we bound the maximum group value that has been generated by any agent. Let
Mt = maxu∈A Gu,t be the maximum value of Gu,t across the population at time t. A proof
of the following lemma appears in the full version [20].

▶ Lemma 4.2. Let c ≥ 2 and let t be a time such that all agents have at least c log n

interactions. In a population of size n, 1
d log n ≤Mt with probability at least 1−exp

(
−n1−1/d

)
and Mt < c log n with probability at least 1− n1−c.

Note that the maximum group value has a large variance. However, we can prove a tight
bound for the first group value with no support; since to have FMV = k, for all values i that
are less than k, ∃u ∈ A such that u.group = i.

So, we analyze the bounds for the first group value with no support, i.e., the value
min{k ∈ N+ | (∀u ∈ A) u.group ̸= k}. Considering n i.i.d. geometric random variables, the
first missing value to be the smallest integer not appearing among the random variables.
The first missing value has been studied in the literature [28,29,32] as the “the first empty
urn” (see also “probabilistic counting” [23]) but for simplicity we use a loose bound for our
analysis. The proof appears in the full version [20].

▶ Lemma 4.3. Let δ > 0, 0 < ϵ < 1 and let t be a time such that all agents have at least
(1+δ) log n interactions. Define FMVt = min{k ∈ N | (∀u ∈ A) u.group ̸= k} at time t. Then,
FMVt > (1− ϵ) log n with probability at least (1− ϵ) log(n) · exp (−nϵ) and FMVt ≤ (1 + δ) log n

with probability at least 1−
( 1

nδ/2

)(2+δ) log n.

4.2 Distribution of the groups
So far, we have proved bounds on the existing group values. However, in general, we need to
show that at a given time t = Ω(log n), there are about n

2k agents having group = k WHP.
The following lemma gives us a lower and upper bound for the number of agents in each
group:

▶ Lemma 4.4. Let c ≥ 2, 0 < ϵ < 1, 0 ≤ δ ≤ 1, and let t be a time such that all agents have
at least c log n interactions. Let 1 ≤ k ≤ (1− ϵ) log n, then, the number of agents who hold
group = k, is at least Lk = (1− δ) n

2k with probability at least 1− exp
(
− δ2·nϵ

2

)
and at most

Uk = (1 + δ) n
2k with probability at least 1− exp

(
− δ2·nϵ

3

)
.

Proof sketch. The fraction of agents with group = k is equal to the fraction of heads in of
a binomial distribution B

(
n, 2−k

)
with µ = n

2k , so the Chernoff bound applies. A complete
proof is given in the full version [20]. ◀

The following theorem summarizes what we will use later about the distribution of the
group values and the number of agents residing in each group at time t.
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Figure 1 Showing the distribution of group values after 300 parallel-time in a population of
size n = 109. The x-axis indicates the different group values while the y-axis indicates the number
of agents in each group. Note that, we are using log-scale for the y-axis. In this snapshot of the
population, FMV = 29. Even though, the maximum group value is 35 and is much larger than FMV.

▶ Theorem 4.5. Fix a time t ≥ d ln n for d > 30, let M∗
t and FMVt be the maximum group

value and the FMV at this time respectively. Then,
0.9 log n ≤M∗

t < 0.1d log n with probability at least 1− 2 · n1−d/10 − 2 · n1− 2d
3 .

0.9 log n ≤ FMVt < 3 log n with probability at least 1− 4 · n1− 2d
3 .

The number of agents who hold group = k for 1 ≤ k ≤ 0.9 log n, is in
[ 3·n

2k+2 , 5·n
2k+2

]
with

probability at least 1− 4 · n1− 2d
3 .

4.3 Group detection
In the previous section, we show that the set of present group values among the population
will quickly (in O(log n) time) enter a small interval of values ([1, 8 · log n]) consistent with
the population size. In this section, we will prove the following:

The agents agree about the presence of group values in [log ln n, 0.9 log n] after O(log n)
time WHP.
For a non-existing group value i, each agent will have signals[i] = 0 in O(i + log n) time
WHP.

We designed Protocol 3 such that each agent in the i’th group boosts the associated
signal value by setting signals[i] = Bi (recall Bi = Θ(i)). We will show by having at
least Li agents boosting signals[i], the whole population learns about the existence of the
i’th group in O(log n) time with high probability. Intuitively, although signals[i] starts
lower than signals[j] for i < j, so potentially dies out more quickly, it is also boosted
more often since more agents have group value i. Concretely, with Li agents responsible
to boost signal i, and for all indices log ln n < i < 0.9 log n in the signals of the agents,
Pr [signals[i] = 0] < exp

(
− 2Bi

n/Li

)
.

Intuitively, the next lemma shows that if the group values are distributed as in Lemma 4.4,
then the whole population will learn about all the present group values above log ln n within
O(log n) time. Note that Pr [u.signals[i] = j] is the probability that the agent u has value
j in the ith index of its signals. The following lemma is a restatement from [3, Section 5.1].
The proof appears in the full version [20].

▶ Lemma 4.6. In the execution of Protocol 3, suppose that for each group value log ln n <

i < 0.9 log n, at least Ai agents hold group = i. For every agent u ∈ A let u.signals[i] = ri

when u.group = i. Assuming each agent has at least ri interactions, then for a fixed agent u

and index i, Pr [u.signals[i] = 0] ≤
(
1− Ai

n

)2ri−1

.
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To use the previous lemma, we need to make sure that the agents wait for sufficiently long
time such that each agent has at least ri interactions. The next corollary uses Lemma 4.6 to
derive bounds for the entire protocol using bounds from Lemma 4.4 for the distribution of
the group values. Also, Corollary 4.7 takes a union bound over all agents and group values
i, and uses the concrete value ri = Bi = 3 · i + 1 used in our protocol. The proof appears in
the full version [20].

▶ Corollary 4.7. For all i > 0 and for every agent u ∈ A, assuming Bi = 3 · i + 1 let
u.signals[i] = Bi if u.group = i. Suppose that for each group value log ln n < i < 0.9 log n,
at least Li agents hold group = i. Let β ≥ 8; then after β log n time, we have:

Pr [(∃u ∈ A)(∃i ∈ {log ln n, . . . , 0.9 log n}) u.signals[i] = 0] ≤ 2 · n1−0.9β

Finally, we show that when there is no agent holding group = i, then signals[i] will
become zero in all agents “quickly” with an arbitrarily large probability. To be precise, with
no agent boosting signal i, Pr [u.signals[i] = 0] ≥ 1−n−α within Θ(Bi + α ln n) time WHP
in which Bi is the maximum value for signal i. The lemma is a restatement from [17, Lemma
3.3] and [3, Lemma 1].

▶ Lemma 4.8. For every agent u ∈ A let u.signals[i] = Bi when u.group = i. Assume
that no agent sets its group to i from this point on. Then for all α ≥ 1, all agents will have
signals[i] = 0 after 3n ln

(
nα · 3Bi

)
interactions with probability at least 1− n−α.

Proof. Set t = 3n ln
(
nα · 3Bi

)
and Rmax = Bi in the proof of [17, Lemma 3.3]. ◀

4.4 Dynamic size counting protocol analysis
Recall that estimate denote the estimate of log n in agents’ memory, and n is the true
population size. In the previous section, we show that the set of present group values among
the population will quickly (in O(log n) time) enter a small sub-interval of consecutive values
in [1, 3 · log n] consistent with the population size. This section will show that the group
values will remain in that interval (with high probability for polynomial time). Moreover,
the following two lemmas show how the agents update their estimate if it is far from log n.
The proofs appear in the full version [20].

Assuming the agents’ estimate is much smaller than log n, the next lemma shows that all
the agents will notice the large gap between estimate and FMV. Hence, they will re-calculate
their population size estimate.

▶ Lemma 4.9. Let M = maxu∈A u.estimate. Assuming M ≤ 0.22 log n, then the whole
population will enter WaitingPhase in O(log n) time with probability at least 1−O(n−2).

For the other direction, assume the population size estimate in agents’ memory is much
larger than log n. We prove in the following lemma that all the agents will notice the large gap
between estimate and FMV. Hence, they will re-calculate their population size estimation.

Note that in Corollary 4.7, we proved for all group values i for log ln n ≥ i, the signals[i]
will have a positive value in O(log n) time. However, we could not prove the same bound
for values less than log ln n. So, inevitably the agents ignore their signals for values that
are less than log ln n. Since the agents have no access to the value of log n, they have to
use estimate as an approximation of log n. Thus, they ignore indices that are less than
log M in signals: making FMV a function of max(log M, log n). For example, if the true
population size is n but M > 2n, then the agents should ignore the appearance of a zero
in their signals for all indices i that are ≤ log(M) = n. The correct FMV happens at index

SAND 2022



13:14 Dynamic Size Counting in Population Protocols

j = Θ(log n), but the agents stay in the NormalPhase as long as signals[i] for i ≥ n are
positive. In this scenario, it takes O(n) time for the agents to switch to WaitingPhase since
for each signals[i], it takes O(i) time to hit zero.

This scenario is inevitable with our current detection scheme since for indices i that are
less than log ln n, the event of signals[i] = 0 happens frequently.

▶ Lemma 4.10. Let M = maxu∈A u.estimate. Assuming M ≥ 7.5 · log n, then the whole
population will enter WaitingPhase in O(log n + log M) time with probability at least 1 −
O(n−2).

In the next theorem (full proof given in [20]), we will show once there is a large gap
between the maximum estimate among the population and the true value of log n, the
agents update their estimate in O(log n + log M) time.

▶ Theorem 4.11. Let M = maxu∈A u.estimate. Assuming estimate ≥ 7.5 log n or
estimate ≤ 0.2 log n, then every agent replaces its estimate with a new value that is
in [log n− log ln n, 2 log n] with probability 1−O(1/n) in O(log n + log M) time.

Proof sketch. By Lemmas 4.9 and 4.10, once an agent notices the large gap between
estimate and FMV, they switch to WaitingPhase. We set WaitingPhase long enough so when
the first agent moves to UpdatingPhase, there is no agent left in the NormalPhase. Thus,
they all re-generate a new geometric random variable and store the maximum as their
estimate. ◀

In the full version of the paper [20], we show that the holding time of our protocol is
polynomial. For the state complexity, recall that the adversary can initialize agents with
large integer values to arbitrarily increase memory usage. Therefore, we should calculate
the agents’ memory concerning the fields defined in our protocol and the value that the
adversary can set in them. Thus, we use s as the largest integer value that the adversary set
in the agents’ memory.

▶ Theorem 4.12. Let M = max u.estimate for all u ∈ A. There is a uniform leaderless
loosely-stabilizing population protocol that WHP:
1. If M > 7.5 log n or M < 0.2 log n reaches to a configuration with all agents set their

estimate with a value in [log n− log ln n, 2 log n] in O(log n + log M) parallel time.
2. If 0.75 log n < M < 2.25 log n, then the agents hold a stable estimate during the following

O(n15) parallel time.
3. Assuming for every agent u ∈ A, max(u.estimate, u.GRV, u.group, u.signals.size()) < s

in the initial configuration, then the protocol uses O(log2(s) + log n log log n) bits per
agent.

4.5 Space optimization
In this section, we explain how to reduce the space complexity of the protocol from O(log2(s)+
log n log log n) to O(log2(s) + (log log n)2) bits per agent.

In Protocol 1, the agents keep track of all the present group values using an array
of size O(log n) (stored in signals) by mapping every group = i to signals[i]. We can
reduce the space complexity of the protocol by reducing the signals’ size. Let the agents
map a group = i to signals[⌊log i⌋]. So, instead of monitoring all O(log n) group values,
they keep O(log log n) indices in their signals. Thus, reducing the space complexity to
O(log2(s) + (log log n)2) bits per agent.
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Recall that in Protocol 1, there are ≈ n
2i agents with group = i for i ≤ 0.9 log n that help

keep signals[i] positive. However, with this technique, there will be ≈
∑2j+1

i=2j
n
2i agents that

are helping signals[i] to stay positive. So, every lemma in Section 4.3 about Protocol 3
holds. Finally, we update Protocol 5 so that the agents compare their estimate with 2LFMV

in which LFMV is the smallest index i > log log M such that signals[i] = 0. On the negative
side of this optimization, we get a less sensitive protocol with respect to the gap between
agents’ estimate and log n.

▶ Theorem 4.13. Let M = max u.estimate for all u ∈ A. There is a uniform leaderless
loosely-stabilizing population protocol that WHP:

1. If M > 15 log n or M < 0.1 log n reaches to a configuration with all agents set their
estimate with a value in [log n− log ln n, 2 log n] in O(log n + log M) parallel time.

2. If 0.75 log n < M < 2.17 log n, then the agents hold a stable estimate during the following
O(n15) parallel time.

3. Assuming for every agent u ∈ A, max(u.estimate, u.GRV, u.group, u.signals.size()) < s

in the initial configuration, then the protocol uses O(log2(s) + (log log n)2) bits per agent.

5 Conclusion and open problems

In this paper, we introduced the dynamic size counting problem. Assuming an adversary
who can add or remove agents, the agents must update their estimate according to the
changes in the population size. There are several open questions related to this problem.

Reducing convergence time. Our protocol’s convergence time depends on both the
previous (nprev) and next (nnext) population sizes, though exponentially less on the former:
O(log nnext + log log nprev). Is there a protocol with optimal convergence time O(log nnext)?

Increasing holding time. Observation 3.4 states that the holding time must be finite, but
it is likely that much longer holding times than Ω(nc) for constant c are achievable. For the
loosely-stabilizing leader election problem, there is a provable tradeoff in the sense that the
holding time is at most exponential in the convergence time [26,36]. Does a similar tradeoff
hold for the dynamic size counting problem?

Reducing space. Our main protocol uses O(s+(log n)log n) states (equivalent to O(log2(s)+
log n log log n) bits). In Section 4.5, we showed how we can reduce the state complexity of
our protocol to o(nϵ) (equivalent to O(log2(s) + (log log n)2) bits) by mapping more than one
group to each index of the signals. With this trick, we reduce the size of the signals from
O(log n) to O(log log n). Another interesting idea is to replace our O(log n) detection scheme
to O(1) detection protocol of [22] which puts a constant threshold on the values stored in
each index. So, it may be possible to reduce the space complexity even more to O(cO(log n))
(with all O(log n) indices present) or O(cO(log log n)) = polylog(n) (using our optimization
technique to have O(log log n) indices in the signals).

However, the current protocol of [22] has a one-sided error that makes it hard to compose
with our protocol. With probability ϵ > 0, the agents might say signal i has disappeared
even though there exists agents with group = i in the population.

Additionally, in the presence of a uniform self-stabilizing synchronization scheme, one
could think of consecutive rounds of independent size computation. The agents update their
output if the new computed population size drastically differs from the previously computed
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population size. Note that the self-stabilizing clock must be independent of the population
size since we allow the adversary to change the value of log n by adding or removing agents.
To the best of our knowledge, there is no such synchronization scheme available to population
protocols.
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Abstract
SIMD||DNA [12] is a model of DNA strand displacement allowing parallel in-memory computation
on DNA storage. We show how to simulate an arbitrary 3-symbol space-bounded Turing machine
with a SIMD||DNA program, giving a more direct and efficient route to general-purpose information
manipulation on DNA storage than the Rule 110 simulation of Wang, Chalk, and Soloveichik [12].
We also develop software [10] that can simulate SIMD||DNA programs and produce SVG figures.
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1 Introduction

DNA storage typically encodes information in the choice of DNA sequences [1, 3, 7], so that
reading and writing require expensive sequencing (reading DNA) and synthesis (writing
DNA) steps. An alternative “nicked storage” scheme of Tabatabaei et al. [11] uses a single
long strand called a register, with a fixed sequence. Information is stored in the choice of
short complementary strands to bind to the register. This gives the potential to process the
stored information using DNA strand displacement (see Figure 1), which reconfigures which
DNA strands are bound, without changing their sequences. Thus manipulation of the stored
information (i.e., computation) can potentially be done in vitro with simpler lab steps than
DNA sequencing or synthesis.

Input strand Output strand

Figure 1 DNA strand displacement (see [9] for more details). An input DNA strand (turquoise)
binds to the short toehold region of a complementary strand (pink) and displaces the output strand
(purple). The toehold region is so-called because, although too short to bind stably, it allows
temporary binding of the input, giving it a “foot in the door” to begin the displacement process.

The SIMD||DNA model of Wang, Chalk, and Soloveichik [12] is an abstract model of
such a system. It allows parallel in-memory computation on several copies of the register;
each register may store different data. In the experimental implementation, each register
strand is attached to a magnetic bead, enabling elution: washing away strands not bound to
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a register, while keeping the registers (and their bound strands) in the solution due to their
attachment to the bead. This motivates the “multi-stage” SIMD||DNA model of DNA strand
displacement, which at a high level works as follows. Each stage is called an instruction,
consisting of a set of strands to add to the solution. It is assumed that strand displacement
reactions proceed until the solution reaches equilibrium, at which point all strands and
complexes not attached to a register are washed away. The strands for the next instruction
are then added. A key aspect of the model is that the wash step can constrain what strand
displacement reactions are possible afterward, compared to “one-pot” strand displacement
schemes that mix all strands from the start. This gives the SIMD||DNA model potentially
more power than one-pot DNA strand displacement. Wang, Chalk, and Soloveichik [12]
showed SIMD||DNA programs for binary counting and simulating cellular automata Rule
110, and Chen, Solanki, and Riedel [2] showed SIMD||DNA programs for sorting, shifting
and searching in parallel. See Section 2 for a formal definition and [12] for more details and
motivation for the model.

A major theoretical result of [12] is a SIMD||DNA program that simulates a space-bounded
version of cellular automata Rule 110. When space is unbounded, Rule 110 is known to
be efficiently Turing universal, i.e., able to simulate any single-tape Turing machine [4]
with only a polynomial-time slowdown [5], though by an awkward indirect construction
and encoding with very large constant factors. We show how to simulate an arbitrary
3-symbol space-bounded single-tape Turing machine directly with a SIMD||DNA program.
Since custom manipulation of bits is much easier to program in a Turing machine than Rule
110, this gives a more direct, efficient, and conceptually simple method of general-purpose
information processing on nicked DNA storage. Although we have not worked out the details,
it seems likely that the construction can be extended straightforwardly to Turing machines
with alphabet sizes larger than 3. However, it is straightforward to simulate a larger-alphabet
Turing machine M with a 3-symbol Turing machine S, for example representing each of 16
non-blank symbols of M by 4 consecutive bits of S.

Our construction was designed and tested using software we developed [10] for simulating
the SIMD||DNA model. It is able to take a description of an arbitrary SIMD||DNA program:
a list of instructions, where each instruction is a set of DNA strands to add. It produces
figures indicating visually how the steps work, both with text printed on the command line
(for quickly testing ideas) and SVG figures, such as most of those in this paper.

2 Model

In this section we define the model of SIMD||DNA [12].
See Figure 2 for notational conventions in the SIMD||DNA model and an explanation

of the basic strand displacement reactions. The register strand is on the bottom in each
sub-figure, with a yellow round “magnetic bead” depicted on the left (bead not depicted in
subsequent figures). A DNA strand has an orientation, with one end called the 5′ end and
the other called the 3′ end; by convention strands are drawn as arrows with the arrowhead
on the 3′ end. The register strand has its 3′ end on the left and 5′ end on the right. The
model allows multiple registers to be present in solution at once, each possibly configured
differently. However, it is assumed that register strands are sufficiently dilute that they do
not interact with each other or with strands that have been displaced from other registers.
Thus all figures depict only a single register and instruction strands that interact with it.

The register strand is divided into cells, which are further divided into domains. Each
domain can be thought of as a fixed-length DNA sequence with relatively weak binding
(e.g., 5-7 bases). A strand is stably attached to the register strand only if it is bound by at
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1 2 3 4 5 6 1 2 3 4 5 6

both strands 
have domain 6

(a)

(b) attachment

(d) one-way displacement

cell 1 cell 2

(f) cooperative displacement

(e) toehold exchange displacement

(c) detachment

only right strand 
has domain 3

Figure 2 Notational conventions and reactions in the SIMD||DNA model. The register strand is
on the bottom in each subfigure, with a yellow round “magnetic bead” depicted on the left (not
depicted in subsequent figures). Lightly shaded gray or pink regions denote bonds (double-stranded
regions), but later figures omit this and simply draw a forward strand (one with 5′ end on left and
3′ end on right) immediately above the domains to which it is bound on the register strand. (a)
Conventions for domain names of strands. Domains are numbered 1, . . . , d within each cell; d = 6
in Figure 2(a) and d = 18 in subsequent figures. The register strand has the starred versions of these
domains. If a top strand is horizontal over domain i, it has domain i. If it is diagonal over the whole
domain, it has an unlabelled domain distinct from all register domains (used as a toehold overhang
for detachment, see subfigure (c)). If two strands both partially cover a domain then they both have
that domain. (b) A forward instruction strand can attach if at least two complementary consecutive
domains are unbound on the register. (c) Reverse instruction strands can bind to toehold overhangs
on forward bound strands to detach them from the register. The fact that the (unlabelled) toeholds
are complementary is indicated by a diagonal bend in the reverse strand matching. (d) Forward
instruction strands can do toehold-mediated strand displacement, one-way if the displacing strand
contains all the domains of the displaced strand. (e) If the displacing strand is missing the last
domain of the displaced, displacement can also happen, known as toehold exchange. This is often
called “reversible” since it conserves the number of bound domains, but in the SIMD||DNA model,
instruction strands are added in large excess over registers, making it effectively irreversible due to
the entropic bias toward binding the instruction strand. Thus it is depicted with irreversible arrows
in the figure. (f) Two forward strands can cooperate to displace a single bound top strand, even if
neither has enough domains to displace on its own.

least two domains, but one domain is sufficiently long to act as a “toehold” to help initiate
strand displacement (Figure 2(c-f)). Within a cell with d domains, each domain is unique
and assumed to be named 1, 2, . . . , d. The register strand has the starred version of these
domains, e.g., 1∗, 2∗, 3∗, 4∗, 5∗, 6∗, 1∗, 2∗, 3∗, 4∗, 5∗, 6∗ reading from the register’s 3′ to 5′ end
(left to right) in Figure 2(a). All cells have the same ordered list of domains, so for example
in Figure 2(a), domain 5 in cell 1 is the same DNA sequence as domain 5 in cell 2.

An instruction is a set of strands that are added to the solution at once. Figure 2(b-f) shows
the various reactions that these strands might conduct to change the configuration of strands
attached to the register. Multiple reactions can occur in a cascade in a single instruction.1

1 See for example instruction 39 in Figure 8. In the right cell, an orange instruction strand displaces an
orange strand bound to the register via toehold exchange. This opens a toehold for a blue instruction
strand to displace the bound blue strand, resulting in the configuration shown at the beginning of
instruction 41.
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In particular, the model is nondeterministic, and in general multiple reactions might be
possible. It is the job of the system designer to ensure that only one final configuration can
result no matter the order of reactions. Instruction strands can either be forward (3′ arrow
on right) or reverse (3′ arrow on left). Forward instruction strands can do attachment and
displacement reactions (Figure 2(b,d-f)) and reverse instruction strands can detach forward
strands previously bound to the register (Figure 2(c)).

Crucially, instruction strands are added in large excess over the register strands. Thus
even the toehold exchange displacement, which is often considered reversible due to being
enthalpically balanced (same number of domains bound before and after), is actually irrevers-
ible in the SIMD||DNA model, due to the entropic bias toward binding the new instruction
strand with much larger concentration than the strand it displaces.

The notation of [12] uses dashed lines for reverse strands used for detachment, as a visual
reminder that they do not bind to the register. We leave reverse strands as solid lines and rely
on the 3′ arrow to denote that the strand is reversed. We reserve the dashed line notation for
later figures to depict inert instruction strands: instruction strands that are shown above the
register where they would bind if possible, but where no reaction allows them to do so in the
current configuration. We also have a slightly different notation for strands with domains
mismatching the register: in [12], these are depicted by writing an explicit domain name.
In our convention, the drawing of that part of the strand as diagonal and lying entirely
above the register domain indicates that the top strand domain and register domain are not
complementary (Figure 2(a), cell 2, domain 3). To denote that two adjacent top strands
share the same domain, both of which can bind to the register (so they dynamically compete
with strand displacement), we draw both strands partially horizontal over the domain, and
partially diagonal (Figure 2(a), cell 1, domain 6).

Although these rules allow for nondeterministically competing reactions, our construction
is deterministic in the sense that there is only one sequence of reactions possible in any
instruction step.

After instruction strands are added and the described reactions go to completion, the
wash step removes all strands not bound to the register. This includes excess instruction
strands that never reacted, as well as strands that were displaced or complexes formed in a
detachment reaction.

3 Simulation of Turing machine in SIMD||DNA

In this section we describe how to simulate an arbitrary 3-symbol single-tape Turing machine
with SIMD||DNA instructions.

3.1 High-level overview of construction
Since the SIMD||DNA model as defined has no mechanism to grow the register strand, it can
only simulate a fixed-space-bound Turing machine (a.k.a., linear-bounded automaton), which
starts with s total tape cells and never moves the tape head off of them. A 3-symbol, space-s
Turing machine has three tape symbols: 0, 1, ⌞⌟. The binary input x ∈ {0, 1}<s is represented
by string x⌞⌟s−|x| on the tape in the initial configuration, i.e. x padded with enough blank
symbols to make s total tape cells. We use as a running example the 5-transition Turing
machine in Figure 3, which increments a binary number.

Each cell of the register represents a tape cell of the Turing machine. If the Turing
machine has t total transitions, then each cell uses d = 2t + 8 domains.

For each Turing machine, there is a fixed sequence of instructions that, after executing,
will update the register to represent the next configuration of the Turing machine.
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0 , 1→R

␣→ L 0→ 1 , L

1→ 0 , L

a b h

Figure 3 Turing machine (start state a) that increments an integer represented in binary, with
the least significant bit on the right. This example is simulated in all subsequent figures.

The cell with the tape head is the only cell with uncovered register domains. Which
domains are uncovered (known as a transition region) represents both the current state of
the Turing machine and the symbol written on that tape cell. For all other cells, a disjoint
region (the symbol region) represents the symbol on that cell through its pattern of nicks.
On the cell with the tape head, the symbol region has no nicks (and represents no symbol)
since it is covered by a longer 8-domain strand.

3.2 Representation of Turing machine tape cell as a register cell
In the SIMD||DNA representation of a Turing machine, each register cell represents a single
Turing machine tape cell. We represent each Turing machine with tape alphabet Γ = {0, 1, ⌞⌟},
state set Q, and halt state h, as a set of transitions, where each transition (q, b) → (r, c, m)
means that if the Turing machine is in state q ∈ Q \ {h} reading symbol b ∈ Γ, it changes to
state r, writes symbol c, and moves one cell by m ∈ {L, R} (left or right). Since the Turing
machine is deterministic, for each state-symbol pair, there is at most one transition with
that pair on the left. (But some such pairs could be undefined, e.g., there is no (b, ⌞⌟) → . . .

transition in Figure 3.)

Representation of tape cell with tape head

(a,0) (b,0)(a,⎵) (b,1)

Transition regions

(a,1)

Symbol region

Figure 4 A SIMD||DNA cell where the tape head is presently located. The (a, 0) region is fully
exposed, indicating that the Turing machine is in state a and that the cell contains the symbol 0.
The other transition regions are fully covered, and the symbol region (rightmost 8 domains of the
cell) is covered by a single long strand, not encoding any symbol (which is encoded by the uncovered
transition region).

We take every state-symbol pair (q, σ) ∈ (Q\{h})×Γ (each possible left side of a transition)
and represent each as two consecutive domains in a SIMD||DNA register cell. See Figure 4.
Recall the binary incrementing Turing machine of Figure 3. It has five transitions: (a, 0) →
(a, 0, R), (a, 1) → (a, 1, R), (a, ⌞⌟) → (b, ⌞⌟, L), (b, 0) → (1, h, L), (b, 1) → (0, b, L).
We call the pair on the left the transition input. Each of the given transition inputs is
represented in the SIMD||DNA cell using two domains, requiring ten domains total for our
example. Since each register cell represents a cell in M , we must denote the presence of the
tape head on one of the cells. If the tape head is present on a given cell and if the current
Turing machine configuration has a valid transition, then the two domains that represent
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that transition will have no top strand attached to them, leaving them exposed. For example,
if the tape head is on a cell with the 0 symbol, and the Turing machine is currently in state
a, then the region that represents (a, 0) in that cell will be exposed to serve as a toehold for
strand displacement. The other transition regions are fully covered by 2-domain strands.

Representation of tape cell without tape head

If the tape head is not present on a cell, or if no valid transitions exist for the current
configuration,2 then every transition region is covered by 2-domain strands. Eight additional
domains at the rightmost part of the cell, called the symbol region represent the current
symbol written on that cell.

0 (a,1) ⎵

0 strand pattern

⎵ strand pattern

1 strand pattern

0 1 (a,⎵)

full list of instructions

0 (b,1) ⎵

full list of instructions

Figure 5 High-level overview of construction. A Turing machine register currently in state a,
with the tape head on the second cell. The second cell contains the symbol 1. The leftmost cell
contains symbol 0. The inset above shows encodings for 1 and ⌞⌟. All the transition regions are fully
covered in cells lacking the tape head. After the full list of instructions in the SIMD||DNA program
are complete, the register represents the Turing machine configuration with state a and the tape
head moved to the rightmost cell with the ⌞⌟. The same full list of instructions updates the register
again, now representing the Turing machine configuration in state b with the tape head back on the
middle cell.

Whenever the tape head is present on a cell, the symbol region is covered by a single
8-domain strand that does not encode any symbol, since the symbol information is already
encoded in the transition region with an open toehold.

2 For example, if the machine has halted; see the bottom register configuration of Figure 9 for a case
where the state is non-halting but no valid transition exists.
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1

(a,0) 1 0 1 ⎵

2

(a,0) 1 0 1 ⎵

3

(a,0) 1 0 1 ⎵

4

1 0 1 ⎵

5

1 0 1 ⎵

6

1 0 1 ⎵

7

0 1 ⎵

8

0 1 ⎵

9

0 1 ⎵

10

0 1 ⎵

11

0 1 ⎵

12

0 1 ⎵

13

0 1 ⎵

14

0 1 ⎵

15

0 1 ⎵

16

0 1 ⎵

17

0 1 ⎵

18

0 1 ⎵

19

0 0 1 ⎵

Figure 6 An overview of the first 19 instructions of the construction, which represent the
(a, 0) → (a, 0, R) transition of the Turing machine shown in Figure 3. Instructions marked with a
red cross are fully inert, meant for cases not exhibited by this register.

3.3 Detailed description of SIMD||DNA instructions simulating a Turing
machine

We designed an algorithm that converts Turing machine specifications from https://
turingmachine.io into SIMD||DNA representations, along with the equivalent instruc-
tions. Each transition τi has an associated sublist of instructions Li, and, not knowing which
transition is applicable to the current configuration, we simply add instruction strands in
order from L1, L2, . . .. For i ̸= j, to ensure that Lj instructions have no effect when the
current applicable transition is τi, we “plug” the open domains of other transition regions with
a strand and remove the plug strand once it’s time to process that transition. Because the
SIMD||DNA model allows parallel computation among multiple registers in the same solution,
this prevents instructions meant for one configuration from affecting registers currently not
in that configuration. In the beginning, all transition regions are plugged, where the order of
processing for the transitions is arbitrary.
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Figure 7 On the left, the first instruction in the whole SIMD||DNA program covers the transition
region representing the next applicable transition. The two horizontal rows of strands have the
following interpretation: Bottom are strands bound to register, top are instruction strands. Dashed
instruction strands will not have an effect on the current cell (but to help verify correctness, they
are shown above where they would bind to the register). On the right, the last instruction in the
whole SIMD||DNA program, which removes the post-plug strands in each register. In the above
example, the post-plug strand covers the (a, 0) transition region, indicating the cell’s next Turing
machine transition. After this, the entire register is updated to appear as a configuration similar to
those in Figure 5.

Pre-plug and post-plug strands to protect instructions for inapplicable transitions
from affecting configuration

The full list of instructions to simulate a Turing machine transition works as follows. Recall
that in the “clean” configurations shown in Figure 5, the only exposed register domains
are on the cell representing the tape head. The first instruction in the entire list contains
pre-plug strands for each transition region. At the end of each instruction sublist Li, a
post-plug strand is also placed on the transition region that represents the Turing machine’s
next applicable transition. Examples of both can be seen in Figure 7. These strands act
like a “chemical protecting group” that prevents instruction sublists Li from modifying
the register unless they apply to the intended transition. The difference between the pre-
plug and post-plug strands is that pre-plug strands protect the configuration when using
instructions strands before the applicable transition, whereas post-plug strands protect the
configuration when using instructions strands after the applicable transition. In the left
part of Figure 7, because the register has a pre-plug strand in (a, ⌞⌟), it means that the
instruction sublist L(a,⌞⌟) has not been applied to it yet. Instruction sublists for the other
transitions (a, 0) → . . . , (a, 1) → . . . , (b, 0) → . . . , (b, 1) → . . . will be inert, not
affecting the register. The first instruction of L(a,⌞⌟) will remove this pre-plug strand so that
any register in the (a, ⌞⌟) configuration can be processed. The instruction sublists will result
in a configuration like that of the bottom of Figures 8 and 9. Figure 9 shows instructions
that affect the cell where the tape head was (right cell), not where it will be next (left cell),
which is why the left cell is the same in both Figures 8 and 9. This almost represents the
next Turing machine configuration, but with the appropriate transition region covered by a
post-plug strand. The final instruction in the entire list (Figure 7) removes this post-plug
strand, restoring the register configuration to be as shown in Figure 5.

The post-plug strand placed on the transition region at the end of simulating a transition
has a different purpose from the pre-plug strand placed in instruction 1. Its purpose is to
prevent the register from updating its state multiple times in the same instruction iteration.
For example, if a register has a post-plug strand on the (b, 1) region (indicating that it has
been processed and that its next transition is (b, 1)), and the instruction sublist that processes
(b, 1) comes after, the register will be unaffected by (b, 1)’s deprotecting instruction, keeping
it inert throughout. The final instruction in the entire iteration removes these post-plug
strands from the registers, as seen in Figure 7, preparing the registers for the next iteration
of the instruction set.
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Note the duality between pre-plug and post-plug instructions. All pre-plug strands are
included in the first instruction, though only one of them will bind (the one matching the
applicable transition), and instruction strands removing all post-plug strands are included
as part of the last instruction, though only one will find its complementary post-plug strand
to remove. On the other hand, each pre-plug instruction is removed more specifically, by
adding a single complementary strand to remove it just prior to the sublist of instructions
corresponding to the applicable transition. Similarly, each post-plug strand is added by itself,
at the end of the instruction sublist corresponding to the applicable transition.

In the next section, we will describe the details of the instruction sublists that represent
the Turing machine transitions.

Sublist of instructions representing a single Turing machine transition

Figure conventions. For the figures explaining SIMD||DNA instructions that simulate a single
transition of the Turing machine (Figure 8 and beyond), we use the following conventions in
figures. Several register configurations are shown, but they are not necessarily consecutive.
Each is numbered with its absolute index in the list of all 86 instructions implementing the
Turing machine of Figure 3. If two adjacent configurations have non-consecutive instruction
indices, this means that the instructions not shown are inert: their strands do not affect
the register in that configuration. The instruction strands that have just been added are
always shown above the register, with a solid line if they will do a reaction as in Figure 2,
and with a dashed line if that instruction strand is inert for that configuration. The final
configuration in each figure does not show any instruction strands, but for all figures there is
a followup figure showing what happens next from that configuration (possibly the followup
is Figure 7, the final instruction in the entire program, removing the post-plug strand from
the next applicable transition region).

Each Turing machine transition is individually processed by a sublist of instructions.
The pre-plug strand is first removed by an instruction containing its complementary strand,
so that its corresponding transition region in the cell can be used as a toehold, such as
instruction 38 in Figure 8. The next instructions then update the contents of the current cell
to encode the symbol that the tape head writes. For example, in Figure 9, the transition
(a, ⌞⌟) → (b, ⌞⌟, L) is represented, and the strand encoding of ⌞⌟ is placed in the right cell after
the tape head writes on it and moves left. After that, the instructions check the contents
of the tape head’s new location and determine the Turing machine’s next configuration.
In Figure 8, the tape head moves to the left cell and finds a 1, and the Turing machine goes
to state b, so it leaves a post-plug strand on (b, 1)’s transition region to show that the register
has been processed for that instruction iteration, as seen in instruction 46.

Left versus right tape head moves

In the SIMD||DNA instructions implementing a single transition, there are two sublists: next-
cell instructions and previous-cell instructions. As their names indicate, next-cell instructions
update the contents of the tape head’s destination, while previous-cell instructions update
the contents of the tape head’s former location. Other factors such as the symbol to be
written on the current cell and the next applicable transition region only introduce minor
variations in the instruction strands.

For transitions moving the tape head left, the next-cell instructions precede the previous-
cell instructions (see Figures 8–11). For transitions moving the tape head right, this order is
reversed (see Figure 12 and Appendix A in the full version of the paper.).
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Left tape head moves

Figure 8 shows the next-cell instructions for transition (a, ⌞⌟) → (b, ⌞⌟, L), for the special case
when the cell to the left of the tape head has the symbol 1. Figure 10 shows the next-cell
instructions for the same transition when the cell to the left of the tape head has the symbol
0, and Figure 11 shows the next-cell instructions when the cell to the left has the symbol
⌞⌟. Note that in any given configuration, the same instructions will result in exactly one
of the situations depicted in Figures 8, 10, and 11. Once these next-cell instructions are
applied, the leftmost domain of the previous cell will serve as a toehold for the previous-cell
instructions that follow in Figure 9.

38

39

41

43

44

45

46

(b,1)

1 (a,⎵)

Figure 8 First half of instructions (next-cell instructions) to implement transition a, ⌞⌟ → b, ⌞⌟, L,
in the case that the cell to the left (where the tape head will move) has a symbol 1. After instruction
46, the left cell (where the tape head will move next) now encodes the next state b and the symbol
1 on the new tape cell. Rather than show a red cross, inert instructions are instead omitted in
this figure and the following ones. Inert instructions (40,42,47,48) are used when the cell to the
left has a symbol 0 or ⌞⌟ on it instead. Figures 10 and 11 respectively show these cases. Figure 9
shows instructions completing the transition by writing ⌞⌟ over the right cell. In instruction 38, the
transition region is first unplugged to expose the toehold. The strands in instruction 39 cascade
until the left cell’s symbol region, allowing the instructions to branch out depending on the tape
content of the left cell. The remaining instructions process the left cell so that it encodes the next
configuration. In instruction 46, a special post-plug strand whose leftmost domain is orthogonal
is attached to the region that represents the next configuration; this strand will be removed once
all transitions have been processed. The angled dashed strands to the right of the register indicate
that no cells are present to the right of the rightmost cell; if there were another cell, then one more
domain of each of these strands would be horizontal, bound to the leftmost domain of the cell to the
right (just as with their solid counterparts to the left).
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49

50

51

52

(b,1) ⎵

(b,1)

Figure 9 Second half (previous-cell instructions) of transition a, ⌞⌟ → b, ⌞⌟, L whose first 11
instructions are shown in Figure 8, Figure 10, and Figure 11; these instructions write ⌞⌟ over the old
cell (right of Figure 8) where the tape head was at the start of the transition. Slight variations of
instruction 15 write 0 or 1 instead of ⌞⌟.

Right tape head moves

For right transitions, the first three instructions are the previous-cell instructions, as shown
in Figure 12. The next-cell instructions follow, where the instructions strands that apply to
the register depend on the contents of the cell to the right of the tape head (a 0, 1, or ⌞⌟.)
The figures depicting these are shown in Appendix A of the full version of the paper.

Final deprotecting instruction

Figure 7 shows the final deprotecting instruction, which removes the post-plug strand put in
place during the last instruction of the non-inert instruction sublists. This puts the register
back into a “clean” configuration representing a Turing machine configuration, such as those
shown in Figure 5, opening up new toeholds for the next iteration of instructions.

3.4 Complexity of construction
A common metric of “complexity” of DNA systems is the number of unique domains they
require. Fewer is better because it is a nontrivial task to design orthogonal domains: domains
that, if they are not perfectly complementary, will have low binding affinity. Low domain
complexity is particular important in SIMD||DNA, where each domain is considered “toehold-
length”: sufficiently short (5-7 bases) that the off-rate of a strand bound by a single domain is
large enough to detach in a short amount of time. There are only 47 = 16384 DNA sequences
of length 7. In practice even fewer are available: half are complementary to the other
half, leaving only 8192 available to assign to the unstarred versions of each domain. DNA
sequence design heuristics such as the “3-letter code” (using only A,T,C for forward strands,
thus only A,T,G for the register and reverse strands) reduce this number to 37 = 2187.
Reasonable design constraints, e.g., avoiding almost equal domains such as 5′-AAAAAAG-3′

and 5′-AAAAAAA-3′, which both bind almost equally strongly to 3′-TTTTTTT-5′, further
limit the set of available domains.
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38

39

40

42

(b,0)

0 (a,⎵)

Figure 10 The next-cell instructions of the transition in Figure 8 that are applicable when the
cell to the left of the tape head has a 0.

Our construction uses d = 2t+8 total unique DNA domains (which repeat throughout the
register), where t is the number of transitions of the simulated Turing machine. Each transition
is represented by 2 domains, assumed to be bound strongly enough not to spontaneously
dissociate. (The construction can be altered to use more domains, in case this assumption is
overly ideal.) To simulate a Turing machine with space bound s, the register has s “cells”,
where each cell is simply a copy of one each of the d domains 1, . . . d. Thus, if each domain
consists of k nucleotides, the register strand has k · s · (2t + 8) total nucleotides. There is an
11-state, 3-symbol universal Turing machine (directly simulating another Turing machine)
with 32 transitions [6], giving 2·32+8 = 72 total domains required in the worst case. However,
specialized non-universal Turing machines with a smaller number of transitions (for example
the 5-transition binary incrementor of Figure 5) could accomplish many computationally
sophisticated tasks.

Each Turing machine transition can be represented by approximately 16 SIMD||DNA
instructions. The exact number varies depending on the specific properties of the transition
in question, such as the the direction of the tape head, the symbol to be written, and whether
any of the possible next configurations are halting or not. This range has constant upper and
lower bounds, however, so the total number of instructions is in O(t), where t is the number
of transitions in the Turing machine. Because the size of the cell increases in O(t) due to the
transition regions, the number of DNA strands present in some instructions also scales by a
factor of O(t), most notably the instructions that cause a cascade of toehold exchanges.

4 Conclusion

Our construction, like the Rule 110 simulation of Wang, Chalk, and Soloveichik [12], is
not Turing universal because it simulates a space-bounded Turing machine. Truly universal
computation should be possible without advanced knowledge of the space requirement. An
interesting question (raised also in [12]) is whether a suitable augmentation of the SIMD||DNA
model could allow Turing-universal computation. This would require unbounded polymers
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38

39

47

48

⎵

⎵ (a,⎵)

Figure 11 The next-cell instructions of the transition in Figure 8 that are applicable when the
cell to the left of the tape head has a ⌞⌟. Because no transition exists for the state-symbol pair
(b, ⌞⌟), the left cell is left unchanged.

such as those used in the two-stack machine DNA implementation of Qian, Soloveichik, and
Winfree [8]. That paper showed Turing universal computation in the case where only a single
copy of certain strands are permitted to exist in solution, simulating only a single stack
machine at a time, in contrast to the SIMD||DNA model, where we can operate on many
registers, each representing their own Turing machine, in parallel.

Technically the strand displacement reactions of the SIMD||DNA model are currently
powerful enough to grow arbitrarily large polymers from a fixed set of strands, as in [8],
by alternating top and bottom strands, making a long double-helix with nicks on the top
and bottom. However, it is difficult to see how to use the ability of SIMD||DNA to exploit
this to simulate a Turing machine represented in this way. If there are multiple bottom
strands, i.e., there is a nick on the bottom, then any strand displacement of top strands, upon
reaching this nick, would separate the polymer into two complexes to the left and right of
this nick, and the right polymer would be lost in the wash step. One could imagine, however,
augmenting the model to allow, for example, 3-arm junctions, which could be used to do
strand displacement that crosses over the boundary between two bottom strands without
separating them (since they would be joined to each other by a strong domain representing
the third arm “below” the main helix).

Although some of the toehold exchanges in the SIMD||DNA model are reversible based
on the principles of DNA strand displacement, we make the assumption that the applied
instructions are not undone by the displaced strands. This is based on the assumption
that the instruction strands are present in a sufficiently high concentration that reversal is
unlikely. Because multiple registers can be present in the same solution, another possibility
to consider is a displaced DNA strand from Register A binding to an open toehold in Register
B, such that the attachment is irreversible even with the presence of a high concentration of
instruction strands. One open question is to design a system that factors in these possibilities,
reducing the likelihood of unexpected strand displacement results.
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2

3

4

5

00

0(a,0)

Figure 12 First half (previous-cell instructions) of transition a, 0 → a, 0, R. Instruction 3’s
strands cascade to the right side of the current cell, while instruction 4 removes the previously
introduced strands. Instruction 5 then covers up all the transition regions and adds the strands of
the symbol to be written on the current cell (0 in this example), but leaving the rightmost domain
exposed to act as a toehold for the next instructions.

Another open question is whether a more domain-efficient encoding exists for the Turing
machine construction. Given n transitions, 2n domains are required to represent them, which
has O(n) complexity. However, given d domains, there are 2d−1 possible nick patterns among
the attached strands, which makes O(log n) domain complexity possible in theory.
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Abstract
In this paper we study the fixed-parameter tractability of the problem of deciding whether a
given temporal graph G admits a temporal walk that visits all vertices (temporal exploration)
or, in some problem variants, a certain subset of the vertices. Formally, a temporal graph is a
sequence G = ⟨G1, ..., GL⟩ of graphs with V (Gt) = V (G) and E(Gt) ⊆ E(G) for all t ∈ [L] and
some underlying graph G, and a temporal walk is a time-respecting sequence of edge-traversals.
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parameterized by |X|, and for the problem of finding a temporal walk that visits at least k distinct
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1 Introduction

The problem of computing a series of consecutive edge-traversals in a static (i.e., classical
discrete) graph G, such that each vertex of G is an endpoint of at least one traversed edge, is
a fundamental problem in algorithmic graph theory, and an early formulation was provided
by Shannon [26]. Such a sequence of edge-traversals might be referred to as an exploration or
search of G and, from a computational standpoint, it is easy to check whether a given graph
G admits such an exploration and easy to compute one if the answer is yes – we simply carry
out a depth-first search starting at an arbitrary start vertex in V (G) and check whether
every vertex of G is reached. We consider in this paper a decidedly more complex variant
of the problem, in which we try to find an exploration of a temporal graph. A temporal
graph G = ⟨G1, ..., GL⟩ is a sequence of static graphs Gt such that V (Gt) = V (G) and
E(Gt) ⊆ E(G) for any timestep t ∈ [L] and some fixed underlying graph G.

A concerted effort to tackle algorithmic problems defined for temporal graphs has been
made in recent years. With the addition of time to a graph’s structure comes more freedom
when defining a problem. Hence, many studies have focused on temporal variants of classical
graph problems; for example, the travelling salesperson problem [21]; shortest paths [27];
vertex cover [3]; maximum matching [20]; network flow problems [1]; and a number of others.
For more examples, we point the reader to the works of Molter [23] or Michail [21]. One
seemingly common trait of the problems that many of these studies consider is the following:
Problems that are easy for static graphs often become hard on temporal graphs, and hard
problems for static graphs remain hard on temporal graphs. This certainly holds true for the
problem of deciding whether a given temporal graph G admits a temporal walk W – roughly
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speaking, a sequence of edges traversed consecutively and during strictly increasing timesteps
– such that every vertex of G is an endpoint of at least one edge of W (any temporal walk
with this property is known as an exploration schedule). Indeed, Michail and Spirakis [22]
showed that this problem, Temporal Exploration or TEXP for short, is NP-complete.
In this paper, we consider variants of the TEXP problem from a fixed-parameter perspective
and under both strict and non-strict settings. More specifically, we consider problem variants
in which we look for strict temporal walks that traverse each consecutive edge at a timestep
strictly larger than the previous, as well as variants that ask for non-strict temporal walks
that allow an unlimited but finite number of edges to be traversed in each timestep.

Contribution. In Section 2 we prove FPT-membership for two natural parameterized variants
of TEXP. Firstly, we parameterize by the size k of a fixed subset of the vertex set and ask
for an exploration schedule that visits at least these vertices, providing a O(2kkLn2)-time
algorithm. Secondly, we parameterize by only an integer k and ask that a computed solution
visits at least k arbitrary vertices – in this case we specify, for any ε > 0, a randomized
algorithm (based on the colour-coding technique first introduced by Alon et al. [4]) with
running time O((2e)kLn3 log 1

ε ). A now-standard derandomization technique due to Naor
et al. [24] is then utilized in order to obtain a deterministic (2e)kkO(log k)Ln3 log n-time
algorithm.

In Section 3, we consider the non-strict variant known as Non-Strict Temporal
Exploration, or NS-TEXP, which was introduced in [17]. Here, a candidate exploration
schedule is permitted to traverse an unlimited but finite number of edges during each timestep,
and it is not too hard to see that this change alters the problem’s structure quite drastically
(more details in Section 3). We therefore use a different model of temporal graphs to the one
considered in Section 2, which we properly define later. For this problem, we parameterize by
the length L of the sequence of static graphs that comprises our input temporal graph, and
provide an O(L(L!)2n)-time recursive search-tree algorithm. We also consider a generalized
variant, Set NS-TEXP, in which we are supplied with m subsets of the input temporal
graph’s vertex set and are asked to decide whether there exists a non-strict temporal walk
that visits at least one vertex belonging to each set; this problem is shown to be W [2]-hard
via a reduction from Set Cover.

Related work. We refer the interested reader to Casteigts et al. [11] for a study of various
models of dynamic graphs, and to Michail [21] for an introduction to temporal graphs and
some of their associated combinatorial problems. Brodén et al. [8] consider the Temporal
Travelling Salesperson Problem for complete temporal graphs with n vertices. The
costs of edges are allowed to differ between 1 and 2 in each timestep. They show that when
an edge’s cost changes at most k times during the input graph’s lifetime, the problem is
NP-complete, but provide a (2 − 2

3k )-approximation. For the same problem, Michail and
Spirakis [22] prove APX-hardness and provide a (1.7 + ϵ)-approximation. Bui-Xuan et al. [9]
propose multiple objectives for optimisation when computing temporal walks/paths: e.g.,
fastest (fewest number of timesteps used) and foremost (arriving at the destination at the
earliest time possible). Michail and Spirakis [22] introduced the TEXP problem, which asks
whether or not a given temporal graph admits a temporal walk that visits all vertices at least
once. The problem is shown to be NP-complete when no restrictions are placed on the input,
and they propose considering the problem under the always-connected assumption as a means
of ensuring that exploration is possible (provided the lifetime of the input graph is sufficiently
long). Erlebach et al. [16] consider the problem of computing foremost exploration schedules
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under the always-connected assumption, proving O(n1−ε)-inapproximability (for any ε > 0)
amongst other results. Bodlaender and van der Zanden [6] examined the TEXP problem
when restricted to temporal graphs whose underlying graph has pathwidth at most 2 and that
are connected in each timestep, showing the problem to be NP-complete in this case. Akrida
et al. [2] consider a TEXP variant called Return-To-Base TEXP, in which the underlying
graph is a star and a candidate solution must return to the vertex from which it initially
departed (the star’s centre). They prove various hardness results and provide polynomial-time
algorithms for some special cases. Casteigts et al. [12] studied the fixed-parameter tractability
of the problem of finding temporal paths between a source and destination that wait no longer
than ∆ consecutive timesteps at any intermediate vertex. Bumpus and Meeks [10] considered,
again from a fixed-parameter perspective, a temporal graph exploration variant in which
the goal is no longer to visit all of the input graph’s vertices at least once, but to traverse
all edges of its underlying graph exactly once (i.e., computing a temporal Eulerian circuit).
The problem of Non-Strict Temporal Exploration was introduced and studied in [17].
Here, a computed walk may make an unlimited number of edge-traversals in each given
timestep. Amongst other things, NP-completeness of the general problem is shown, as well
as O(n1/2−ε) and O(n1−ε)-inapproximability for the problem of minimizing the arrival time
of a temporal exploration in the cases where the number of timesteps required to reach
any vertex v from any vertex u is bounded by c = 2 and c = 3, respectively. Notions of
strict/non-strict paths which respectively allow for a single edge/unlimited number of edge(s)
to be crossed in any timestep have been considered before, notably by Kempe et al. [19] and
Zschoche et al. [28].

Preliminaries. For a pair of integers x, y with x ≤ y we denote by [x, y] the set {z : x ≤ z ≤
y}; if x = 1 we write [y] instead. We use standard terminology from graph theory [14], and we
assume any static graph G = (V, E) to be simple and undirected. A parameterized problem
is a language L ⊆ Σ∗ × N, where Σ is a finite alphabet. For an instance (I, k) ∈ Σ∗ × N,
k is called the parameter. The problem is in FPT (fixed-parameter tractable) if there is an
algorithm that solves every instance in time f(k)× |I|O(1) for some computable function f .
A proof that a problem is hard for complexity class W[r] for some integer r ≥ 1 is seen as
evidence that the problem is unlikely to be contained in FPT. For more on parameterized
complexity, including definitions of the complexity classes W[r], we refer to [15, 13]. We
defer formal definitions of both the strict and non-strict variants of TEXP, as well as their
associated temporal graph models, to Sections 2 and 3 respectively.

2 Strict TEXP parameterizations

We begin with the definition of a temporal graph:

▶ Definition 1 (Temporal graph). A temporal graph G with underlying graph G = (V, E),
lifetime L and order n is a sequence of simple undirected graphs G = ⟨G1, G2, ..., GL⟩ such
that |V | = n and Gt = (V, Et) (where Et ⊆ E) for all t ∈ [L].

For a temporal graph G = ⟨G1, ..., GL⟩, the subscripts t ∈ [L] indexing the graphs in the
sequence are referred to as timesteps (or steps) and we call Gt the t-th layer. A tuple (e, t)
with e ∈ E(G) is an edge-time pair (or time edge) of G if e ∈ Et. Note that the size of any
temporal graph (i.e., the maximum number of time edges) is bounded by O(Ln2).

▶ Definition 2 (Strict temporal walk). A strict temporal walk W in G is a tuple W = (t0, S),
consisting of a start time t0 and an alternating sequence of vertices and edge-time pairs
S = ⟨v1, (e1, t1), v2, (e2, t2), ..., vl−1, (el−1, tl−1), vl⟩ such that ei = {vi, vi+1}, ei ∈ Gti

for
i ∈ [l − 1] and 1 ≤ t0 ≤ t1 < t2 < · · · < tl−1 ≤ L.
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We say that a temporal walk W = (t0, S) visits any vertex that is included in S. Further,
W traverses edge ei at time ti for all i ∈ [l − 1] and is said to depart from (or start at)
v1 ∈ V (G) at timestep t0 and arrive at (or finish at) vl ∈ V (G) at the end of timestep tl−1
(or, equivalently, at the beginning of timestep tl−1 + 1). Its arrival time is defined to be
tl−1 + 1. It is assumed that W is positioned at v1 at the start of timestep t0 ∈ [t1] and waits
at v1 until edge e1 is traversed during timestep t1. The quantity |W | = tl−1 − t0 + 1 is called
the duration of W .

Throughout this section we denote by sp(u, v, t) the duration of a shortest (i.e., having
minimum arrival time) temporal walk in G that starts at u ∈ V (G) in timestep t and ends at
v ∈ V (G). (If u = v, sp(u, v, t) = 0.) We note that there is no guarantee that a walk between
a pair of vertices u, v exists; in such cases we let sp(u, v, t) = ∞. The algorithms that we
present in Sections 2.1 and 2.2 will repeatedly require us to compute such shortest walks for
specific pairs of vertices u, v ∈ V (G) and a timestep t ∈ [L] – the following theorem allows us
to do this:

▶ Theorem 3 (Wu et al. [27]). Let G = ⟨G1, ..., GL⟩ be an arbitrary temporal graph. Then,
for any u ∈ V (G) and t ∈ [L], one can compute in O(Ln2) time for all v ∈ V (G) a temporal
walk that starts at u, ends at v and has duration sp(u, v, t) (or determine that no such walk
exists).

The following two definitions will be used to describe the sets of candidate solutions for each
of the problems that we consider in this section:

▶ Definition 4 ((v, t, X)-tour). A (v, t, X)-tour W in a given temporal graph G is a strict
temporal walk that starts at some vertex v ∈ V (G) in timestep t and visits all vertices in
X ⊆ V (G). The arrival time α(W ) of a (v, t, X)-tour W is the timestep after the timestep
at the end of which W has for the first time visited all vertices in X.

▶ Definition 5 ((v, t, k)-tour). A (v, t, k)-tour W in a given temporal graph G is a (v, t, X)-tour
for some subset X ⊆ V (G) that satisfies |X| = k. The arrival time α(W ) of a (v, t, k)-tour
W is the timestep after the timestep at the end of which W has for the first time visited all
vertices in X.

A (v, t, X)-tour W ((v, t, k)-tour W ∗) in a temporal graph G is said to be foremost if
α(W ) ≤ α(W ′) (α(W ∗) ≤ α(W ∗′)) for any other (v, t, X)-tour W ′ (any other (v, t, k)-tour
W ∗′). We now formally define this section’s two main problems of interest:

▶ Definition 6 (k-fixed TEXP). An instance of the k-fixed TEXP problem is given as a
tuple (G, s, X, k) where G = ⟨G1, ..., GL⟩ is an arbitrary temporal graph with underlying graph
G and lifetime L; s is a start vertex in V (G); and X ⊆ V (G) is a set of target vertices such
that |X| = k. The problem then asks that we decide if there exists an (s, 1, X)-tour W in G.

▶ Definition 7 (k-arbitrary TEXP). An instance of the k-arbitrary TEXP problem is
given as a tuple (G, s, k) where G = ⟨G1, ..., GL⟩ is an arbitrary temporal graph with underlying
graph G and lifetime L; s is a start vertex in V (G); and k ∈ N. The problem then asks that
we decide whether there exists an (s, 1, k)-tour W in G.

For yes-instances of k-fixed TEXP or k-arbitrary TEXP, a tour with minimum
arrival time (among all tours of the type sought) is called an optimal solution.
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2.1 An FPT algorithm for k-fixed TEXP
In this section we provide a deterministic FPT-time algorithm for k-fixed TEXP. Let
(G, s, X, k) be an instance of k-fixed TEXP. Our algorithm looks for an earliest arrival time
(s, 1, X)-tour of G via a dynamic programming (DP) approach. We note that the approach is
essentially an adaptation of an algorithm proposed (independently by Bellman [5] and Held
& Karp [18]) for the classic Travelling Salesperson Problem to the parameterized problem
for temporal graphs.

▶ Theorem 8. It is possible to decide any instance I = (G, s, X, k) of k-fixed TEXP, and
return an optimal solution if I is a yes-instance, in time O(2kkLn2), where n = |V (G)| and
L is G’s lifetime.

Proof. First we describe our algorithm before proving its correctness and analysing its
running time. We begin by specifying a dynamic programming formula for F (S, v), by which
we denote the minimum arrival time of any temporal walk in G that starts at vertex s ∈ V (G)
in timestep 1, visits all vertices in S ⊆ X, and finishes at vertex v ∈ S. One can compute
F (S, v) via the following formula:

F (S, v) =

1 + sp(s, v, 1) (|S| = 1)
min

u∈S−{v}
[F (S − {v}, u) + sp(u, v, F (S − {v}, u))] (|S| > 1) (1)

Note that to compute F (S, v) when |S| > 1, Equation (1) states that we need only consider
values F (S′, u) with u ∈ S′ and |S′| = |S| − 1, and so we begin by computing all values
F (S′, u) such that S′ ⊆ X satisfies |S′| = 1 and u ∈ S′, before computing all values such
that |S′| = 2 and u ∈ S′ and so on, until we have computed all values F (X, u) where u ∈ X

(i.e., values F (S′, u) with |S′| = k = |X|). Once all necessary values have been obtained,
computing the following value gives the arrival time of an optimal (s, 1, X)-tour:

F ∗ = min
v∈X

F (X, v). (2)

If, whenever we compute a value F (S, v) with |S| > 1, we also store alongside F (S, v) a
single pointer

p(S, v) = arg min
u∈S−{v}

[F (S − {v}, u) + sp(u, v, F (S − {v}, u))],

then once we have computed F ∗ we can use a traceback procedure to reconstruct the walk
with arrival time F ∗. More specifically, let u1 = arg minu∈X F (X, u) and ui = p(X −
{u1, ..., ui−2}, ui−1) for all i ∈ [2, k]. To complete the algorithm, we then check if F ∗ is
finite: If so, then there must be a (s, 1, X)-tour W in G with α(W ) = F ∗ that visits the
vertices uk, ..., u1 in that order. We can reconstruct W by concatenating the k shortest walks
obtained by starting at s in timestep 1 and computing a shortest walk from s to uk, then
computing a shortest walk from uk to uk−1 starting at the timestep at which uk was reached,
and so on, until u1 is reached; once constructed, return W . If, on the other hand, F ∗ =∞
(which is possible by the definition of sp(u, v, t)) then return no.

Correctness. The correctness of Equation (1) can be shown via induction on |S|: The base
case (i.e., when |S| = 1) is correct since the arrival time of the foremost temporal walk that
starts at s in timestep 1 and ends at a specific vertex v ∈ X is clearly equal to one plus the
duration of the foremost temporal walk between s and v starting at timestep 1.
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For the general case (when |S| > 1), assume first that the formula holds for any set
S′ such that |S′| = l and any vertex u ∈ S′. To see that the formula holds for all sets S

with |S| = l + 1 and vertices v ∈ S, consider any walk W that starts in timestep 1, visits
all vertices in some set S with |S| = l + 1 and ends at v. Let x1, ..., xl+1 be the order in
which the vertices xi ∈ S are reached by W for the first time; let x = xl+1 = v and x′ = xl.
Note that the subwalk W ′ of W that begins in timestep 1 and finishes at the end of the
timestep in which W arrives at x′ for the first time is surely an (s, 1, S − {v})-tour, since
W ′ visits every vertex in S − {x} = S − {v}. Then, by the induction hypothesis we have
α(W ′) ≥ F (S − {v}, x′) because |S − {v}| = l, and since W ends at v we have

α(W ) ≥ α(W ′) + sp(x′, v, α(W ′))
≥ F (S − {v}, x′) + sp(x′, v, F (S − {v}, x′)).

More generally, we can say that any (s, 1, S)-tour W that starts at s in timestep 1, visits
all vertices in S (where |S| = l + 1), and finishes at v ∈ S satisfies the above inequality for
some x′ ∈ S − {v}. Note that for any u ∈ S − {v}, F (S − {v}, u) + sp(u, v, F (S − {v}, u))
corresponds to the arrival time of a valid (s, 1, S)-tour, obtained by concatenating an earliest
arrival time (s, 1, S − {v})-tour that ends at u and a shortest walk between u and v starting
at time F (S − {v}, u). Therefore, to compute F (S, v) it suffices to compute the minimum
value of F (S − {v}, u) + sp(u, v, F (S − {v}, u) over all u ∈ S − {v}; note that this is exactly
Equation (1) in the case that |S| > 1.

To establish the correctness of Equation (2) recall that, by Definition 4, the arrival time of
any (s, 1, X)-tour in G is equal to the timestep after the timestep in which it traverses a time
edge to reach the final unvisited vertex of X for the first time. Assume that I is a yes-instance
and let x∗ ∈ X be the k-th unique vertex in X that is visited by some foremost (s, 1, X)-tour
W ; then, by the analysis in the previous paragraph, we must have α(W ) = F (X, x∗) since W

is foremost, so x∗ = arg minv∈X F (X, v) and thus α(W ) = F (X, x∗) = minv∈X F (X, v) = F ∗,
as required.

The fact that the answer returned by the algorithm is correct follows from the correctness
of Equations (1) and (2) and the traceback procedure, together with the fact that I is a
no-instance if and only if F ∗ =∞. The details of this second claim are not difficult to see and
are omitted, but we note that it is indeed possible that F ∗ =∞ since F ∗ is the summation
of a number of values sp(u, v, t), some of which may satisfy sp(u, v, t) =∞ by definition.

Runtime analysis. Since we only compute values of F (S, v) such that v ∈ S and 1 ≤ |S| ≤ k,
in total we compute O(

∑k
i=1

(
k
i

)
i) = O(2kk) values. Note that, to compute any value F (S, v)

with |S| = i > 1, Equation (1) requires that we consider the values F (S − {v}, u) +
sp(u, v, F (S − {v}, u)) with u ∈ S − {v}, of which there are exactly i− 1. We therefore use
Theorem 3 to compute (and store temporarily), for each S′ with |S′| = i− 1 and x ∈ S′, in
O(Ln2) time the value of sp(x, y, F (S′, x)) for all y ∈ V (G) immediately after computing all
F (S′, x), and use these precomputed shortest walk durations to compute F (S, v) for any S

with |S| = i and v ∈ S in time O(i) = O(k). Thus, we spend O(k)+O(Ln2) = O(Ln2) (since
k ≤ n) time for each of O(2kk) values F (S, v). This yields an overall time of O(2kkLn2).
Note that F ∗ can be computed using Equation (2) in O(k) time since we take the minimum
of O(k) values; also note that a (v, 1, X)-tour with arrival time F ∗ can be reconstructed in
time O(kLn2) using the aforedescribed traceback procedure, since we need to recompute
O(k) shortest walks, spending O(Ln2) time on each walk. Hence the overall running time of
the algorithm is bounded by O(2kkLn2), as claimed. ◀
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We remark that k-fixed TEXP becomes TEXP if X = V , hence Theorem 8 also implies
an FPT algorithm for TEXP parameterized by the number of vertices. Furthermore, we
observe that TEXP is also FPT when parameterized by the lifetime L of the given temporal
graph: If L < n−1, the instance is clearly a no-instance, and if L ≥ n−1, the FPT algorithm
for TEXP with parameter n is also FPT for parameter L.

2.2 FPT algorithms for k-arbitrary TEXP
The main result of this section is a randomized FPT-time algorithm for k-arbitrary TEXP
that utilises the colour-coding technique originally presented by Alon, Yuster and Zwick [4].
There, they employed the technique primarily to detect the existence of a k-vertex simple
path in a given undirected graph G. More generally, it has proven useful as a technique
for finding fixed motifs (i.e., prespecified subgraphs) in static graphs/networks. We provide
a high-level description of the technique and the way that we apply it at the beginning
of Section 2.2.1. A standard derandomization technique (also originating from [4]) is then
utilised within Section 2.2.2 to obtain a deterministic algorithm for k-arbitrary TEXP
with a worse, but still FPT, running time.

2.2.1 A randomized algorithm
The algorithm of this section employs the colour-coding technique of Alon, Yuster and
Zwick [4]. First, we informally sketch the structure of the algorithm behind Theorem 9: We
colour the vertices of an input temporal graph uniformly at random, then by means of a
DP subroutine we look for a temporal walk that begins at some start vertex s in timestep 1
and visits k vertices with distinct colours by the earliest time possible. Notice that if such
a walk is found then it must be a (v, t, k)-tour, since the k vertices are distinctly coloured
and therefore must be distinct. Then, the idea is to repeatedly: (1) randomly colour the
input graph G’s vertices; then (2) run the DP subroutine on each coloured version of G. We
repeat these steps enough times to ensure that, with high probability, the vertices of an
optimal (s, 1, k)-tour are coloured with distinct colours at least once over all colourings – if
this happens then the DP subroutine will surely return an optimal (s, 1, k)-tour or one with
equal arrival time. With this high-level description in mind, we now present/analyse the
algorithm:

▶ Theorem 9. For every ε > 0, there exists a Monte Carlo algorithm that, with probability
1− ε, decides a given instance I = (G, s, k) of k-arbitrary TEXP, and returns an optimal
solution if I is a yes-instance, in time O((2e)kLn3 log 1

ε ), where n = |V (G)| and L is G′s

lifetime.

Proof. Let V := V (G). We now describe our algorithm before proving it correct and
analysing its running time. Let c : V → [k] be a colouring of the vertices v ∈ V . Let a walk
W in G that starts at s and visits a vertex coloured with each colour in D ⊆ [k] be known
as a D-colourful walk; let the timestep after the timestep at the end of which W has for
the first time visited vertices with k distinct colours be known as the arrival time of W ,
denoted by α(W ). The algorithm employs a subroutine that computes, should one exist, a
[k]-colourful walk W in G with earliest arrival time. Note that a D-colourful walk (D ⊆ [k])
in G is by definition an (s, 1, |D|)-tour in G.
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Define H(D, v) to be the earliest arrival time of any D-colourful walk (where D ⊆ [k])
in G that ends at a vertex v with c(v) ∈ D. The value of H(D, v) for any D ⊆ [k] and v

with c(v) ∈ D can be computed via the following dynamic programming formula (within the
formula we denote by D−

c(v) the set D − {c(v)}):

H(D, v) =

1 + sp(s, v, 1) (|D| = 1)
min

u∈V :c(u)∈D−
c(v)

[H(D−
c(v), u) + sp(u, v, H(D−

c(v), u))] (|D| > 1) (3)

In order to compute H(D, v) for any D ⊆ [k] and vertex v with c(v) ∈ D, Equation (3)
requires that we consider values H(D − {c(v)}, u) such that c(u) ∈ D − {c(v)}, and so we
begin by computing H(D′, v) for all D′ with |D′| = 1 and v with c(v) ∈ D′, then for all D′

with |D′| = 2 and v with c(v) ∈ D′, and so on, until all values H([k], v) have been obtained.
The earliest arrival time of any [k]-colourful walk in G is then given by

H∗ = min
u∈V (G)

H([k], u). (4)

Once H∗ has been computed, we check whether its value is finite or equal to ∞. If H∗ is
finite then we can use a pointer system and traceback procedure (almost identical to those
used in the proof of Theorem 8) to reconstruct an (s, 1, k)-tour with arrival time H∗ if one
exists; otherwise we return no. This concludes the description of the dynamic programming
subroutine.

Let r = ⌈ 1
ε⌉ and let W ∗ initially be the trivial walk that starts and finishes at vertex s in

timestep 1. Perform the following two steps for ek ln r iterations:
1. Assign colours in [k] to the vertices of V uniformly at random and check if all k colours

colour at least one vertex of G; if not, start next iteration. If yes, proceed to step 2.
2. Run the DP subroutine in order to find an optimal [k]-colourful walk W in G if one

exists. If such a W is found then check if α(W ) < α(W ∗) or W ∗ starts and ends at s in
timestep 1 (i.e., still has its initial value), and in either case set W ∗ = W ; otherwise the
DP subroutine returned no and we make no change to W ∗.

Once all iterations of the above steps are over, check if W ∗ is still equal to the walk that
starts and finishes at s in timestep 1; if not then return W ∗, otherwise return no. This
concludes the algorithm’s description.

Correctness. We focus on proving the randomized aspect of the algorithm correct and omit
correctness proofs for Equations (3) and (4) since the arguments are similar to those provided
in Theorem 8’s proof.

If I is a no-instance then in no iteration will the DP subroutine find an (s, 1, k)-tour in G.
Hence in the final step the algorithm will find that W ∗ is equal to the walk that starts and
ends at s in timestep 1 (by the correctness of Equations (3) and (4)) and return no, which
is clearly correct. Assume then that I is yes-instance. Let W be an (s, 1, k)-tour in G with
earliest arrival time, and let X ⊆ V be the set of k vertices visited by W . Then, if during
one of the ek ln r iterations of steps 1 and 2 we colour the vertices of V in such a way that
X is well-coloured (we say that a set of vertices U ⊆ V is well-coloured by colouring c if
c(u) ̸= c(v) for every pair of vertices u, v ∈ U), W will induce an optimal [k]-colourful walk
in G. The DP subroutine will then return W or some other optimal [k]-colourful walk W ′

with α(W ) = α(W ′) that visits a well-coloured subset of vertices X ′; note that the arrival
time of the best tour found in any iteration so far will then surely be α(W ), since W has
earliest arrival time.
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Observe that if we colour the vertices of V with k colours uniformly at random, then,
since |X| = k, there are kk ways to colour the vertices in X ⊆ V , of which k! constitute
well-colourings of X. Hence after a single colouring of V we have

Pr[X is well-coloured] = k!
kk

>
1
ek

,

where the inequality follows from the fact that k!/kk >
√

2πk
1
2 e

1
12k+1 /ek (this inequality is

due to Robbins [25] and is related to Stirling’s formula). Hence, after ek ln r colourings, we
have (using the standard inequality (1− 1

x )x ≤ 1
e for all x ≥ 1):

Pr[X is not well-coloured in any colouring] ≤
(

1− 1
ek

)ek ln r

≤ 1/r ≤ ε.

Thus, the probability that X is well-coloured at least once after ek ln r colourings is at least
1− ε. It follows that, with probability ≥ 1− ε, the earliest arrival [k]-colourful walk returned
by the algorithm after all iterations is in fact an optimal (s, 1, k)-tour in G, since either W or
some other (s, 1, k)-tour with equal arrival time will eventually be returned.

Runtime analysis. Note that the DP subroutine computes exactly the values H(D, v) such
that D ⊆ [k] and v satisfies c(v) ∈ D. Hence there are at most

(
k
i

)
n values H(D, v) such

that |D| = i, for all i ∈ [k]; this gives a total of
∑

i∈[k]
(

k
i

)
n = O(2kn) values. In order to

compute H(D, v) for any D with |D| = i > 1, Equation (3) requires us to consider the value of
H(D−{c(v)}, u)+sp(u, v, H(D−{c(v)}, u)) for all u such that c(u) ∈ D−{c(v)}. Therefore,
similar to the algorithm in the proof of Theorem 8, we compute and store, immediately after
computing each value H(D′, x) with |D′| = i−1 and c(x) ∈ D′, the value of sp(x, y, H(D′, x))
for all y ∈ V (G) in O(Ln2) time (Theorem 3). Note that there can be at most n vertices
u such that c(u) ∈ D − {c(v)}, and so in total we spend O(n) + O(Ln2) = O(Ln2) time
on each of O(2kn) values of H(D, v), giving an overall time of O(2kLn3). We can compute
H∗ in O(n) time since we take the minimum of O(n) values, and the traceback procedure
can be performed in O(kLn2) = O(Ln3) time since we concatenate k walks obtained using
Theorem 3. Thus the overall time spent carrying out one execution of the DP subroutine is
O(2kLn3).

Since the running time of each iteration of the main algorithm is dominated by the
running time of the DP subroutine and there are ek ln r = O(ek log 1

ε ) iterations in total,
we conclude that the overall running time of the algorithm is O((2e)kLn3 log 1

ε ), as claimed.
This completes the proof. ◀

2.2.2 Derandomizing the algorithm of Theorem 9
The randomized colour-coding algorithm of Theorem 9 can be derandomized at the expense of
incurring a kO(log k) log n factor in the running time. We employ a standard derandomization
technique, presented initially in [4], which involves the enumeration of a k-perfect family of
hash functions from [n] to [k]. The functions in such a family will be viewed as colourings of
the vertex set of the temporal graph given as input to the k-arbitrary TEXP problem.

Formally, a family H of hash functions from [n] to [k] is k-perfect if, for every subset
S ⊆ [n] with |S| = k, there exists a function f ∈ H such that f restricted to S is bijective
(i.e., one-to-one). The following theorem of Naor et al. enables one to construct such a family
H in time linear in the size of H:
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▶ Theorem 10 (Naor, Schulman and Srinivasan [24]). A k-perfect family H of hash functions
fi from [n] to [k], with size ekkO(log k) log n, can be computed in ekkO(log k) log n-time.

We note that the value of fi(x) for any fi ∈ H and x ∈ [n] can be evaluated in O(1) time.
To solve an instance of k-Arbitrary TEXP, we can now use the algorithm from the

proof of Theorem 9, but instead of iterating over ek ln r random colourings, we iterate over
the ekkO(log k) log n hash functions in the k-perfect family of hash functions constructed using
Theorem 10. This ensures that the set X of k vertices visited by an optimal (s, 1, k)-tour is
well-coloured in at least one iteration, and we obtain the following theorem.

▶ Theorem 11. There is a deterministic algorithm that can solve a given instance (G, s, k)
of k-Arbitrary TEXP in (2e)kkO(log k)Ln3 log n time, where n = |V (G)|. If the instance
is a yes-instance, the algorithm also returns an optimal solution.

We remark that, since a temporal walk can visit at most L + 1 vertices in a temporal
graph with lifetime L, Theorem 11 also implies an FPT algorithm for the following problem,
parameterized by the lifetime L of the given temporal graph: Find a temporal walk that
visits as many distinct vertices as possible.

3 Non-Strict TEXP parameterizations

In this section we consider the non-strict version of TEXP, in which a walk is allowed to
traverse an unlimited number of edges in every timestep. As mentioned in the introduction,
this changes the nature of the problem significantly. In particular, it means that a temporal
walk positioned at a vertex v in timestep t is able to visit, during timestep t, any other vertex
contained in the same connected component C as v and move to an arbitrary vertex u ∈ C,
beginning timestep t + 1 positioned at vertex u. As such, it is no longer necessary to know
the edge structure of the input temporal graph during each timestep, and we can focus only
on the connected components of each layer. This leads to the following definition:

▶ Definition 12 (Non-strict temporal graph, G). A non-strict temporal graph G = ⟨G1, ..., GL⟩
with vertex set V := V (G) and lifetime L is an indexed sequence of partitions (layers)
Gt = {Ct,1, ..., Ct,st} of V for t ∈ [L]. For all t ∈ [L], each v ∈ V satisfies v ∈ Ct,j for a
unique j ∈ [st]. The integer st denotes the number of components in layer Gt; clearly we
have st ∈ [n].

A non-strict temporal walk is then defined as follows:

▶ Definition 13 (Non-strict temporal walk, W ). A non-strict temporal walk W starting at
vertex v at time t1 in a non-strict temporal graph G = ⟨G1, ..., GL⟩ is a sequence W =
Ct1,j1 , Ct2,j2 , ..., Ctl,jl

of components Cti,ji
(i ∈ [l]) with 1 ≤ t1 ≤ tl ≤ L such that: ti + 1 =

ti+1 for all i ∈ [1, l − 1]; Cti,ji ∈ Gti and ji ∈ [sti ] for all i ∈ [l]; Cti,ji ∩ Cti+1,ji+1 ≠ ∅ for
all i ∈ [l − 1]; and v ∈ Ct1,j1 .

Let W = Ct1,j1 , Ct2,j2 , ..., Ctl,jl
be a non-strict temporal walk in some non-strict temporal

graph G starting at some vertex s ∈ Ct1,j1 . We call l ∈ [L] the duration of W . The walk W is
said to start at vertex s ∈ Ct1,j1 in timestep t1 and finish at component Ctl,jl

(or sometimes
at some v ∈ Ctl,jl

) in timestep tl. Furthermore, W visits the set of vertices
⋃

i∈[l] Cti,ji
. Note

that W visits exactly one component in each of the l timesteps that make up its duration.
We call W non-strict exploration schedule starting at s with arrival time l if t1 = 1 and⋃

i∈[l] Cti,ji
= V (G). As FPT algorithms for k-fixed TEXP and k-arbitrary TEXP

for non-strict temporal graphs can be derived using similar techniques as in Section 2, we
instead consider the following two non-strict exploration problems in this section:
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▶ Definition 14 (Non-Strict Temporal Exploration (NS-TEXP)). An instance of
NS-TEXP is given as a tuple (G, s), where G is a non-strict temporal graph with lifetime L

and s ∈ V (G) is a start vertex. The problem then asks whether or not G admits an exploration
schedule that starts at s.

▶ Definition 15 (Set NS-TEXP). An instance of Set NS-TEXP is given as a tuple
(G, s,X ), where G is a non-strict temporal graph with lifetime L, s ∈ V (G) is a start vertex,
and X = {X1, . . . , Xm} is a set of subsets Xi ⊆ V (G). The problem then asks whether or
not there exists a non-strict temporal walk in G that starts at s in timestep 1 and visits at
least one vertex contained in Xi for all i ∈ [m].

In the following two subsections we establish FPT-membership for NS-TEXP when para-
meterized by the lifetime L, then prove W[2]-hardness for the Set NS-TEXP problem when
the same parameter is considered.

3.1 An FPT algorithm for NS-TEXP with parameter L
Let NS-TEXP-L be the variant of NS-TEXP parameterized by the lifetime L of the input
temporal graph G; let an instance of NS-TEXP-L be given as a tuple (G, s, L). We prove
that NS-TEXP-L ∈ FPT by specifying a bounded search tree-based algorithm.

Let G = ⟨G1, . . . , GL⟩ be some non-strict temporal graph. Throughout this section we
let C(G) :=

⋃
t∈[L] Gt, i.e., C(G) is the set of all components belonging to some layer of G.

We implicitly assume that each component C ∈ C(G) is associated with a unique layer Gt of
G in which it is contained. If a component (seen as just a set of vertices) occurs in several
layers, we thus treat these occurrences as different elements of C(G) (or of any subset thereof)
because they are associated with different layers. If X is a set of components in C(G) that
are associated with distinct layers (i.e., no two components in X are associated with the
same layer Gt of G), then we say that the components in X originate from unique layers of G.
For a set X of components that originate from unique layers of G, we let D(X) :=

⋃
C∈X C

be the union of the vertex sets of the components in X. For any such set X, we also let
T (X) = {t ∈ [L] : there is a C ∈ X associated with layer Gt}.

Within the following, we assume that G admits a non-strict exploration schedule W :

▶ Observation 16. Let X (|X| ∈ [0, L − 1]) be a subset of the components visited by the
exploration schedule W . Then there exists C ∈ C(G)−X with C ∈ Gt (t ∈ [L]− T (X)) such
that |C −D(X)| ≥ (n− |D(X)|)/(L− |T (X)|).

Observation 16 follows since, otherwise, W visits at most L−|T (X)| components C ∈ C(G)−X

that each contain |C −D(X)| < (n− |D(X)|)/(L− |T (X)|) of the vertices v /∈ D(X), and so
the total number of vertices visited by W is strictly less than |D(X)|+ (L− |T (X)|) · (n−
|D(X)|)/(L− |T (X)|) = n, a contradiction.

We briefly outline the main idea of our FPT result: We use a search tree algorithm
that maintains a set X of components that a potential exploration schedule could visit,
starting with the empty set. Then the algorithm repeatedly tries all possibilities for adding a
component (from some so far untouched layer) that contains at least (n−|D(X)|)/(L−|T (X)|)
unvisited vertices (whose existence is guaranteed by Observation 16 if there exists an
exploration schedule). It is clear that the search tree has depth L, and the main further
ingredient is an argument showing that the number of candidates for the component to be
added is bounded by a function of L, namely, by (L− |T (X)|)2: This is because each of the
L− |T (X)| untouched layers can contain at most L− |T (X)| components that each contain
at least (n−|D(X)|)/(L−|T (X)|) unvisited vertices. We now proceed to describe the details
of the algorithm and its analysis.
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▶ Lemma 17. Let G = ⟨G1, ..., GL⟩ be an arbitrary order-n non-strict temporal graph. Then,
for components Ct1,j1 ∈ Gt1 and Ct2,j2 ∈ Gt2 (with 1 ≤ t1 ≤ t2 ≤ L) one can decide, in
O((t2 − t1 + 1)n) time, whether there exists a non-strict temporal walk beginning at any
vertex contained in Ct1,j1 in timestep t1 and finishing at Ct2,j2 in timestep t2.

Proof. For any v ∈ V (G) and t ∈ [t1, t2], let c(v, t) denote the component Ct,j such that
v ∈ Ct,j during timestep t. First, precompute the values c(v, t) by, for every t ∈ [t1, t2],
scanning each component C ∈ Gt and setting c(v, t) = C if and only if v ∈ C. Next, let
Xt1 = {Ct1,j1} and then consider the timesteps t ∈ [t1 +1, t2] in increasing order, constructing
at each timestep t the set Xt = Xt−1 ∪ {c(v, t) : v ∈

⋃
C∈Xt−1

C}. Finally, check whether
Ct2,j2 ∈ Xt2 , returning yes if so and no otherwise.

The correctness of the algorithm is not hard to see. To see that the claimed running time
of O((t2 − t1 + 1)n) holds, note first that precomputing the values c(v, t) for any v ∈ V (G)
and any t ∈ [t1, t2] requires O((t2 − t1 + 1)n) time since, in each timestep t ∈ [t1, t2], we
simply iterate over the vertices (of which there are always n in total) contained in each
component C ∈ Gt . Then, to compute Xt for each t ∈ [t1 +1, t2], we add c(v, t) (which can be
evaluated in O(1) time due to our preprocessing step) to Xt for each vertex v ∈

⋃
C∈Xt−1

C,
of which there can be at most n. This second step of the algorithm also clearly requires
O((t2 − t1 + 1)n) time, and the lemma follows. ◀

Let X be a set of components originating from unique layers of G, and let W ?
G(s, X) = yes if

and only if there exists a non-strict temporal walk in G that starts at s ∈ V (G) in timestep 1
and visits at least the components contained in X, and no otherwise.

▶ Lemma 18. For any order-n non-strict temporal graph G = ⟨G1, ..., GL⟩, any s ∈ V (G),
and any set X of components originating from unique layers of G, W ?

G(s, X) can be computed
in O(Ln) time.

Proof. Let Cs1 , Cs2 , ..., Cs|X| be an an index-ordered sequence of the components in X, with
the indices si ∈ [L] satisfying Csi ∈ Gsi (for all i ∈ [|X|]) and si < si+1 (for all i ∈ [|X| − 1]).
Let Cs ∈ G1 be the unique component in layer 1 such that s ∈ Cs (note that we may have
Cs1 = Cs). Now, apply the algorithm of Lemma 17 with Ct1,j1 = Cs and Ct2,j2 = Cs1 , and
then with Ct1,j1 = Csi

and Ct2,j2 = Csi+1 for all i ∈ [|X| − 1]. If the return value of any
application of the algorithm of Lemma 17 is no, then we return W ?

G(s, X) = no; otherwise
we return W ?

G(s, X) = yes. This concludes the algorithm’s description.
Since each component Csi

can only be visited in timestep si it is clear that any walk
that visits all components of X must visit them in the specified order. The algorithm
sets W ?

G(s, X) = yes if the components of X can be visited in the specified order. On the
other hand, if Lemma 17 returns no for at least one pair of input components Csi

, Csi+1 (or
Cs, Cs1), then it must be that the components cannot be visited in this order, and thus the
algorithm sets W ?

G(s, X) = no. Thus, the algorithm’s correctness follows from the correctness
of Lemma 17’s algorithm. To see that the runtime of the algorithm is bounded by O(Ln),
recall that each application of Lemma 17’s algorithm to start/finish components Csi

and
Csi+1 takes c(si+1− si + 1)n time (for a constant c hidden in the bound of Lemma 17). Thus
the total amount of time spent over all applications is c(s1 − 1 + 1)n +

∑
i∈[|X|−1] c(si+1 −

si + 1)n = cn(s|X| + |X| − 1) ≤ cn(2L− 1) = O(Ln), where the last inequality holds since
|X|, s|X| ≤ L. ◀

Now, let G be some input graph, and let X be some set of components originating from
unique layers of G. For any s ∈ V (G), the recursive function g(G, s, X) (Algorithm 1) returns
yes if and only if there exists a non-strict exploration schedule of G that starts at s and
visits (at least) the components contained in X, and returns no otherwise. We prove the
correctness of Algorithm 1 in Lemma 19.
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Algorithm 1 Recursive function g(G, s, X).

1 if |X| = L or |D(X)| = n then
2 if |D(X)| = n then return W ?

G(s, X)
3 else return no
4 else
5 C ′ ← {C ∈ C(G)−X : |C −D(X)| ≥ (n− |D(X)|)/(L− |T (X)|)}
6 C∗ ← C ′ − {C ∈ C ′ : C ∈ Gt, t ∈ T (X)}.
7 if |C∗| = 0 then return no
8 for C ∈ C∗ do
9 if g(G, s, X ∪ {C}) = yes then return yes

10 end
11 return no
12 end

▶ Lemma 19. For any non-strict temporal graph G, any s ∈ V (G), and any set X (with
|X| ∈ [0, L]) containing components originating from unique layers of G, Algorithm 1 correctly
computes g(G, s, X).

Proof. We first show that g(G, s, X) is correct in the base case, i.e., when |X| = L or
|D(X)| = n. If we have |D(X)| = n, then any non-strict temporal walk that starts at s in
timestep 1 and visits all components in X is an exploration schedule. Thus, the correctness
of line 2 follows from the definition of the return value W ?

G(s, X) (which can be computed
using Lemma 18). If |X| = L and |D(X)| < n, i.e., we have reached line 3, then there must
exist no exploration schedule that visits each of the components in X, since any non-strict
temporal walk of duration at most L can visit at most L components, but at least one
additional component C /∈ X needs to be visited to cover at least one vertex v /∈ D(X) –
thus it is correct to return no in this case.

Otherwise, we have |X| < L and |D(X)| < n, and are in the recursive case. Then, by
Observation 16, any non-strict exploration schedule that visits all components in X must visit
at least one other component C ∈ C(G)−X such that |C−D(X)| ≥ (n−|D(X)|)/(L−|T (X)|).
Line 5 computes the set C ′ consisting of all such components, line 6 forms from C ′ the set
C∗ by removing from C ′ any components that originate from layers t such that C ∈ Gt for
some C ∈ X (since only one component can be visited in each timestep, and thus we want
X to be a set of components originating from unique layers of G). We remark that a more
efficient implementation could skip layers Gt with t ∈ T (X) already when constructing C ′ in
line 5, but the asymptotic running-time of the overall algorithm would not be affected by this
change. The correctness of line 7 follows from Observation 16. To complete the proof, we
claim that the value yes is returned by line 9 if and only if there exists a non-strict temporal
exploration schedule starting at s that visits all the components contained in X; we proceed
by reverse induction on |X|. Assume first that the return value of g(G, s, X ′) is correct for
any X ′ with |X ′| = k (k ∈ [L]) and let |X| = k − 1. Now assume that, during the execution
of g(G, s, X), line 9 returns yes; it follows that g(G, s, X ′) = yes for some X ′ = X ∪ C with
C ∈ C∗ and thus it follows from the induction hypothesis that there exists a non-strict
temporal exploration schedule that starts at s and visits all the components contained in X,
as required. In the other direction, assume that there exists some non-strict exploration
schedule W that starts at s in timestep 1 and visits all the components in X. Note that, since
the execution has reached line 9, we surely have |C∗| > 0; since we also have |X| < L and
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|D(X)| < n it follows from Observation 16 that W visits at least one additional component
C ∈ C∗. Then, by the induction hypothesis, we must have g(G, s, X ∪{C}) = yes; thus when
the loop of lines 8–10 processes C ∈ C∗ the algorithm will return yes as required. ◀

▶ Theorem 20. It is possible to decide any instance I = (G, s, L) of NS-TEXP-L in
O(L(L!)2n) time.

Proof. The algorithm simply returns the value of function call g(G, s, ∅) (Algorithm 1).
By Lemma 19, g(G, v, X) returns yes if and only if G admits a non-strict exploration

schedule that starts at v and visits at least the components contained in the set X (which
contains |X| ∈ [0, L] components originating from unique layers of G), and returns no
otherwise. Thus the correctness of the above follows immediately.

In order to bound the running time of the above algorithm, it suffices to bound the
running time of Algorithm 1, i.e., the recursive function g. The initial call is g(G, s, ∅), and
each recursive call is of the form g(G, s, X) where X is a set of components with size one
more than the input set of the parent call. Hence, line 1 ensures that there are at most L

levels of recursion in total (not including the level containing the initial call). For a call at
level i ≥ 0, the set C∗ constructed in line 5 has size at most (L− i)2, since at most L− i

components can cover at least (n− |D(X)|)/(L− i) of the vertices in V (G)−D(X) during
each of the L− i steps t ∈ [L]− T (X). Thus each call at level i ≥ 0 makes at most (L− i)2

recursive calls. The tree of recursive calls thus has at most (L!)2 nodes at depth L, and hence
O((L!)2) nodes in total. It follows that the overall number of calls is bounded by O((L!)2).

Next, note that if some level-i call g(G, s, X) is such that |X| < L and |D(X)| < n, then
line 5 computes the set C ′, which can be achieved in O(Ln) time by, for each t ∈ [L], scanning
over the components C ∈ Gt (which collectively contain n vertices) and adding a component
C ∈ Gt to C ′ if and only if |C −D(X)| ≥ (n− |D(X)|)/(L− i). (Note that we can maintain
a map from V to {0, 1} that records for each vertex v whether v ∈ D(X), and hence the
value |C −D(X)| can be computed in O(|C|) time.) To compute the set C∗ in line 6 we can
follow a similar approach: for each t ∈ [L]− T (X) (|[L]− T (X)| = L− i), add a component
C ∈ Gt to C∗ if and only if it satisfies C ∈ C ′. This requires O((L− i)n) = O(Ln) time, and
thus lines 5–6 take O(Ln) time in total. Additionally, the return value of each recursive call
is checked by the foreach loop (line 9) of its parent call in O(1) time – this contributes an
extra O((L!)2) time over all recursive calls. On the other hand, if a call g(G, s, X) is such
that |X| = L or |D(X)| = n, then line 2 computes W ?

G(s, X) in O(Ln) time using Lemma 18.
Thus in all cases the overall work per recursive call is O(Ln), and the total amount of time
spent before g(G, s, ∅) is returned is O((L!)2) ·O(Ln) = O(L(L!)2n), as claimed. ◀

3.2 W[2]-hardness of Set NS-TEXP for parameter L
Our aim in this section is to show that the Set NS-TEXP problem is W[2]-hard when
parameterized by the lifetime L of the input graph. The reduction is from the well-known
Set Cover problem with parameter k – the maximum number of sets allowed in a candidate
solution. Set Cover is known to be W[2]-hard for this parameterization [7].

▶ Definition 21 (Set Cover). An instance of Set Cover is given as a tuple (U,S, k),
where U = {a1, . . . , an} is the ground set and S = {S1, . . . , Sm} is a set of subsets Si ⊆ U .
The problem then asks whether or not there exists a subset S ′ ⊆ S of size at most k such
that, for all i ∈ [n], there exists an S ∈ S ′ such that ai ∈ S.

For any instance I of Set Cover that we consider, we will w.l.o.g. assume that for each
i ∈ [n] we have ai ∈ Sj for some j ∈ [m].
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▶ Theorem 22. Set NS-TEXP parameterized by L (the lifetime of the input non-strict
temporal graph) is W[2]-hard.

Proof. Let I = (U = {a1, . . . , an},S = {S1, . . . , Sm}, k) be an arbitrary instance of Set
Cover parameterized by k. We construct a corresponding instance I ′ = (G, s,X ) of
Set NS-TEXP as follows: Let V (G) = {s} ∪ {xj : j ∈ [m]} ∪ {yi,j : j ∈ [m], ai ∈ Sj}, and
define Xi = {yi,j ∈ V (G) : j ∈ [m]} (i ∈ [n]) and X =

⋃
i∈[n]{Xi}. We set the lifetime L of G

to L = 2k and specify the components for each timestep t ∈ [2k] as follows: In all odd steps let
one component be {s}∪{xj : j ∈ [m]} and let all other vertices belong to components of size 1.
In even steps, for each j ∈ [m] let there be a component {yi,j ∈ V (G) : i ∈ [n]} ∪ {xj} and
let s form a component of size 1. Since |V (G)| ≤ 1 + m + mn = O(mn), |

⋃
i∈[n] Xi| = O(mn)

and L = 2k we have that the size of instance I ′ is |I ′| = O(kmn) and the parameter L is
bounded solely by a function of instance I’s parameter k, as required. To complete the proof,
we argue that I is a yes-instance if and only if I ′ is a yes-instance:

( =⇒ ) Assume that I is a yes-instance; then there exists a collection of sets S ′ ⊆ S of
size |S ′| = k′ ≤ k and, for all i ∈ [n], there exists S ∈ S ′ with ai ∈ S. Let Sj1 , Sj2 , . . . , Sjk′

be an arbitrary ordering of the sets in S ′; note that ji ≤ m for all i ∈ [k′]. We construct a
non-strict temporal walk W in G as follows: Starting at vertex s, for every l ∈ [1, k′], during
timestep t = 2l − 1 visit all vertices in the current component then finish timestep 2l − 1
positioned at xjl

. The component occupied during step 2l will be the one containing xjl

– explore all vertices contained in that component and finish step 2l positioned at xjl
. If

k′ < k, then spend the steps of the interval [2k′ + 1, 2k] positioned in an arbitrary component.
We claim that W visits at least one vertex in Xi for all i ∈ [n]. To see this, first note that
for every i ∈ [n] there exists an Sj ∈ S ′ such that ai ∈ Sj . Hence, by our reduction, it
follows that a vertex yi,j is contained in the component containing xj during timestep 2l for
every l ∈ [k] and, by its construction, W visits the component containing xj (and thus visits
yi,j ∈ Xi) during timestep 2l∗ for some l∗ such that jl∗ = j. Since this holds for all i ∈ [n] it
follows that W is a feasible solution and I ′ is a yes-instance.

(⇐= ) Assume that I ′ is a yes-instance and that we have some non-strict temporal walk
W that visits at least one vertex in Xi for all i ∈ [n]. We first claim that W visits any vertex
of the form yi,j for the first time during an even step. To see this, observe that every yi,j lies
disconnected in its own component in every odd step t, and so to visit any yi,j in an odd
step W would need to occupy the component containing yi,j during step t− 1 and finish step
t− 1 positioned at yi,j ; hence yi,j was already visited in step t− 1, which is even. Therefore,
in order for W to visit any yi,j it must be positioned, during at least one even step, at the
component containing xj . Now, to construct a collection of subsets S ′ ⊆ S with size x ≤ k,
let S ′ = {Sj : W visits the component containing xj during some even timestep}. To see
that S ′ is a cover of U with size x ≤ k, observe that W visits at least one vertex yi,j for every
i ∈ [n]; thus, by the reduction, for every i ∈ [n] the element ai is contained in set Sj for some
Sj ∈ S ′. It follows that the union of S ′’s elements covers U , and so I is a yes-instance. ◀

4 Conclusion

In this paper we have initiated the study of temporal exploration problems from the viewpoint
of parameterized complexity. For both strict and non-strict temporal walks, we have shown
several variants of the exploration problem to be in FPT. For the variant where we are given
a family of vertex subsets and need to visit only one vertex from each subset, we have shown
W[2]-hardness for the non-strict model for parameter L. (In the strict model, one can show
that W[2]-hardness holds for this problem even in the case where each layer of the temporal
graph is a complete graph.) An interesting question for future work is whether NS-TEXP is
in FPT if the parameter is the maximum number of components in any layer.

SAND 2022
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Abstract
We consider the algorithmic complexity of recognizing bipartite temporal graphs. Rather than
defining these graphs solely by their underlying graph or individual layers, we define a bipartite
temporal graph as one in which every layer can be 2-colored in a way that results in few changes
between any two consecutive layers. This approach follows the framework of multistage problems
that has received a growing amount of attention in recent years. We investigate the complexity of
recognizing these graphs. We show that this problem is NP-hard even if there are only two layers or
if only one change is allowed between consecutive layers. We consider the parameterized complexity
of the problem with respect to several structural graph parameters, which we transfer from the
static to the temporal setting in three different ways. Finally, we consider a version of the problem
in which we only restrict the total number of changes throughout the lifetime of the graph. We show
that this variant is fixed-parameter tractable with respect to the number of changes.
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1 Introduction

Bipartite graphs form a well-studied class of static graphs. A graph G = (V, E) is bipartite
if it admits a proper 2-coloring. A function f : V → {1, 2} is a proper 2-coloring of G if for
all edges {v, w} ∈ E it holds that f(v) ̸= f(w). In this work, we study the question of what
a bipartite temporal graph is and how fast we can determine whether a temporal graph is
bipartite. We approach this question through the prism of the novel program of multistage
problems. Thus, we consider the following decision problem:

▶ Problem 1. Multistage 2-Coloring (MS2C)
Input: A temporal graph G = (V, (Et)τ

t=1) and an integer d ∈ N0.
Question: Are there f1, . . . , fτ : V → {1, 2} such that ft is a proper 2-coloring for (V, Et)
for every t ∈ {1, . . . , τ} and |{v ∈ V | ft(v) ̸= ft+1(v)}| ≤ d for every t ∈ {1, . . . , τ − 1}?

In other words, (G, d) is a yes-instance if G admits a proper 2-coloring of each layer where
only d vertices change colors between any two consecutive layers.
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16:2 Multistage 2-Coloring

There have been various approaches to transferring graph classes from static to temporal
graphs. If C is a class of static graphs, then the two most obvious ways of defining a
temporal analog to C are (i) including all temporal graphs whose underlying graph is in C or
(ii) including all temporal graphs that have all of their layers in C (see, for instance, [15]). Most
applied research that has employed a notion of bipartiteness in temporal graphs [1, 24, 34] has
defined it using the underlying graph, seeking to model relationships between two different
types of entities. This is certainly appropriate as long as the type of an entity is not itself
time-varying. Situations where entities can change their types require more sophisticated
notions of bipartiteness. With MS2C, we model situations where we expect few entities
to change their type between any two consecutive time steps. Later, in Section 5, we will
consider a model for settings where we expect few changes overall.

The issue with both of the aforementioned classical approaches to defining temporal graph
classes is that they do not take the time component into account when deciding membership
in a class. For example, if the order of the layers is permuted arbitrarily, then this has
no effect on membership in C in either approach. Defining bipartiteness in the manner we
propose does take the temporal order of the layers into consideration. It also leads to a
hierarchy of temporal graph classes that are inclusion-wise between the two classes defined
in the two aforementioned more traditional approaches: It is easy to see that (G, 0) is a
yes-instance for MS2C if and only if the underlying graph of G is bipartite. Conversely, if
any layer of G is not bipartite, then (G, d) is a no-instance no matter the value of d. The two
main drawbacks to defining temporal bipartiteness in this way are that (i) there is not one
class of bipartite temporal graphs, but an infinite hierarchy depending on the value of d and
(ii) as we will show, testing for bipartiteness in this sense is computationally much harder,
but we will attempt to partially remedy this by analyzing the problem’s parameterized
complexity for a variety of parameters.

Related work. The multistage framework is still young, but several problems have been
investigated in it, mostly in the last couple of years, including Matching [3, 7, 18], Knap-
sack [4], s-t Path [17], Vertex Cover [16], Committee Election [5], and others [2].
The framework has also been extended to goals other than minimizing the number of changes
in the solution between layers [19, 22]. Since these types of problems are NP-hard even in
fairly restricted settings, most research has focused on their parameterized complexity and
approximability. MS2C is most closely related to Multistage 2-SAT [13] (see Section 2).

Our contributions. We prove that MS2C remains NP-hard even if d = 1 or if τ = 2. We
then analyze three ways of transferring structural graph parameters to the multistage setting:
the maximum over the layers, the sum over all layers’ values, and its value on the underlying
graph plus τ . We provide several (fixed-parameter) intractability and tractability results
regarding these three notions of structural parameterizations (see Figure 1). Finally, we
show that a slightly modified version of the problem in which there is no restriction on the
number of changes between any two consecutive layers, but on the total number of changes
throughout the lifetime of the graph, is fixed-parameter tractable with respect to the number
of allowed changes. The proofs of statements marked with ⋆ are deferred to the full version.

Discussion and outlook. While we proved that MS2C is NP-hard even if τ = 2 or if d = 1,
we leave open whether it is fixed-parameter tractable for the combined parameter τ + d. We
introduce a framework for analyzing the parameterized complexity of multistage problems
regarding structural graph parameters. We resolve the parameterized complexity of MS2C
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Figure 1 Overview of selected structural parameters and our results (green: in FPT; orange: XP
and W[1]-hard red: para-NP-hard; blue: XP and open whether FPT or W[1]-hard; gray: open).
[∆: maximum degree; bw: bandwidth; cdi: diameter of connected component; clw: clique-width;
dbi: distance to bipartite; dcc: distance to co-cluster; dcl: distance to clique; dco: distance to
cograph; dgn: degeneracy; dom: domination number; fes: feedback edge number; fvs: feedback
vertex number; is: independence number; ncc: number of connected components; tw: treewidth; vc:
vertex cover number; for definitions of these parameters, see Section 2 or [32].] † (Proposition 25)
‡ (no polynomial kernel unless NP ⊆ coNP / poly).

with respect to most of the parameters, but two cases are left open (cf. Figure 1). For
instance, we proved that MS2C is in XP when parameterized by bwU+τ , but we do not know
whether it is in FPT or W[1]-hard. Another interesting example is MS2C parameterized
by dccU+τ , for which we do not know whether it is contained in XP or para-NP-hard. Note
that we proved fixed-parameter tractability regarding dccΣ. Finally, we suspect that it may
also be worthwhile to investigate other multistage graph problem in our framework.

2 Preliminaries

We denote by N (N0) the natural number excluding (including) zero. We use standard
terminology from graph theory [9] and parameterized algorithmics [8].

Static and temporal graphs. We will frequently refer to graphs as static graphs in order to
avoid confusion with temporal graphs. A static graph G = (V, E) is 2-colorable if it admits a
proper 2-coloring. It is well-known that a static graph is 2-colorable if and only if contains
no odd cycle. This can be checked in O(|V |+ |E|) time by a simple search algorithm.

Let G = (V, E) be a static graph. The independence number (is(G)) is the size of a
largest set X ⊆ V such that G[X] is edgeless. The domination number (dom(G)) is the size
of a smallest set X ⊆ V such that every vertex in V \X has a neighbor in X. The maximum
degree (∆(G)) is the maximum number of edges incident to a single vertex. A set of X ⊆ V

is a connected component if there is a path between any two vertices in X and no edge
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between X and V \X. We denote the number of connected components in G by ncc(G). The
feedback edge number (fes(G)) is |E| − |V |+ ncc(G) or equivalently the size of a minimum
X ⊆ E such that G−X is acyclic. If Sn denotes the set of all permutations of {1, . . . , n} and
V = {v1, . . . , vn}, then the bandwidth (bw(G)) is minπ∈Sn max{vi,vj}∈E |π(i)− π(j)|. A tree
decomposition of G is a pair (T , {Xα | α ∈ V (T )}) where T is a tree with node set V (T ) and
Xα ⊆ V for every α ∈ V (T ) such that (i)

⋃
α∈V (T ) Xα = V , (ii) for every {u, v} ∈ E there is

an α ∈ V (T ) such that u, v ∈ Xα, and (iii) for every v ∈ V the node set {α ∈ V (T ) | v ∈ Xα}
induces a subtree of T . The width of (T ,X ) is maxα∈V (T )|Xα| − 1. The treewidth (tw(G))
is the minimum width of a tree decomposition of G. If C is a class of static graphs, then
X ⊆ V is a C-modulator in G if G −X ∈ C. The (i) distance to cograph, (ii) vertex cover
number, (iii) distance to bipartite, and (iv) distance to co-cluster are the size of a minimum
C-modulator where C is the set of all (i) cographs, (ii) edgeless graphs, (iii) bipartite graphs,
and (iv) co-clusters, respectively.

A temporal graph G = (V, (Et)τ
t=1) consists of a finite vertex set V and τ edge sets

E1, . . . , Eτ ⊆
(

V
2
)
. The underlying graph of G is the static graph GU := (V,

⋃τ
t=1 Et).

For t ∈ {1, . . . , τ}, the t-th layer of G is also a static graph, namely Gt := (V, Et). The
lifetime of G is τ , the number of layers.

If f1, f2 : X → Y are two functions that share a domain and a codomain, then δ(f1, f2) :=
|{x ∈ X | f1(x) ̸= f2(x)}| is the number of elements of X whose value under f1 differs from
the value under f2.

Preliminary results. There is a connection between MS2C and the Multistage 2-SAT
problem [13], which allows to transfer positive algorithmic results from the latter to the former.

▶ Observation 1. There is a polynomial time algorithm that, taking an instance of Mul-
tistage 2-Coloring, constructs an equivalent instance of Multistage 2-SAT with n

variables, 2m clauses, and d′ = d.

Proof. For each vertex v, construct a variable xv. For each edge {v, w} in a layer, construct
the clauses (xv ∨ xw), (xv ∨ xw). ◀

Results on Multistage 2-Sat [13] hence imply the following.

▶ Corollary 2. Multistage 2-Coloring is (i) polynomial-time solvable if d ∈ {0, n}, (ii) in
XP regarding n − d and τ + d, (iii) FPT regarding m + n − d and n, and (iv) admits a
polynomial kernel regarding m + τ and n + τ .

We briefly note the following:

▶ Observation 3. Given two 2-colorable graphs G = (V, E) and G′ = (V, E′), and two
2-colorings f of G and f ′ of G′, we can determine δ(f, f ′) in linear time.

We can strengthen the first statement in Corollary 2 with the following proposition:

▶ Proposition 4 (⋆). Multistage 2-Coloring is polynomial-time solvable if d ≥ 1
2 n.

Testing all sequences of functions f1, . . . , fτ : V → {1, 2} gives us the following:

▶ Observation 5. Multistage 2-Coloring can be decided in time O(2τn ·m) where τ is
the lifetime, n the number of vertices, and m the number of time edges in a temporal graph.
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→

Figure 2 Illustration of Construction 1: The input graph G on the left hand-side (thick/red
edges indicate a solution) and the output temporal graph G on the right-hand side (thick/red edges
in the second layer indicate where a recoloring was made; gray/dotted lines help to match with
original edges from G).

3 NP-hard cases

We start by proving some complexity lower bounds for Multistage 2-Coloring. We will
show that the problem is NP-hard in two fairly restricted cases.

3.1 Few changes allowed
▶ Theorem 6 (⋆). Multistage 2-Coloring is NP-hard even for d = 1 and restricted to
temporal graphs where each layer contains just three edges and has maximum degree one.

The proof is deferred to the full version.

3.2 Few stages
▶ Theorem 7 (⋆). Multistage 2-Coloring is NP-hard on temporal graphs with at least
two layers each of which is a forest.

To prove Theorem 7, we give a polynomial-time many-one reduction from the NP-complete [35]
Edge Bipartization problem defined by:

▶ Problem 2. Edge Bipartization
Input: An undirected graph G = (V, E) and k ∈ N0.
Question: Is there a set of edges E′ ⊆ E with |E′| ≤ k such that G− E′ is bipartite?

▶ Construction 1. Let G = (V, E) be a graph and let k ∈ N0. We assume that V =
{v1, . . . , vn}. We construct an instance (G, d) of MS2C with G := (V ′, E1, E2) and d := k as
follows (see Figure 2 for an illustrative example).

The underlying graph of G is obtained by subdividing each edge in G twice. Let ue
i

and ue
j be the two vertices obtained by subdividing e = {vi, vj} where ue

i is adjacent
to vi and ue

j to vj . Then, V ′ := V ∪ {ue
i , ue

j | e = {vi, vj} ∈ E}. The first layer of G
has edge set E1 := {{vi, ue

i} | i ∈ {1, . . . , n}, e ∈ E, vi ∈ e}. The second layer has edge
set E2 := {{ue

i , ue
j} | e = {vi, vj} ∈ E}. ⌟

▶ Lemma 8 (⋆). Instance (G, k) is a yes-instance for Edge Bipartization if and only if
instance (G, d) output by Construction 1 is a yes-instance for Multistage 2-Coloring.

The reduction also implies the following:

SAND 2022
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▶ Proposition 9. Unless the ETH fails, Multistage 2-Coloring admits no O(2o(n+m))-
time algorithm, where n is the number of vertices and m is the number of time edges in a
temporal graph, even for τ = 2.

Proof. Unless the ETH fails, Edge Bipartization cannot be solved in time O(2o(n)), where
n is the number of vertices. This follows from the corresponding lower bound for Maximum
Cut [27]. The instance output by Construction 1 contains n+2m vertices. The claim follows
by Lemma 8. ◀

4 Parameterized complexity

In the previous section we showed that Multistage 2-Coloring is NP-hard, even for
constant values of τ and d. In this section, we study the parameterized complexity of Mul-
tistage 2-Coloring. To begin with, we will now show that Multistage 2-Coloring is
fixed-parameter tractable with respect to n− d. This is in contrast to Multistage 2-SAT,
which is W[1]-hard with respect to this parameter [13, Theorem 3.6].

▶ Proposition 10. Multistage 2-Coloring is fixed-parameter tractable regarding n− d.

Proof. If d ≥ n
2 , the problem can be solved in polynomial time (see Proposition 4). If d < n

2 ,
then it follows that n < 2(n − d). Hence, the fixed-parameter tractability of MS2C with
respect to n (see Corollary 2) implies fixed-parameter tractability with respect to n− d. ◀

Additionally, we note the following kernelization lower bound.

▶ Proposition 11 (⋆). Unless NP ⊆ coNP / poly, Multistage 2-Coloring admits no
problem kernel of size polynomial in the number n of vertices.

In the following, we will consider the parameterized complexity of Multistage 2-
Coloring with respect to structural graph parameters. Research on the parameterized
complexity of multistage problems has thus far mostly focused on the parameters that are
given as part of the input such as d or τ . Although Fluschnik et al. [17] considered the
vertex cover number and maximum degree of the underlying graph, there has been no
systematic study of multistage problems concerned with structural parameters of the input
temporal graph. We seek to initiate this line of research in the following. It follows the
call by Fellows et al. [10, 12] to investigate problems’ “parameter ecology” in order to fully
understand what makes them computationally hard. We will begin with a short discussion of
how graph parameters can be applied to multistage problems. This question is closely related
to issues that arise when applying such parameters to temporal graph problems (see [14]
and [26, Sect. 2.4]).

A (temporal) graph parameter p is a function that maps any (temporal) graph G to a
nonnegative integer p(G). We will consider three ways of transferring graph parameters to
temporal graphs. If p is a graph parameter, G = (V, (Et)τ

t=1) is a temporal graph, Gt := (V, Et)
its t-th layer, and GU := (V,

⋃τ
t=1 Et) its underlying graph, then we define:

p∞(G) := max
t∈{1,...,τ}

p(Gt), (maximum parameterization)

pΣ(G) :=
τ∑

t=1
max{1, p(Gt)}, and (sum parameterization)

pU+τ (G) := p(GU ) + τ. (underlying graph parameterization)
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We will briefly explain our choice to define these parameters in this manner and describe
the relationship between the parameters. For any two (temporal) graph parameters p1
and p2, the first parameter p1 is larger than p2, written p1 ⪰ p2 or p2 ⪯ p1, if there is
a function f : N0 → N0 such that f(p1(G)) ≥ p2(G) for all (temporal) graphs G. Such
relationships between parameters are useful because, if p1 ⪰ p2, then any problem that is
fixed-parameter tractable with respect to p2 is also fixed-parameter tractable with respect
to p1. The ⪰-relation between static graph parameters is well-understood [21, 30, 31, 32, 33].
We will use these relationships implicitly and explicitly throughout this article. Many of
the results claimed in Figure 1 will not be explicitly proved, because they are immediate
consequences of other results and the ⪰-relation. The relationships under ⪰ between selected
graph parameters are pictured in that figure.

When it comes to transferring graph parameters from the static to the multistage setting,
the parameters p∞ and pU+τ simply apply the graph parameter to the individual layers
and to the underlying graph, respectively, and were used in a similar manner by Fluschnik
et al. [14] and Molter [26]. The reasoning behind the definition of the sum parameterization
may not be quite as obvious. It seems natural to consider the sum of the parameters over
all layers. The issue with this is that it may not preserve the ⪰-relation. For example, it
is well-known that feedback vertex number is a larger parameter (in the sense of ⪰) than
treewidth. However, consider a temporal graph where each layer is a forest. Then, the sum
of the feedback vertex numbers of the layers is 0, but the sum of the layers’ treewidths is τ .
Hence, treewidth is no longer bounded from above by the feedback vertex number. Our
definition gets around this problem. In fact, all three aforementioned ways of transferring
parameters from the static to the multistage setting preserve the ⪰-relation:

▶ Proposition 12. Let p and q be graph parameters with p ⪰ q. Then, pα ⪰ qα for
any α ∈ {∞, Σ, U + τ}.

Proof. Let f : N0 → N0 be a function such that f(p(G)) ≥ q(G) for all static graphs G.
Without loss of generality, we may assume that (i) f is monotonically increasing, that
is, f(a) ≥ f(b) if a ≥ b, and (ii) f(a) ≥ a for every a ∈ N0 (consider f ′(a) := a +
maxb∈{1,...,a} f(b), a ∈ N0, for instance).

Let G be an arbitrary temporal graph. Then:

f(p∞(G)) = f

(
max

t∈{1,...,τ}
p(Gt)

)
(i)= max

t∈{1,...,τ}
f(p(Gt)) ≥ max

t∈{1,...,τ}
q(Gt) = q∞(G)

For n ∈ N, let Part(n) denote the set of all partitions of n, that is all possible ways of
writing n as n = n1 + n2 + . . . + nr for r ≥ 1 and ni ∈ N. Let g : N0 → N0 with:

g(0) := 0, g(n) := max
{

r∑
i=1

f(ni)
∣∣∣ (n1, . . . , nr) ∈ Part(n)

}
if n > 0.

The maximum is well-defined, because Part(n) is finite. Then, any temporal graph G satisfies:

g(pΣ(G)) = g

(
τ∑

t=1
max{1, p(Gt)}

)
≥

τ∑
t=1

f(max{1, p(Gt)})
(i)=

τ∑
t=1

max{f(1), f(p(Gt))}

(ii)
≥

τ∑
t=1

max{1, q(Gt)} = qΣ(G).

(Note that the first inequality relies on the fact that every term in the sum is at least 1, since
a partition can only be composed of positive summands. Therefore, this argument would not
apply, if we defined the sum parameterization as simply the sum over the parameters of the
individual layers.)

SAND 2022
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Lastly, for any temporal graph G, we have:

g(pU+τ (G)) = g(p(GU ) + τ) ≥ f(p(Gu)) + f(τ)
(ii)
≥ q(GU ) + τ = qU+τ (G). ◀

Finally, we will briefly consider the relationship between p∞, pΣ, and pU+τ . We will say
that a graph parameter p is monotonically increasing if for any two static graphs G = (V, E)
and G′ = (V, E′) with the same vertex set, it is the case that E ⊆ E′ implies p(G) ≤ p(G′).
Conversely, it is monotonically decreasing if E ⊆ E′ implies p(G) ≥ p(G′).

▶ Proposition 13. Let p be a graph parameter. Then:
(i) p∞ ⪯ pΣ,
(ii) pΣ ⪯ pU+τ , if p is monotonically increasing, and
(iii) pΣ ⪰ pU+τ , if p is monotonically decreasing.

Proof.
(i) Obvious.
(ii) Let G be a temporal graph. Note that since Gt ⊆ GU , it follows that p(Gt) ≤ p(GU ) for

all t ∈ {1, . . . , τ}. Hence:

pΣ(G) =
τ∑

t=1
max{1, p(Gt)} ≤ τ +

τ∑
t=1

p(Gt) ≤ τ + τ · p(GU )

≤ (τ + p(GU ))2 = pU+τ (G)2.

(iii) Let G be a temporal graph. Note that since Gt ⊆ GU , it follows that p(Gt) ≥ p(GU ) for
all t ∈ {1, . . . , τ}. If τ = 1 or p(GU ) ≤ 1, the claim is obvious. Otherwise, we have that:

pΣ(G) =
τ∑

t=1
max{1, p(Gt)} ≥

τ∑
t=1

max{1, p(GU )} ≥
τ∑

t=1
p(GU )

= τ · p(GU ) ≥ pU+τ (G). ◀

We will now investigate the problem’s parameterized complexity with respect to the three
types of parameterizations. Figure 1 gives an overview of our results and of the abbreviations
we use for the parameters. Our choice of parameters is partly motivated by Sorge and
Weller’s compendium [32] on graph parameters, but we limit our attention to those that are
most interesting in the context of MS2C. For full definitions of the parameters, we refer the
reader to Sorge and Weller’s manuscript [32] or Section 2.

4.1 Underlying graph parameterization
▶ Lemma 14. If G = (V, (Et)τ

t=1) is a temporal graph and every layer Gt = (V, Et) of G is
bipartite for t ∈ {1, . . . , τ}, then isU+τ (G) ≥ 2−τ |V |.

Proof. (By induction on τ .) If τ = 1, then GU is bipartite and the larger color class in
any 2-coloring of GU forms an independent set containing at least 1

2 |V | vertices. Suppose
the claim holds for τ − 1. Then, the underlying graph of G′ = (V, (Et)τ−1

t=1 ) contains an
independent set X ⊆ V of size at least 2−(τ−1)|V |. The graph (X,

(
X
2
)
∩ Eτ ) is bipartite

since it is a subgraph of (V, Eτ ). Hence, it contains an independent set Y of size at least
1
2 |X| ≥ 2−τ |V |. Then, Y is also an independent set in GU . ◀

▶ Proposition 15. Multistage 2-Coloring is fixed-parameter tractable regarding isU+τ .
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Proof. If any layer of G is not bipartite, then the input can be immediately rejected.
Otherwise, let GU be the underlying graph of G. By Observation 5, MS2C can be solved in
time O∗(2τ ·|V |) ≤ O∗(2τ ·isU+τ (G)·2τ ). ◀

▶ Proposition 16 (⋆). Multistage 2-Coloring is NP-hard even if τ = 4, dom(GU ) ≤ 2,
and dco(GU ) = 0. Hence, the problem is para-NP-hard with respect to domU+τ and dcoU+τ .

▶ Proposition 17 (⋆). Multistage 2-Coloring can be solved in O∗(2τ ·twU+τ (G) · (d+1)2τ )
time. Hence, the problem is in XP when parameterized by twU+τ .

The proof of this proposition utilizes a standard dynamic programming approach for problems
parameterized by treewidth, extending it to the multistage context. Note that the running
time of this algorithm also implies that Multistage 2-Coloring is fixed-parameter tractable
with respect to τ + d + twU+τ .

▶ Proposition 18 (⋆). Multistage 2-Coloring is NP-hard even if τ = 3 and ∆(G) = 3.
Hence, the problem is para-NP-hard with respect to ∆U+τ .

▶ Proposition 19 (⋆). Multistage 2-Coloring is NP-hard even if τ = 3 and dbiU+τ = 2.

Next, we will prove that Multistage 2-Coloring is W[1]-hard with respect to fesU+τ .
In fact, we will prove the following slightly stronger statement:

▶ Proposition 20 (⋆). Multistage 2-Coloring is W[1]-hard when parameterized by τ ,
even if the feedback edge number fes(GU ) of the underlying graph is one.

We already showed that MS2C is XP regarding twU+τ , so Proposition 20 implies that it
is XP and W[1]-hard when parameterized by twU+τ , fvsU+τ , and fesU+τ , since tw ⪯ fvs ⪯ fes.
The proof of Proposition 20 is a little more involved than most of the previous hardness
proofs. Our reduction is from the following:

▶ Problem 3. Multicolored Clique (MC)
Input: A k-colored static graph G = (V, E) with V = V1 ⊎ . . . ⊎ Vk.
Question: Does G contain a clique X ⊆ V such that |X ∩ Vi| = 1 for all i ∈ {1, . . . , k}?

Multicolored Clique is W[1]-hard when parameterized by k [11, 28].

▶ Construction 2. Let (G = (V, E), k) with V = V1 ⊎ . . . ⊎ Vk be an instance of Multi-
colored Clique. We may assume that |V1| = . . . = |Vk| = n (if color classes do not have
the same size, we can add isolated vertices), that all Vi are independent, and that |E| ≥

(
k
2
)

(otherwise, this is clearly a no-instance). Let Vi = {vi
0, . . . , vi

n−1}.
We will now describe an instance (G = (V ′, (Et)τ

t=1), d) of Multistage 2-Coloring
with fes(GU ) = 2 (see Figure 3 for an illustration). We let τ := 2k(k − 1) + 3 and d := |E|.

The general idea behind the reduction is as follows. We consider the steps between
consecutive layers and the number of changes to the coloring in those steps. The value of τ

implies that there are 2k(k − 1) + 2 steps in total. There are 2k − 2 such steps for each color
class in G, while the final two steps do not correspond to any color class. Of the 2k− 2 steps
that correspond to c ∈ {1, . . . , k}, two will be used to verify adjacency to each of the k − 1
other color classes. In order to be able to refer to these steps easily, we will use the following
notation for any c, c′ ∈ {1, . . . , k}, c ̸= c′:

T (c→ c′) :=
{

2(c− 1)(k − 1) + c′, if c > c′,

2(c− 1)(k − 1) + c′ − 1, if c < c′,
and

T (c⇒ c′) := T (c→ c′) + k − 1
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Figure 3 Illustration of Construction 2. Shown are the first layer (left), the two layers when
transitioning from the phase regarding V2 to the phase regarding V3 (middle), the last two layers
(right). In the gray area, the waste-budget gadget is depicted. In this example, the edge {v1

i , vj
i′ } is

chosen into the clique. Note that many vertices (those from paths and stars) are not depicted.

We will use several gadgets. The first gadget maintains its coloring throughout most of
the lifetime of the instance. We use it to enforce a particular, predictable coloring on vertices
in other gadgets at certain points. The second type of gadget represents the selection of a
vertex in a certain color class. If the vertex vi

j is to be added to the clique, it forces any
multistage 2-coloring to make j changes in the first k − 1 steps corresponding to the color
class i and n− j − 1 changes in the following k − 1 steps corresponding to this class. There
is a third type of gadget. Its purpose is to verify that the vertices selected by the first gadget
type are pairwise adjacent. There are numerous additional vertices whose sole purpose is to
ensure that the coloring of vertices cannot change in unexpected ways. More specifically,
when we say that a vertex v is blocked in time step t, we mean that we add d vertices that
are adjacent to v in the (t− 1)-st and t-th layers and isolated in all other layers. There are
also further vertices designed to use up extraneous budget for changes during certain time
steps.

We start by describing the first gadget, whose purpose is to maintain a predictable
coloring so it can be used to enforce a certain coloring on other parts of the instance at
particular points in time. This gadget contains the vertices x1, x2, x3. The edge {x1, x2} is
present in every layer of G. The edge {x2, x3} exists only in the first layer, while {x1, x3} is
present in all layers but the first. The vertices x1 and x2 are blocked in every step.

Next, we define the second type of gadget, which models the selection of a vertex in
a color class. The gadget representing a certain color class Vc, c ∈ {1, . . . , k}, consists of
(n−1)(k−1) vertices wc

i,j for i ∈ {1, . . . , n−1}, j ∈ {1, . . . , k−1}. The vertex wc
i,j is blocked

in all time steps except for the step T (c → j) and the step T (c ⇒ j). There is an edge
between wc

i,j and wc
i,j+1 in the layers from T (c→ j + 1) to T (c⇒ 1) and from T (c⇒ j) to

T (c+1→ 1). Additionally, in the very first and in the final layer of G, all edges {wc
i,j , wc

i,j+1}
are present and there is an edge from x3 to wc

i,1 for all c ∈ {1, . . . , k} and i ∈ {1, . . . , n− 1}.
Moreover, for every c ∈ {1, . . . , k}, there is an edge from x3 to wc

i,1 for all i ∈ {1, . . . , n− 1}
in all layers of index larger than T (c ⇒ c′), with c′ = max{1, . . . , k} \ {c}. This gadget is
illustrated in the top part of Figure 4.

Next, we will describe the gadget that verifies that vertices selected in the previous
gadget are pairwise adjacent. There is one such gadget for every edge e = {vc

j , vc′

j′} ∈ E,
1 ≤ c < c′ ≤ k, j, j′ ∈ {0, . . . , n− 1}. The gadget consists of a root vertex ue

0 and four paths.
The root is blocked in every step except for the final two. There is an edge between ue

0 and
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Figure 4 Illustrative example of the recolorings in Construction 2. Here, n = 5, k = 4,
e1,2

1,3 := {v1
1 , v2

3}, e1,3
1,1 := {v1

1 , v3
1}, and e1,4

1,2 := {v1
1 , v4

2}. The recolorings here represents the case that
vertex v1

1 is chosen into the clique, together with its incident edges to v2
3 , v3

1 , and v4
2 .

x3 in the first and the (τ − 2)nd layer. The first vertex of each of the four paths is adjacent
to ue

0 in the first and in the final layer. The edges of the paths are present in every layer.
These paths consist of n− 1− j, j, n− 1− j′, and j′ vertices, respectively. The vertices on
the path of size n− 1− j are blocked in every time step except for step T (c→ c′). Those on
the path of size j are blocked except for step T (c ⇒ c′). The vertices on the path of size
n − 1 − j′ are blocked except for step T (c′ → c). Finally, those on the path of size j′ are
blocked except for step T (c′ ⇒ c).

Finally, there is a gadget whose purpose is to waste extraneous budget for changes. It
consists of τ − 2 paths. There are τ − 4 paths P3, . . . , Pτ−2 containing d− (n− 1) vertices
each, one path P2 that consists of d−n vertices, and one path Pτ that consists of

(
k
2
)

vertices.
For each i ∈ {2, . . . , τ} \ {τ − 1}, the first vertex in Pi is adjacent to x3 exactly in the first
and ith layer, where in all but the ith layer, all vertices from Pi are blocked. ⌟

The proof of the correctness of this reduction is deferred to the full version. We will briefly
sketch a high-level description of this proof. All vertices in the gadget for a color class c

must be re-colored at some point. Some number i(k − 1) is re-colored in the first k − 1 steps
corresponding to the color class and the remaining (n− i−1)(k−1) are re-colored during the
subsequent k− 1 steps (see Figure 4 for an illustration). That is, vertex vc

i from color class c

is added to the clique. In the final step, only |E| −
(

k
2
)

vertices ue
0 can be re-colored. The

other
(

k
2
)

vertices correspond to edges that have both endpoints in the clique. The adjacency
verification gadget ensures that, if ue

0 is not re-colored in the final step, then its endpoints
must be selected to be part of the clique. This works because the four paths in this gadget
must be re-colored in steps that belong to the color classes of the edge’s endpoints.

▶ Lemma 21 (⋆). The input instance to Construction 2 is a yes-instance for Multi-
colored Clique if and only if the output instance is a yes-instance for Multistage
2-Coloring.

Finally, fixed-parameter tractability with respect to vcU+τ can be proved using Theorem 27
(see Section 4.3) and the interplay between the different parameters (cf. Propositions 12
and 13).

▶ Proposition 22 (⋆). Multistage 2-Coloring is fixed-parameter tractable regard-
ing vcU+τ .
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4.2 Maximum parameterization
We turn our attention to the parameterized complexity of Multistage 2-Coloring with
respect to several structural parameters under the maximum parameterization. We begin
with ncc∞, the maximum number of connected components over all layers. Observe that
under any proper 2-coloring the color of a single vertex determines the coloring of its entire
connected component.

▶ Observation 23. Every 2-colorable static graph with N connected components admits
exactly 2N different proper 2-colorings.

This implies that MS2C is fixed-parameter tractable with respect to ncc∞.

▶ Proposition 24. Multistage 2-Coloring admits an O(4ncc∞(G)τ)-time algorithm.

Proof. Let N := ncc∞(G). We create an auxiliary static directed graph in the following
manner. For each layer of G, we include a node for every one of the at most 2N many
2-colorings of this layer. There is a directed edge from a node representing a coloring of Gt

to a node representing a coloring of Gt+1 if the recoloring cost between the two is at most
d. Finally, add two nodes s, t and connect s to every node corresponding to a coloring of
the first layer and connect every node that corresponds to a coloring of the final layer to t.
Then, (G, d) is a yes-instance if and only if the auxiliary graph contains a path from s to t.
Moreover, the auxiliary graph contains at most O(4ncc∞(G)τ) edges. ◀

This result is essentially a stronger version of the statement in Corollary 2 that Multi-
stage 2-Coloring is fixed-parameter tractable with respect to n, the number of vertices.
However, ncc and larger parameters are the only structural parameters that yield fixed-
parameter tractability with respect to the maximum parameterization.

▶ Proposition 25 (⋆). Multistage 2-Coloring is NP-hard even for constant values
of vc∞, fes∞, and bw∞.

We note that Proposition 11 implies that MS2C does not admit a polynomial kernel for
any parameter p listed in Figure 1 under the maximum parameterization, since n ⪰ p∞ for
all of these parameters.

4.3 Sum parameterization
We start with the parameterized complexity of Multistage 2-Coloring with respect to
several structural parameters under the sum parameterization. For nccΣ, fixed-parameter
tractability follows from that for ncc∞.

We start by proving that MS2C is fixed-parameter tractable with respect to the distance
to co-cluster under the sum parameterization. This stands in contrast to the maximum
parameterization (see Proposition 25). A graph is a co-cluster if and only if it does not
contain K2 +K1 as an induced subgraph. By a general result obtained by Cai [6], this implies
that the problem of determining whether dcc(G) ≤ k for a static graph G is fixed-parameter
tractable with respect to k. We will make use of the following fact:

▶ Observation 26. If G is a co-cluster, then G is edgeless or connected.

▶ Theorem 27. Multistage 2-Coloring is fixed-parameter tractable regarding dccΣ.
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If G = (V, E) is a graph, then a function f̃ : V → {1, 2,⊥} is a proper partial 2-coloring if the
restriction of f̃ to V ′ := {v ∈ V | f̃(v) ̸= ⊥} is a proper 2-coloring of G[V ′]. If f̃ is a proper
partial and f is a proper 2-coloring of G, then f is an extension of f̃ , if f̃(v) ∈ {⊥, f(v)} for
every v ∈ V . We will use the following as an intermediate problem.

▶ Problem 4. Multistage 2-Coloring Extension (MS2CE)
Input: A temporal graph G = (V, (Et)τ

t=1), proper partial 2-colorings f̃1, . . . , f̃τ : V →
{1, 2,⊥}, and an integer d ∈ N0.

Question: Are there f1, . . . , fτ : V → {1, 2} such that ft is an extension of f̃t and a proper
2-coloring of (V, Et) for every t ∈ {1, . . . , τ} and δ(ft, ft+1) ≤ d for every t ∈ {1, . . . , t− 1}?

We have the following immediate reduction rule for MS2CE.

▶ Reduction Rule 1. If an edge e has two colored endpoints, then delete e.

▶ Lemma 28. Multistage 2-Coloring Extension is polynomial-time solvable if the
input does not contain any edges.

Proof. We reduce Multistage 2-Coloring Extension with no edges to the following job
scheduling problem:

▶ Problem 5. (1 | rj , pj = 1 | Lmax) Scheduling
Input: A list of jobs j1, . . . , jn, where each job ji = (ri, di) has a release date ri ∈ N0 and a

due date di ∈ N0, and a maximum lateness L ∈ N0.
Question: Is there a schedule s : {j1, . . . , jn} → N0 such that (i) s(ji) ̸= s(ji′) if i ̸= i′,
(ii) s(ji) ≥ ri for all i ∈ {1, . . . , n}, and (iii) s(ji)− di ≤ L for all i ∈ {1, . . . , n}?

Horn [20, Sect. 2] showed that this scheduling problem can be solved by a polynomial-time
greedy algorithm that always schedules the available job with the earliest due date. Let
(G = (V, (∅)τ

t=1), f̃1, . . . , f̃τ , d) be an instance for MS2CE. We will say that vertex v ∈ V

between t1, t2 ∈ {1, . . . , τ} is forced to be re-colored i ∈ {1, 2} if: (i) t1 < t2 and there is no
t3 with t1 < t3 < t2 such that f̃t3(v) ̸= ⊥, (ii) f̃t2(v) = i ∈ {1, 2}, and (iii) f̃t1(v) = 3 − i.
Let R ⊆ V × {1, . . . , τ − 1} × {2, . . . , τ} × {1, 2} be the set of all forced re-colorings.
Specifically, (v, t1, t2, i) ∈ R if and only if v is forced to be re-colored i between t1 and t2.

In the machine scheduling model, only one job can be performed per time step, but,
in a solution for an MS2C instance, up to d vertices can be re-colored. Hence, we fill
each transition between two layers with d time slots. For t ∈ {1, . . . , τ − 1}, the time slots
d(t− 1) + 1, . . . , dt correspond to changes in the coloring between the layers t and t + 1. For
any forced re-coloring (v, t1, t2, c) ∈ R, we create a job ji with release date ri = d(t1 − 1) + 1
and due date di = dt2. We will show that the given instance of MS2CE admits a solution if
and only if this set of jobs admits a schedule with maximum lateness 0.

(⇒) Suppose that f1, . . . , fτ is a solution to the instance that extends f̃1, . . . , f̃τ . It is
easy to see that, if (v, t1, t2, i) ∈ R, then ft1(v) ̸= ft2(v). Hence, there must be a t with
ft(v) ̸= ft+1(v) and t ∈ {t1, . . . , t2− 1}. Then, a machine schedule for the instance described
above can be constructed by scheduling the job corresponding to (v, t1, t2, i) in one of the
slots d(t− 1) + 1, . . . , dt. Since δ(ft, ft+1) ≤ d, there are enough slots.

(⇐) Suppose that we are given a machine schedule with maximum lateness 0 for the
aforementioned instance. We construct an initial coloring f1 by assigning each vertex v

the color i, if there is a t ∈ {1, . . . , τ} such that f̃t(v) = i ∈ {1, 2} and f̃t′(v) = ⊥ for all
t′ < t. If f̃t(v) = ⊥ for all t ∈ {1, . . . , τ}, then we assign f1(v) arbitrarily. We iteratively
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Algorithm 1 FPT-algorithm regarding dccΣ on input G = (V, (Et)τ
t=1), d ∈ N0.

1 T +, T − ← ∅;
2 foreach t ∈ {1, . . . , τ} do
3 Xt ← a minimum set such that Gt −Xt is a co-cluster;
4 if Gt −Xt is connected then T + ← T + ∪ {t} else T − ← T − ∪ {t};
5 foreach g1 : X1 → {1, 2}, . . . , gτ : Xτ → {1, 2} do // ≤ 2dccΣ many
6 foreach t ∈ {1, . . . , τ} do
7 if t ∈ T − then while ∃ {u, v} ∈ Et s.t. gt(u) = i and gt(v) is undefined, let

gt(v)← 3− i;
8 if t ∈ T + then Ft ← {g1

t , g2
t } with the two possible proper 2-colorings g1

t , g2
t

of Gt −Xt;
9 foreach (g′

t1
, . . . , g′

t|T −|
) ∈×t∈T − Ft do // ≤ 2τ many

10 Let f̃t ← gt if t ∈ T − and f̃t ← gt ∪ g′
t if t ∈ T +;

11 if f̃1, . . . , f̃τ are proper partial colorings then
12 if (G, f̃1, . . . , f̃τ , d) is a yes-instance for MS2CE then
13 return yes // decidable in polynomial time (Lemma 28)

14 return no

construct f2, . . . , fτ as follows. We let ft+1(v) = 3 − ft(v) if the given schedule assigns
a job ji corresponding to a forced re-coloring (v, t1, t2, 3 − ft(v)) ∈ R to a slot between
d(t− 1) + 1 and dt. Otherwise, we let ft+1(v) = ft(v). ◀

The idea in the proof of Theorem 27 is as follows. After computing a distance-to-co-cluster
set for each layer, we check for all possible colorings of these sets, and then propagate the
colorings. We finally arrive at an instance of MS2CE with no edges, which is decidable in
polynomial time.

Proof of Theorem 27. Let I = (G, d) be an instance of Multistage 2-Coloring. Let
G = (V, (Et)τ

t=1) and Gt := (V, Et) be the t-th layer of G. Let k :=
∑τ

t=1 dcc(Gt). The
following algorithm is summarized in pseudocode in Algorithm 1.

For each t ∈ {1, . . . , τ}, using Cai’s algorithm [6], we can compute in 2O(k) · |Gt|O(1)

time a minimum set Xt ⊆ V such that Gt −Xt is a co-cluster. Let (T +, T −) be a partition
of {1, . . . , τ} such that t ∈ T + if and only if Gt − Xt is connected (see Observation 26).
For t ∈ T +, let Vt := V (Gt−Xt), and for t ∈ T −, let Vt := {v ∈ V (Gt−Xt) | degGt

(v) > 0}
be the vertices in Gt −Xt incident to at least one edge in Gt. We then iterate over all the at
most 2k possible partial 2-colorings of (X1, . . . , Xτ ). For every t ∈ T + there are only two
possible proper 2-colorings of Gt−Xt. We iterate over all the at most 2τ possible 2-colorings
of these layers. For every t ∈ T −, if there is an uncolored vertex v with a neighbor w

colored i ∈ {1, 2}, then color v with color 3 − i. Note that this colors all vertices in Vt.
Let f̃1, . . . , f̃τ be the resulting partial coloring. The important thing to note is that for
every t ∈ {1, . . . , τ} and every edge in Et both its endpoints are colored by f̃t. If one of
f̃1, . . . , f̃τ is not proper, we reject the coloring, otherwise we proceed as follows.

Construct the instance Ĩ = (G, (f̃t)τ
t=1, d) of Multistage 2-Coloring Extension.

Since every edge has two colored endpoints, applying Reduction Rule 1 exhaustively results in
an instance Ĩ ′ = (G′, (f̃t)τ

t=1, d) of Multistage 2-Coloring Extension where G′ contains
no edge. Hence, due to Lemma 28, we can solve Ĩ ′ in polynomial-time. Thus, the overall
running time is in

∑τ
t=1 2O(k) · |Gt|O(1) + 2k+τ |G|O(1).
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Clearly, if Ĩ ′ is a yes-instance in one choice, then I is a yes-instance of MS2C. That the
opposite direction is correct too is also not hard not see. Note that every solution f1, . . . , fτ

induces a proper partial coloring f̃1, . . . , f̃τ , where f̃t is induced on Vt ∪ Xt for every t ∈
{1, . . . , τ}, that we will eventually check. Moreover, the resulting input to MS2CE is clearly
a yes-instance: f1, . . . , fτ is a solution to (G, (f̃t)τ

t=1, d). ◀

▶ Proposition 29 (⋆). Multistage 2-Coloring is NP-hard even for constant values of
(i) dcoΣ, (ii) fesΣ, and (iii) ∆Σ.

Our final result on structural parameters concerns bwΣ, that is, bandwidth with the sum
parameterization. We first briefly note the following:

▶ Observation 30. Let G be an undirected graph. If every connected component in G contains
at most k vertices, then bw(G) ≤ k − 1.

We can use this observation to show that Multistage 2-Coloring is para-NP-hard when
parameterized by bwΣ.

▶ Proposition 31 (⋆). Multistage 2-Coloring is NP-hard even if bwΣ is constant.

5 Global budget

The problem we have considered so far is the multistage version of 2-Coloring with a local
budget. Heeger et al. [19] started the parameterized research of multistage graph problems
on a global budget where there is no restriction on the number of changes between any two
consecutive layers, but instead a restriction on the total number of changes made throughout
the lifetime of the instance. All graph problems studied by Heeger et al. are NP-hard even
for constant values of the global budget parameter. By contrast, we will show that a global
budget version of Multistage 2-Coloring is fixed-parameter tractable with respect to the
budget. Formally, the global budget version of Multistage 2-Coloring is:

▶ Problem 6. Multistage 2-Coloring on a Global Budget (MS2CGB)
Input: A temporal graph G = (V, (Et)τ

t=1) and an integer D ∈ N0.
Question: Are there f1, . . . , fτ : V → {1, 2} such that ft is a proper 2-coloring of (V, Et) for
every t ∈ {1, . . . , τ} and

∑τ−1
t=1 δ(ft, ft+1) ≤ D?

We start by pointing out that MS2CGB is NP-hard. This follows from Theorem 7, since
there is no distinction between a local and a global budget if τ = 2.

▶ Observation 32. Multistage 2-Coloring on a Global Budget is NP-hard.

In order to show that Multistage 2-Coloring on a Global Budget is fixed-parameter
tractable, we will prove the existence of a parameter-preserving transformation to the Almost
2-SAT problem, which is defined by:

▶ Problem 7. Almost 2-SAT (A2SAT)
Input: A Boolean formula φ in 2-CNF and an integer k.
Question: Can φ be made satisfiable by removing at most k clauses?

Razgon and O’Sullivan [29] prove that A2SAT is fixed-parameter tractable when param-
eterized by k, but the fastest presently known algorithm runs in O∗(2.3146k) and is due
to Lokshtanov et al. [25]. Kratsch and Wahlström [23] show that this problem admits a
randomized polynomial kernel.
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▶ Proposition 33 (⋆). Multistage 2-Coloring on a Global Budget parameterized
by D admits a parameter-preserving transformation to Almost 2-SAT parameterized by k.

The proof is deferred to the full version. The basic idea behind the reduction is that we
use D + 1 copies of the same two clauses to express that no edge should be monochromatic.
At least one of these clause pairs must survive the deletion. Moreover, we add clauses stating
that vertices are not re-colored. At most D of these clauses can be deleted. This directly
implies the following:

▶ Corollary 34. Multistage 2-Coloring on a Global Budget parameterized by D is
fixed-parameter tractable and admits a randomized polynomial kernel.

We note that the approach described here for MS2C can be used to reduce a global budget
version of the more general Multistage 2-SAT to Almost 2-SAT, proving the following:

▶ Observation 35. Multistage 2-SAT on a Global Budget parameterized by the
number of changes is fixed-parameter tractable and admits a randomized polynomial kernel.
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Abstract
Consider planning a trip in a train network. In contrast to, say, a road network, the edges are
temporal, i.e., they are only available at certain times. Another important difficulty is that trains,
unfortunately, sometimes get delayed. This is especially bad if it causes one to miss subsequent
trains. The best way to prepare against this is to have a connection that is robust to some number
of (small) delays. An important factor in determining the robustness of a connection is how far
in advance delays are announced. We give polynomial-time algorithms for the two extreme cases:
delays known before departure and delays occurring without prior warning (the latter leading to
a two-player game scenario). Interestingly, in the latter case, we show that the problem becomes
PSPACE-complete if the itinerary is demanded to be a path.
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1 Introduction

Computing temporal paths is one of the back-bone algorithmic problems in the context of
temporal graphs, that is, graphs whose edges are present only at certain, known points in
time [3, 26]. Temporal graphs are specified by a set V of vertices and a set E of time arcs,
where each time arc (v, w, t, λ) ∈ E consists of a start vertex v, an end vertex w, a time label t,
and a traversal time λ; then there is a (direct) connection from v to w starting at time t and
arriving at time t + λ. Temporal graphs model numerous real-world scenarios [16, 17, 5, 20]:
Social, communication, transportation, and many other networks are usually not static but
vary over time.

The added dimension of time causes many aspects of connectivity to behave quite
differently from static (i.e., non-temporal) graphs. Thus, the flow of items through a
temporal network has to be time-respecting. More specifically, it follows a temporal walk (or
path, if every vertex is visited at most once), i.e., a sequence of time arcs (vi, wi, ti, λi)ℓ

i=1
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where vi+1 = wi and ti+1 ≥ ti + λi for all i < ℓ. While inheriting many properties from static
walks, temporal walks exhibit certain characteristics that add a further level of difficulty
to algorithmic problems centered around them. For example, temporal connectivity is not
transitive: the existence of a temporal walk from vertex u to v and a temporal walk from v

to w does not imply the existence of a temporal walk from u to w. Moreover, the temporal
setting naturally leads to several notions of what an “optimal” temporal path could be [2, 3].

Computation of temporal paths and walks has already been studied intensively [26, 3],
including specialized settings that are novel to temporal graphs: For example, Bentert
et al. [2] and Casteigts et al. [6] studied temporal walks and paths that are only allowed to
have limited waiting time at any vertex.

In this work, we investigate another natural, inherently temporal connectivity problem.
It addresses delays. In many real-world temporal networks such as transport networks (e.g.
trains, shipping routes), individual edges may get delayed for various reasons. Thus it is an
important question whether connectivity between a start and a target node is fragile, i.e.,
easily disrupted by delays, or whether it is robust.

An important aspect in this matter is the time at which delays become known. The
earlier they are announced, the easier one can still adapt the chosen route. In this work, we
study the two endpoints of this spectrum: one where all delays are known up front, and one
where delays occur without any prior warning.

We now briefly describe our models for these two problems, beginning with the problem
variant in which all delays are announced before the start of the journey, and the question is
whether the designated target remains reachable even in a worst-case scenario. Herein, a
D-delayed temporal path refers to a temporal path that remains valid when the time arcs in
D ⊆ E have been delayed by some fixed amount δ each. A more formal definition will be
given in Section 2.

Delay-Robust Connection
Input: A temporal graph G = (V, E), two vertices s, z ∈ V , and x, δ ∈ N.
Question: Is there, for every delay set D ⊆ E of size |D| ≤ x, a D-delayed temporal path

from s to z in G?

In contrast, if the delays occur during the journey without prior warning, then the
resulting problem is best modeled as a two-player game, which we call the Delayed-Routing
Game. The first player (the traveler) starts at vertex s and has to decide at each turn which
time arc they want to traverse next. The other player (the adversary) then gets to decide
whether that time arc is delayed or not. As before, there is a bound x on the overall number
of time arcs that can be delayed. The traveler wins if they reach the target vertex z. A
winning strategy for the traveler is a strategy that guarantees that they will reach their
target.

Delayed-Routing Game
Input: A temporal graph G = (V, E), two vertices s, z ∈ V , and x, δ ∈ N.
Question: Does the traveler have a winning strategy for the Delayed-Routing Game?

The difference between the two models Delay-Robust Connection and Delayed-
Routing Game is illustrated in Figure 1.

Finally, we want to consider a variant of Delayed-Routing Game, in which the traveler
may not visit any vertex more than once. We refer to this as Delayed-Routing Path
Game.
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s

a

b

z

(1, 1)

(1, 1)

(2, 1)

(2, 1)

Figure 1 An example temporal graph, time arcs are labeled by (t(e), λ(e)). For x = 1 and δ = 1,
this is a yes-instance of Delay-Robust Connection: If the time arc from s to a is delayed then
there is a temporal path from s to z via b. Otherwise, if that time arc is not delayed, then the
temporal path via a is available. However, the same setting is a no-instance of Delayed-Routing
Game: If the traveler picks the time arc from s to a, then the adversary will delay it, rendering the
traveler stuck at a since they reach it at time 3. If the traveler picks the time arc from s to b, then
the situation is analogous.

Related Work. There has been extensive research on many other connectivity-related
problems on temporal graphs [4, 11, 19, 21, 9, 10, 12, 27, 18]. Delays in temporal graphs
have been considered in terms of manipulating reachability sets [7, 22]. An individual delay
operation considered in the mentioned work delays a single time arc and is similar to our
notion. Typically, the computational problems in this context are NP-hard and can be also
considered as computing “robustness measures” for the connectivity in temporal graphs.

In companion work [14] we investigate a problem located somewhat “between” Delay-
Robust Connection and Delayed-Routing Game in which the delays become known
after the sequence of vertices to be traversed from s to z is fixed, but before the exact time
arcs to be traversed are chosen. There, we show that this problem is NP-hard and further
study its parameterized complexity.

Our Contribution. We introduce two computational problems related to testing connectivity
between two terminal vertices in the presence of delays. We give polynomial-time algorithms
for Delay-Robust Connection (Section 3) and Delayed-Routing Game (Section 4.1),
but prove PSPACE-completeness for Delayed-Routing Path Game (Sections 4.2 and 4.3),
the variant of the second problem in which no vertex may be visited twice. Due to space
constraints, the PSPACE-hardness proof for Delayed-Routing Path Game is partially
deferred to a full version [15].

2 Preliminaries

We abbreviate {1, 2, . . . , n} as [n] and {n, n + 1, . . . , m} as [n, m]. The Iverson bracket [P ]
is 1 if property P holds and 0 otherwise. For a time arc e = (v, w, t, λe), we denote the
starting and ending vertices as start(e) = v and end(e) = w, the time label as t(e) = t, and
the traversal time as λ(e) = λe. For a vertex v, τv denotes the set of time steps where v has
incoming or outgoing time arcs.

Delays. When a time arc e gets delayed, then its traversal time λ(e) is increased by some
fixed amount δ. For a given set D ⊆ E of delayed arcs, a sequence of time arcs (vi, wi, ti, λi)ℓ

i=1
is called a D-delayed temporal walk if it is a temporal walk in the temporal graph obtained
from G by applying delays to all time arcs in D. (We omit D when it is clear from the
context.)

SAND 2022
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s a

b

z(1, 1)
(2, 1)

(3, 1)

(4, 1) (5, 1)

Figure 2 A temporal graph which, for x = δ = 1, forms a yes-instance of Delayed-Routing
Game but a no-instance of Delayed-Routing Path Game. In the former, a winning strategy for
the traveler is to take the thick blue time arc to a. If it is not delayed, then they can directly go to
z. If it is delayed, then there are no remaining delays. Thus, after returning to s, the target vertex
z can be reached via b.

As an example consider the temporal walk (a, b, 1, 1), (b, c, 3, 1):

a b c
(1, 1) (3, 1)

When delaying the first time arc by 1, i.e. having δ = 1 and D = {(a, b, 1, 1)}, then this is
also a delayed temporal walk: Due to the delay, the first time arc arrives in b at time step
2 + δ = 3 which is still not later than the departure of the second time arc. However, if we
instead set δ = 2 and D = {(a, b, 1, 1)}, then it is no longer a delayed temporal walk, because
the first time arc only reaches b at time 4.

Clearly, from any temporal walk one can obtain a temporal path by eliminating all
circular subwalks. Thus, for any delay set D, if there is a D-delayed temporal walk from s

to z, then there is also a D-delayed temporal path. This is the reason why we did not define
a separate version of Delay-Robust Connection for temporal walks.

Note that this equivalence does not extend to Delayed-Routing Game as Figure 2
proves.

Static expansion. Sometimes, a problem on a temporal graph G is transformed to problems
on a non-temporal “time-expanded” graph, a static expansion of G. The idea is to model
each temporal occurrence of every vertex in the temporal graph as a distinct vertex of the
static expansion.

Formally, we say that a digraph H = (W, A) is a static expansion of the temporal
graph G = (V, E) if

(i)
⋃

v∈V

({v} × τv) ⊆W ⊆ V × N, and

(ii) A = A1 ∪A2 with

A1 =
{

(v, t), (v, t′)
∣∣∣∣ (v, t) ∈W ∧ t′ = arg min

t′′>t
{(v, t′′) ∈W}

}
,

A2 = {((v, t), (w, t + λ)) | (v, w, t, λ) ∈ E} .

The arcs in A1 are often called waiting arcs while the arcs in A2 are in one-to-one corre-
spondence to the time arcs of G. We call the arcs in A2 arcs corresponding to E. The static
expansion with the minimal set of vertices is called the reduced static expansion.

The main virtue of static expansions is that they model temporal walks as (non-temporal)
paths. More precisely, we have the following lemma.
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▶ Lemma 1. If (v, t) and (w, u) are two vertices of a static expansion H of G, then there
is a path from (v, t) to (w, u) if and only if G contains a temporal walk from v to w which
starts at time t or later and arrives at time u or earlier.

The proof of Lemma 1 is folklore; we omit it, as well as the proof of the following easy
observation.

▶ Observation 2. If H = (W, A) is a static expansion of G = (V, E), E′ ⊆ E is a set of time
arcs and A′ ⊆ A the set of arcs corresponding to E′, then (W, A \A′) is a static expansion
of (V, E \ E′).

3 Delay-Robust Connection

In this section, we present an algorithm (Algorithm 1) which solves Delay-Robust Con-
nection in polynomial time. The core idea is to reduce the problem to the computation
of a maximum flow problem in a static expansion. There are three steps in this algorithm.
First, we construct a new temporal graph G∗ in which the removal of a time arc has the same
effect as delaying the respective time arc in the original input graph G = (V, E). Second,
we construct a static expansion H of G∗. Finally, we compute the maximum flow from the
start vertex s to the target vertex z in H. We will show that the value of this flow equals
the number of delays required to break temporal connectivity between s and z in G.

For the first step, define G∗ = (V, E ∪ E∗) where E∗ = {(v, w, t, λ + δ) | (v, w, t, λ) ∈ E}.
Then we can observe the following property of G∗.

▶ Lemma 3. Let G = (V, E) be a temporal graph, s, z ∈ V , D ⊆ E, and G∗ = (V, E ∪ E∗)
as defined above. There is a D-delayed temporal (s, z)-walk in G if and only if there is a
temporal (s, z)-walk in G∗

D := (V, (E \D) ∪ E∗).

Proof.
(⇒): Let W = (e1, e2, . . . , ek) be a D-delayed walk from s to z in G with ei = (vi, wi, ti, λi)
for i ∈ [k]. This means that v1 = s, wk = z, and for all ℓ ∈ [k − 1] it holds that wℓ = vℓ+1
and tℓ + λℓ + [eℓ ∈ D] · δ ≤ tℓ+1. We construct the temporal walk Ŵ = (ê1, ê2, . . . , êk) in G∗

D

with êi = (vi, wi, ti, λi + [ei ∈ D] · δ) for i ∈ [k]. Then t(êℓ) + λ(êℓ) ≤ t(êℓ+1) holds for all
ℓ ∈ [k − 1], thus Ŵ is a temporal walk from s to z in G∗

D.

(⇐): Let W = (e1, e2, . . . , ek) be a temporal (s, z)-walk in G∗
D with ei = (vi, wi, ti, λi). This

means that v1 = s, wk = z and for all ℓ ∈ [k − 1], it holds that wℓ = vℓ+1 and tℓ + λℓ ≤ tℓ+1.
We construct a delayed temporal walk Ŵ = (ê1, ê2, . . . , êk) in G for the delay set D with

êi =
{

ei, if ei ∈ E \D

(vi, wi, ti, λi − δ), otherwise

for i ∈ [k]. Note that êi ∈ E: If ei /∈ E \D, then ei ∈ E∗, and thus êi = (vi, wi, ti, λi−δ) ∈ E

by construction of E∗. We then have for all ℓ ∈ [k − 1] that

t(êℓ) + λ(êℓ) + [êℓ ∈ D] · δ = t(eℓ) + λ(eℓ) ≤ t(eℓ+1) = t(êℓ+1)

holds, hence Ŵ is a D-delayed temporal walk in G. ◀

The algorithm for Delay-Robust Connection is given as pseudo-code in Algorithm 1.
See also Figure 3 for an illustration of the graph H. We now show the correctness of the
algorithm.

SAND 2022
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Algorithm 1 Delay-Robust Connection.

Input: G = (V, E), s, z ∈ V, x, δ ∈ N
Output: Is (G, s, z, x, δ) a yes-instance of Delay-Robust Connection?

1: H ← reduced static expansion of G∗

2: Define c : E(H)→ {1,∞} by c(e) =
{

1 if e corresponds to a time arc in E

∞ otherwise
3: T ← arg maxt{(z, t) ∈ V (H)}
4: Compute the value f of a maximum flow from (s, 0) to (z, T ) in H with capacities c

5: if f ≤ x then
6: return “NO”
7: else
8: return “YES”

v1

v2

v3

v4

(1, 1)

(1, 2)

(1, 1)(1, 2)

(2, 1)(2, 2)

(2, 1)

(2, 2)

(a) The temporal graph G∗. The black part of
the figure shows G, while the red time arcs are
in E∗.

v1, 1

v2, 2 v2, 3

v3, 2 v3, 3

v4, 3 v4, 4

(b) The reduced static expansion of G∗. The
dashed arcs are waiting arcs and the black part
forms a static expansion of G. Note that the
capacity function c assigns 1 exactly to the solid
black edges.

Figure 3 Example depiction of G∗ and its reduced static expansion (δ = 1).

▶ Lemma 4. Algorithm 1 solves Delay-Robust Connection.

Proof. By Lemma 3, the given instance of Delay-Robust Connection is a no-instance
if and only if there exists a set D ⊆ E of size |D| ≤ x such that G∗

D contains no temporal
(s, z)-walk. By Lemma 1 and Observation 2, this is equivalent of there being a set D′ ⊆ E(H)
of edges in the static expansion H of G∗ such that

(i) |D′| ≤ x and the edges in D′ all correspond to edges in E, and
(ii) H −D′ contains no walk from (s, 0) to (z, T ) where T is the largest integer for which

H contains the vertex (z, T ).
Note that ii is equivalent to D′ forming a cut set that separates (s, 0) and (z, T ). Also, by
definition of the capacity function c, i is equivalent to the total capacity

∑
e∈D′ c(e) being at

most x.
Therefore, by the Max-Flow-Min-Cut-Theorem [13, 8], the given instance is a no-instance

if and only if the maximum flow from (s, 0) to (z, T ) in the graph H with edge capacities c

is at most x. ◀

Next, we analyze Algorithm 1’s running time.

▶ Lemma 5. Algorithm 1 has a running time of O(|E|2).
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Proof. In the first step, the algorithm constructs the reduced static expansion H of the
temporal graph G∗. The size of H is in O(|E|) and the construction can be done in time
linear to its size. Constructing c and T can also be done in O(|E|) time.

Next, we need to compute the value of a maximum flow in H. Actually, it suffices to
only test whether that value exceeds x (and we may assume x ≤ |E|). This test is possible
in O(|E|2) time, for example by using the classic method of Ford & Fulkerson [13]. ◀

Finally, Lemmas 4 and 5 give us the following theorem.

▶ Theorem 6. Delay-Robust Connection can be solved in O(|E|2) time.

4 Delayed-Routing Games

In this section, we analyze the problems Delayed-Routing Game and Delayed-Routing
Path Game, which ask whether a traveler can reach their destination when an adversary
can delay time arcs while the traveler is traversing them. More formally, the traveler and
the adversary are players in a given game instance of the two-player game Delayed-Routing
Game or Delayed-Routing Path Game, respectively, and we ask whether the traveler has a
winning strategy. Starting at a start vertex s at time step 0, the traveler selects an out-going
time arc from the current vertex, while the adversary can then delay a selected time arc
by δ time units. However, the number of delays of the adversary is limited to x, thus they
cannot always apply a delay. The traveler wins when they reach the target vertex z. In the
Delayed-Routing Path Game the traveler can visit each vertex at most once, whereas no
such restriction applies in the Delayed-Routing Game.

We present a dynamic program to solve Delayed-Routing Game in O(|V | · |E| ·x) time.
We later use a slightly modified version of the algorithm to show that Delayed-Routing
Path Game is in PSPACE. Furthermore, using a polynomial-time many-one reduction from
QBF Game we prove that Delayed-Routing Path Game is PSPACE-hard. Hence, we
can conclude that Delayed-Routing Path Game is PSPACE-complete.

4.1 A dynamic program for Delayed-Routing Game
A key observation for our dynamic program is that there are only polynomially many game
states in Delayed-Routing Game. Furthermore, the available moves from a node of the
game tree1 and the determination of the winner only depend on the current node/game
state and not on its predecessors. Hence, once we have computed whether the traveler has
a winning strategy for any given game state, we can save this information in a dynamic
programming table.

Let I = (G = (V, E), s, z ∈ V, δ, x ∈ N) be an instance of Delayed-Routing Game.
Starting at vertex s at time step 0 and with the adversary having a budget of x delays, the
goal for the traveler is to reach the target vertex z. On the traveler’s turn, they can select a
time arc incident to the current vertex that occurs at the current time step or later. The
adversary can then decide whether they delay this time arc by δ, thus reducing their number
of remaining delays by 1. Once the current vertex is the target vertex z, the game ends with
the traveler as the winner. If at any point there are no available time arcs, then the game
ends with the adversary as the winner. If the game runs indefinitely, then the adversary
also wins the game (since G is finite, this can only occur if the traveler follows a cycle with
traversal time 0).

1 The game tree consists of all possible game states linked by the successor relationship [25].

SAND 2022



17:8 Temporal Connectivity: Coping with Foreseen and Unforeseen Delays

At the traveler’s turn, the game state can be fully described by the 3-tuple (v, t, y), where
v ∈ V is the current vertex, t ∈ N is the current time step, and y ∈ [0, x] is the number of
remaining delays. We may take t to be from the set T := {1, t(e)+λ(e), t(e)+λ(e)+δ | e ∈ E}.
The starting game state is (s, 1, x).

We define a dynamic programming table F : V × T × [−1, x] → {true, false} where
F (v, t, y) = true if the traveler has a winning strategy from the game state (v, t, y). Note that
we allow the delay budget to reach −1 for technical reasons, but we will define F (v, t,−1) =
true for all v ∈ V , t ∈ T . This can be interpreted as allowing the adversary to “cheat” by
exceeding their budget of delays, at the cost of immediately losing. Since this option is never
beneficial for the adversary, providing it does not change the game in any significant way.

Denote by Et(v) := {(v, w, t′, λ) ∈ E | t′ ≥ t} the set of all time arcs that are available at
v ∈ V at time t or later. Then we have the following.

▶ Lemma 7. For all v ∈ V \ {z}, t ∈ T , and y ∈ [0, x] it holds that

F (z, t, y) = true (1)
F (v, t,−1) = true (2)

F (v, t, y) =
∨

e∈Et(v)

(
F (end(e), t(e) + λ(e), y) ∧ F (end(e), t(e) + λ(e) + δ, y − 1)

)
(3)

where the empty disjunction evaluates to false.

Proof. Equation (1) is trivially correct, since the traveler has reached their destination
vertex z. Equation (2) holds by definition as noted above.

It remains to prove (3). By the rules of the game, the traveler may choose any time arc
e ∈ Et(v) when they are in game state (v, t, y). If the adversary opts to delay that time arc,
then the resulting game state is F (end(e), t(e) + λ(e) + δ, y − 1). Otherwise, the resulting
game state is F (end(e), t(e) + λ(e), y). If, for some e ∈ Et(v), the traveler has winning
strategies for both of these game states, then they can win from (v, t, y) by picking e and
then proceeding from either of the two resulting game states according to their respective
winning strategy. Conversely, if all of the time arcs in Et(v) lead to a game state from which
the adversary has a winning strategy, then the traveler clearly cannot win. ◀

In principle, we would like to use Lemma 7 to compute all values of F . However, in the
presence of arcs with traversal time zero, Lemma 7 might not suffice to completely determine
all values of F . Consider the example instance given in Figure 4. For all v ∈ V , t ∈ T ,
and y ∈ {0, 1} we clearly have

F (b, t, y) = [t ≤ 2] and F (a, t, 0) = [t ≤ 2]

by (3). Note that we can compute

F (a, 2, 0) = F (b, 2, 0) ∨ F (s, 2, 0) = true ∨ F (s, 2, 0) = true

without needing the value of F (s, 2, 0). However, F (s, 1, 1) and F (a, 1, 1) depend on each
other through (3):

F (s, 1, 1) =
(
F (a, 1, 1) ∧ F (a, 2, 0)

)
∨

(
F (a, 2, 1) ∧ F (a, 3, 0)

)
= F (a, 1, 1) and

F (a, 1, 1) =
(
F (s, 1, 1) ∧ F (s, 2, 0)

)
∨

(
F (s, 2, 1) ∧ F (s, 3, 0)

)
∨

(
F (b, 2, 1) ∧ F (b, 3, 0)

)
= F (s, 1, 1).
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s a b z

1
2

1
2

2 2

Figure 4 A Delayed-Routing Game instance in which the traveler cycles between s and a forever.
All traversal times are 0 (omitted in the figure), and δ = x = 1. Edges with multiple labels occur at
multiple times.

If the value of a table entry is not determined through (1)–(3), then we call this value
hung. As we have seen, it can occur that a subset of all table entries remains hung, even
when all other entries have been computed. This is precisely the case when in each clause
appearing in the disjunction (3) at least one of the two referenced entries is is either false
or hung itself. In other words, from a hung state, the traveler only has the options to move
to a losing state or to another hung state. In particular, the traveler can play on forever but
never reach a winning state. Thus, in accordance with our rule that the adversary shall win
if the game continues forever, we may set all hung table entries to false in this case.

We summarize this in the following lemma.

▶ Lemma 8. If every value of F has either been computed or depends, through (3), on
another still uncomputed value, then the traveler does not have a winning strategy from any
of the game states whose values are still uncomputed.

Next, we determine the time required to fill the dynamic programming table.

▶ Lemma 9. All entires of F can be computed in O(|V | · |E| · x) time.

Proof. The number of table entries is N := |V | · |T | · (x + 2) ∈ O(|V | · |E| · x). For any t ∈ T ,
denote by t+ the smallest element of T strictly larger than t. Begin by observing that (3)
can be replaced with the following equivalent formula.

F (v, t, y) = F (v, t+, y) ∨∨
e∈Et(v)\Et+ (v)

(
F (end(e), t(e) + λ(e), y) ∧ F (end(e), t(e) + λ(e) + δ, y − 1)

)
(4)

We compute the table entries using Lemma 7 as follows. Start with the entries given
by (1). Whenever an entry F (v, t, y) is set to true, check whether any of the entries directly
depending on F (v, t, y) through (4) can be also computed (i.e., set to true, as (4) contains
no negations). Note that there are three ways of how another entry F (v′, t′, y′) can directly
depend on F (v, t, y):

(i) v = v′, y = y′, and t = t′+,
(ii) y′ = y and there is a time arc (v′, v, t̂, λ) with t′ ≤ t̂ < t′+ and t̂ + λ = t, or
(iii) y′ = y + 1 and there is a time arc (v′, v, t̂, λ) with t′ ≤ t̂ < t′+ and t̂ + λ + δ = t.
In particular, each time arc causes a direct dependency only between about 2x pairs of
entries through (ii) and (iii). The number of dependencies through (i) is clearly at most N .
Thus, the overall number of checks to be performed is at most 2x · |E|+ N and each of these
checks can be done in constant time.

Afterwards, all remaining entries must be either false or hung: Since (4) contains
no negations, setting entries to false can never cause other entries to become true. By
Lemma 8, we can thus set all remaining entries to false. Hence, the entire table can be
filled in O(x · |E|+ N) ⊆ O(|V | · |E| · x) time. ◀
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To solve Delayed-Routing Game, we can now evaluate F and check whether F (s, 1, x) =
true. Hence, Lemma 9 gives us the following.

▶ Theorem 10. Delayed-Routing Game can be solved in O(|V | · |E| · x) time.

4.2 PSPACE-hardness of Delayed-Routing Path Game
We now present a polynomial-time reduction from the PSPACE-complete QBF Game to
Delayed-Routing Path Game. QBF Game is a game formulation of the problem QBF
that asks whether a given quantified boolean formula is true. In the game variant, Player 1
and Player 2 choose truth assignments for existentially and universally quantified variables,
respectively. Player 1 wins when the formula is satisfied, otherwise Player 2 wins. If Player 1
has a winning strategy, then it is a yes-instance. QBF and QBF Game are equivalent and
known to be PSPACE-complete [1].

In QBF Game, we are given a quantified boolean formula Φ = Q1x1.Q2x2. . . . Qnxn.φ

with Qi ∈ {∃, ∀} and φ being a boolean formula. The game then consists of n rounds. In
the i-th round, if Q1 = ∃, then Player 1 selects a truth value for xi. Else if Q1 = ∀, then
Player 2 selects a truth value for xi. If after the n-th round φ is satisfied under the selected
truth assignment, then Player 1 wins, otherwise Player 2 is the winner.

QBF Game
Input: A quantified boolean formula Φ = Q1x1.Q2x2. . . . Qnxn.φ with Qi ∈ {∃, ∀}.
Question: Is there a winning strategy for Player 1?

Given a QBF Game-instance Φ = Q1x1.Q2x2. . . . Qnxn.φ, we construct an instance
(G = (V, E), s, z ∈ V, x, δ ∈ N) of Delayed-Routing Path Game, so that Player 1
has a winning strategy for Φ if and only if the traveler has a winning strategy for the
Delayed-Routing Path Game-instance. Without loss of generality, we assume that φ is
in conjunctive normal form and has three literals per clause.

The main idea for our reduction is the following. The temporal graph G we create in
our reduction consists of n chained selection gadgets, one for each quantified variable, and
m− 1 validation gadgets where m is the number of clauses of φ. In a selection gadget for
a variable quantified by an existential quantifier, the traveler can freely choose one of two
paths, corresponding to a truth assignment of this variable. A delay by the adversary has no
effect in this gadget. In a selection gadget for a variable quantified by a universal quantifier,
a delay of the adversary forces the traveler to take a specific path, corresponding to a truth
assignment of this variable. If not taking this enforced path, the traveler gets immediately
stuck and loses the game. The gadget is constructed in a way that the adversary needs
to use exactly one delay per universal quantified variable. Using no delay lets the traveler
immediately win, while using more than one delay is no better for the adversary than a
single delay.

In the validation gadgets, the adversary can force the traveler to take one of two paths,
one corresponding to selecting the corresponding clause of φ, the other leading to the next
validation gadget. In this way, the adversary can select one clause of φ. After traversing
either all validation gadgets or selecting a specific clause, the adversary has no remaining
delays.

Finally, if there is a literal in the clause which is satisfied under the truth assignment
corresponding to the path taken in the selection gadgets, then the traveler can traverse back
to a vertex in the selection gadget. From this vertex, the traveler can then reach the target
vertex. Otherwise, if all literals in the clause are unsatisfied, then all vertices reachable with
a time arc have already been visited when traversing the selection gadgets. Thus the traveler
becomes stuck.
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Figure 5 Selection gadget for the existentially quantified variable xi. The traveler can choose
freely whether the upper or lower path to si+1 is taken. The adversary has no incentive to apply any
delays. Dwelling in xi or x̄i to get to z′ is no option for the traveler as long as there are delays left.

Now we describe the reduction more formally. All time arcs in the constructed temporal
graph G have a traversal time of 0, thus we write time arcs as 3-tuples (v, w, t) ∈ E and omit
the traversal time in figures. We set the number of delays x := n′ + m− 1, where n′ ≤ n is
the number of universal quantifiers in Φ. Furthermore, we set δ := 1. The start and target
vertices of the game are s1 and z, respectively, which are added during the construction of
the temporal graph. The gadgets use an offset oi, starting with o1 = 0. The other offsets are
computed while constructing the gadgets. Initially, we add the vertices s1, s2, . . . , sn+1, z′,
and z to V , and we add the time arc

z′ on+m+1−−−−−→ z.

The time step on+m + 1 is the largest time step of the constructed temporal graph.

Selection Gadgets

The selection gadget is used to assign a truth value to the quantified variable Qixi. The
gadget depends on the type of quantifier:

Case 1. Qixi = ∃xi; the variable xi is existentially quantified.
We add the vertices xi and x̄i to V . Furthermore, we add the following time arcs

si
oi+1−−−→ xi

oi+2−−−→ si+1 and si
oi+1−−−→ x̄i

oi+2−−−→ si+1.

corresponding to assigning xi to true and false, respectively. The traveler can choose whether
to reach si+1 over the vertex xi or x̄i. A delay of the adversary will have no effect.

Additionally, we add the time arcs

xi
om+n+1−−−−−→ z′ and x̄i

om+n+1−−−−−→ z′;

however, when traversing this gadget, if the traveler dwells in xi or x̄i to take the time arc
to z′, then the adversary can use a delay that makes the only outgoing time arc to z at time
step om+n + 1 unavailable.

We set the offset oi+1 := oi + 2. An example of a selection gadget for existentially
quantified variables can be seen in Figure 5.

SAND 2022



17:12 Temporal Connectivity: Coping with Foreseen and Unforeseen Delays
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Figure 6 Selection gadget for the universally quantified variable xi. Let i′ be the number of
universally quantified variables before the i-th variable. The traveler enters with n′ + m − i′ − 1
delays left. If the adversary delays the first (thick, blue) time arc, only the upper path to si+1 is
available for the traveler. The remaining n′ + m − i′ − 2 delays are not enough to make the traveler
stuck, and the adversary has no incentive to use any further delays. If the adversary does not delay
the first (thick, blue) time arc, then the traveler is forced to take the lower path to si+1, since if the
adversary applies all n′ + m − i′ − 1 delays on the upper time arcs, then the traveler gets stuck. The
adversary will have to apply one delay on the lower time arcs, otherwise the traveler can take the
time arc from si+1 to z.

Case 2. Qixi = ∀xi; the variable xi is universally quantified.
Let i′ be the number of universally quantified variables before the i-th variable. We add

the vertices s′
i, xi, x̄i, and x̄

(1)
i , x̄

(2)
i , . . . , x̄

(n′+m−i′−2)
i to V . Furthermore, we add a time arc

si
oi+1−−−→ s′

i, and the three time arcs

s′
i

oi+1−−−→ xi
oi+1−−−→
oi+2

si+1,

corresponding to setting xi to true, and

si
oi+2−−−→ x̄i

oi+2−−−→
oi+3

x̄
(1)
i

oi+3−−−→
oi+4

x̄
(2)
i . . .

oi+n′+m−i′−1−−−−−−−−−−→
oi+n′+m−i′

x̄
(n′+m−i′−2)
i

oi+n′+m−i′

−−−−−−−−→ si+1,

corresponding to setting xi to false. Finally, we add a time arc si+1
oi+1−−−→ z directly to the

end vertex z.
By not delaying the time arc si

oi+1−−−→ s′
i, the adversary forces the traveler to take the

path through vertex xi, since the path si → x̄i → x̄
(1)
i → . . . → x̄

(n′+m−i′−2)
i → si+1 can

be broken by applying all remaining n′ + m− i′ − 1 delays. The adversary is still enforced
to apply one delay in s′

i → xi → si+1, otherwise the traveler can take si+1
oi+1−−−→ z and

directly wins. By delaying the time arc si
oi+1−−−→ s′

i, the adversary forces the traveler to take
the path through vertex x̄i, since the time arc si

oi+1−−−→ xi becomes unavailable. However,
the remaining n′ + m − i′ delays are not enough to break the path si → x̄i → x̄

(1)
i →

x̄
(2)
i . . . x̄

(n′+m−i′)
i → si+1.

Additionally, we add the time arcs

xi
om+n+1−−−−−→ z′ and x̄i

om+n+1−−−−−→ z′,
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however when traversing this gadget, if the traveler dwells in xi or x̄i to take the time arc to
z′, then the adversary can use a delay that makes the only outgoing time arc to z at time
step om+n + 1 unavailable.

We set the offset oi+1 := oi + n′ + m− i′. An example of a selection gadget for universally
quantified variables can be seen in Figure 6.

Validation Gadgets

The validation gadgets are used to check whether the formula φ is satisfied for the truth
assignment chosen in the selection gadgets. By using all m−1 remaining delays, the adversary
can force the traveler to visit a vertex corresponding to a specific clause of φ. For the clauses
c1, c2, . . . , cm−1 there is a validation gadget. By placing a single delay, the adversary can
force the traveler to take one of two junctions, where one corresponds to selecting the clause,
and the other leads to the next validation gadget. (For the m− 1-st validation gadget the
other junction corresponds to the m-th clause.) From there, the traveler can reach z only if
there is a satisfied literal in the clause.

For each clause ci ∈ {c1, c2, . . . , cm−1}, we add the vertices vi, v
(l,k)
i for k ∈ [m− i], and

v
(r,k)
i for k ∈ [m− i]. For i ∈ [2, m− 1], we add the time arc

v
(r,m−(i−1))
i−1

on+i+1−−−−−→ vi,

connecting the i-th validation gadget with the (i− 1)-st validation gadget. For i = 1, we add
the time arc

sn+1
on+1+1−−−−−→ vi,

connecting the last selection gadget with the first validation gadget.
For the branch corresponding to selecting the i-th clause, we add the time arcs

vi
on+i+1−−−−−→ v

(l,1)
i

on+i+2−−−−−→ v
(l,2)
i

on+i+3−−−−−→ . . .
on+i+m−i−−−−−−−→ v

(l,m−i)
i .

Furthermore, for all v
(l,k)
i with k ∈ [m− i], we add a time arc

v
(l,k)
i

on+i+k−−−−−→ z,

which enforces the adversary to place delays on all time arcs above, so the traveler cannot
directly go to vertex z and win the game. This ensures that all delays are used after
reaching v

(l,m−i)
i , which corresponds to selecting the i-th clause.

For the branch corresponding to not selecting the i-th clause, we add the time arc

vi
on+i+2−−−−−→ v

(r,1)
i ,

the time arcs

v
(r,k)
i

on+i+k+1−−−−−−−→
on+i+k+2

v
(r,k+1)
i ,

for k ∈ [m− i− 1], and the time arc

v
(r,m−i)
i

on+i+m−i+1−−−−−−−−−→ v
(r,m−i+1)
i .

Delaying all m− i time arcs from vi to v
(r,m−i)
i will break the connection from v

(r,m−i)
i →

v
(r,m−i+1)
i ; however, if there is one delay less, then the adversary does not get any better by

using delays. We set the next offset on+i+1 := on+i + m− i + 2.
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Finally, we add time arcs for the literals in the clauses. Let the i-th clause be

(l(1)
i ∨ l

(2)
i ∨ l

(3)
i ).

For all i ∈ [m− 1] and all j ∈ [3], if l
(j)
i = xk, then we add the time arc

v
(l,m−i)
i

on+m+1−−−−−→ x̄k,

and if l
(j)
i = x̄k, then we add the time arc

v
(l,m−i)
i

on+m+1−−−−−→ xk,

where k ∈ [n]. For the last clause cm and for all j ∈ [3], if l
(j)
i = xk, we add the time arc

v
(r,2)
m−1

on+m+1−−−−−→ x̄k,

and if l
(j)
i = x̄k, then we add the time arc

v
(r,2)
m−1

on+m+1−−−−−→ xk,

where k ∈ [n]. At this point there are no delays remaining, and for all k ∈ [n], the time arcs

xk
on+m+1−−−−−→ z′ on+m+1−−−−−→ z or x̄k

on+m+1−−−−−→ z′ on+m+1−−−−−→ z,

which have been added previously in the selection gadgets, can be traversed.
Due to space constraints, we defer a visualization of the validation gadget and the

remaining details of the proof which leads to the following theorem to the full version.

▶ Theorem 11. Delayed-Routing Path Game is PSPACE-hard.

4.3 PSPACE-containment of Delayed-Routing Path Game
Complementing the PSPACE-hardness of Delayed-Routing Path Game from the previous
section, we now show that Delayed-Routing Path Game is containted in PSPACE, which
lets us conclude PSPACE-completeness of Delayed-Routing Path Game.

We show this by modifying the dynamic program for Delayed-Routing Game (Sec-
tion 4.1) to also save the set of vertices that already has been visited for every state. This
will cause the dynamic programming table to have exponential size; however, we can evaluate
it recursively, that is, recomputing every entry when needed. In this way we only require
polynomial space. Formally, we adapt the recursive formula as follows.

Let I = (G = (V, E), s, z ∈ V, δ, x ∈ N) be an instance of Delayed-Routing Path
Game. A game state can be fully described by the 4-tuple (v, t, y, V ′), where v ∈ V is
the current vertex, t ∈ N is the current time step, y ∈ [0, x] is the number of remaining
delays, and V ′ ⊆ V the set of visited vertices. We may take t to be from the set T :=
{1, t(e) + λ(e), t(e) + λ(e) + δ | e ∈ E}. The starting game state is (s, 1, x, ∅).

We define F : V × T × [−1, x] × 2V → {true, false} to indicates for each game state
whether the traveler has a winning strategy from that game state. Denote by Et(v) :=
{(v, w, t′, λ) ∈ E | t′ ≥ t} the set of all time arcs that are available at v ∈ V at time t or
later. Then, for all v ∈ V \ {z}, t ∈ T , y ∈ [0, x], and V ′ ⊆ V \ {z} the following holds:



E. Füchsle, H. Molter, R. Niedermeier, and M. Renken 17:15

F (z, t, y, V ′) = true, (5)
F (v, t,−1, V ′) = true, (6)

F (v, t, y, V ′) =
∨

e∈Et(v)

(
end(e) /∈ V ′ ∧ F (end(e), t(e) + λ(e), y, V ′ ∪ {v}) ∧

F (end(e), t(e) + λ(e) + δ, y − 1, V ′ ∪ {v})
)
, (7)

where the empty disjunction evaluates to false.
Using (5)–(7), we get the following result by evaluating it in a depth-first-search fashion

from the starting configuration.

▶ Proposition 12. Delayed-Routing Path Game is contained in PSPACE.

Proof. The correctness of our approach can be shown in a way analogous to Lemma 7. Note
that since the set V ′ of visited vertices is growing with each move of the traveler, the game
cannot run infinitely. Thus, all entries can be computed by means of (5)–(7).

Instead of storing all (exponentially many) entries, we evaluate F in a depth-first-search
fashion from the starting configuration (s, 1, x, ∅). This only requires us to keep the current
branch of the search tree in memory. Since each game state requires polynomial space and
there are at most O(|V |) moves in a game of Delayed-Routing Path Game (every vertex
can be visited at most once), we only require polynomial space. ◀

From Theorem 11 and Proposition 12 we can now conclude that Delayed-Routing
Path Game is PSPACE-complete.

▶ Corollary 13. Delayed-Routing Path Game is PSPACE-complete.

5 Conclusion and Outlook

On the spectrum of delay-related routing problems, we have studied two extreme (but natural)
cases in terms of when information about the delays is made available. Interestingly, both
are polynomial-time solvable, whereas a “middle ground” case studied in companion work
turned out NP-hard.

It might also seem surprising that Delayed-Routing Game is efficiently solvable
while Delayed-Routing Path Game is PSPACE-complete. However, this situation is
not unprecedented. For example, deciding whether a temporal path under waiting time
constraints exists (∆-Restless Temporal Path) is NP-complete [6], while finding temporal
walks under waiting time constraints can be done in polynomial time [2]. Similarly, counting
foremost temporal paths is #P-hard [23], while counting of foremost temporal walks can be
done in polynomial time [24].

We remark that instead of delaying edges by increasing their traversal time, it is also
sensible to instead delay their time label. It can be shown that our results on Delay-Robust
Connection transfer also to this modified version. For Delayed-Routing Game the
situation is more complicated, we leave this open for future work.

Even more different notions of delays could also be explored. While in our definitions up
to x ∈ N time arcs can be delayed by a fixed integer δ each, one could also define an overall
“budget” ∆ which can be distributed among all time arcs. Thus, a time arc could be delayed
by more than δ or more than x time arcs could be delayed by less than δ each.
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Abstract
This paper presents a comprehensive study of algorithms for maintaining the number of all connected
four-vertex subgraphs in a dynamic graph. Specifically, our algorithms maintain the number of paths
of length three in deterministic amortized O(m 1

2 ) update time, and any other connected four-vertex
subgraph which is not a clique in deterministic amortized update time O(m 2

3 ). Queries can be
answered in constant time. We also study the query times for subgraphs containing an arbitrary
edge that is supplied only with the query as well as the case where only subgraphs containing a
vertex s that is fixed beforehand are considered. For length-3 paths, paws, 4-cycles, and diamonds
our bounds match or are not far from (conditional) lower bounds: Based on the OMv conjecture we
show that any dynamic algorithm that detects the existence of paws, diamonds, or 4-cycles or that
counts length-3 paths takes update time Ω(m1/2−δ).

Additionally, for 4-cliques and all connected induced subgraphs, we show a lower bound of Ω(m1−δ)
for any small constant δ > 0 for the amortized update time, assuming the static combinatorial
4-clique conjecture holds. This shows that the O(m) algorithm by Eppstein et al. [9] for these
subgraphs cannot be improved by a polynomial factor.
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1 Introduction

Detecting or counting subgraphs is an important question in social network analysis, where
dense subgraphs usually represent communities, as well as in telecommunication network
surveillance, and computational biology. This can also be seen in a recent study by Sahu
et al. [21]: finding and counting fixed subgraphs was the fourth most popular graph computa-
tion in practice, only superseded by finding connected components, computing shortest paths,
and answering queries about the degree of neighbors. Furthermore the same study showed
that the dynamic setting is important in practice as 65% of the graphs were dynamic. Thus,
the goal of this paper is to advance the study of subgraph counting problems in dynamic
graphs.
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Algorithmic problems in dynamic graphs are usually modeled by the following data
structure question. Given a potentially non-empty initial graph and a fixed subgraph pattern
P (such as a k-clique) maintain a data structure that allows the following updates to the
current graph G:

Insert(u, v): Insert the edge {u, v} into G.
Delete(u, v): Delete the edge {u, v} from G.
Query(): Return the number of subgraphs of pattern P in G.

Given a subgraph pattern P that is not a clique, there are two variants of this problem:
One variant, called induced subgraph counting, counts a subgraph if it is exactly equivalent
to P and does not contain any additional edges. In the non-induced version, a subgraph
is counted if it contains P and potentially additional edges (but not additional vertices).
Eppstein and Spiro [10] studied subgraph counting for all possible connected three-vertex
patterns in both the induced and the non-induced variant and gave a dynamic algorithm
with amortized update time O(h), where h is the h-index of G, i.e., the maximum number
such that the graph contains h vertices of degree at least h. Note that h is O(

√
m), where m

always is the current number of edges in the graph.
There are six connected graphs on four vertices, which we refer to as length-3 path ,

claw , paw , 4-cycle , diamond , and 4-clique . Eppstein et al. [9] extended the
method of [10] to maintain counts of any (induced and non-induced) connected four-vertex
subgraph in amortized time O(h2) = O(m) and O(mh2) space. This paper contains a
comprehensive study of the complexity of dynamically counting all possible connected four-
vertex subgraphs. We present new improved dynamic algorithms and give the first conditional
lower bounds.

Upper bounds. We show how to maintain the number of any connected four-vertex non-
induced subgraph that is not a clique (such as a paw, a 4-cycle, or a diamond) in update
time O(m2/3) and at most O(nm) space. For graphs with an h-index larger than O(m1/3),
our algorithms are hence faster than the O(h2) algorithm by Eppstein et al. [9]. Besides, our
data structure can also be used to count all s-triangles, i.e., triangles that contain a fixed
vertex s, in O(m1/2) update time, constant query time, and O(n) space, and likewise for
s-length-3 paths. The update time is in O(m2/3) for s-4-cycles, s-paws, and s-diamonds,
with O(n2) space, and O(m) for s-4-cliques with constant space. For ε ∈ [0, 1], our data
structure supports queries on the number of triangles containing an arbitrary vertex or edge
in O(min(m2ε, n2)) or O(min(m1−ε, n)) worst-case time, respectively, with an update time
of O(mmax(ε,1−ε)) or O(mε), respectively, and O(n2) space. We also show how to maintain
length-3 paths in time O(m1/2), but this result was already stated in [9]. See Table 1 for an
overview. All our algorithms are deterministic and the running time bounds are amortized
unless stated otherwise.

Lower bounds. We also give the first conditional lower bounds for counting various four-
vertex subgraphs based on two popular hypotheses: the Online Boolean Matrix-Vector
Multiplication (OMv) conjecture [12] and the Combinatorial k-Clique hypothesis. In the
OMv conjecture we are given a Boolean n × n matrix M that can be preprocessed. Then, an
online sequence of vectors v1, . . . , vn is presented and the goal is to compute each Boolean
product Mvi (using conjunctions and disjunctions) before seeing the next vector vi+1.

▶ Conjecture 1 (OMv). For any constant δ > 0, there is no O(n3−δ)-time algorithm that
solves OMv with error probability at most 1/3 in the word-RAM model with O(log n) bit
words.
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Table 1 Upper and conditional lower bounds on the time per update and query for counting
different subgraphs, where δ > 0 is an arbitrarily small constant and h ∈ O(

√
m). Update times are

amortized, query times are worst-case. Results in blue are new or improved.
∗ Read: For polynomial preprocessing time and O(·) query time, the update time is Ω(·).
† The previous space complexity for 3-cycles and length-3 paths was O(mh) with amortized update time
O(h) [10] and O(m) with amortized update time O(m

1
2 ) for 3-cycles [14]; for (other) 4-vertex subgraphs,

it was O(mh2) with amortized update time O(h2) [9].
a Thm 4, b Thm 5, c Cor. 19, d Thm 20, e Thm 21, f Cor. 25, g Thm 26, α [10], β [9], ζ [7].

Lower Bounds∗ Update Time Query Time Space†

Subgraph Update Query ours previous all e ∈ E

Non-induced subgraphs and s-subgraphs

connected, n = 4 O(m)a O(1) O(1)a O(1)/O(m)a

claw Ω(1) O(1) O(1) O(1)αβ O(1) O(1) O(1)
length-3 path Ω(m 1

2 −δ)g O(m1−δ)g O(m 1
2 )b O(h)αβ O(1) O(m 1

2 )b O(min(n2, m1.5))b

paw Ω(m 1
2 −δ)g O(m1−δ)g O(m 2

3 )b O(h2)β O(1) O(m 2
3 )b O(n2)b

3-cycle Ω(m 1
2 −δ)g O(m1−δ)g O(m 1

2 )c O(h)α O(1) O(m 1
2 )c O(min(n2, m1.5))c

4-cycle Ω(m 1
2 −δ)g O(m1−δ)g O(m 2

3 )b O(h2)β O(1) O(m 2
3 )b O(n2)b

k-cycle, k ≥ 5 Ω(m 1
2 −δ)g O(m1−δ)g

diamond Ω(m 1
2 −δ)g O(m1−δ)g O(m 2

3 )b O(h2)β O(1) O(m 2
3 )b O(min(nm, m

5
3 ))b

4-clique Ω(m1−δ)e O(m2−δ)e O(m)ζ O(h2)β O(1) O(m)ζ O(1)

s-claw Ω(1) O(1) O(1)d O(1)d O(1)d

s-length-3-path Ω(m 1
2 −δ)g O(m1−δ)g O(m 1

2 )d O(1)d O(n)d

s-paw Ω(m 1
2 −δ)g O(m1−δ)g O(m 2

3 )d O(1)d O(n2)d

s-3-cycle Ω(m 1
2 −δ)g O(m1−δ)g O(m 1

2 )d O(1)d O(n)d

s-4-cycle O(m 2
3 )d O(1)d O(n2)d

s-k-cycle, k ≥ 5, odd Ω(m 1
2 −δ)g O(m1−δ)g

s-diamond Ω(m 1
2 −δ)g O(m1−δ)g O(m 2

3 )d O(1)d O(n2)d

s-4-clique Ω(m 1
2 −δ)g O(m1−δ)g O(m)d O(1)d O(1)d

Induced subgraphs

connected, n = 4 Ω(m1−δ)e O(m2−δ)e O(m)f O(h2)β O(1) O(1)f

Based on the OMv conjecture we show that detecting (with probability at least 2/3 in the
word-RAM model with O(log n) bit words) the existence of (non-induced) paws, diamonds,
4-cliques, or k-cycles for any k ≥ 3 in a graph with edge insertions and deletions takes
amortized update time Ω(m1/2−δ) or query time Ω(m1−δ) if only polynomial preprocessing
time is allowed. This lower bound applies also to the worst-case update time of any insertions-
only or deletions-only algorithm. Note that this lower bound does not only apply to counting
the number of such subgraphs but already to detecting whether such a subgraph exists. Let
s be a fixed vertex in the graph. The same lower bounds apply to algorithms that detect
whether a diamond, 4-clique, or k-cycle with odd k containing s exists. Finally, we also show
a lower bound for counting the number of length-3 paths and length-3 s-paths. We remark
that the conditional lower bounds for (s-)3-cycles were already known before [12].

We also use the Combinatorial k-Clique hypothesis which is defined as follows and has
become popular in recent years (e.g. [20, 1, 5, 4]).

▶ Conjecture 2 (Combinatorial k-Clique). For any constant δ > 0, for an n-vertex graph
there is no O(nk−δ) time combinatorial algorithm for k-clique detection with error probability
at most 1/3 in the word-RAM model with O(log n) bit words.

SAND 2022
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Let δ > 0 be a small constant. Based on the 4-clique conjecture we show that (with
probability at least 2/3 in the word-RAM model with O(log n) bit words) there does not
exist a combinatorial algorithm that counts any connected induced four-vertex subgraph in
a dynamic graph with amortized update time O(n4−2δ/m), which is O(m1−δ), and query
preprocessing time O(n4−2δ). This bound applies also to any insertions-only algorithm. The
bound can be extended to any k-clique with k > 4 showing that the amortized update time
is Ω(nk−2δ/m) with Ω(nk−2δ) preprocessing and query time.

Technical contribution. For the upper bounds we extend and improve upon Eppstein
et al. [9] both with respect to running time and space. The high-level idea is as follows:
We partition the vertices into (few) high-degree and (many) low-degree vertices and then
maintain for each vertex, vertex pair, or vertex triple certain information in a data structure
such as the number of certain paths up to length 3 that contain low-degree vertices. When
an edge {u, v} is updated, four-vertex subgraphs that contain u, v, and two other low-degree
vertices can be quickly counted using the information in the data structure. On the other
side, subgraphs that contain a high-degree vertex in addition to u and v can often be counted
“from scratch” after each update as there are few high-degree vertices. The more challenging
case is the situation where relationships involving two or more high-degree vertices in the
subgraph need to be checked or maintained. How to deal with this depends on the subgraph
to count. For diamonds, e.g., this requires to keep certain information about triples of
vertices.

For the conditional lower bounds based on the combinatorial k-clique conjecture we first
directly deduce the lower bound for incremental 4-clique counting. Then we use the fact
that (a) we have a lower bound for 4-cliques, (b) we developed algorithms with O(m2/3)
update time for all non-induced subgraphs, and (c) there exist “counting formulas” that
allow to compute the number of any induced subgraph based on the number of 4-cliques
and the number of non-induced subgraphs. Thus, if the number of an induced subgraph
pattern could be computed in O(m1−δ) time per update for some small δ > 0 then we could
use the corresponding counting formula and our algorithms for non-induced subgraphs to
dynamically maintain the number of 4-cliques, contradicting our dynamic lower bound for
4-cliques.

For the conditional lower bounds based on the OMv conjecture we construct for each
subgraph pattern P based on an 1-uMv instance (which is a variant of OMv) a suitable graph
based on P with O(n) vertices and O(n2) edges such that detecting the existence of the
(non-induced) version of P in the graph equals finding the answer for the 1-uMv instance.
Then the lower bound follows as in [12]. The challenge is to construct such a graph. We
show how to do this for detecting non-induced (s)-paws, (s)-diamonds, (s)-4-cliques, and
(s)-k-cycles for k ≥ 3 and for counting non-induced length-3 (s)-paths.

Our paper gives in Section 2 the preliminaries, in Section 3 our new algorithms, and in
Section 4 our lower bounds. Some proofs had to be omitted due to space and are given in
the full version [11].

2 Preliminaries

Basic Definitions

We consider an undirected dynamic graph G = (V, E) and use n to denote the number of
vertices and m for the current number of edges. Two vertices u ̸= v are adjacent if there is
an edge e = {u, v} ∈ E. In this case, u and v are incident to e. The neighborhood N(v) of
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a vertex v is defined as {u | {u, v} ∈ E} and v’s degree is deg(v) = |N(v)|. As a shorthand
notation to exclude just one vertex, we use Nw̄(v) = N(v) \ {w} and degw̄(v) = |Nw̄(v)|, i.e.,
degw̄(v) = deg(v) − 1 if w ∈ N(v) and degw̄(v) = deg(v) otherwise. A k-path (also length-k
path) is a sequence of distinct edges ⟨{v0, v1}, {v1, v2}, . . . , {vk−1, vk}⟩ of length k, where
vi ̸= vj for all 0 ≤ i, j ≤ k. A k-cycle is a k-path where as an only exception the first vertex
equals the last, i.e., v0 = vk. A 3-cycle is also called triangle. A claw is a graph consisting
of a vertex x, called the central vertex, and three edges incident to it. A paw is a graph
consisting of a triangle together with an additional edge attached to one of the vertices of
the triangle. This vertex is called the central vertex of the paw and the additional edge the
arm. A diamond is a 4-cycle with a chord, i.e., an additional edge connecting one of the
two pairs of non-adjacent vertices, which creates two triangles sharing the chordal edge. A
k-clique is the complete graph Kk on k vertices.

A graph G′ = (V ′, E′) is a subgraph of G if V ′ ⊆ V and E′ ⊆ E. A subgraph G′ = (V ′, E′)
is said to be induced if E′ = {{u, v} ∈ E | u, v ∈ V ′}. The term non-induced subgraph or just
subgraph without an adjective refers to all subgraphs, induced and not. For a static graph P ,
also called pattern, we denote by c(G, P) the number of (non-induced) subgraphs of G that
are isomorphic to P , and by cI(G, P) the number of induced subgraphs that are isomorphic
to P, in each case divided by the number of automorphisms of P. For a vertex s ∈ V , we
further denote by c(G, P, s) the number of non-induced subgraphs of G that are isomorphic
to P and contain s. We denote by Pk the set of connected subgraphs on k vertices. There are
six connected graphs in P4, which we refer to as length-3 path , claw , paw , 4-cycle ,
diamond , and 4-clique .

Given a pattern P , we study the problem of maintaining the number of occurrences of P
as a subgraph or induced subgraph of G, called the non-induced subgraph count c(G, P) or
the induced subgraph count cI(G, P), respectively, of P in G, and the analogous problem of
maintaining the count of non-induced subgraphs containing a specific predefined vertex v ∈ V

or edge e ∈ E, c(G, P, v) or c(G, P, e), respectively. Unless stated otherwise, maintaining a
count implies that we can retrieve it by a query in constant time. We also study the closely
related problem of querying the number of subgraphs containing a specific vertex or edge
that is given only with the query.

Further Related Work

Detecting (or counting) subgraphs, also known as the subgraph isomorphism problem,
generalizes the clique or Hamiltonian cycle problem and is hence N P-hard. Nevertheless, it
can be solved efficiently if the subgraphs to detect or count are restricted.

Static algorithms. Algorithms counting numbers of subgraphs and solving related problems
have been studied extensively for static graphs. Alon, Yuster and Zwick [2] developed an
algorithm to count the number of triangles and other circles (up to seven vertices) in a
graph in time O(nω), where n denotes the number of vertices and ω < 2.373 [19] is the fast
matrix multiplication exponent, i.e., the smallest value such that two n × n matrices can
be multiplied in O(nω) time. Kloks, Kratsch and Müller [16] showed how to compute the
number of 4-cliques in time O(m(ω+1)/2) (m denotes the number of edges) and the number
of any other subgraph of size 4 in time O(nω + m(ω+1)/2). There is also a large body of work
on parallel algorithms for counting subgraphs (see e.g. [18]) and to develop approximate
algorithms in the streaming setting (see e.g. [6, 3]).
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Dynamic algorithms. A more recent development is counting subgraph numbers for dynamic
graphs. Kara et al. [14] provided an algorithm for counting triangles in amortized time
O(

√
m) per update and O(m) space, which can also enumerate them with constant time delay.

Dhulipala et al. [7] extended it to a batch-dynamic parallel algorithm with O(∆
√

∆ + m)
amortized work and O(polylog(∆ + m)) depth w.h.p. for a batch of ∆ updates. Based on
a static algorithm to enumerate cliques, they show how to obtain a dynamic algorithm for
maintaining the number of k-cliques for a fixed k > 3 with expected O(∆(m + ∆)αk−4) work
and O(log−2 n) depth w.h.p. per update and O(m + ∆) space, where α ∈ O(

√
m) is the

arboricity of the graph. They also give a parallel fast matrix multiplication algorithm with
O(min(∆m(2k−1)ωp/(3ωp+3), (∆ + m)2(k+1)ωp/(3ωp+3))) amortized work and O(log(∆ + m))
depth, with parallel matrix multiplication constant ωp. Eppstein et al. [9] also count all
three-vertex subgraphs in directed graphs in amortized time O(h). For specific graph classes,
namely bounded expansion graphs, Dvorak and Tuma [8] gave a different algorithm for
maintaining counts for arbitrary graph patterns P of k vertices the number of induced
subgraphs of pattern P in amortized time O(log(k2−k)/2−1 n) and in amortized time O(nϵ)
for any constant ϵ > 0 in no-where dense graphs.

In recent subsequent work [13], it was shown that counting 4-cycles is hard also in random
graphs, i.e., with Ω(m1/2−δ) update time or Ω(m1−δ) query time.

3 New Counting Algorithms for Subgraphs on Four Vertices

Counting the number of claws [10] and 4-cliques is fairly straightforward [7]. The latter
extends to 4-vertex subgraphs in general, where all work is either done during the updates
or queries.

▶ Observation 3 ([10]). Let G = (V, E) be a dynamic graph and P be the claw . Then,
c(G, P) =

∑
v∈V,deg(v)≥3

(deg(v)
3

)
. The count can be initialized in O(n) time and maintained

in constant time and space. We can query c(G, P, {u, v}) for an arbitrary edge {u, v} ∈ E in
constant time.

▶ Theorem 4. Let G = (V, E) be a dynamic graph and P ∈ P4. We can
(i) maintain c(G, P) in worst-case O(m) update time and constant space.
(ii) query c(G, P, {u, v}) for an arbitrary edge {u, v} ∈ E in worst-case O(m) time, with

constant update time and space.
(iii) query c(G, P, {u, v}) for an arbitrary edge {u, v} ∈ E in worst-case constant time, with

O(m) worst-case update time and O(m) space.

For connected 4-vertex subgraphs other than the claw and the clique, we can invest space
to achieve speedups in running time. In the following, we present our data structure and
show how to update it efficiently. We then use different parts of the data structure to count
different subgraphs. Specifically, we prove the following result:

▶ Theorem 5. Let G be a dynamic graph and P ∈ P4. We can maintain c(G, P) in
(i) amortized O(

√
m) update time with O(min(m1.5, n2)) space and query c(G, P, e) for

an arbitrary edge e ∈ E in worst-case O(
√

m) time if P is the length-3 path ,
(ii) amortized O(m2/3) update time with O(n2) space and query c(G, P, e) for an arbitrary

edge e ∈ E in worst-case O(m2/3) time if P is the paw or the 4-cycle ,
(iii) amortized O(m2/3) update time with O(min(nm, m5/3)) space and query c(G, P, e) for

an arbitrary edge e ∈ E in worst-case O(m2/3) time if P is the diamond .
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vLV t uLv uLLv cLV pLL uHv cL

Figure 1 Subgraph structures of Dε. Small and filled vertices have low degree, large and empty
vertices high degree, medium-sized and shaded vertices can have either high or low degree. Anchors
are marked by arrows.

Our algorithm makes use of a standard technique in dynamic graph algorithms that
partitions vertices into high-degree and low-degree vertices. We adapt it to our needs as
follows: Let m0 be the number of edges of G at construction or when recomputing from
scratch and let M = 2m0. A recomputation from scratch and re-initialization of the partition
is triggered whenever the current number of edges m < ⌊ M

4 ⌋ or m ≥ M . Initially and at
each recomputation from scratch, a vertex v ∈ V is classified as high-degree and added to
partition H if deg(v) ≥ θ and otherwise as low-degree and added to partition L := V \ H, for
some threshold θ. As G evolves, a high-degree vertex v is reclassified as low and moved to
L only if deg(v) < 1

2 θ. Vice-versa, a low-degree vertex v is reclassified as high and moved
to H only if deg(v) ≥ 3

2 θ. We call such a partition (H, L) a dynamic vertex partition with
threshold θ. If θ = Mε for some ε ∈ [0, 1], we call the partition an ε-partition.

▶ Theorem 6 (ε-Partition [15]). Let ε ∈ [0, 1] and consider an ε-partition (H, L) for a
dynamic graph G = (V, E). Then, |H| ∈ O(m1−ε). The partition can be constructed in O(n)
time and maintained in amortized constant time per update with amortized O(m−ε) changes
to the partition per update and Ω(m) updates between two recomputations from scratch. The
required space is O(n).

Data Structure Dε

We assume that the algorithm can access the degree of a vertex v in constant time and, for
each pair of vertices u, v determine in constant time whether {u, v} ∈ E. In addition, we
maintain the following data structure Dε or a subset of it, if we are not only interested in
counting some specific subgraphs on four vertices. All subgraph structures that are part of
Dε are non-induced. See Figure 1 for visualizations.

an ε-partition (H, L)
For each vertex v ∈ V : vLV[v]: the number of 2-paths ⟨{v, x}, {x, y}⟩ with x ∈ L
For each vertex v ∈ H: t[v]: the number of 3-cycles ⟨{v, x}, {x, y}, {y, v}⟩
For each distinct, unordered pair of vertices u, v ∈ V :

uLv[u, v]: the number of 2-paths ⟨{u, x}, {x, v}⟩ with x ∈ L
uLLv[u, v]: the number of length-3 paths ⟨{u, x}, {x, y}, {y, v}⟩ with x, y ∈ L
cLV[u, v]: the number of claws with a central vertex x ∈ L, u ̸= x ̸= v

pLL[u, v]: the number of paws with a central vertex x ∈ L, u ̸= x ̸= v, u or v at the
other end of the arm, and fourth vertex y ∈ L

For each distinct, unordered pair of vertices u, v ∈ H: uHv[u, v]: the number of length-2
paths ⟨{v, x}, {x, v}⟩ with x ∈ H
For each distinct, unordered triple of vertices u, v, w ∈ V : cL[u, v, w]: the number of
claws with a fourth vertex x ∈ L at the center
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For each auxiliary subgraph whose count is maintained by the data structure, we call vertices
of the set that acts as key anchors, e.g., u and v are anchors for the 2-paths ⟨{u, x}, {x, v}⟩
with x ∈ L, which are counted by uLv[u, v]. We use hash tables with O(1) amortized access
time and only store non-zero counts. Note that uLv, uLLv, pLL, and cL correspond to s2, s3,
s5, and s7, respectively, in the algorithm by Eppstein et al. [9], whereas vLV, t, and cLV are
modifications of s0, s1, and s4, and uHv has no equivalent at all. However, Eppstein et al. [9]
use a different partitioning scheme, where there are at most O(h) vertices of degree Ω(h),
whereas in our case, there are at most O(m1−ε) vertices of degree Ω(mε), which requires a
different running time analysis also for the common auxiliary counts.

We generally assume that in case of an edge insertion, the auxiliary counts are updated
immediately before the counts of interest, and in reverse order for an edge deletion. The
update of the ε-partition can either happen first or last (but not in between). We also assume
that we start with an empty graph and all counts are initialized to zero.

Maintaining the Data Structure Dε

Given a dynamic graph G = (V, E) and ε ∈ [0, 1], we show how the components of the data
structure Dε can be updated after an edge insertion or deletion and if a vertex changes
partition. We start with a helper lemma:

▶ Lemma 7. Let aux be an auxiliary subgraph count in Dε with worst-case update time
Eaux after an edge insertion or deletion, worst-case update time Vaux after a vertex changes
partition, and Saux space. Then, Dε with aux can be maintained in amortized update time
O(Eaux + Vaux · m−ε) with O(n + Saux) space.

Proof. By Theorem 6, the ε-partition can be maintained in O(n) space and such that there
are Ω(m) updates between two recomputations of the partition from scratch. After each such
complete repartitioning, we set aux to zero and re-insert all edges one-by-one. The total
recomputation time hence is O(m · Eaux) and amortization over Ω(m) edge updates results
in an amortized edge update time of O(Eaux). By Theorem 6, there are amortized O(m−ε)
vertices changing partition per edge update, hence the claim follows. ◀

As the insertion and deletion operations are entirely symmetric and only differ in whether
a certain amount is added or subtracted from the stored counts, we only give the details for
edge insertions in the following. Similarly, we only consider the case that a vertex v changes
from L to H; the other case is symmetric. Note that if v is about to change partitions,
deg(v) ∈ Θ(mε).

▶ Lemma 8. Dε with vLV can be maintained in amortized O(mε) update time and O(n)
space.

Proof. Let {u, v} be the newly inserted edge. If u ∈ L (v ∈ L), increase vLV[w] by one for
each w ∈ Nv̄(u) (w ∈ Nū(v)) and increase vLV[v] by deg(u) − 1 (vLV[u] by deg(v) − 1).
This takes O(mε) time.

If a vertex v ∈ L changes to H, this affects all length-2 paths where v is the central,
low-degree vertex. For each neighbor w ∈ N(v), decrease vLV[w] by deg(v)−1. The running
time is O(deg(v)) = O(mε).

As each vertex may be adjacent to at least one low-degree vertex, the space requirement
is O(n). By Lemma 7, Dε with vLV can hence be maintained in O(mε) amortized update
time and O(n) space. ◀
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▶ Lemma 9. Dε with uLv can be maintained in amortized O(mε) time per update and
O(min(m1+ε, n2)) space.

Proof. Let {u, v} be the newly inserted edge. If u ∈ L (v ∈ L), increment uLv[v, w]
(uLv[u, w]) by one for each w ∈ Nv̄(u) (w ∈ Nū(v)). This takes O(mε) time.

If a vertex v ∈ L changes to H, this affects all length-2 paths where v is the central,
low-degree vertex. For each pair of distinct neighbors x, y ∈ N(v), decrease uLv[x, y] by 1.
The running time is O(deg(v)2) = O(m2ε).

Each edge may be incident to at least one low-degree vertex v and form O(mε) length-2
paths with the other edges incident to v. The space requirement hence is O(min(m1+ε, n2)).
By Lemma 7, Dε with uLv can hence be maintained in O(mε + m2εm−ε) = O(mε) amortized
update time and O(min(m1+ε, n2)) space. ◀

▶ Lemma 10. Dε with t can be maintained in amortized O(mmax(1−ε,ε)) time per update
and O(min(m1+ε, n2)) space.

Proof. Let {u, v} be the newly inserted edge. For each h ∈ H, increment t[h] by one if
h is adjacent to both u and v. If u ∈ H (v ∈ H): Increment t[u] (t[v]) by one for each
h ∈ H that is adjacent to both u and v, and increment t[u] (t[v]) by uLv[u, v]. This takes
O(|H|) = O(m1−ε) time.

If a vertex v ∈ L changes to H, then for each pair of distinct neighbors x, y ∈ N(v) such
that {x, y} ∈ E, we increase t[v] by one. Otherwise, if v changes from H to L, set t[v] := 0.
The running time is O(deg(v)2) = O(m2ε).

By Lemma 9, Dε with uLv can be maintained in amortized O(mε) update time and
O(min(m1+ε, n2)) space. As |H| ∈ O(m1−ε), the space requirement for t is O(min(m1+ε, n2)).
By Lemma 7, Dε with t can be maintained in O(m1−ε +m2εm−ε)+O(mε) = O(mmax(1−ε,ε))
amortized update time and O(min(m1+ε, n2)) space. ◀

▶ Lemma 11. Dε with uLLv can be maintained in amortized O(m2ε) time per update and
O(min(m1+2ε, n2)) space.

Proof. Let {u, v} be the newly inserted edge. If u ∈ L (v ∈ L), we count the length-3
paths starting/ending with {u, v} as follows: For each low-degree neighbor w ∈ Nv̄(u) ∩ L
(w ∈ Nū(v) ∩ L), increment uLLv[v, x] (uLLv[u, x]) by one for each x ∈ N(w) \ {u, v}. This
takes O(m2ε) time. If both u ∈ L and v ∈ L, we additionally count the length-3 paths having
{u, v} as centerpiece in O(deg(u)2) = O(m2ε) time: For each pair of distinct vertices x, y

with x ∈ Nv̄(u), y ∈ Nū(v), increment uLLv[x, y] by one.
If a vertex v ∈ L changes to H, we iterate over all pairs of distinct vertices y, w, where

y ∈ Nv̄(x) for some low-degree neighbor x ∈ N(v) ∩ L and w ∈ Nx̄(v), and decrease
uLLv[w, y] by one. As v has O(m2ε) pairs of neighbors and each low-degree neighbor has in
turn O(mε) neighbors, the running time is in O(m3ε).

Each edge may be incident to two low-degree vertices and hence form O(m2ε) length-3
paths with the other edges incident to the end vertices. The space requirement hence is
O(min(m1+2ε, n2)). By Lemma 7, Dε with uLLv can be maintained in O(m2ε + m3εm−ε) =
O(m2ε) amortized update time and O(min(m1+2ε, n2)) space. ◀

▶ Lemma 12. Dε with cLV can be maintained in amortized O(m2ε) time per update and
O(n min(n, m2ε)) space.

Proof. Let {u, v} be the newly inserted edge. If u ∈ L (v ∈ L), we update the number
of claws where u (v) is the central vertex as follows: For each pair of distinct neighbors
x, y ∈ Nv̄(u) (x, y ∈ Nū(v)), increment cLV[x, y] by one. This accommodates for the claws
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where v (u) is not an anchor vertex and takes O(m2ε) time. For the other case, increment
cLV[v, w] (cLV[u, w]) by deg(u) − 2 (deg(v) − 2) for each w ∈ Nv̄(u) (w ∈ Nū(v)) in O(mε)
time.

If a vertex v ∈ L changes to H, we decrease cLV[x, y] by deg(v) − 2 for each pair of
distinct neighbors x, y ∈ N(v) in total O(deg(v)2) = O(m2ε) time.

As each vertex may be adjacent to at least one low-degree vertex and we store the count
for all pairs, the space requirement is in O(n2). On the other hand, each low-degree vertex
has at most O(m2ε) neighbors that can serve as anchors, which yields a space requirement
of O(nm2ε). By Lemma 7, Dε with cLV can be maintained in O(m2ε + m2εm−ε) = O(m2ε)
amortized update time and O(n min(n, m2ε)) space. ◀

▶ Lemma 13. Dε with pLL can be maintained in amortized O(m2ε) time per update and
O(min(n2, nm2ε)) space.

Proof. Let {u, v} be the newly inserted edge.
If u ∈ L (v ∈ L): First, we update all paws where u (v) is the central vertex and v (u)

is the anchor vertex at the arm: For each ordered pair of distinct neighbors x, y ∈ Nv̄(u)
(x, y ∈ Nū(v)) such that x ∈ L and {x, y} ∈ E, increment pLL[v, y] (pLL[u, y]) by one. This
can be done in O(m2ε) time. Second, we update all paws where u (v) is the central vertex
and v (u) is the anchor vertex in the triangle: For each ordered pair of distinct neighbors
x, y ∈ Nv̄(u) (x, y ∈ Nū(v)) such that x ∈ L and {x, v} ∈ E ({x, u} ∈ E), increment
pLL[v, y] (pLL[u, y]) by one. This again can be done in O(m2ε) time. Third, we update
all paws where u (v) is the non-anchor, non-central vertex in the triangle and v (u) is the
anchor vertex in the triangle: For each neighbor x ∈ Nv̄(u) (x ∈ Nū(v)) with x ∈ L and
{v, x} ∈ E ({u, x} ∈ E), increment pLL[v, y] (pLL[u, y]) by one for each y ∈ N(x) \ {u, v}.
The running time is in O(m2ε), as u, x ∈ L.

If both u ∈ L and v ∈ L, we update all paws where {u, v} connects the central vertex to
the non-anchor vertex in the triangle: For each ordered pair of distinct neighbors x, y ∈ Nv̄(u)
with {x, v} ∈ E and each ordered pair of distinct neighbors x, y ∈ Nū(v) with {x, u} ∈ E,
increment pLL[x, y] by one. The running time is in O(deg(u)2 + deg(v)2) = O(m2ε).

If a vertex v ∈ L changes to H: For all paws where v was the central vertex, we iterate
over all unordered pairs of neighbors y, z ∈ N(v) and every neighbor x ∈ N(v) ∩ L such
that y ≠ x ̸= z. If {x, y} ∈ E, we decrease pLL[y, z] by one, and if {x, z} ∈ E, we also
decrease pLL[y, z] by one. For all paws where v was the low-degree, non-central vertex in
the triangle, we iterate over all pairs of distinct neighbors x, y ∈ N(v) such that {x, y} ∈ E

and x ∈ L, and, for each z ∈ N(x) \ {v, y}, decrease pLL[y, z] by one. In this case,
{x, z} forms the arm. As deg(x) ∈ O(mε) in the second case, the total running time is
O(deg(v)3 + deg(v)2 · mε) = O(m3ε).

The argument for the space requirement is the same as for to cLV and O(n min(n, m2ε))
by Lemma 12. By Lemma 7, Dε with pLL can be maintained in O(m2ε + m3εm−ε) = O(m2ε)
amortized update time and O(n min(n, m2ε)) space. ◀

▶ Lemma 14. Dε with uHv can be maintained in amortized O(mmax(1−ε,ε)) time per update
and O(n + min(n2, m2−2ε)) space.

Proof. Let {u, v} be the newly inserted edge. If u, v ∈ H, we iterate over all h ∈ H \ {u, v}.
If h is adjacent to u (v), increment uHv[h, v] (uHv[u, h]), respectively, by one. The running
time is O(|H|) = O(m1−ε).

If a vertex v ∈ L changes to H (analogously vice-versa): For each pair of distinct high-
degree neighbors x, y ∈ N(v) ∩ H, increment uHv[x, y] by one in total O(deg(v)2) = O(m2ε)
time. Only if v changes from L to H: For every high-degree neighbor w ∈ N(v) ∩ H, we
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Figure 2 Counting the number of diamonds that contain an edge {u, v}. Green, dashed edges
belong to paths that are considered via auxiliary counts, whereas dotted edges are edges whose
presence is looked up by the algorithm. As before, small and filled vertices have low degree, large and
empty vertices high degree, medium-sized and shaded vertices can have either high or low degree.

iterate over all h ∈ H and increase uHv[v, h] by one if {w, h} ∈ E in total O(deg(v) · |H|) =
O(mε · m1−ε) = O(m) time. Only if v changes from H to L, we set uHv[v, h] := 0 for each
h ∈ H in total O(|H|) = O(m1−ε) time. The overall time is hence O(mmax(2ε,1)).

There are O(min(n, m1−ε)) high-degree vertices, which results in O(min(n2, m2−2ε)) pairs
of anchor vertices. Dε with uHv can hence be maintained in O(m1−ε + mmax(2ε,1)m−ε) =
O(mmax(1−ε,ε)) amortized update time and O(n + min(n2, m2−2ε)) space by Lemma 7. ◀

▶ Lemma 15. Dε with cL can be maintained in amortized O(m2ε) time per update and
O(min(n3, nm3ε, m1+2ε)) space.

Proof. Let {u, v} be the newly inserted edge. If u ∈ L (v ∈ L), increment cL[v, x, y]
(cL[u, x, y]) by one for each pair of distinct neighbors x, y ∈ Nv̄(u) (x, y ∈ Nū(v)). This
takes O(m2ε) time.

If a vertex v ∈ L changes to H: For each triple of distinct neighbors x, y, z ∈ N(v), we
decrease cL[x, y, z] by one in total O(deg(v)3) = O(m3ε) time.

As each edge may be incident to a low-degree vertex v, the number of triples with non-zero
count for cL is in O(min(n3, nm3ε, m1+2ε)). By Lemma 7, Dε with cL can be maintained in
O(m2ε + m3ε−ε) = O(m2ε) amortized update time and O(min(n3, m1+2ε)) space. ◀

Non-Induced Subgraph Counts

We are now ready to prove Theorem 5 and show for each connected subgraph on four vertices
how to count it using the data structure Dε.

▶ Lemma 16. Let G = (V, E) be a dynamic graph, ε ∈ [0, 1], and P be the diamond .
We can query c(G, P, {u, v}) for an arbitrary edge {u, v} ∈ E in O(min(mmax(1−ε,2ε), n2))
worst-case time if we maintain the data structure Dε with auxiliary counts uLv, pLL, uHv,
and cL.

Proof. Edge {u, v} can either be the chord of the diamond or be part of the 4-cycle. See
Figure 2 for an illustration.

For the first case, where {u, v} is the chord: (a) If u, v ∈ H, we can obtain the number
of length-2 paths p between u and v as p = uLv[u, v] + uHv[u, v]. As each pair of length-2
paths forms a diamond with {u, v}, the total number of diamonds is

(
p
2
)
. (b) Otherwise,

{u, v} ∩ L ̸= ∅. W.l.o.g., u ∈ L. We then iterate over all distinct, unordered pairs of
neighbors x, y ∈ Nv̄(u) in O(deg(u)2) = O(min(m2ε, n2)) time. For each such pair with
{x, v}, {y, v} ∈ E, we count one diamond.

For the second case, where {u, v} is part of the cycle, we distinguish between the degrees
of the other two vertices. (a) The number of diamonds where the other two vertices have
low degree is given by pLL[u, v]. Note that either u or v is incident to the chord. (b) The
number of diamonds where the other vertex incident to the chord has low degree and
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the fourth vertex has high degree can be obtained by iterating over all h ∈ H \ {u, v} in
O(|H|) = O(min(m1−ε, n)) time. If either {h, u} ∈ E or {h, v} ∈ E, we have cL[u, v, h] more
diamonds. If both {h, u}, {h, v} ∈ E, we add 2cL[u, v, h] to the number of diamonds. (c,
d) The number of diamonds where the other vertex incident to the chord has high degree can be
obtained as follows: (c) If u ∈ H (v ∈ H), the number of diamonds where the chord is incident
to u (v) can be obtained by iterating over all h ∈ H\{u, v} in O(|H|) = O(min(m1−ε, n)) time.
For each such vertex h, we check whether {u, h}, {v, h} ∈ E and add uLv[u, h]+uHv[u, h]−1
(uLv[v, h]+uHv[v, h]−1) to the count. The correction by 1 is necessary because the auxiliary
counts also contain the path ⟨{u, v}, {v, h}⟩ (⟨{h, u}, {u, v}⟩). (d) If u ∈ L (v ∈ L), we iterate
over all high-degree neighbors h ∈ Nv̄(u) ∩ H (h ∈ Nū(v) ∩ H) and in each case over all
x ∈ N(u) \ {v, h} (x ∈ N(v) \ {u, h}) in total O(min(m2ε, n2)) time and count one diamond
each if {h, x}, {h, v} ∈ E ({h, x}, {h, u} ∈ E). ◀

▶ Lemma 17. Let G = (V, E) be a dynamic graph and P be the diamond . We can
maintain c(G, P) in amortized O(m2/3) update time and O(min(nm, m

5
3 )) space. We can

query c(G, P, e) for an arbitrary edge e ∈ E in worst-case O(m2/3) time.

Proof. After an edge {u, v} was inserted or before an edge {u, v} is removed, the number
of diamonds containing it can be obtained in O(min(mmax(1−ε,2ε), n2)) time worst-case
time by Lemma 16 if Dε with auxiliary counts uLv, pLL, uHv, and cL is maintained. By
Lemma 9, Lemma 13, Lemma 14, and Lemma 15, this can be done in amortized O(mε +
mmax(1−ε,ε) + m2ε) = O(mmax(1−ε,2ε)) time and O(min(n3, max(n2, nm3ε, m2−2ε, m1+2ε)))
space. Together with the cost for the query, this yields a total amortized update time
of O(mmax(1−ε,2ε)) = O(m 2

3 ) for ε = 1
3 and O(min(nm, m

5
3 )) space. By Lemma 16, the

worst-case time to query c(G, P, e) for an arbitrary edge e ∈ E then is O(m2/3). ◀

Queries with Vertices and Edges and Non-Induced s-Subgraph Counts

With similar techniques, we can count non-induced triangles containing a specified vertex or
edge as well as maintain s-subgraph counts for patterns with up to four vertices.

▶ Theorem 18. Let G = (V, E) be a dynamic graph, P be the 3-cycle , and ε ∈ [0, 1]. We
can query c(G, P, a) for an arbitrary vertex or edge a in

(i) worst-case O(min(m2ε, n2)) time with O(mmax(ε,1−ε)) amortized update time and
O(min(n2, m1+ε)) space if a ∈ V ,

(ii) worst-case time O(min(m1−ε, n)) with O(mε) amortized update time and
O(min(n2, m1+ε)) space if a ∈ E.

▶ Corollary 19. Let G = (V, E) be a dynamic graph and P the 3-cycle . We can maintain
c(G, P) with an amortized update time of O(

√
m) and O(min(n2, m1.5)) space and query

c(G, P, e) for e ∈ E arbitrary in worst-case O(
√

m) time. We can query c(G, P, v) for
arbitrary v ∈ V in worst-case O(m2/3) time with an amortized update time of O(m2/3) and
O(min(n2, m4/3)) space.

▶ Theorem 20. Let G = (V, E) be a dynamic graph, s ∈ V , and P be a connected subgraph.
We can maintain the non-induced s-subgraph count c(G, P, s) in

(i) worst-case constant update time and constant space if P is the claw ,
(ii) amortized update time O(

√
m) and O(n) space if P is the 3-cycle or the length-3

path ,
(iii) amortized update time O(m2/3) and O(n2) space if P is the paw , the 4-cycle , or

the diamond ,
(iv) worst-case update time O(m) and constant space if P is the 4-clique .
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4 Lower Bounds

We give new lower bounds for detecting and counting induced and non-induced subgraphs.

Induced Subgraph Counts

Our results for counting induced subgraphs on four vertices are conditioned on the combina-
torial k-clique conjecture:

▶ Theorem 21. Let G be a dynamic graph, P ∈ P4, and let γ > 0 be a small constant. There
is no incremental or fully dynamic combinatorial algorithm with preprocessing time O(m2−γ)
for maintaining cI(G, P) in amortized update time O(m1−γ) and query time O(m2−γ), unless
the k-clique conjecture fails.

Before we turn to the proof, we recall the following relations between subgraph counts.

▶ Lemma 22 ([9]). For each pair P, P ′ ∈ P4, the non-induced subgraph count c(P, P ′) = 1
if P = P ′ and otherwise nonzero only in the following cases:

c( , ) = 2, c( , ) = 4, c( , ) = 6, c( , ) = 12,

c( , ) = 1, c( , ) = 2, c( , ) = 4, c( , ) = 4,

c( , ) = 12, c( , ) = 1, c( , ) = 3, c( , ) = 6.

▶ Proposition 23 ([17]). Let G, P be graphs and let k be the number of vertices of P. Then,
c(G, P) =

∑
P ∈Pk

cI(G, P ) · c(P, P).

▶ Lemma 24. Let G = (V, E) be a graph. The following relationships between induced and
non-induced subgraph counts hold:

cI(G, ) = c(G, )
cI(G, ) = c(G, ) − 6cI(G, )
cI(G, ) = c(G, ) − c(G, ) + 3cI(G, )
cI(G, ) = c(G, ) − 4c(G, ) + 12cI(G, )
cI(G, ) = c(G, ) − c(G, ) + 2c(G, ) − 4cI(G, )
cI(G, ) = c(G, ) − 2c(G, ) − 4c(G, ) + 6c(G, ) − 12cI(G, )

Proof. Let P ∈ P4. The statement follows from Proposition 23 and Lemma 22 by substituting
equations and solving them for cI(G, P) in the order as listed. ◀

▶ Corollary 25. Let G = (V, E) be a dynamic graph and P ∈ P4. We can maintain cI(G, P)
with O(m) worst-case update time and constant space.

Proof of Theorem 21. First consider the case that P = . Suppose there is an incremental
or fully dynamic algorithm A that maintains cI(G, P) in time O(m1−γ) with query time
O(m2−γ) for some γ > 0. Construct an algorithm A′ for static 4-clique detection as follows:
Run A on an initially empty graph, insert all edges one-by-one in total O(m2−γ) time, and
query the result in O(m2−γ) time. As O(m2−γ) = O(n4−2γ) this contradicts Conjecture 2.

For the remaining five induced four-vertex subgraphs, let P be such a subgraph. We
construct a deterministic algorithm A′ for static 4-clique detection as follows: A′ executes
the above operations for our non-induced subgraph counting algorithm from Sect. 3, which
can maintain the number of all connected subgraphs on four vertices with O(m2/3) amortized
update time and O(1) query time by Theorem 5. It thus takes O(m5/3) time in total to
compute c(G, P ′) for all P ′ ∈ P4\{ }. Assume by contradiction that there exists an algorithm
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Figure 3 Construction of GM,g,h and G for u⊤Mv for (s)-5-cycle and (s)-diamond detection.

A∗ that maintains cI(G, P) in update time O(m1−γ) and query time O(m2−γ). Then A′

also executes the same operations with A∗ to compute cI(G, P). Using the formula for P in
Lemma 24, A′ can solve the static 4-clique detection problem in time O(mmax(5/3,2−γ)) ⊆
O(n4−δ) time for δ = min(2γ, 2/3) > 0, a contradiction to Conjecture 2. ◀

Non-Induced Subgraph Counts

In this section, we give new lower bounds for detecting (and thus counting) cycles of arbitrary
length, paws, diamonds, and 4-cliques1, as well as counting length-3 paths. Our results are
based on the OMv conjecture. In [12] it is proven that instead of reducing from OMv directly
it suffices to reduce from the following 1-uMv version: For any positive integer parameters n1,
n2, given an n1 × n2 matrix M , there is no algorithm with preprocessing time polynomial
in n1 and n2 that computes for an n1-dimensional vector u and an n2-dimensional vector
v the product u⊤Mv in time O(n1n1−δ

2 + n1−δ
1 n2) for any small constant δ > 0 with error

probability of at most 1
3 in the word-RAM model with O(log n) bit words.

▶ Theorem 26. Let G be a partially dynamic graph and let P be the paw , the diamond ,
the 4-clique , or a k-cycle with k ≥ 3. On condition of Conjecture 1, there is no partially
dynamic algorithm to maintain whether c(G, P) > 0 with polynomial preprocessing time and
worst-case update time O(m1/2−δ) and query time O(m1−δ) with an error probability of at
most 1/3 for any δ > 0. This also holds for fully dynamic algorithms with amortized update
time and for paws, diamonds, 4-cliques, or odd k-cycles containing a specific vertex s, as
well as for maintaining the number of length-3 paths and the number of length-3 paths
containing a specific vertex s.

Our constructions build on the following graph (see Figure 3 for an example).

▶ Definition 27 (GM,g,h). Given a matrix M ∈ {0, 1}n1×n2 and two integers g, h ≥ 0, we
denote by GM,g,h = (

⋃
0≤p≤g

L(p) ∪
⋃

0≤q≤h

R(q), EL ∪ ER ∪ EM ) the (g + h + 2)-partite graph with

L(p) =
{

l
(p)
1 , . . . , l(p)

n1

}
, 0 ≤ p ≤ g; EL =

{
(l(p)

i , l
(p+1)
i ) | 1 ≤ i ≤ n1 ∧ 0 ≤ p < g

}
R(q) =

{
r

(q)
1 , . . . , r(q)

n2

}
, 0 ≤ q ≤ h; ER =

{
(r(q)

j , r
(q+1)
j ) | 1 ≤ j ≤ n2 ∧ 0 ≤ q < h

}
and EM = {(l(g)

i , r
(h)
j ) | Mij = 1}. GM,g,h has (g + 1) · n1 + (h + 1) · n2 vertices and at most

n1n2 + g · n1 + h · n2 edges. All vertices x in L(p) for 1 ≤ p < g and in R(q) for 1 ≤ q < h

have deg(x) = 2, whereas all vertices y in L(0) and in R(0) have deg(y) = 1.
For convenience, we set L := L(0), R := R(0), li := l

(0)
i , and rj := r

(0)
j .

▶ Observation 28. Every cycle in GM,g,h is even and has length at least 4.

1 Theorem 21 applies also to 4-cliques, but it is based on a different assumption.
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Let s be a fixed vertex in the graph. The s-k-cycle detection problem requires the
algorithm to detect whether a k-cycle containing s exists. We use the same notation for the
other subgraphs as well.

▶ Lemma 29. Given a partially dynamic algorithm A for one of the problems listed below,
one can solve 1-uMv with parameters n1 and n2 by running the preprocessing step of A on a
graph with O(m +

√
m · k) edges and Θ(

√
m · k) vertices, and then making O(

√
m) insertions

(or O(
√

m) deletions) and 1 query, where m is such that n1 = n2 =
√

m. The problems are
(a) (s-)k-Cycle Detection for odd k

(b) (s-)Paw Detection
(c) (s-)Diamond Detection

(d) (s-)k-Clique Detection for k = 4
(e) (s-)length-k Path Counting for k = 3
(f) k-Cycle Detection

Proof of Case (c). We only prove the decremental case. Consider a 1-uMv problem with
n1 = n2 =

√
m. Given M , we construct the tripartite graph G from GM,1,0 by adding to it

a vertex s and connecting it by an edge to every vertex in GM,1,0. Thus, the total number of
edges is at most n1n2 + 3n1 + n2 = O(m). Once u and v arrive, we delete {s, li} and {s, l

(1)
i }

iff ui = 0 and delete {rj , s} iff vj = 0. See Figure 3 for an example.
Consider the case that G contains a diamond with chord e. As every triangle must be

incident to s by Observation 28, e = {s, x} for some x ∈ L ∪ L(1) ∪ R. Furthermore, all
vertices in L have degree at most two and x has degree at least three, so x ̸∈ L. If x = rj ∈ R,
then by construction, x must have two neighbors l

(1)
i , l

(1)
i′ ∈ L(1) such that there are edges

{s, l
(1)
i } and {s, l

(1)
i′ } in G. Again by construction, there are thus also edges {s, li} and {s, li′}

and a diamond {s, li, l
(1)
i , x = rj} with chord {s, l

(1)
i }. As each vertex in L(1) is adjacent to

exactly one vertex in L, every diamond must contain a vertex r ∈ R and the edge {r, s}.
Hence, we have u⊤Mv = 1 iff there is a diamond in G iff there is a diamond incident to s.
In total, we need to do 2n1 + n2 = O(

√
m) updates and 1 query. ◀

5 Conclusion

Our focus in this work was especially on non-induced and induced four-vertex subgraphs. We
gave improved both upper and lower bounds for detecting or counting four-vertex subgraphs
in the dynamic setting, thereby closing the gap (w.r.t. improvements by a polynomial factor)
for counting non-induced length-3 paths and narrowing it considerably for non-induced paws,
4-cycles, and diamonds. For counting induced subgraphs, we showed that the update time of
the algorithm by Eppstein et al. [9] cannot be improved by a polynomial factor, but that a
better space complexity can be achieved in the worst case.

Many of our lower bounds also apply to subgraphs with more than four vertices, but
to the best of our knowledge, only algorithms for cliques have been considered here so far.
Hence, besides closing the gap for four-vertex subgraphs, the complexity of detecting and
counting subgraphs with five or more vertices would be an interesting field for future work.

We also investigated the complexity of querying the number of subgraphs containing
a specific edge, as such queries are relevant, e.g., to measure the similarity of graphs via
histograms. This can similarly be done for vertices. As a by-product of our results for
four-vertex subgraphs, we showed for 3-cycles that such vertex queries can be answered in
O(m 2

3 ). The complexity of vertex queries for larger subgraphs remains an open question.
Further interesting lines to follow regard the complexity of approximate counting, counting

all approximately densest subgraphs, as well as the complexity of enumerating subgraphs.
Our work was strongly motivated also by the practical relevance of counting subgraphs

in the dynamic setting. For this reason, we consider an experimental evaluation of dynamic
subgraph counting algorithms a relevant and very interesting task for future work.

SAND 2022
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Abstract
Temporal graphs have been recently introduced to model changes to a given network that occur
throughout a fixed period of time. We introduce and investigate the Temporal ∆ Independent
Set problem, a temporal variant of the well known Independent Set problem. This problem is
e.g. motivated in the context of finding conflict-free schedules for maximum subsets of tasks, that
have certain (changing) constraints on each day they need to be performed. We are specifically
interested in the case where each task needs to be performed in a certain time-interval on each day
and two tasks are in conflict on a day if their time-intervals overlap on that day. This leads us to
considering Temporal ∆ Independent Set on the restricted class of temporal unit interval graphs,
i.e., temporal graphs where each layer is unit interval.

We present several hardness results for this problem, as well as two algorithms: The first is
a constant-factor approximation algorithm for instances where τ , the total number of time steps
(layers) of the temporal graph, and ∆, a parameter that allows us to model some tolerance in the
conflicts, are constants. For the second result we use the notion of order preservation for temporal
unit interval graphs that, informally, requires the intervals of every layer to obey a common ordering.
We provide an FPT algorithm parameterized by the size of minimum vertex deletion set to order
preservation.
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1 Introduction

Suppose there are n postdocs, each requesting access to your lab in the next τ days for
conducting their experiments. Each postdoc submitted at the beginning of the semester an
application form which specifies a τ -day schedule for lab experiments, where in each day, the
postdoc’s schedule specifies a single uninterrupted time-interval for their experiment. All of
the n postdocs are very promising, and you wish to make sure that at least k of them are
able to conduct their research throughout the entire time period of τ days. However, since
the lab is small, it is preferable that no two postdocs share it at the same time. How can
you find out if the lab can accept the application of at least k postdocs?
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This problem can be classically modeled as an Independent Set problem on an
undirected graph G with n vertices, one for each postdoc, by which two vertices are connected
by an edge if at any day the lab sessions of the two corresponding postdocs overlap. Given
such a graph G with a vertex set V and an edge set E, a solution to Independent Set
will comprise a subset of vertices V ′ ⊆ V such that no two vertices in V ′ are connected by
an edge in E. In case that there exists an independent set V ′ with a cardinality at least k,
there exist k postdocs whose research projects can be scheduled over the next τ days such
that there are no conflicting lab sessions on any day.

However, by considering the static graph G comprising all conflicts on its own, we lose
all the daily information of each postdoc. This can be a serious hindrance if we are willing
to allow some leeway in the way we schedule the lab sessions. For example, given that
practically every postdoc in the group is known to skip their lab session every once in a
while, one might want to allow some overlaps in the schedule. Thus, one could assume that
if the experiments of two postdocs do not overlap in more than ∆ consecutive days, then
they can still be scheduled together. This leads us to the Temporal ∆ Independent Set
problem which we introduce below.

If we wish to retain the daily information of each postdoc, we naturally have to generalize
our graph to a temporal graph. Temporal graphs generalize static graphs by adding a discrete
temporal dimension to the edge set. Formally, a temporal graph G = (V, E , τ) is an ordered
triple consisting of a set V of vertices, a set E ⊆

(
V
2
)

× {1, 2, . . . , τ} of time-edges, and a
maximal time label τ ∈ N. A temporal graph can be regarded as a set of τ consecutive time
steps, in which each step is a static graph. For t ∈ {1, . . . , τ}, we define the t-th layer as
Gt = (V, Et), where Et = {{u, v} : ({u, v}, t) ∈ E}. We refer to Casteigts et al. [6], Flocchini
et al. [13], Kostakos [29], Latapy et al. [30] and Michail [34] for a more detailed background
on temporal graphs.

We next extend the notion of independent sets to temporal graphs. We say a vertex
set V ′ is a ∆-independent set in a temporal graph G = (V, E , τ) if V ′ is an independent set in
the edge-intersection graph of every ∆ consecutive time steps of G. That is, for any pair of
distinct vertices u ̸= v ∈ V ′ and t ∈ {1, . . . , τ − ∆ + 1}, there exists a t′ ∈ {t, . . . , t + ∆ − 1}
such that {u, v} /∈ Et′ . We call this edge-intersection graph of every ∆ consecutive time

steps G = (V,
τ−∆+1⋃

i=1

i+∆−1⋂
j=i

Ej) the conflict graph. With this notion in mind, we can now

introduce the main problem we deal with in this paper. We give an example in Figure 1.

Temporal ∆ Independent Set
Input: A temporal graph G = (V, E , τ) and two integers k, ∆ ∈ N.
Question: Is there set V ′ ⊆ V of vertices such that |V ′| ≥ k and V ′ is an independent set in

the conflict graph G = (V,
τ−∆+1⋃

i=1

i+∆−1⋂
j=i

Ej)?

Temporal interval graphs. Recall our initial problem of allocating lab space to the
n postdocs. Observe that in this setting, each daily conflict graph Gt (corresponding
to layer t of the input temporal graph) can also be represented by a set of n intervals, where
each each interval indicates a lab session’s time-interval of the corresponding scientist on day t.
Such a representation is called an interval representation of Gt, and it is a unique property
of interval graphs. As first defined by Hajós [21], a graph belongs to the class of interval
graphs if there exists a mapping of its vertices to a set of intervals over a line such that two
vertices are adjacent if and only if their corresponding intervals overlap. Interval graphs are
used to model many natural phenomena which occur along the line of a one-dimensional
axis, and have various applications in scheduling [3], computational biology [26], and more.
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Figure 1 An example of Temporal ∆ Independent Set instance with a temporal graph G
with three layers and ∆ = 2. The graph G is the conflict graph of the instance. The vertex
subset V ′ = {v1, v4, v5} is a maximum sized solution for this instance.

An important subclass of interval graphs is the class of unit interval graphs: A graph G is
a unit interval graph if it has interval representation where all intervals are of the same length.
It is well-known that this graph class is equivalent to the class of proper interval graphs,
graphs with interval representation where no interval is properly contained in another [36].
The restriction to unit interval graphs is quite natural for our lab allocation problem, since
in many cases one can assume that all experiments take roughly the same time. Thus, we
will also focus on the Temporal ∆ Independent Set problem restricted to temporal unit
interval graphs.

We focus in this paper on temporal interval graphs, that is temporal graphs G where
each layer is an interval graph. More specifically, most of our work is focused on temporal
unit interval graphs, i.e., the case where each layer is a unit interval graph. It should be
clear at this point that assuming that all lab sessions take the same amount of time, our lab
allocation problem is precisely the Temporal ∆ Independent Set problem restricted to
temporal unit interval graphs.

Geometric interpretation. The restriction of Temporal ∆ Independent Set to temporal
interval graphs gives rise to an elegant and useful geometric interpretation. Let us first
consider the case of ∆ = 1. A t-track (unit) interval is a union of t (unit) intervals, one
each from t parallel lines, and a family of t-track (unit) intervals is a set of t-track (unit)
intervals which have intervals all from the same t parallel lines. Clearly, the set of all τ

intervals corresponding to a single vertex in G can be represented by a τ -track interval, and
so for ∆ = 1, the conflict graph G of G is an intersection graph of a family of τ -track unit
intervals. For ∆ > 1, we need to use hyperrectangles and hypercubes instead of intervals
and unit intervals. We define t-track hyperrectangles (hypercubes) and families of t-track
hyperrectangles (hypercubes) in the natural manner. In this way, we get that our conflict
graph G is an intersection graph of a family of (τ − ∆ + 1)-track ∆-dimensional hypercubes.
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Order-preserving temporal interval graphs. Considering our introductory example, it may
be a reasonable assumption that some postdocs generally prefer to conduct their experiments
in the morning while others prefer to work in the evenings. In this scenario, we have a natural
ordering on the time-intervals of the postdocs that stays the same or at least does not change
much over the time period of τ days. We use the notion of order-preserving temporal graphs
to formalize this setting. Order preservation on temporal interval graphs was first introduced
by Fluschnik et al. [14]. A temporal interval graph is said to be order-preserving if it admits a
vertex ordering <V such that each of its time steps can be represented by an interval model
such that both the right-endpoints and left-endpoints are ordered by <V . Fluschnik et al. [14]
show that the recognition of order-preserving temporal unit interval graphs can be done in
linear time, and also offer a metric to measure the distance of a temporal interval graph
from being order-preserving, which they call the “shuffle number”. It measures the maximum
pairwise disagreements in the vertex ordering of any two consecutive layers. We propose an
alternative metric to measure the distance to order preservation. Our distance is simply the
minimum number k of vertices to be deleted in order to obtain an order-preserving temporal
interval graph, and we call it the order-preserving vertex deletion (OPVD) metric.

1.1 Our results
We present both hardness results and positive results regarding Temporal ∆ Independent
Set in temporal unit interval graphs. Our initial hardness results in Section 2.2 are based
on adaptations of the hardness result of Marx [31] for Independent Set on axis parallel
squares in the plane, and Jiang [25] for Independent Set on t-track graphs. These hardness
results apply for quite restricted instances of temporal interval graphs. For instance, we show
that our problem is NP-hard even for τ = 2.

In Section 3, we present an approximation algorithm for Maximum Temporal ∆
Independent Set (the canonical optimization variant of Temporal ∆ Independent Set
where we want to maximize the independent set size) restricted to temporal unit interval
graphs. The algorithm exploits the geometric interpretation of the problem discussed above
to achieve an approximation factor of (τ − ∆ + 1) · 2∆ in polynomial time, and can also be
extended to the weighted case.

In Section 4, we turn to discuss order-preserving temporal unit interval graphs. As
mentioned above, this concept was introduced by Fluschnik et al. [14] for temporal interval
graphs. We show that computing the OPVD set (i.e., the set of vertices whose removal leaves
an order-preserving graph) of a unit interval temporal graph is NP-hard. We complement
this result by providing an FPT algorithm for computing an OPVD set when parameterized
by the solution size. This leads to an FPT algorithm for ∆ Independent Set in temporal
unit interval graph when parameterized by minimum OPVD set.

1.2 Related Work
By now, there is already a significant body of research related to temporal graphs in general [6,
13, 29, 34], as well as graph problems cast onto the temporal setting [2, 4, 14, 23, 39, 33, 32].
To the best of our knowledge, the problem of Temporal ∆ Independent Set has not
been studied previously, but our definition is highly inspired by the Temporal ∆ Clique
problem [4, 23, 39].

The classical static Independent Set problem is clearly a special case of Temporal
∆ Independent Set when τ = 1. While Independent Set is NP-complete for general
undirected graphs [15], it is solvable in linear time on interval graphs and some of their
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generalizations [16, 24, 37]. Thus, Temporal ∆ Independent Set on temporal interval
graph is linear time solvable when τ = 1. Moreover, for larger values of τ , the Temporal 1
Independent Set problem is a special case of Independent Set in τ -interval graphs [19].
Bar-Yehuda et al. [3] presented a 2τ approximation algorithm for Independent Set in
τ -interval graphs, while Fellows et al. [12] and Jiang [25] studied this problem from the
perspective of parameterized complexity.

When τ = ∆, Temporal ∆ Independent Set is a special case of Independent Set on
intersection graphs of τ -dimensional hyperrectangles. Marx [31] showed that Independent
Set is NP-complete and W[1]-hard with respect to the solution size when restricted to the
intersection graphs of axis-parallel unit squares in the plane. Chlebík and Chlebíková [8]
proved, for instance, that Maximum Independent Set is APX-hard for intersection graphs of
d-dimensional rectangles, yet on such graphs the optimal solution can be approximated within
a factor of d [1]. On intersection graphs of d-dimensional squares Maximum Independent
Set admits a polynomial time approximation scheme (PTAS) for a constant d [7, 22, 28].

2 Preliminaries and Basic Results

In this section, we first introduce all temporal graph notation used in this work and then
present some basic hardness results for our problem. We use standard notation and termino-
logy from parameterized complexity theory [10].

2.1 Notation and Definitions
Let a, b ∈ N such that a < b. We use the notation [a : b] as shorthand for {x | x ∈ N ∧ a ≤
x ≤ b}. We denote [a : b] by [b] when a = 1. For a, b ∈ R such that a < b we denote
with [a, b] ⊆ R the set of real numbers {x | x ∈ R ∧ a ≤ x ≤ b}.

Let G = (V, E) denote an undirected graph, where V denotes the set of vertices and E ⊆
{{v, w} | v, w ∈ V, v ̸= w} denotes the set of edges. For a graph G, we also write V (G)
and E(G) to denote the set of vertices and the set of edges of G, respectively. We denote
n := |V |. Given an ordering <V over the vertices V of a graph G = (V, E) in which vi is
the i-th vertex in the ordering, we denote by V[a:b] the set {vi | i ∈ [a : b]} and by G[a:b] the
graph induced by V[a:b]. We use the notation index<V

(v) to return the ordinal position of v

in <V .
An undirected temporal graph G = (V, E , τ) is an ordered triple consisting of a set V

of vertices, a set E ⊆
(

V
2
)

× [τ ] of time-edges, and a maximal time label τ ∈ N. Given a
temporal graph G = (V, E , τ), we denote by Et the set of all edges that are available at time t,
that is, Et := {{v, w} | ({v, w}, t) ∈ E} and by Gt the t-th layer of G, that is, Gt := (V, Et).
We also denote by

G1 ∩ G2 the edge-intersection graph of G1 and G2, formally G1 ∩ G2 := (V, E1 ∩ E2),
G1 ∪ G2 the edge-union graph of G1 and G2, formally G1 ∪ G2 := (V, E1 ∪ E2), and
G − V ′ the temporal graph induced by V \ V ′, formally G − V ′ := (V \ V ′, E ′, τ) with E ′ =
{({v, u}, t) | v, u ∈ V \ V ′ ∧ ({v, u}, t) ∈ E}.

Interval graphs. An undirected graph is an interval graph if there exists a mapping from
its vertices to intervals on the real line so that two vertices are adjacent if and only if their
intervals intersect [17]. Such a representation is called an intersection model or an interval
representation. Formally, given a graph G = (V, E), an interval representation is a mapping
ρ : V → I ⊆ R of each vertex v ∈ V to an interval ρ(v) such that E = {{v, u} | v, u ∈
V ∧ ρ(v) ∩ ρ(u) ̸= ∅}. We denote by rightρ(u) and by leftρ(u) the real value of the right and
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left endpoints of v’s associated interval on the interval representation ρ; the subscript ρ will
be omitted if it is clear from the context to which representation we refer. We denote by
ρ(G) the entire representation of G.

Unit interval graphs. An interval graph is a unit interval graph if it has an interval
representation in which all intervals have exactly the same length. It is exactly the class of
interval graphs which have a proper interval representation, a representation in which no
interval is properly contained within another [36].

2.2 Basic Hardness Results

Since Temporal ∆ Independent Set generalizes the classic Independent Set problem,
it is clearly NP-hard [27], W[1]-hard when parameterized by the solution size k [10], and
does not admit any efficient approximation algorithms as well. In this section, we show that
Temporal ∆ Independent Set remains computationally hard when restricted to temporal
unit interval graphs with a constant number of layers.

We begin with the case that ∆ = 1. Here the conflict graph is simply the union of all
layers of G. Thus, as mentioned in Section 1, the class of all possible conflict graphs is
precisely the class of τ -track unit intervals. Thus, the following hardness result directly
follows from the known hardness results for Independent Set in 2-track unit interval
graph [3, 12, 25].

▶ Proposition 1. Temporal ∆ Independent Set on temporal unit interval graphs is
NP-hard, APX-hard, and W[1]-hard with respect to the solution size k for τ ≥ 2 and ∆ = 1.

Now that we have seen hardness for τ ≥ 2 and ∆ = 1, we proceed with case of ∆ = τ ,
by which the class of all conflict graphs is precisely the class of τ -dimensional hypercubes
(intersection) graphs. Marx [31] showed that Independent Set on axis-parallel unit squares
in the plane is NP-hard and W[1]-hard with respect to the solution size. For our setting, this
result implies the following.

▶ Proposition 2. Temporal ∆ Independent Set on temporal unit interval graphs is
NP-hard and W[1]-hard with respect to the solution size k for τ = ∆ ≥ 2.

Note however, that the problem admits a PTAS in this case, whenever τ = ∆ = O(1) [11].

3 Approximation Algorithms

In this section, we present our polynomial-time approximation algorithm for Weighted
Maximum Temporal ∆ Independent Set on temporal unit interval graphs. We will
use the geometric representation of our conflict graph discussed in Section 1. Recall that
the conflict graph G has a (τ − ∆ + 1)-track ∆-dimensional hypercube representation.
This geometric property of the conflict graph can be exploited in the development of an
approximation algorithm, since we can upper-bound the size of the largest independent set
in the neighborhood of any vertex of G.

▶ Lemma 3. Let G be the conflict graph of Maximum Temporal ∆ Independent Set
on a temporal unit interval graph. For each vertex it holds that the largest independent set in
the graph induced by N [v] has at most 2∆(τ − ∆ + 1) vertices.
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Figure 2 A set of τ axis parallel ∆-hypercubes cannot be intersected by more than 2∆τ disjoint
axis parallel ∆ hypercubes.

Proof. Let ρ(G) denote the τ − ∆ + 1-track ∆-dimensional hypercube family representation
of G. Furthermore, for a vertex v of G, let ρ(v) ∈ ρ(G) denote the τ − ∆ + 1-track
∆-dimensional hypercube corresponding to v in ρ(G). Consider a single hypercube C of
ρ(v). Observe that any other hypercube in ρ(G) intersecting C must include a corner of C.
Consequently, there are at most 2∆ disjoint hypercubes in ρ(G) intersecting C, and so at
most 2∆(τ − ∆ + 1) disjoint τ − ∆ + 1-track hypercubes intersect ρ(v) (see Figure 2). The
lemma thus follows. ◀

Lemma 3 allows to adopt a greedy approach for solving Weighted Maximum Temporal
∆ Independent Set on temporal unit interval graphs. We iteratively put the largest-weight
vertex into the independent set and remove its neighborhood afterwards. This gives rise to
Algorithm 1 below.

Algorithm 1 Maximum Neighborhood Weight Algorithm.

Input: An undirected graph G = (V, E)
Output: An independent set

while V is not empty do
Pick vertex v with maximum w(v) and add it to S.
Remove N [v] from V .

end while
return S

We show that the greedy strategy described in Algorithm 1 terminates within O(n2) time,
and achieves an approximation factor of (τ − ∆ + 1) · 2∆.

▶ Theorem 4. Weighted Maximum Temporal ∆ Independent Set can be approximated
within a factor of (τ − ∆ + 1) · 2∆ in O(n2) time on temporal unit interval graphs.

Proof. Let G be the input temporal unit interval graph of Weighted Maximum Temporal
∆ Independent Set. We can compute the conflict graph G in linear time. We know that
G is a (τ − ∆ + 1)-track ∆-dimensional hypercube intersection graph. Given G = (V, E) with
weight function w as an input, the output of Algorithm 1 will be obviously an independent
set. From Lemma 3 we know that it cannot have smaller weight than 2∆(τ − ∆ + 1) times of
the optimal solution’s weight. This is due to the fact that at each step of Lemma 3 we add
one vertex to the solution and remove its neighbors from the candidate set. The optimal
solution is of course an independent set, hence at each step we remove from the candidate set
no more than 2∆(τ − ∆ + 1) vertices which are members of the optimal solution. Since we
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pick in each step a maximum weight vertex, assuming the worst case in which we throw out
a 2∆(τ − ∆ + 1)-sized set of vertices with equal weight, we cannot have our solution’s weight
smaller than this ratio. Suppose that Algorithm 1 terminated after p steps, this means that
there are p vertices in the solution and no more than 2∆p(τ − ∆ + 1) vertices in the optimal
solution. ◀

4 Order-Preserving Temporal Interval Graphs

In this section, we investigate the computational complexity of Temporal ∆ Independent
Set on so-called order-preserving temporal unit interval graphs. The concept of order
preservation was introduced by Fluschnik et al. [14]. In Section 4.1, we show that Temporal
∆ Independent Set can be solved in polynomial time on order-preserving temporal graphs
and along the way we generalize the concept to temporal (non-unit) interval graphs. In
Section 4.2, we show how to solve Temporal ∆ Independent Set on non-order-preserving
temporal interval graphs via a “distance-to-triviality” parameterization [18]. To this end, we
also give an FPT algorithm to compute a minimum vertex deletion set to order preservation
with the set size as a parameter. Finally in Section 4.3, we show that computing a minimum
vertex deletion set to order preservation is NP-hard.

4.1 A Polynomial-Time Algorithm for Order-Preserving Temporal
Interval Graphs

We say an interval graph agrees on or is compatible with a total order if has an interval
intersection model where the right endpoints of the intervals agree with the total order.
Formally, an interval graph G agrees on <V if there exists an interval representation ρ

for G such that for every two vertices ∀v, u ∈ V whose ranking fulfills v <V u, it holds that
rightρ(v) < rightρ(u). We call such ordering right-endpoints (RE) orderings. Clearly, any
right-endpoints ordering is also a left-endpoints ordering of the mirrored intersection model.

▶ Definition 5. A temporal interval graph is order-preserving if all of its layers agree on a
single RE ordering.

Order-preserving temporal unit interval graphs can be recognized in linear time and a
corresponding vertex ordering can be computed in linear time as well [14]. The computational
complexity of recognizing order-preserving temporal interval graphs remains open.

In the following, we show that RE orderings are preserved under both intersection and
union of interval graphs. This means that the conflict graph of an RE order-preserving
temporal graph is an interval graph that as well agrees on the RE ordering. We demonstrate
this claim for interval graphs in Lemmas 6 and 7. We start with showing that the intersection
of two interval graphs that agree on an RE ordering is again an interval graph that agrees
on the ordering.

▶ Lemma 6. Let G1 and G2 be interval graphs that agree on the total ordering <V . Then
G1 ∩ G2 is an interval graph that agrees on <V .

Proof. Given two interval graphs which agree on an RE ordering, we can normalize their
representations such that for each vertex, the right endpoints in both representations are
the same. To compute an intersection model for their intersection graph, we can map each
vertex to the intersection of their intervals in both representations. We then show that this
mapping is an interval representation of the edge intersection graph.
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Let V be a vertex set of size n and let <V be a total ordering on V such that for
all i, j ∈ [n] it holds j < i ⇔ vj<V vi. Since both G1 and G2 agree on <V , we can normalize
their interval representations so that the right endpoint of the interval associated with
each vertex lies on a natural number between 1 and n according to its ordinal position
in <V , formally index<V

(vi) = i. Alternatively, we can say that for an interval graph Gt an
interval representation ρt exists such that each v ∈ V is mapped to an interval of the form
ρt(v) = [av, index<V

(v)] with av ∈ R. In this normalized representation, the left endpoint of
the interval lies on the real line between two natural numbers and is by definition smaller
than the right endpoint, that is, av < index<V

(v).
Let ρ be a mapping from the vertex set V to a set of points on R such that it holds ρ(v) =

ρ1(v) ∩ ρ2(v). To show that ρ is an interval representation of G1 ∩ G2 we first show that ρ(v)
is a continuous interval for any v ∈ V , and that for any two vertices v, u ∈ V it holds that
ρ(v) ∩ ρ(u) ̸= ∅ ⇔ ρ1(v) ∩ ρ1(u) ̸= ∅ ∧ ρ2(v) ∩ ρ2(u) ̸= ∅.

By definition ρ1(v) and ρ2(v) are both intervals on the real line, they are therefore convex
sets. As the mapping ρ(v) is an intersection of two convex sets, it must as well be a convex
set and therefore it is interval on the real line.

Let vj <V vi, we show that if ρ(vi) ∩ ρ(vj) ̸= ∅ then both ρ1(vi) ∩ ρ1(vj) ̸= ∅ and
ρ2(vi)∩ρ2(vj) ̸= ∅ must hold. As the interval representations ρ1 and ρ2 are both normalized, it
immediately follows that rightρ1

(vi) = rightρ2
(vi) = i. Since both are closed intervals we know

that either ρ1(v) ⊆ ρ2(v) or ρ2(v) ⊆ ρ1(v). Without loss of generality, let ρ1(v) ⊆ ρ2(v); it
follows that ρ(v) = ρ1(v). This means that if ρ2(vi)∩ρ2(vj) = ∅, then also ρ1(vi)∩ρ1(vj) = ∅
and therefore ρ(vi) ∩ ρ(vj) = ∅. Regardless, it must hold that j ∈ ρ1(vj) ∩ ρ2(vj) as both
interval representations of vj have j as the right endpoint; it follows that j ∈ ρ(vj). This
shows that if j ∈ ρ(vi) then j ∈ ρ1(vi) and j ∈ ρ2(vi). Therefore, for any vj <V vi, if
ρ(vi) ∩ ρ(vj) ̸= ∅, then both ρ1(vi) ∩ ρ1(vj) ̸= ∅ and ρ2(vi) ∩ ρ2(vj) ̸= ∅.

Suppose that ρ(vi) ∩ ρ(vj) = ∅, but both ρ1(vi) ∩ ρ1(vj) ̸= ∅ or ρ2(vi) ∩ ρ2(vj) ̸= ∅.
This contradicts that vj <V vi because if ρ1(vi) contains any point a ∈ ρ1(vj) with a < j,
then it must contain also j because ρ1(vi) is convex.

We have therefore an interval representation ρ which represents the graph G1 ∩G2 because
ρ(v) ∩ ρ(u) ⇔ {v, u} ∈ E1 ∧ {v, u} ∈ E2 for any v, u ∈ V . Notice that G1 ∩ G2 agrees on <V

because rightρ(vi) = i. ◀

Next, we show that the union of two interval graphs agreeing on an RE ordering yields
an interval graph that also agrees on the ordering.

▶ Lemma 7. Let G1 and G2 be interval graphs that agree on the total ordering <V . The
union G = G1 ∪ G2 is an interval graph that agrees on <V .

Proof. The main concept of the proof is analogous to the one for Lemma 6. Given two
interval graphs which agree on an RE ordering, we can normalize their representations
such that for each vertex, the right endpoints in both representations are the same. To
compute an intersection model for their union graph, we can map each vertex to the union
of their intervals in both representations. We then show that this mapping is an interval
representation of the edge-union graph.

Let ρ be a mapping from the vertex set V to a set of points on R such that it holds ρ(v) =
ρ1(v) ∪ ρ2(v). To show that ρ is an interval representation of G1 ∪ G2 we first show that ρ(v)
is a continuous interval for any v ∈ V , and that for any two vertices v, u ∈ V it holds that
ρ(v) ∩ ρ(u) ̸= ∅ ⇔ ρ1(v) ∩ ρ1(u) ̸= ∅ ∨ ρ2(v) ∩ ρ2(u) ̸= ∅.

By definition ρ1(v) and ρ2(v) are both closed and normalized intervals on the real line
such that rightρ1

(vi) = rightρ2
(vi) = i. As we observed in Lemma 6, since both intervals

have the same right endpoint it holds that either ρ1(v) ⊆ ρ2(v) or ρ2(v) ⊆ ρ1(v). Without
loss of generality, assume that ρ2(v) ⊆ ρ1(v), it follows that ρ(v) = ρ1(v) = ρ1(v) ∪ ρ2(v).
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which are compatible with <V ′

Figure 3 Two interval graphs, G1 (thick) and G2 (thin), that do not have a common RE ordering.
The vertex subset {v4} is an OPVD set of the temporal graph G = [G1, G2] as both G1 − {v4}
and G2 − {v4} agree on <V ′ = [v3, v2, v1, v5, v6]. Two compatible interval representations are
illustrated in (b).

Suppose that ρ(vi) ∩ ρ(vj) ̸= ∅, but both ρ1(vi) ∩ ρ1(vj) = ∅ or ρ2(vi) ∩ ρ2(vj) = ∅.
This contradicts that vj <V vi because if ρ(vi) contains any point a ∈ ρ(vj) with a < j, then
it must contain also j because ρ(vi) is convex. If j ∈ ρ(vi) then trivially j ∈ ρ1(vi).

If ρ(vi) ∩ ρ(vj) = ∅ but either ρ1(vi) ∩ ρ1(vj) ̸= ∅ or ρ2(vi) ∩ ρ2(vj) ̸= ∅, then it
contradicts the fact that either ρ1(vi) ⊆ ρ2(vi) = ρ(vi) or that ρ2(vi) ⊆ ρ1(vi) = ρ(vi).

We have therefore an interval representation ρ which represents the graph G1 ∪G2 because
ρ(v) ∩ ρ(u) ⇔ {v, u} ∈ E1 ∨ {v, u} ∈ E2 for any v, u ∈ V . Notice that G1 ∪ G2 agrees on <V

because rightρ(vi) = i. ◀

Using both Lemmas 6 and 7 we arrive at the following corollary.

▶ Corollary 8. Let G be an order-preserving temporal interval graph of a Temporal ∆
Independent Set instance. Then the conflict graph of G is an interval graph.

Since Independent Set can be solved in linear time on interval graphs [16, 37], we
immediately arrive at our main result of this subsection.

▶ Theorem 9. Temporal ∆ Independent Set on order-preserving temporal interval
graphs is solvable in linear time.

4.2 An FPT-Algorithm for Vertex Deletion to Order Preservation
Now we generalize Theorem 9 and show how to solve Temporal ∆ Independent Set
on almost order-preserving temporal unit interval graphs, that is, graphs that most of their
vertices agree on a common ordering. To this end, we define a distance of a temporal graph
to order preservation. This distance is measured by the size of the minimum vertex set that
obstructs the compatibility of a total RE order of a temporal interval graph. We define it as
follows and give an illustration in Figure 3.

▶ Definition 10 (OPVD). Let G = (V, E , τ) be a temporal interval graph. A vertex deletion set
for order preservation (OPVD) is a set of vertices V ′ ⊆ V such that G−V ′ is order-preserving.
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The size of the minimum OPVD set measures how many vertices obstruct a total RE
order for a temporal interval graph. We denote the cardinality of the minimum OPVD by ℓ.
A brute-force algorithm checks every subset of the vertex set to find a solution to Temporal
∆ Independent Set. Given an ℓ-sized OPVD set we can brute-force the power set of the
OPVD (which has size 2ℓ) and then check against the rest of the order-preserving graph in
polynomial time.

▶ Theorem 11. Temporal ∆ Independent Set can be decided in 2ℓ · nO(1) time when
given a size-ℓ OPVD set of the input temporal graph.

Proof. The idea is as follows. Given an order-preserving vertex deletion set S of size ℓ, we
brute-force its power set. Let Gop be the conflict graph of G − S. The graph Gop is, by
definition, an interval graph. For each subset X of S we compute GX as Gop − NGop(X),
the neighbors of X from the conflict interval graph. As GX is an interval graph, we can
compute a maximum independent set V ′ of GX in linear time, then check in quadratic time
whether X ∪ V ′ is an independent set of size k in the conflict graph of G. If X ∪ V ′ is an
independent set of size at least k, then we have a yes-instance.

Any independent set of size k must clearly be divisible into two subsets, a subset of
X ⊆ S (that includes the trivial subset) and a subset of V \ S. Any independent set on G
must be also an independent set on the subgraph induced by V \ S. If we exhaust all of the
subsets of S and do not find an independent set of size at least k − |X| on G − (S ∪ NGop [X])
for X ⊆ S, then we can conclude that such set does not exist. In such case the instance is a
no-instance. The power set of S is of size 2ℓ, which means it takes 2ℓ · nO(1) time to exhaust
all subsets of S. ◀

Since the FPT algorithm for Temporal ∆ Independent Set parameterized by the
minimum OPVD ℓ behind Theorem 11 requires access to an ℓ-sized OPVD set, we present
an FPT-algorithm to compute a minimum OPVD for a given temporal unit interval graph.
We do this by providing a reduction to the so-called Consecutive Ones Submatrix by
Column Deletions problem, for which efficient algorithms are known [9, 35].

Before we describe the reduction, we give an alternative characterization of order-
preserving temporal unit interval graphs. We will use this characterization in our FPT-
algorithm to compute a minimum OPVD. As we show in the next lemma, a temporal unit
interval graph G is order-preserving if and only if its vertices vs. maximal cliques matrix has
the so-called consecutive ones property1 (C1P). Note that it is known that the vertices vs.
neighborhoods matrix also has the consecutive ones property in this case [14].

▶ Lemma 12. A temporal unit interval graph is order-preserving if and only if its vertices
vs. maximal cliques matrix has the consecutive ones property.

Proof. Testing for the consecutive ones property for a matrix can be done in linear time [38].
To test a temporal unit interval graph for order preservation we compute its vertices vs.
maximal cliques matrix and test it for the consecutive ones property. We say that G’s set of
maximal cliques C is the union of sets of maximal cliques of each layer of G. The vertices vs.
maximal cliques matrix M is a binary matrix in which Mi,j = 1 if and only if the vertex
vi ∈ V is a member of Cj ∈ C. It is left to show that a temporal unit interval graph G is
order-preserving if and only if its vertices vs. maximal cliques matrix has the consecutive
ones property.

1 A 0-1-matrix has the consecutive ones property if there exists a permutation of the columns such that in
each row all ones appear consecutively.
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(⇒) If G is order-preserving, then there exists an ordering <V such that every layer
has an interval representation ρ in which the right endpoints of all intervals agree on <V .
Let M ’s columns be ordered by <V . If M is not in its petrie form 2, then it must mean
that there exists a clique C in C whose members are not consecutive in <V . In other
words, there exist u, v, w ∈ V such that u <V w <V v, for which u, v ∈ C and w /∈ C.
Since u and v are adjacent and u <V v, we know that left(v) < right(u). We know also
that the length of ρ(v) is exactly 1. This definitely means that v and w intersect because
right(w) ∈ [right(u), right(v)]. However since w /∈ C, w and u cannot be adjacent. This is a
contradiction since right(v)−right(u) < 1 and right(w)− left(w) = 1. If G is order-preserving,
then M must have the consecutive ones property.

(⇐) If M has the consecutive ones property, then there exists an ordering <V so
that the vertices vs. maximal cliques matrix Mt of every layer Gt ∈ G is in its pet-
rie form, when its columns are permuted according to <V . Let It(v) be the union of
all maximal cliques in layer Gt which contain v. We know that for every v ∈ V the
vertices of It(v) are consecutive in <V [5]. Let index(v) be the index of v in <V and
let ρGt(v) = [min{index(u) | u ∈ It(v)} − 1 + index(v) · ε, index(v)], for some 0 < ε < 1/|V |.
First, note that no two intervals are contained in each other. This means that there is an
equivalent interval representation where all intervals have unit length [36].

By showing {u, v} ∈ Et ⇔ ρt(v) ∩ ρt(u) ̸= ∅ we effectively show that ρGt
is an interval

representation of Gt. If {u, v} ∈ Et, then there must exist a maximal clique C so that
u, v ∈ C and thus u ∈ It(v) and v ∈ It(u). Assume u <V v, then leftρGt

(v) ≤ rightρGt
(u)

and by that ρGt(u) ∩ ρGt(v) ̸= ∅. If {u, v} /∈ Et then there is no clique C so that u, v ∈ C.
Assume that u <V v, then ρGt

(u) ∩ ρGt
(v) ̸= ∅ if and only if leftρGt

(v) ≤ rightρGt
(u). This

cannot be because leftρGt
(v) is exactly the right endpoint of v’s lowest neighbors in <V . If

rightρGt
(u) is right of v’s lowest neighbor’s right endpoint, then the vertices of It(v) are not

consecutive in <V . This contradicts the fact that M has the consecutive ones property. ◀

Since there is a bijection between the columns of the vertices vs. maximal cliques matrix M

of G and G’s vertices, we can use M as input for the Consecutive Ones Submatrix by
Column Deletions problem and apply existing algorithms for that problem [9, 35] to
obtain a vertex-maximal temporal subgraph of G that is order-preserving. This allows us to
obtain the following result.

▶ Theorem 13. A minimum OPVD for a given temporal unit interval graph can be computed
in 10ℓnO(1) time, where ℓ is the size of a minimum OPVD.

Proof. In Lemma 12 we have shown that a temporal unit interval graph is order-preserving
if and only if its vertices vs. maximal cliques matrix has the consecutive ones property.
We provide a reduction to the Consecutive Ones Submatrix by Column Deletions
problem. Formally, in Consecutive Ones Submatrix by Column Deletions we are
given a binary matrix M ∈ {0, 1}m×n and are asked whether there exists a submatrix M ′

with the consecutive ones property, such that M ′ is obtained with not more than ℓ column
deletions from M . Consecutive Ones Submatrix by Column Deletions is known
to be FPT with respect to the column deletion set size and it can be decided in 10ℓnO(1)

time [9, 35].
Let G = (V, E) be a temporal unit interval graph with C as maximal cliques set. Let M

be the vertices vs. maximal cliques matrix of G. If M does not have the consecutive ones
property, then we can find a set of ℓ columns in 10ℓnO(1) time so that when deleted from M ,

2 A 0-1-matrix is in its petrie form (if it has one) if the columns are permuted in a way such that the
ones appear consecutively in all rows.
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the resulting matrix M ′ has the consecutive ones property. The columns of M are mapped
to vertices of V , the image of the deleted columns V ′ is the OPVD set. We can find in linear
time an ordering <′

V of M ′ columns such that M ′ is in its petrie form. All layers of the
graph G − V ′ agree on <′

V . ◀

This provides us with an efficient algorithm for Temporal ∆ Independent Set on
“almost” ordered temporal unit interval graph. Namely, find in 10ℓnO(1) time a minimum
OPVD set in the input temporal unit interval graph using Theorem 13, then decide in 2ℓnO(1)

time if we have a yes-instance of Temporal ∆ Independent Set using Theorem 11.
Overall, we arrive at the following result.

▶ Corollary 14. Temporal ∆ Independent Set can be decided in 10ℓ · nO(1) time if the
input temporal graph is a temporal unit interval graph, where ℓ is the size of a minimum
OPVD of the input temporal graph.

4.3 NP-Hardness of Vertex Deletion to Order Preservation
Finally, we show that computing a minimum OPVD for a given temporal unit interval graph
is NP-hard. This complements Theorem 13 as it implies that we presumably cannot improve
Theorem 13 to a polynomial-time algorithm.

▶ Theorem 15. Computing a minimum OPVD for a given temporal unit interval graph is
NP-hard.

Proof. To show NP-hardness, we present a polynomial time many-one reduction from the
NP-complete Consecutive Ones Submatrix by Column Deletions problem [20] to
the problem of computing an OPVD of size at most ℓ for a given temporal unit interval
graph. Note that this implies NP-hardness of the optimization problem of finding a minimum
OPVD.

Formally, in Consecutive Ones Submatrix by Column Deletions we are given a
binary matrix M ∈ {0, 1}m×n and are asked whether there exists a submatrix M ′ with the
consecutive ones property, such that M ′ is obtained with not more than ℓ column deletions
from M . Note that we can assume w.l.o.g. that there are at least two ones in each row of M ,
otherwise we can delete the row since its ones are consecutive for all permutations of the
columns.

Our reduction works as follows. Given a binary matrix M ∈ {0, 1}m×n with m rows
and n columns, we create a temporal graph G with n vertices V = {1, . . . , n}, one for each
column, and m layers, one for each row. In each layer Gt for 1 ≤ t ≤ m, we add an edge
between vertices i and j if Mt,i = 1 and Mt,j = 1. This finished the construction of G, which
can clearly be done in polynomial time.

Next, we argue that G is a temporal unit interval graph. To this end, note that every
layer Gt of G is a single clique (consisting of vertices i with Mt,i = 1) and some isolated
vertices (the vertices i with Mt,i = 0). Hence, we can clearly find a unit interval representation
for every layer Gt of G.

To prove the correctness of the reduction, we first observe that M is the vertices vs.
maximal cliques matrix of G: there is exactly one non-trivial maximal clique in each layer Gt

containing the vertices i with Mt,i = 1. We show ℓ columns can be deleted from M such
that the remaining matrix M ′ has the consecutive ones property if and only if G admits an
OPVD of size ℓ.
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(⇒) Assume there are ℓ columns that can be deleted from M such that the remaining
matrix M ′ has the consecutive ones property. Then M ′ corresponds to vertices vs. maximal
cliques matrix of G′ which is obtained from G by removing the ℓ vertices corresponding to
the deleted columns of M . By Lemma 12 we have that G′ is an order-preserving temporal
unit interval graph. It follows that the removed vertices form an OPVD of size ℓ for G.

(⇐) Assume G admits an OPVD X of size ℓ. Then let M ′ be the matrix obtained from M

by deleting the ℓ columns corresponding to the vertices in X. Now we have that M ′ is
the vertices vs. maximal cliques matrix of G − X, which is an order-preserving temporal
unit interval graph. By Lemma 12 we have that M ′ has the consecutive ones property
and hence that (M, ℓ) is a yes-instance of Consecutive Ones Submatrix by Column
Deletions. ◀

5 Conclusion

We introduced a naturally motivated temporal version of the classic Independent Set
problem, called Temporal ∆ Independent Set, and investigated its computational
complexity. Herein, we focused on the case where all layers of the input temporal graph
are unit interval graphs. After establishing computational hardness results, we showed that
Maximum Temporal ∆ Independent Set admits a polynomial-time (τ − ∆ + 1) · 2∆-
approximation. Furthermore, we presented a polynomial-time algorithm for Temporal ∆
Independent Set when restricted to so-called order-preserving temporal interval graphs
and generalized it to an FPT-algorithm for the vertex deletion distance to order preservation.
The latter heavily relies on our result that order preservation is retained under edge-union
and edge-intersection, which is of independent interest since it may also be useful in the
context of related problem such as Temporal ∆ Clique [4, 23, 39].

An immediate future work direction is to generalize our results for temporal (non-unit)
interval graphs. For most of our results this question remains open. We believe that our
approximation algorithm does not easily adapt. In fact even for two layers it is unclear
how to approximate Maximum Temporal ∆ Independent Set. Our FPT-algorithm for
Temporal ∆ Independent Set parameterized by the vertex deletion distance to order
preservation generalizes to the non-unit interval case assuming the deletion set is part of the
input. We leave for future research how to efficiently compute a minimum vertex deletion set
to order preservation for temporal interval graphs.
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Abstract
We consider search in a finite 3D cubic grid by a metamorphic robotic system (MRS), that consists
of anonymous modules. A module can perform a sliding and rotation while the whole modules
keep connectivity. As the number of modules increases, the variety of actions that the MRS can
perform increases. The search problem requires the MRS to find a target in a given finite field.
Doi et al. (SSS 2018) demonstrate a necessary and sufficient number of modules for search in a
finite 2D square grid. We consider search in a finite 3D cubic grid and investigate the effect of
common knowledge. We consider three different settings. First, we show that three modules are
necessary and sufficient when all modules are equipped with a common compass, i.e., they agree
on the direction and orientation of the x, y, and z axes. Second, we show that four modules are
necessary and sufficient when all modules agree on the direction and orientation of the vertical axis.
Finally, we show that five modules are necessary and sufficient when all modules are not equipped
with a common compass. Our results show that the shapes of the MRS in the 3D cubic grid have
richer structure than those in the 2D square grid.
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1 Introduction

Swarm intelligence has shed light to collective behavior of autonomous entities with simple
rules, such as ant, boid, and particles. The notion is applied to a collection of robots and
swarm robotics has attracted much attention in the past two decades. Each autonomous
element of the system is called a robot, module, agent, process, and sensor, and a variety of
swarm robot systems have been investigated such as the autonomous mobile robot system [16],
the population protocol model [3], the programmable particles [5], Kilobot [15], and 3D
Catoms [17]. Dumitrescu et al. considered the metamorphic robotic system (MRS), that
consists of a collection of modules in the infinite 2D square grid [10, 9]. The modules are
anonymous, i.e., they are indistinguishable. They are autonomous and uniform, i.e., each
module autonomously decides its movement by a common algorithm. They are oblivious, i.e.,
each module has no memory of past. Thus, each module decides its behavior by observing
other modules in nearby cells. Each module can perform a sliding to a side-adjacent cell and
a rotation by 90 degrees around a cell. The modules must keep connectivity, which is defined
by side-adjacency of cells occupied by modules. The authors considered reconfiguration, that
requires the MRS to change the initial shape to a specified final shape [10]. They showed
that any horizontally convex connected initial shape of an MRS can be transformed to any
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convex final shape via a straight chain shape. Later Dumitrescu and Pach showed that any
connected initial shape can be transformed to any connected final shape via a straight chain
shape [8]. In other words, the MRS has the ability of “universal reconfiguration.”

Reconfiguration can generate dynamic behavior of the MRS. Dumitrescu et al. demon-
strated that the MRS can move forward by repeating a reconfiguration [9]. They showed a
reconfiguration that realizes the fastest locomotion. Doi et al. pointed out that the oblivious
modules can use the shape of the MRS as global memory and the MRS can solve more
complicated problems as the number of modules increases. They investigated search in a
finite 2D square grid, that requires the MRS to find a target cell in a finite rectangle field [7].
Each module does not know the position of the target cell or the initial configuration of
the MRS. They showed that if the modules agree on the cardinal directions (i.e., north,
south, east and west), three modules are necessary and sufficient, otherwise five modules
are necessary and sufficient. Nakamura et al. considered evacuation of the MRS from a
finite rectangular field in the 2D square grid [14]. There is a hole (i.e., two side-adjacent
cells) on the wall of the field, and the MRS is required to exit from it from an arbitrary
initial position and arbitrary initial shape. They showed that two modules are necessary and
sufficient when the modules agree on the cardinal directions, otherwise four modules are
necessary and sufficient.

In this paper, we investigate the effect of common knowledge on search by the MRS
in the 3D cubic grid. We consider the following three cases: (i) modules equipped with
a common compass (i.e., they agree on the direction and orientation of x, y, and z axes).
(ii) modules equipped with a common vertical axis (i.e., they agree on the direction and
orientation of z axis), and (iii) modules not equipped with a common compass (i.e., they
have no agreement on directions and orientations). We demonstrate that three modules are
necessary and sufficient when the modules are equipped with a common compass and five
modules are necessary and sufficient when the modules are not equipped with a common
compass. The numbers of sufficient modules in the 3D cubic grid are the same as those in
the 2D square grid [7] because the MRS has more states in the 3D cubic grid than in the
2D square grid. For the intermediate case with a common vertical axis, we demonstrate
that four modules are necessary and sufficient. Thus, our results in the 3D cubic grid show
a smooth trade-off between the computational power of the MRS and common knowledge
among modules, that the previous results in the 2D square grid could not find. We present
search algorithms for these three settings and show the necessity by examining the state
transition graph of the MRS.

Related work. Reconfiguration of swarm robot systems have been discussed for the
MRS [8, 10], autonomous mobile robots [11, 16] and programmable particles [6, 12]. Michail
et al. considered the programmable matter system, that is similar to the MRS and investigated
reconfiguration by rotations only and that by rotations and slidings [13]. They showed
that the combination of rotations and slidings guarantees universal reconfiguration, while
rotations only cannot. They also presented O(n2)-time reconfiguration algorithm by rotations
and slidings, where n is the number of computing entities. Almethen et al. considered
reconfiguration by line-pushing, where each module is equipped with the ability of pushing
a line of modules [2]. They presented O(n log n)-time universal reconfiguration algorithm
that does not promise connectivity of intermediate shapes and O(n

√
n)-time reconfiguration

algorithm that transforms a diagonal line into a straight chain with preserving connectivity.
The same authors later showed that their programmable matter system has the ability of
universal reconfiguration and O(n

√
n)-time reconfiguration algorithm together with Ω(n log n)

lower bound [1].
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Little has been discussed for memory complexity of swarm robot systems. The autonomous
mobile robot system consider extreme cases, where all robots are equipped with either no
memory or unlimited memory [16]. Das et al. introduced the luminous robot model, where
each robot is equipped with a light [4]. A luminous robot can change the color of its light
and the color of the light can be observed by other robots. Thus, a luminous robot has a
state. The authors showed that the robots can be synchronized by a constant number of
colors. Doi. et al. pointed out that the number of memory-less modules of the MRS can
be considered as an indicator of memory complexity [7]. The existing two papers [7, 14]
demonstrated the relationship between search and evacuation in 2D square grid. Finally, the
programmable particle system [5] consider computing entities with constant-size memory.

2 Preliminary

We consider a metamorphic robotic system (MRS) in a finite 3D cubic grid. A metamorphic
robotic system consists of a collection of anonymous (i.e., indistinguishable) modules. A
module can observe the positions of other modules in nearby cells, computes its next movement
with a common algorithm, and performs the movement.

Each cell of the 3D cubic grid can adopt at most one module at a time. Cell (x, y, z) is the
cell surrounded by grid points (x, y, z), (x + 1, y, z), (x, y + 1, z), (x, y, z + 1), (x + 1, y + 1, z),
(x + 1, y, z + 1), (x, y + 1, z + 1), and (x + 1, y + 1, z + 1). Cells (x + 1, y, z), (x, y + 1, z),
(x, y, z + 1), (x − 1, y, z), (x, y − 1, z), (x, y, z − 1) are side-adjacent to cell (x, y, z). We
consider the positive x direction as East, the positive y direction as North, and the positive
z direction as Up.

The MRS moves in a finite field, which is a cuboid of width w, depth d and height h with
its two diagonal cells being (0, 0, 0) and (w − 1, d − 1, h − 1). We consider two types of planes;
the first type is a set of cells forming a plane perpendicular to one of the x, y, and z axes.
The second type is a set of cells parallel to one of the x, y, and z axes and diagonal to the
remaining two axes. For example, {(x, y, z)|y = s} for some s ∈ Z is a plane of the first type
and {(x, y, z)|x + y = s′} for some s′ ∈ Z is a plane of the second type. A line of cells is a set
of cells forming a horizontal or vertical line on a plane. For example, {(x, y, z)|y = u, z = v}
for some u, v ∈ Z is a line and {(x, y, z)|x + y = u′, z = v′} for some u′, v′ ∈ Z is a line.

The field is surrounded by six planes, which we call walls. More precisely, the walls are
{(x, y, z)|x = −1} (the West wall), {(x, y, z)|y = −1} (the South wall), {(x, y, z)|z = −1}
(the Bottom wall), {(x, y, z)|x = w} (the East wall), {(x, y, z)|y = d} (the North wall), and
{(x, y, z)|z = h} (the Top wall).

All modules synchronously perform observation, computation, and movement in each
discrete time t = 0, 1, 2, . . .. A configuration of the MRS is the set of cells occupied by the
modules. We say two modules are side-adjacent if they are in the two side-adjacent cells. We
also say that a module m is side-adjacent to cell c if the cell occupied by m is side-adjacent
to c. Given a configuration of the MRS, consider a graph where each vertex corresponds
to a module and there is an edge between two vertices if the corresponding modules are
side-adjacent. If this graph is connected, we say the MRS is connected.

A module can perform two types of movements, sliding and rotation.
1. Sliding: When two modules mi and mj are side-adjacent, another module mk can move

from a cell side-adjacent to mi to an empty cell side-adjacent to mk and mj along mi

and mj . During the movement, mi and mj cannot perform any movement. See Figure 1
as an example.
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Figure 1 Sliding and rotation. The red modules perform movements.

Figure 2 Example of an observation at the red module with a local coordinate system.

2. Rotation: When two modules mi and mj are side-adjacent, mi can move to a cell side-
adjacent to mj by rotating π/2 in some direction. There are six cells side-adjacent to mj

and mi can move to four of them by rotation. During the movement, mj cannot move
and the cells that mi passes must be empty. See Figure 1 as an example.

Note that several modules can move at the same time as long as their moving tracks do not
overlap. The modules must keep two types of connectivity at each time step.
1. At the beginning of each time step, the modules must be connected.
2. At each time step, the modules that do not move must be connected.

We assume that each module obtains the result of an observation and moves to the next
cell in its local x-y-z coordinate system. We assume that the origin of the local coordinate
system of a module is its current cell and all local coordinate systems are right-handed.
In this paper, we consider three types of MRSs with different degree of agreement on the
coordinate system. When all modules agree on the directions and orientations of x, y, and z

axes, we say the MRS is equipped with a common compass. When all modules do not agree
on the directions or orientations of x, y, and z axes, we say the MRS is not equipped with a
common compass. Hence, local coordinate systems are not consistent among the modules.
As an intermediate model, we consider modules that agree on the direction and orientation of
the vertical axis. In this case, we say the MRS is equipped with a common vertical axis. The
state of the MRS is its local shape. If the modules are equipped with a common compass or
a common vertical axis, the state of the MRS contains common directions and orientations.
Otherwise the state of the MRS does not contain any directions and orientations.

The search problem requires the MRS to find a target placed at one cell in the field from
a given initial configuration. We call the cell containing the target the target cell. The MRS
finds a target when one of its modules enters the target cell.

When a module executes the common algorithm, the input is the observation of cells in a
cube of size (2k+1)×(2k+1)×(2k+1) centered at the module (i.e., its k-neighborhood). The
value of k is fixed by the algorithm. A module detects whether each cell in its k-neighborhood
is a wall cell or not and whether it is occupied by a module or not. Let Cm be the set of cells
occupied by some modules, Cw be the set of wall cells, and Ce be the set of the remaining
(i.e., empty) cells of an observation. More precisely, each set of cells is a set of coordinates of
the corresponding cells observed in the local coordinate system of the module. For example,
in Figure 2, the result of an observation at the red module is Cm = {(0, −1, 0), (1, −1, 0)},
Cw = ∅, and Ce is the remaining cells. When a common algorithm outputs coordinate (a, b, c)
at a module, the module moves to (a, b, c) in its local coordinate system.
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When we describe an algorithm, the elements of Cm, Cw, and Ce are specified in a
“canonical coordinate system,” i.e., the global coordinate system. When the modules are
equipped with a common compass, without loss of generality, we assume that the common
compass is identical to the global coordinate system. Thus, each module computes its
movement by checking Cm, Cw, and Ce. When the modules agree on a common vertical axis,
without loss of generality, we assume that the vertical axis is identical to z axis of the global
coordinate system. Each module computes its movement by rotating the current observation
by π/2, π, 3π/2, and 2π around the common vertical axis and comparing the results with
Cm, Cw, and Ce. It selects an output with a movement and if there are multiple outputs with
movement it nondeterministically selects one of them. When the modules are not equipped
with a common compass, a module checks 24 rotations of the current observation and selects
an output in the same way as the above case.

3 Search algorithms for an MRS in a finite 3D cubic grid

In this section, we present search algorithms with small number of modules. Our proposed
algorithms are based on a common strategy. Since the MRS does not know the position of
the target cell, we make the MRS visit all cells of the field. The proposed algorithms slice
the field into planes and the MRS visits the cells of each plane by sweeping each row or
column of the plane. Thus, the proposed algorithms are extensions of the search algorithms
by Doi et al. in a finite 2D square grid [7].

3.1 Search with a common compass
We show the following theorem by a search algorithm for the MRS of three modules equipped
with a common compass.

▶ Theorem 1. The MRS of three modules equipped with a common compass can solve the
search problem in a finite 3D cubic grid from any initial configuration.

The proposed algorithm considers planes that is parallel to the z-axis and the angles
between it and each of x-axis and y-axis are π/2. Each plane is represented as {(x, y, z)|x+y =
s} for s = 1, 2, . . .. The MRS moves along each line parallel to the x-y plane {(x, y, z)|x+y =
s, z = t} for t = 0, 1, 2, . . .. Figure 3 shows a moving track of the proposed algorithm.

Figure 3 Search by three modules equipped with a common compass.

The MRS continues to search each plane until it reaches the northeasternmost plane.
Then, it moves along the edges of the field so that it returns to the southwesternmost plane.
It starts searching each plane again to visit all cells of the field.

The MRS moves forward or turns by repeating a sequence of movements, that we call a
move sequence. The proposed algorithm consists of the following move sequences.
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Move sequence MNW (Figure 4). The blue module is in cell (x, y, z) at first. By this
move sequence, the green module reaches cell (x − 1, y + 1, z). By repeating MNW n

times, some modules visit the cells (x − k, y + k, z)(0 ≤ k ≤ n). That is, it visits all the
cells of the horizontal line {(x, y, z)|x + y = s, z = t}.
Move sequence MT urnNW (Figure 5). By this move sequence, the MRS changes its move
sequence from MNW to MSE .
Move sequence MSE (Figure 6). The blue module is in cell (x, y, z) at first. By this move
sequence, the green module reaches cell (x + 1, y − 1, z). By repeating MSE n times, some
modules visit the cells (x + k, y − k, z)(0 ≤ k ≤ n). That is, it visits all the cells of the
horizontal line {(x, y, z)|x + y = s, z = t}.
Move sequence MT urnSE (Figure 7). By this move sequence, the MRS changes its move
sequence from MSE to MNW .
Move sequence MT (Figure 8). By this move sequence, the MRS changes its move
sequence from MSE to MD.
Move sequence MD (Figure 9). The blue module is in cell (x, y, z) at first. By this move
sequence, the green module reaches cell(x, y, z − 1). By repeating MD n times, some
modules visit the cells (x, y, z − k)(0 ≤ k ≤ n). That is, it visits all the cells of the line
{(x, y, z)|x = s, y = t}.
Move sequence MB (Figure 10). By this move sequence, the MRS changes its move
sequence from MD to MNW .
Move sequence MNECorner (Figure 11). By this move sequence, the MRS changes its
move sequence from MD to MW allBottom.
Move sequence MW allBottom (Figure 12). The blue module is in cell (x, y, 0) at first.
By this move sequence, the green module reaches cell (x, y − 1, 0) along the edge. By
repeating MW allBottom n times, some modules visit the cells (x, y − k, 0)(0 ≤ k ≤ n).
That is, it visits all the cells of the line {(x, y, z)|x = s, z = 0}.
Move sequence MSW Corner (Figure 13). By this move sequence, the MRS changes its
move sequence from MW allBottom to MUp.
Move sequence MUp. (Figure 14) The blue module is in cell (0, 0, z) at first. By this
move sequence, the green module reaches cell (0, 0, z + 1). By repeating MUp n times,
some modules visit the cells (0, 0, k)(0 ≤ k ≤ n). That is, it visits all the cells of the line
{(x, y, z)|x = 0, y = 0}.

The proposed algorithm consists of the following seven steps.
Step 1 The MRS repeats MNW , that makes it move in the northwest direction along a

horizontal line on a plane {(x, y, z)|x + y = s} for some s.
Step 2 When the MRS reaches the north or west wall, it changes the moving direction to

southeast by MT urnNW .
Step 3 The MRS repeats MSE , that makes it move in the southeast direction along a

horizontal line on {(x, y, z)|x + y = s}. This movement makes the MRS move along the
same horizontal line as Step 1.

Step 4 If the MRS is adjacent to the top wall it moves to the plane {(x, y, z)|x + y = s + 1}
Then, it repeats MD shown in Figure 9, that makes it move down along the south wall
or east wall until it reaches the bottom wall. Then, it leaves the wall by MB. It starts
searching the new plane by repeating Steps 1, 2, 3, and 4. Otherwise, it proceeds to
Step 5.

Step 5 When the MRS reaches the south or east wall, it moves to the row above by MT urnSE .
Then, it repeats Steps 1, 2, and 3 so that it visits all cells on the new horizontal line.
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Figure 4 Move to northwest. In each figure, the red module moves. When the blue module is in
cell (x, y, z), after this move sequence, the green module reaches cell (x − 1, y + 1, z).

Figure 5 Turn on the north or west wall. In the first figue, the red module moves.

Figure 6 Move to southeast. In each figure, the red module moves. When the blue module is in
cell (x, y, z), after this move sequence, the green module reaches (x + 1, y − 1, z).

Figure 7 Turn on the south or east wall. In each figure, the red module moves.

Figure 8 Move around the top of the north or east wall. In each figure, the red module moves.

Figure 9 Move down on the north or east wall. In each figure, the red module moves. When the
blue module is in cell (x, y, z), after this move sequence, the green module reaches cell (x, y, z − 1).
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Figure 10 Leaving the bottom of the north or east wall. In each figure, the red module moves.

Figure 11 Move on the northeast corner. In the first figure, the red module moves.

Figure 12 Move along the bottom of the wall. In each figure, the red module moves. When the
blue module is in cell (x, y, 0), after this move sequence, the green module reaches cell (x, y − 1, 0).

Figure 13 Move on the southwest corner. In the first figure, the red module moves.

Figure 14 Move up on the southwest corner. In each figure, the red module moves. When the
blue module is in cell (0, 0, z), after this move sequence, the green module reaches cell (0, 0, z + 1).
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Figure 15 States of the MRS of three modules equipped with a common compass.

Step 6 When the MRS reaches the northeast corner of the top wall, the algorithm sends the
MRS back to the southwest corner, where the MRS starts searching by repeating Steps 1
to 5. It moves along the northeast edge until it reaches the northeast corner of the bottom
wall by MD. Then, it moves along the east edge of the bottom wall until it reaches
the south east corner of the bottom wall by MNECorner and repeating MW allBottom. It
moves along the south edge of the bottom wall until it reaches the southwest corner of
the bottom wall by repeating MW allBottom. . Finally, it moves along the southeast edge
until it reaches the southwest corner of the top wall by MSW Corner and repeating MUp.
Then, the MRS returns to Step 4.

Table 1 and 2 show the input and the output of the proposed algorithm. Each element
specifies a part of the input (especially, Cw and Ce), and the MRS does not care whether
other cells than those specified are walls or not.

We briefly address the correctness of the proposed algorithm. When the MRS is on a
plane {(x, y, z)|x + y = s} for some s, it visits all cells in the horizontal line {(x, y, z)|x + y =
s, z = t} for some t by repeating Steps 1, 2, and 3. Then, it proceeds to the horizontal line
{(x, y, z)|x + y = s, z = t + 1} by Step 5. By repeating Steps 1, 2, 3, and 5, it eventually
reaches the top wall. Then, it starts searching for cells in {(x, y, z)|x + y = s + 1} by Step 4
and 6.

Repeating the above movement, the MRS eventually reaches the northeast corner of the
top wall. At this point, it may have not yet visited the cells near the south west corner.
Steps 6 enables the MRS visit these cells by moving it to the southwest corner of the top
wall and starting Step 1 again.

There exist initial configurations that satisfies no condition of Table 1 and 2. We add
exceptional transformation rules from such initial configurations. Figure 15 shows all states
of three modules equipped with a common compass. Observe that any configuration can be
transformed to another one in one time step. (Note that more than one module can move in
one time.) Hence, even if the initial state of the MRS does not match any entry of Table 1
and 2, the MRS can be transformed into one of the entries and the MRS can start search
from any initial configuration.

3.2 Search with a common vertical axis

We show the following theorem by a search algorithm for the MRS of four modules equipped
with a common vertical axis.

▶ Theorem 2. The MRS of four modules with a common vertical axis can solve a search
problem in a finite 3D grid if no pair of modules have an identical observation in an initial
configuration.
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Table 1 Search algorithm for the MRS equipped with a common compass (Former part).

Cm Cw Ce Output
MSE (0, 0, 1),(1, 0, 1) (2, 0, 0) (1, 0, 0)

(1, 0, 0),(1, 0, −1) (1, −1, 0)
(0, 0, 1),(0, −1, 1) (0, −2, 0) (0, −1, 0)

(0, −1, 0),(0, −1, −1) (1, −1, 0)
MT urnSE (0, 0, 1),(1, 0, 1) (2, 0, 0) (0, −1, 0) (−1, 0, 1)

(1, 0, 0),(2, 0, 0) (0, 0, −1), (1, 0, 1)
(0, 0, 1)

(0, 0, 1),(0, −1, 1) (0, −2, 0) (0, 1, 1)
(0, −1, 0),(0, −2, 0) (0, 0, −1) (0, −1, 1)

MNW (−1, 0, 0),(−1, 0, 1) (0, −1, 0) (−1, 1, 0)
(0, 0, −1),(0, 1, −1) (0, 2, 0) (0, 1, 0)

(0, 1, 0),(0, 1, 1) (1, 0, 0) (−1, 1, 0)
(0, 0, −1),(−1, 0, −1) (−2, 0, 0) (−1, 0, 0)

MT urnNW (0, −1, 0),(0, −1, 1) (0, 1, 0) (0, 0, 1)
(1, 0, 0),(1, 0, 1) (−1, 0, 0) (0, 0, 1)

MT (0, 0, 1),(1, 0, 1) (2, 0, 0),(0, 0, 2) (1, 0, 0)
(1, 0, 0),(1, 0, −1) (2, 0, 0),(0, 0, 1) (1, 1, 0)
(0, 0, 1),(0, 1, 1) (1, 0, 0),(0, 0, 2) (0, 1, 0)

(0, 0, 1),(0, −1, 1) (0, 0, 2),(0, −2, 0) (0, −1, 0)
(0, −1, 0),(0, −1, −1) (0, 0, 1),(0, −2, 0) (1, −1, 0)

(0, 0, 1),(1, 0, 1) (0, 0, 1),(0, −1, 0) (1, 0, 0)
MD (0, 1, 0),(0, 1, −1) (1, 0, 0) (0, 0, −1)

(0, 1, 0),(0, 1, 1) (1, 0, 0) (0, 0, −1) (0, 1, −1)
(0, 0, −1),(0, 0, −2) (1, 0, 0) (0, −1, −1)
(1, 0, 0),(1, 0, −1) (0, −1, 0) (0, 0, −1)
(1, 0, 0),(1, 0, 1) (0, −1, 0) (0, 0, −1) (1, 0, −1)

(0, 0, −1),(0, 0, −2) (0, −1, 0) (−1, 0, −1)

We prove Theorem 2 by a search algorithm.
The proposed algorithm considers planes that is parallel to the x-z plane or the y-z plane.

Each plane is represented as x = s for s = 0, 1, 2, . . . and y = s′ for s′ = 0, 1, 2, . . .. The
MRS moves along each vertical line {(x, y, z)|x = s, y = t} when it is on the plane x = s for
t = 0, 1, 2, . . . and {(x, y, z)|x = t′, y = s′} when it is on the plane y = s′ for t′ = 0, 1, 2, . . ..
Figure 16 shows an execution of the proposed algorithm.

The MRS continues to search each plane perpendicular to the x-axis until it reaches the
east wall. Then, it starts to search each plane perpendicular to the y-axis. Repeating the
process four times, it returns to its initial position.

The proposed algorithm consists of the following move sequences. We omit the detailed
description and figures due to the page limitation.

Move sequence MDown. By this move sequence, the MRS visits all the cells of the
horizontal line {(x, y, z)|x = s, y = t}.
Move sequence MUp. By this move sequence, the MRS visits all the cells of the horizontal
line {(x, y, z)|x = s, y = t}.
Move sequence MT urnU . By this move sequence, the MRS changes its move sequence
from MUp to MDown.



R. Yamada and Y. Yamauchi 20:11

Table 2 Search algorithm for the MRS equipped with a common compass (Latter part).

Cm Cw Ce Output
MB (0, 1, 0),(0, 1, 1) (1, 0, 0),(0, 0, −1) (0, −1, 0), (−1, 1, 0)

(0, 2, 0)
(0, 0, −1),(−1, 0, −1) (1, 0, 0),(0, 0, −2) (0, −1, 0) (−1, 0, 0)

(1, 0, 0),(1, 0, 1) (0, −1, 0),(0, 0, −1) (1, 1, 0)
(0, 0, −1),(0, 1, −1) (0, −1, 0),(0, 0, −2) (0, 1, 0)

MNECorner (0, 0, −1),(0, −1, −1) (0, 1, 0),(1, 0, 0), (−1, 0, −1)
(0, 0, −2)

MW allBottom (1, 0, 0),(1, −1, 0) (0, 0, −1) (0, −1, 0)
(1, 0, 0),(1, 1, 0) (0, 0, −1) (0, −1, 0) (1, −1, 0)

(0, −1, 0),(0, −2, 0) (0, 0, −1) (−1, −1, 0)
(0, −1, 0),(−1, −1, 0) (0, 0, −1),(0, −2, 0) (−1, 0, 0)
(0, −1, 0),(1, −1, 0) (0, 0, −1) (−1, 0, 0) (−1, −1, 0)
(−1, 0, 0),(−2, 0, 0) (0, 0, −1) (−1, 1, 0)

MSW Corner (−1, 0, 0),(−1, 1, 0) (0, 0, −1),(−2, 0, 0), (−1, 0, 1)
(0, −1, 0)

MUp (0, −1, 0),(0, −1, 1) (−1, 0, 0),(0, −2, 0) (0, 0, 1)
(0, −1, 0),(0, −1, −1) (−1, 0, 0),(0, −2, 0) (0, 0, 1) (0, −1, 1)

(0, 0, 1),(0, 0, 2) (−1, 0, 0),(0, −1, 0) (0, 1, 1)
Otherwise Otherwise Otherwise (0, 0, 0)

Figure 16 Example of a search by four modules.

Move sequence MT urnD. By this move sequence, the MRS changes its move sequence
from MDown to MUp.
Move sequence MB1. By this move sequence, the MRS changes its move sequence from
MDown to MB2.
Move sequence MB2. By this move sequence, the MRS visits all the cells of the horizontal
line {(x, y, z)|y = s, z = 0}.
Move sequence MB3. By this move sequence, the MRS changes its move sequence from
MB2 to MUp.
Move sequence MCorner. By this move sequence, the MRS changes its move sequence
from MDown to MB1.

The proposed algorithm consists of the following six steps. We use north, south, east,
and west for explanation, however each module does not need to know these directions.
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Step 1 By MDown, the MRS moves down along a vertical line on a plane {(x, y, z)|y = s}
for some s.

Step 2 When the MRS reaches the bottom wall, it changes the direction by MT urnD.
Step 3 By MUp, the MRS moves up along the same vertical line as Step 1.
Step 4 If the MRS is adjacent to the bottom of west wall, it moves to the next plane

{(x, y, z)|y = s − 1} by MB1. Then it moves along the bottom wall in the east direction
by MB2. When the MRS reaches the east wall, it performs MB3 and starts searching the
next plane by repeating Step 1. Otherwise, it proceeds to Step 5.

Step 5 When the MRS reaches the top wall, it moves west by one row by MT urnU . Then it
repeats Step 1 again.

Step 6 When the MRS reaches southwest corner, it performs MCorner and starts searching
on a plane perpendicular to the previous search plane. Thus, a search plane is first
perpendicular to the x axis and moves to east, second it is perpendicular to the y axis
and moves to north, third it is perpendicular to the x axis and moves to west, and finally,
it is perpendicular to the y axis and moves to south.
Depending on its initial state, MRS may start from the middle of the above track.

We omit the description like Table 1 and 2 due to the page limitation.
We briefly address the correctness of the proposed algorithm. The MRS visits all cells

on a vertical line {(x, y, z)|x = t, y = s} by Steps 1, 2, and 3. Then, it proceeds to the
next vertical line by Step 5. By repeating Steps 1, 2, 3, and 5, it visits all cells on plane
y = s. By Step 4, it starts searching the next plane y = s − 1. By repeating Steps 1 to 5, it
eventually reaches the southwest corner of the bottom wall. It starts searching the vertical
line {{(x, y, z)|x = 1, y = d − 2}} by Step 6. By repeating Step 1 to 6 four times, the MRS
visits all cells of the field.

3.3 Search without a common compass
We show the following theorem by a search algorithm for the MRS of five modules not
equipped with a common compass.

▶ Theorem 3. The MRS of five modules not equipped with a common compass can solve a
search problem in a finite 3D grid if no pair of modules have an identical observation in an
initial configuration.

We prove Theorem 3 by a search algorithm for the MRS of three modules not equipped
with a common compass.

The proposed algorithm considers each plane perpendicular to one of the x, y, and z axes.
The choice of the axis depends on the initial configuration of the MRS, and the modules do
not need to know the global coordinate system. In the following, without loss of generality,
we assume that the MRS considers planes perpendicular to the x axis, i.e., x = s(y = s,z = s,
respectively) for s = 0, 1, 2, . . .. It moves along each vertical line {(x, y, z)|x = s, y = t, z = u}
or horizontal line {(x, y, z)|x = s, y = u, z = t} for u = 0, 1, 2, . . . on the plane. Figure 17
shows an execution of the algorithm.

The MRS continues to search each plane perpendicular to the x-axis until it reaches the
east wall. Then, it changes the search direction from the positive x direction to the negative
x direction and it starts to search each plane perpendicular to the x-axis until it reaches the
west wall.

The proposed algorithm consists of the following move sequences. We omit the detailed
description and figures due to the page limitation.
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Figure 17 Example of a search with five modular robots.

Move sequence MF orward. By this move sequence, the MRS visits all the cells of the
horizontal line {(x, y, z)|x = s, y = t}.
Move sequence MBack. By this move sequence, the MRS visits all the cells of the
horizontal line {(x, y, z)|x = s, y = t}.
Move sequence MT urnB . By this move sequence, the MRS changes its move sequence
from MF orward to MBack.
Move sequence MT urnF . By this move sequence, the MRS changes its move sequence
from MBack to MF orward.
Move sequence MEdge. By this move sequence, the MRS changes its move sequence from
MF orward to MT urnB .
Move sequence MCorner. By this move sequence, the MRS changes its move sequence
from MF orward to MT urnB .

The proposed algorithm consists of the following six steps. We use down direction for
explanation, but each module does not need to know the down direction.

Step 1 By MF orward, the MRS moves to the down direction along a vertical line on a plane
{(x, y, z)|x = s} for some s.

Step 2 When the MRS reaches the bottom wall, it changes the direction to up by MT urnB .
Step 3 By MBack, the MRS moves up along a vertical line followed in Step 1.
Step 4 If the MRS is adjacent to the bottom wall, it moves to plane {(x, y, z)|x = s + 1} by

MT urnF , and starts searching the new plane by repeating Steps 1,2, and 3.
Step 5 When the MRS reaches the top or bottom wall, it moves to the southern row by

MEdge. Then it repeats Steps 1, 2, and 3 again.
Step 6 When the MRS reaches a corner of the field, it perform MCorner and changes the

search direction from the positive x direction to the negative x direction.

We omit the description like Table 1 and 2 due to the page limitation.
We briefly address the correctness of the proposed algorithm. The MRS visits all the

cells on line {(x, y, z)|x = s, y = t} by Steps 1, 2, and 3. Then, it proceeds to the next line
by Step 5. By repeating Steps 1, 2, 3, and 5, it visits all cells on plane x = s. By Step 4, it
starts searching a new plane x = s + 1. By repeating Steps 1 to 5, it eventually reaches the
corner adjacent to the south wall and the east wall. By Step 6, it starts searching west wall.
By repeating Steps 1 to 6 twice, the MRS visits all cells of the field.

You can find demonstration videos of the proposed algorithms in [18].
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Figure 18 State transition graph for a MRS consisting of 3 modules with common vertical axis.

4 Necessary number of modules

We show that the three algorithms presented in Section 3 use the minimum number of
modules for each setting.

▶ Theorem 4. The MRS of less than three modules equipped with a common compass cannot
solve the search problem in a finite 3D cubic grid.

Due to the page limitation, we show a sketch of the proof.
A single module cannot perform any movement because there is no static module during

the movement.
Two modules can perform rotations and we can show that the MRS can move straight

to one direction by repeating rotations. Thus, when both modules cannot observe any wall
(i.e., in the middle area of the field), the MRS moves straight. Assume that the straight
movement of the MRS is parallel to x axis. When the field is large enough, the MRS cannot
move along some lines parallel to the x axis because the MRS cannot count.

We next show the necessary number of modules equipped with a common vertical axis.

▶ Theorem 5. The MRS of less than four modules equipped with a common vertical axis
cannot solve the search problem in a finite 3D cubic grid.

Proof. In the case of one module, the MRS cannot move because it cannot perform any
sliding or rotation.

In the case of two modules, there are two possible states of the MRS. Let SA be the state,
where the two modules form a vertical line, and SB be the state, where the two modules
form a horizontal line. There exists only one horizontal line state because the modules do not
agree on x axis or y axis. In SA, one of the two modules can perform a rotation because they
agree on a common vertical axis. Any rotation in SA results in SB. In SB, both modules
obtain the same observation if their local coordinate systems are symmetric against their
midpoint, and if one of them moves then the other also moves. Thus, the two modules cannot
perform any movement. Consequently, the two modules cannot move to any direction.

In the case of three modules, we check possible movements of the MRS by the state trans-
ition graph shown in Figure 18. State S3

a cannot be transformed to any other configuration
because both endpoint modules obtain the same observation. Therefore, it is necessary to
move only by S3

b , S3
c , S3

d , and S3
e . However, no matter which transformation of the S3

b , S3
c , S3

d ,
and S3

e , the MRS cannot move in the east, west, south or south direction. Therefore, when
there is no wall in the visibility, the MRS cannot move, thus it cannot search the whole
field. ◀
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Figure 19 State transition graph for the MRS of 4 modules not equipped with a common compass.

We finally show the necessary number of modules not equipped with a common compass.

▶ Theorem 6. The MRS of less than five modules not equipped with a common compass
cannot solve the search problem in a finite 3D cubic grid.

Due to the page limitation, we show a sketch of the proof.
A single module cannot perform any movement because there is no static module during

the movement.
Two modules not equipped with a common compass cannot perform any movement,

because if one module moves then the other module also moves.
Three modules have two states, i.e., the “L”-shape and the “I”-shape. In the L-shape, no

module can perform a movement because of the symmetry. In the I-shape, two endpoint
modules can perform rotations and a new state is an L-shape or I-shape. The MRS does not
move after these rotations. Consequently, the MRS cannot move to any direction.

Four modules have eight states. By the state transition graph of the four modules shown
in Figure 19, we can show that the MRS cannot move to any direction.

5 Conclusion and future work

In this paper, we considered search by the single MRS in the finite 3D cubic grid. We
demonstrated a trade-off between the common knowledge and the necessary and sufficient
number of modules for search. We finally note that the proposed algorithms depend on
parallel movements, i.e., they are not designed for the centralized scheduler.

Our future goal is a distributed coordination theory for the MRS. First, reconfiguration
and locomotion of a single MRS in the 3D cubic grid have not been discussed yet. Second,
it is important to consider interaction among multiple MRSs such as rendezvous, collision
avoidance, and collective search. Finally, the MRS is expected to solve more complicated
tasks by interaction with the environment.

SAND 2022
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Abstract
We study the Cooperative Guarding problem for polygons with holes in a mobile multi-agents setting.
Given a set of agents, initially deployed at a point in a polygon with n vertices and h holes, we
require the agents to collaboratively explore and position themselves in such a way that every point
in the polygon is visible to at least one agent and that the set of agents are visibly connected. We
study the problem under two models of computation, one in which the agents can compute exact
distances and angles between two points in its visibility, and one in which agents can only compare
distances and angles. In the stronger model, we provide a deterministic O(n) round algorithm to
compute such a cooperative guard set while not requiring more than n+h

2 agents and O(log n) bits
of persistent memory per agent. In the weaker model, we provide an O(n4) round algorithm, that
does not require more than n+2h

2 agents.
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1 Introduction

The Art Gallery Problem is a classical computational geometry problem which asks for the
minimum number of guards required to completely guard the interior of a given art gallery.
The art gallery is modelled as a simple polygon and guards are points on or inside the
polygon. A set of guards is said to guard the art gallery, if every point in the art gallery is
visible to at least one guard. This problem was first posed by Klee in 1973 and since then the
problem has been of interest to researchers. The problem and its many variations have been
well-studied over the years. Chvátal [4] was the first to show that ⌊ n

3 ⌋ guards are sufficient
and sometimes necessary to guard a polygon with n vertices. Fisk [5] proved the same result
via an elegant coloring argument, which also leads to an O(n) algorithm.

We study a variant of the classical Art Gallery Problem known as the Cooperative Guards
problem in polygons with holes from a distributed multi-agents perspective. The Cooperative
Guards problem is similar to the Art Gallery Problem with the additional constraint that
the visibility graph of the guards, i.e., the graph with guards as vertices and edges between
guards that can see each other, should form a single connected component. This implies that
if the guards can communicate through line of sight, then any two guards can communicate
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with each other (either directly or indirectly through intermediate guards). The Cooperative
Guards problem was first introduced by Liaw et al. in 1993 [6], in which they show that this
variant of the Art Gallery Problem is also NP-hard.

The pursuit of solving the Cooperative Guards problem for us is primarily motivated
by the search for distributed multi-agent exploration algorithms for agents deployed in the
polygon. One of the easiest ways to explore the polygon is by maintaining connectivity
through line of sight and having the agents cooperatively send exploratory agents and expand
the area of the polygon that they can collectively see. Such an algorithm would require the
agents to be visibly connected and if at the end they are collectively able to see the entire
polygon, then they form a solution to the Cooperative Guards problem. This lead us to
first tackle the Cooperative Guards problem in the centralized setting and adapt it to the
distributed multi-agent model. Once the agents are positioned to cooperatively guard the
polygon, they have sufficient information to solve several computational geometry problems
on the polygon by executing a distributed algorithm on their visibility graph. Hence our
algorithm can also serve as an initial pre-processing step for distributed multi-agents to solve
other problems on the polygon, for example they can compute the number of vertices of
the polygon, diameter of the polygon etc. Our focus throughout this paper is to find time
optimal algorithms for computing a set of cooperative guards on the polygon (not necessarily
minimum). Analogous to Fisk’s [5] coloring argument, we provide an efficient algorithm that
computes a set of visibly connected guards using no more than n+h−2

2 guards.

2 Our Contributions

We first present a centralized algorithm for the Cooperative Guards problem in polygonal
region with n vertices and h holes, that does not require more than n+2h−2

2 guards and runs
in O(n log n) time. We then use an observation from Zylinski [8] to reduce the number of
guards to n+h−2

2 . The reduction uses the method of Sachs and Souvaine [3] to reduce the
problem to a simple polygon with n + h vertices and no holes.

We propose two distributed models of computation, one in which the agents can perceive
exact distances (which we call depth perception) and hence can compute co-ordinates (with
respect to some common reference frame) to map out the polygon, and another in which the
agents receive only a combinatorial view of their visibility. In the former model we assume
that the agents are positioned in an [0, nc] × [0, nc] grid so that their coordinates can be
evaluated within O(log n) bits.

We present a distributed algorithm (in the stronger depth perception model) that runs in
O(n) rounds and does not require more than ⌊ n+h−2

2 ⌋ agents. Our distributed algorithm
emulates the centralized algorithms presented except that the polygon is not known in
advance. We simultaneously explore and incrementally construct a triangulation.

Finally, we present a distributed algorithm for the weaker proximity perception model,
which takes O(n4) rounds, but requires n+2h−2

2 agents. These results improve upon the
works by Obermeyer, Ganguli and Buffon [7] (which requires n+2h−2

2 guards in the worst
case and O(n2) communication rounds) and Ashok et al. [1] (which requires O(n) rounds but
works only for polygons without holes). A summary of our results is presented in Table 1.
The full version [2] of the paper contains all the details.

3 Open Problems

We discuss about further improvements and some closely related open problems below.
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Table 1 A summary of our results.

Model & Algorithm Rounds Broadcasts Persistent Memory Guards
Depth Perception O(n) O(n) O(n log n) (n + h − 2)/2
(Large memory)

Depth Perception O(n) O(n log n) O(log n) (n + 2h − 2)/2
(Small memory)

Depth Perception O(n) O(n(h + log n)) O(log n) (n + h − 2)/2
(Improving guards)

Proximity Perception O(n4) O(n4) O(log n) (n + 2h − 2)/2

▶ Open Problem 1. How many co-operative guards are required for a polygon with n vertices
and h holes? What if guards are restricted to be on the vertices of the polygon?

Our construction requires at most n+h−2
2 co-operative guards, however we have not been

able to construct polygons requiring so many guards. For h ≤ 1, the problem has been solved
by Zylinski [8], but for h ≥ 2, the problem remains open. We have not been able to provide a
better upper bound than n+2h−2

2 guards when the guards are restricted to the vertices of the
polygon as well as provide examples of polygons that need more than n+h−2

2 such guards.

▶ Open Problem 2. Is there a more efficient centralized algorithm to compute a cooperative
guard set with n+h−2

2 guards?

The centralized algorithm proposed runs in O(n2) time, whereas we are able to construct
a cooperative guard set using no more than n+2h−2

2 agents in O(n log n) time. Is it possible
to bridge the gap in the running time?

▶ Open Problem 3. Is it possible to construct O(poly(D)) time algorithms where D is the
hop diameter of the polygon, when agents have limited persistent memory?

The hop diameter of the polygon is the minimum number of straight line segments required
to connect any two vertices of the polygon. In simple polygons, it is easy to construct such
algorithms, however in polygons with holes, the problem appears to be more challenging.
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Abstract
The Firefighter problem asks how many vertices can be saved from a fire spreading over the vertices
of a graph. At timestep 0 a vertex begins burning, then on each subsequent timestep a non-burning
vertex is chosen to be defended, and the fire then spreads to all undefended vertices that it neighbours.
The problem is NP-Complete on arbitrary graphs, however existing work has found several graph
classes for which there are polynomial time solutions. We introduce Temporal Firefighter,
an extension of Firefighter to temporal graphs. We show that Temporal Firefighter is
also NP-Complete, and remains so on all but one of the underlying classes of graphs on which
Firefighter is known to have a polynomial-time solution. This motivates us to explore restrictions
on the temporal structure of the graph, and we find that Temporal Firefighter is fixed parameter
tractable with respect to the temporal graph parameter vertex-interval-membership-width.
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1 Problem Definition and Restrictions on the Underlying Graph

The Firefighter problem considers a fire spreading over a connected, undirected, loop-free,
rooted graph [5]. At time 0 the fire begins burning at the root. Then, at each subsequent
time, a chosen vertex is defended, and the fire then spreads to all undefended vertices adjacent
to the fire. Once a vertex is burning or defended it remains so until the process is over,
which happens once the fire can no longer spread. The decision problem then asks whether
it is possible to save k vertices on a rooted graph (G, r). This problem is NP-Complete on
arbitrary graphs, although progress has been made on identifying graph classes for which it
can be solved in polynomial time [2, 3].

We introduce Temporal Firefighter, an extension of Firefighter to temporal
graphs, using the definition of temporal graph first introduced by Kempe et al. [6]. Here a
temporal graph is a pair (G, λ), where G is an underlying static graph and λ : E(G) → 2N is
a labeling function mapping edges of the graph to the set of timesteps at which they are
active. We refer to the maximum timestep at which any edge of such a graph is active as
the lifetime Λ. Furthermore, we say that two vertices v1 and v2 are temporally adjacent at
time i if there is an edge between them active at time i, that is if i ∈ λ(v1, v2). Temporal
Firefighter is then defined analogously to Firefighter except the fire can only spread to
vertices to which it is temporally adjacent.
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Temporal Firefighter is NP-Complete on arbitrary graphs, as we can assign times in a
rooted temporal graph ((G, λ), r) such that Temporal Firefighter simulates Firefighter
for any rooted graph (G, r). This is achieved by setting λ(e) = {1, ..., |V (G)| − 1} for every
edge e. By time |V (G)| − 1 every vertex would have been defended, so the process must be
over. Thus, for the entirety of the time during which the fire can spread, every edge is active,
just as in Firefighter. In this respect we can view Firefighter to be a special case of
Temporal Firefighter. Noting that the above reduction preserves the underlying graph
class we then have that for every class C of graphs for which Firefighter is NP-Complete,
Temporal Firefighter is NP-Complete on the class of temporal graphs with the graphs
of C as the underlying graphs.

Firefighter has polynomial time solutions on interval graphs, permutation graphs, Pk-
free graphs for k > 5, split graphs, cographs, and graphs of maximum degree three providing
the root is of degree two [2, 3]. We find that Temporal Firefighter is NP-Complete
when the underlying graph belongs to any of these classes except the last, for which there is
a polynomial time algorithm. Every class except the last contains arbitrarily large cliques,
and we find that Temporal Firefighter is NP-Complete when the underlying graph is a
clique. This can be shown by reduction from Firefighter by assigning times to the edges
in a static graph G so that they will be active at all times up until |V (G)| − 1, at which
point the fire can certainly no longer spread. We then add further edges to make the graph
a clique, and have them only active from time |V (G)| − 1 onwards such that they will not
affect the spread of the fire. Temporal Firefighter on such a clique will then simulate
Firefighter on G.

We also find the stronger result, that Temporal Firefighter is NP-Complete when
the underlying graph is a clique of size n, even when the lifetime of the graph is upper
bounded by n

1
c for any constant c ∈ N. This can be shown by a similar reduction, in which

|G|c − |G| vertices are added to the static graph G in such a way that they will all burn
on the first timestep. All defences then take place on a clique constructed in the manner
described above.

In the positive direction we find that there is a polynomial time algorithm for Temporal
Firefighter on temporal graphs where the underlying graph has maximum degree three
and the root has degree two. This algorithm works in a very similar manner to that for
Firefighter as given by Finbow et al. [2].

2 Restrictions on the Temporal Structure

Our analysis of the complexity of Temporal Firefighter when restricting the underlying
graph class shows that for most known graph classes C where Firefighter is polytime
solvable, Temporal Firefighter is NP-Complete on the class of temporal graphs {(G, λ) :
G ∈ C}. This naturally leads us to consider whether the problem might be tractable when
restricting the temporal structure of the graph.

We show that Temporal Firefighter is fixed parameter tractable when parameterised
by vertex-interval-membership-width, a temporal graph parameter defined by Bumpus and
Meeks [1]. Begin by letting mintime(v) denote the minimum timestep upon which an incident
edge of v is active for all vertices v. Define maxtime equivalently for the maximum timestep.
Vertex-interval-membership-width is then defined as follows.

▶ Definition 1 (Vertex Interval Membership Width). The vertex interval membership sequence
of a temporal graph (G, λ) is the sequence (Ft)t∈[Λ] of vertex-subsets of G where Ft = {v ∈
V (G) : mintime(v) ≤ t ≤ maxtime(v)} and Λ is the lifetime of (G, λ). The vertex-interval-
membership-width of a temporal graph (G, λ) is then the integer ω = maxt∈[Λ] |Ft|.
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To simplify our analysis in showing that Temporal Firefighter is in FPT, we actually
use the related problem Temporal Firefighter Reserve. This is the temporal extension
of the Firefighter Reserve problem described by Fomin et al. [3]. In Temporal
Firefighter Reserve, it is not required to make a defensive move every timestep. Rather,
defences may be delayed, adding to a budget that can be used on future timesteps. Allowing
the defence to build up a reserve in this manner does not affect the number of vertices that
can be saved, and the proof for this fact works identically to that for the static case as given
by Fomin et al. [3]. We note that in Temporal Firefighter Reserve there is always an
optimal strategy that only defends temporally adjacent to the fire, as any defence can be
delayed until the turn upon which the defended vertex would burn.

The algorithm for Temporal Firefighter Reserve iterates over the vertex interval
membership sequence of the input graph, and considers every possible set of defences
adjacent to the fire for each timestep. In particular it recursively computes a sequence of sets
Li ∈ P(Fi) × P(Fi) × {1, 2, ..., Λ} × {1, 2, ..., n}. An element of Li is a 4-tuple (D, B, g, c)
where D is a set of defended vertices in Fi, B is a set of burnt vertices in Fi, g is the budget
that will be available on timestep i + 1, and c is the total count of vertices that have burnt at
time i. The problem can then be answered by checking if there is any entry (D, B, g, c) ∈ LΛ
where Λ is the lifetime of the graph, such that |V (G)| − c ≥ k.

We observe that |Li| = O(4ωωΛ2), and that there at most 2ω defences to consider on
each timestep. The overall complexity can then be seen to be O(8ωωΛ3).

▶ Theorem 2. It is possible to solve Temporal Firefighter in time O(8ωωΛ3) for a
rooted temporal graph ((G, λ), r) where Λ is the lifetime of the graph, and ω is the vertex-
interval-membership-width.

We suggest investigating the complexity of Temporal Firefighter when parameterised
by similar temporal parameters as future work. For example, it would be worthwhile
investigating parameterising by interval-membership-width, which is also defined by Bumpus
and Meeks [1].
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Abstract
The amoebot model is a distributed computing model of programmable matter. It envisions
programmable matter as a collection of computational units called amoebots or particles that utilize
local interactions to achieve tasks of coordination, movement and conformation. In the geometric
amoebot model the particles operate on a hexagonal tessellation of the plane. Within this model,
numerous problems such as leader election, shape formation or object coating have been studied. One
area that has not received much attention so far, but is highly relevant for a practical implementation
of programmable matter, is fault tolerance. The existing literature on that aspect allows particles
to crash but assumes that crashed particles do not recover. We propose a new model in which a
crash causes the memory of a particle to be reset and a crashed particle can detect that it has
crashed and try to recover using its local information and communication capabilities. We propose
an algorithm that solves the hexagon shape formation problem in our model if a finite number of
crashes occur and a designated leader particle does not fail. At the heart of our solution lies a
fault-tolerant implementation of the spanning forest primitive, which, since other algorithms in the
amoebot model also make use of it, is also of general interest.
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1 Introduction

Model extension

In our work we extend the amoebot model by introducing particle crashes. In order to gain
initial insights into useful strategies towards fault tolerance in our model and motivate further
work in this direction, we focus on the problem of shape formation in the geometric amoebot
model using the hexagon shape formation problem as basis. We assume that the adversarial
scheduler may arbitrarily crash particles. A crash of a particle p has the following effects:
The scheduler sets the state in p’s local memory to crashed, enabling p and its neighbours
to detect that it has crashed, and resets the rest of p’s local memory. The faulty particle p

can then try to recover its local memory by using its local information and communication
capabilities.

Problem description

For any two nodes u, v ∈ V△ of the triangular lattice G△ the distance δ(u, v) ∈ N0 between u

and v is defined as the length of a shortest path from u to v in G△. For a node v ∈ V△ and
i ∈ N0 let B(v, i) := { u ∈ V△ | δ(u, v) = i }. We call a set V ⊆ V△ a hexagon with centre
v ∈ V if there is a k ∈ N0 and a subset S ⊆ B(v, k) such that V = S ∪

⋃
i<k B(v, i). We
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define the hexagon shape formation problem HEX: We assume that the system of particles
initially forms a single connected component of contracted particles, has a unique leader,
called the seed particle, and that all other particles are idle. The goal is to reach a stable
configuration in which the set of nodes occupied by particles is a hexagon with the seed in
its centre.

2 Main results

We propose an algorithm HexagonFT that solves the hexagon shape formation problem HEX
in our model under the presence of particle crashes. Our two main results are:

▶ Lemma 1. If a finite number of crashes occur during the execution of algorithm HexagonFT
and m particles are faulty after the last crash, then a non-faulty configuration is reached
within O(mn) rounds after the last crash.

▶ Theorem 2. If a finite number of crashes occur, then the algorithm HexagonFT solves the
hexagon shape formation problem HEX in worst-case O(n2) work (total number of moves
executed by all particles). From the time when no more crashes occur and the configuration
is non-faulty, the algorithm needs O(n) rounds until termination.

As long as no crashes occur, HexagonFT behaves like the classical hexagon shape formation
algorithm introduced in [1] (compare Figure 1).

(a) (b) (c) (d) (e)

Figure 1 An example run of our hexagon shape formation algorithm HexagonFT with 19 particles
without crashes. Particles have to assume the shape of a hexagon (but for the outer layer, which
may not be completely full). The hexagon is built in a spiral ring in clockwise direction around the
seed as follows: (a) All particles except of the seed are initially idle (black dots). (b) Particles
adjacent to finished particles (seed or retired) become root particles, and follower particles
form parent-child relationships with root or follower particles. (c)–(e) root particles traverse
the forming hexagon counter-clockwise, becoming retired when reaching the position marked by
the last retired particle. follower particles follow root particles via a series of handovers.

Due to space limitations, we address two algorithmic challenges that arise due to particle
crashes (Figure 2): Firstly, we must ensure that particles within the hexagon formed so far
do not become follower particles. If this is not ensured, particles could leave the hexagon,
which in turn could lead to disconnection of the particles. We use a safety primitive (Figure 3)
to ensure that particles inside the hexagon cannot become follower particles. Secondly, we
need to ensure that when a crashed particle chooses a follower as parent, this does not
lead to disconnection of the particles. In order to avoid disconnection, we use a validation
primitive (Figure 4) that determines for a faulty particle which of the follower parent
candidates it can attach to without closing a cycle.
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(a) (b) (c) (d)

Figure 2 (a)–(b) Crashed particles inside the hexagon have become followers. Some of these
followers follow their root, causing them to leave the hexagon, which eventually leads to a disconnec-
tion of the particles. (c)–(d) A Crashed particle attaches itself to an arbitrary follower pointing
away from it, closing a cycle and leading to irreversible disconnection of the particles.

(a) (b) (c)

Figure 3 Safety primitive: Crashed particles will become either safe or unsafe . Crashed
particles connected to a finished particle via one or two line segments in G△ become unsafe,
otherwise safe by the propagation of safeFlags. Only a safe particle may become a follower.

(a) (b) (c) (d) (e) (f) (g)

Figure 4 Validation primitive: (a) A faulty particle needs to ensure that there is a path to
a root before following a particle. (b) The faulty particle sends invalidate tokens to possible
parent candidates. (c) invalidate is propagated upwards, causing particles on the path to become
invalid . (d)–(e) An invalidate that reaches an error particle is stored by it, an invalidate

that reaches a root is consumed by it. The root generates a valid token which is propagated
downwards along the invalid particles, causing them to become valid. (f)–(g) A safe particle
may become a follower of a valid follower parent candidate. After the recovery of the particle,
the invalidate token previously stored by it will then again be propagated upwards.
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Abstract
Chemical and molecular systems exist in a world between kinetics and thermodynamics. Engineers
of such systems often design them to perform computation solely by following particular kinetic
pathways. That is, just like silicon computation, these systems are intentionally designed to run
contrary to the natural thermodynamic driving forces of the system. The thermodynamic binding
networks (TBN) model is a relatively new model that is particularly well-equipped to investigate
this dichotomy between kinetics and thermodynamics. The kinetic TBN model uses reconfiguration
energy barriers to inform kinetic pathways. This work shows that deciding if two TBN configurations
have a barrier-1 pathway between them is PSPACE-complete. This result comes via a reduction
from nondeterministic constraint logic (NCL).
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1 Introduction and Preliminaries

The thermodynamic binding networks model, first presented in [5], was introduced in order to
better study the connection between thermodynamic equilibrium and desired computational
pathways. A TBN system, shown in Figure 1(Right), is simply a collection of monomer
types which consist of complementary binding sites. Configurations of a TBN system are
partitions of the monomers into polymers. A TBN configuration is said to be saturated
if the bond count is maximized and said to be stable if it is saturated and the polymer
count is maximized. Some recent work has been done on computing properties of stable
configurations (i.e., at thermodynamic equilibrium) [3, 6]. Of particular interest to this
announcement is the study of energy barriers along kinetic pathways in the TBN model [2]
(described by merging and splitting polymers). In other words, how far away from equilibrium
do these kinetic paths require the system to be (i.e., how many merges are required before
a polymer may be split)? The 1-barrier reachability problem states: Given two saturated
TBN configurations, does there exist a saturated kinetic path between them with barrier at
most 1? This announcement shows that this problem is PSPACE-complete by a reduction
from constraint logic.

Constraint logic, shown in Figure 1(Left), is a very simple model where orientations
are assigned to edges on a graph such that each vertex has minimum total inflow above a
certain value (canonically inflow 2). Several questions have been studied in this model, but
this announcement focuses on the nondeterministic constraint logic. The nondeterministic
constraint logic (NCL) problem (a.k.a. NCL configuration reachability) asks if a goal
configuration can be reached from an initial configuration through a sequence of edge
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orientation reversals such that no vertex’s inflow constraint is ever unsatisfied. This problem
was shown to be PSPACE-complete in [7]. Constraint logic has been used to show hardness
for several problems including various games [7, 4], and motion planning [9, 1].

Figure 1 (Left) An example constraint graph G = (V,E) (where V = {a, b, c, d} and E =
{λ, δ, γ, ψ, π, ω}) and satisfied state Gs. This graph consists of constraint-2 vertices, weight-2 edges
(blue) and weight-1 edges (red). It is satisfied because all vertices have inflow of at least two. (Right)
An example TBN T and saturated (and stable) configuration S. The dotted-line box in configuration
S indicates that monomers {a, b} and {a∗, b∗} are part of the same polymer (in this case, satisfying
bonds a-a∗ and b-b∗). S is saturated because all starred domains are bound (bonds are maximized),
and it is stable because polymer count is maximized.

2 Complexity Result

Below is a brief explanation of how to transform a constraint graph into a TBN, followed by
the outline for the PSPACE-completeness proof.

2.1 Transforming constraint graph into TBN

Figure 2 (Left) An example constraint graph G and corresponding TBN T . (Right) Satisfied
state Gs and corresponding saturated configuration S.

Figure 2 illustrates the technique for constructing a TBN given a constraint graph. The
primary idea is to construct two “types” of monomers: (1) a constraint monomer in the
TBN which contains one starred domain per edge and two starred domains per vertex in
the constraint graph and (2) two edge monomers per edge in the constraint graph (for each
edge direction), each with an edge domain and vertex domain(s) dictated by edge weight. It
should be noted that this reduction allows for a rather simple proof that a TBN constructed
in this way has a saturated configuration with at least |E| + 1 polymers if and only if the
given constraint graph is satisfiable (both previously know NP-complete problems shown
in [3] and [7], respectively).

2.2 Barrier-1 Reachability is PSPACE-complete
Figure 3 is provided as a visual aid to accompany the intuition given in the proof sketch.
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Figure 3 An example constraint logic edge flip along with the equivalent TBN merge/split path.

▶ Theorem 1. The 1-barrier reachability problem is PSPACE-complete.

A sketch of the proof is as follows: PSPACE-hardness is shown via a reduction from
nondeterministic constraint logic reachability. Specifically, there exists a barrier-1 kinetic
path between two saturated configurations in the TBN if and only if there exists a valid
move sequence between the satisfied constraint logic configurations. The key idea is that
a satisfied constraint logic state is represented by a stable TBN configuration with |E| + 1
polymers, and a valid edge flip can be simulated by single merge followed by a split operation
in the TBN while invalid edge flips require at least two sequential merges. The converse
is proven similarly. A simple argument then shows membership in NPSPACE which, by
Savitch’s theorem [8], means the problem is in PSPACE and thus PSPACE-complete.
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