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Abstract
Gang scheduling has long been adopted by the high-performance computing community as a way to
reduce the synchronization overhead between related threads. It allows for several threads to execute
in lock steps without suffering from long busy-wait periods or be penalized by large context-switch
overheads. When combined with non-preemptive execution, gang scheduling significantly reduces
the execution time of threads that work on the same data by decreasing the number of memory
transactions required to load or store the data. In this work, we focus on two main types of gang
tasks: rigid and moldable. A moldable gang task has a presumed known minimum and maximum
number of cores on which it can be executed at runtime, while a rigid gang task always executes on
the same number of cores. This work presents the first response-time analysis for non-preemptive
moldable gang tasks. Our analysis is based on the notion of schedule abstraction; a new approach
for response-time analysis with the promise of high accuracy. Our experiments on periodic rigid
gang tasks show that our analysis is 4.9 times more successful in identifying schedulable tasks than
the existing utilization-based test for rigid gang tasks.
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1 Introduction

Gang scheduling is a scheduling approach that groups and executes parallel threads as a
“gang”. A gang of threads reserves a set of cores for their execution. The threads have exclusive
access to those cores from the moment they start to execute until they complete or get
preempted. Since the early 80s, gang scheduling has been adopted by the high-performance
computing community [23] as a way to reduce synchronization overheads between related
threads, and to optimize the access time to shared data in data-intensive applications [12].
It allows for many threads to execute in lock steps without suffering from long busy-wait
periods or be penalized by large context-switch overheads. Furthermore, it reduces the
number of memory transactions by allowing the application to load its data only once for all
threads rather than once per thread.
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Gang scheduling is a versatile model and has various applications. It is used to assign
resources to applications in data centers, to schedule hardware tasks on field programmable
gate arrays (FPGAs) [5], and is also used in graphics processor units (GPUs) [2] where each
kernel thread-block needs a fixed number of cores before its execution starts.

The efficiency of gang scheduling improves significantly when it is combined with non-
preemptive execution. It then results in smaller execution times as it eradicates the need to
reload data into memory after each preemption. This is usually a crucial factor to optimize the
worst-case execution time of a gang task, which often treats large amounts of data. Despite
these benefits, to the best of our knowledge, no theoretical analysis exists for obtaining a safe
upper bound on the worst-case response time of gang tasks under non-preemptive scheduling.

In this work, we provide the first worst-case response-time (WCRT) analysis for two
generic classes of gang tasks, namely, rigid and moldable, where tasks are scheduled by
a non-preemptive job-level fixed-priority (JLFP) scheduling policy (e.g., non-preemptive
deadline monotonic (DM), earliest-deadline first (EDF), etc.). A rigid gang task requires a
fixed number of cores to execute its threads. Thus, a job released by a rigid gang task cannot
start its execution until at least the number of cores it requires are available. A moldable
gang task, however, uses a minimum and a maximum number of cores on which it may be
executed. Each job of a moldable task may then be allocated a different number of cores by
the scheduler depending on how many cores are available at its start time. As a result, the
actual execution time of a job of a moldable task depends on the actual number of cores
allocated by the scheduler to that job at runtime. It is worth noting that rigid gang is only a
particular case of moldable gang. Yet, due to its potentials to adapt its level of parallelism
according to the number of cores available, the analysis of moldable gang tasks is a much
more challenging problem than that of rigid gang tasks.

Related work. Gang tasks, or so called “coscheduled threads”, were introduced by Ouster-
hout et al. [23] in 1982. From the late 80s, it has been known that the optimal scheduling of
non-preemptive gang (NPGang) tasks is an NP-complete problem as it requires solving a bin
packing problem at the core [6]. Since then, further studies have focused on designing more
efficient scheduling algorithms either to improve the average-case response time [32] or to
reduce the effect of fragmentation [11], which happens when the number of idle cores is not
enough to start executing any of the pending jobs.

Work on real-time rigid gang. Goossens et al. [13] show that preemptive gang scheduling
under a JLFP policy is not sustainable [7] w.r.t. execution time variation. Since then, two
schedulability tests [9,13] and one optimal scheduling policy [15] have been introduced for
preemptive rigid gang under FP scheduling. However, neither of the tests nor the optimal
scheduling policy are applicable on non-preemptive gang tasks. Recently, Dong and Liu [10]
introduced a utilization-based test for non-preemptive sporadic gang tasks. That work is
the closest to ours as it considers non-preemptive gang tasks. However, it cannot be used
to compute an upper bound on the response-time of the tasks as it only outputs a yes/no
answer that indicates whether the task set is schedulable or not. It is also limited to rigid
gang tasks and cannot analyze moldable gang tasks.

Work on real-time moldable and malleable gang. Malleable gang tasks are a generalization
of moldable gang tasks according to which a job may change its level of parallelism during its
execution. Kato et al. [16] and Richard et al. [26] propose sufficient schedulability tests for
preemptive moldable gang scheduling under global EDF. Berten et al. [4] propose a greedy
scheduling algorithm and its schedulability test for preemptive moldable gangs. Collette
et al. [8] present a feasibility test as well as a scheduling algorithm that minimizes the
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number of cores required to schedule malleable gang tasks. In their work, they also show
that EDF is not an optimal policy for malleable gang. However, these results are again
limited to preemptive tasks and have not been extended (and cannot be easily adapted) to
non-preemptive scheduling.

Work on bundle scheduling. In 2019, Wasly et al. [30] have extended the classical
rigid gang task model and proposed the bundled task model (BTM) along with a sufficient
schedulability test. Bundle tasks are modelled as a succession of “bundles” with precedence
constraints between them. Each bundle is preemptively scheduled and follows a rigid gang
model. However, each bundle may request a different number of cores than other bundles,
thereby providing a mean to change the parallelism of the task throughout its execution.
Nevertheless, similar to prior work, the existing tests for bundle scheduling have been designed
for preemptive execution and are not applicable to non-preemptive scheduling.

Work on schedule-abstraction-based analyses. Our response-time analysis for non-preemp-
tive gang tasks is based on the notion of schedule abstraction, a new type of response-time
analysis that provides highly accurate schedulability results (as shown in [31]). It was
first proposed in 2017 [18] and, since then, has been applied to various response-time
analysis problems for non-preemptive scheduling on single-core [18,24,25] and multicore
platforms [19,20,22], and is also being extended to the analysis of Ethernet TSN [28].

Contributions. In this paper, we propose a new analysis that uses the idea of schedule
abstraction [19] to derive the best-case and worst-case response times (BCRT and WCRT)
of a set of periodic rigid and/or moldable gang tasks scheduled by a non-preemptive JLFP
scheduling policy (detailed in Section 2). To the best of our knowledge, this is the first
response-time analysis for non-preemptive moldable (and rigid) gang tasks.

2 System Model

2.1 Platform and Task Model

We assume a platform made of m identical cores on which we execute a set of n non-
preemptive periodic moldable gang tasks. We consider periodic tasks since they are present
in more than 80% of real-time systems according to the recent survey of Akesson et al. [1] on
the industry practice in real-time systems. Each task τk (1 ≤ k ≤ n) periodically releases
non-preemptive moldable gang jobs. Whenever the scheduler dispatches a job Ji, it can chose
on how many cores to execute Ji out of a set Pi (see Section 2.2 for a detailed description of
the scheduler). The set Pi contains all the valid options to parallelize the execution of a job
Ji. For each possible number of cores p ∈ P that may be allocated to Ji, job Ji will execute
for a minimum of Cmin

i (p) and a maximum of Cmax
i (p) time units before completing its

execution. In other words, Cmin
i (p) and Cmax

i (p) are the best- and worst-case execution times
(BCET and WCET) of the job as a function of the number of cores on which it executes.
We assume that jobs may experience a bounded release jitter, that may arise from timer
inaccuracy, interrupt latency, or queuing delays. That is, a job Ji may be released at any
time within an interval [rmin

i , rmax
i ] where rmin

i is its earliest release time and rmax
i is its latest

release time.
In sum, each job Ji ∈ J is then defined by the tuple ([rmin

i , rmax
i ], C̄min

i , C̄max
i , Pi, di)

where rmin
i and rmax

i are the earliest and latest release times of Ji; di is its absolute deadline;
Pi is the set of core counts on which Ji may execute; C̄min

i and C̄max
i are vectors such that

each entry Cmin
i (p) and Cmax

i (p) contains the BCET and WCET of Ji on p cores, respectively.

ECRTS 2022
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For ease of notation, we define mmin
i = min{p | p ∈ Pi} and mmax

i = max{p | p ∈ Pi} as
the minimum and maximum number of cores on which job Ji may execute. We also define
the function nexti(p) for all values p < mmax

i as a function that returns the smallest number
of cores larger than p on which job Ji can execute. That is, nexti(p) = min{k ∈ Pi | k > p}.
Without loss of generality, we assume that 1 ≤ mmin

i ≤ mmax
i ≤ m for all jobs. That is, job

Ji cannot execute on less than one core and cannot request more cores than the number of
cores in the platform. We also assume that the values in C̄min

i and C̄max
i are monotonically

decreasing. That is, a job may execute on more cores only if it decreases its execution time.
As mentioned before, rigid gang is a special form of moldable gang, namely, if mmin

i =
mmax

i (and thus |Pi| = 1) for a job Ji, then the job is said to be rigid, otherwise, it is
moldable. If all jobs released by a task are rigid, then the task is rigid.

Our response-time analysis is based on schedule abstraction which must be applied on
a finite observation window (or job set). For periodic tasks with synchronous releases,
constrained deadlines (i.e., deadlines smaller than or equal to periods) and with or without
release jitter, the length of the observation window is the task set’s hyperperiod H, i.e, the
least common multiple of all tasks’ periods [14]. Thus, the job set J must include all jobs
released by all tasks during the interval [0, H). Further discussions on how to create job sets
for periodic tasks with offsets or arbitrary deadlines are found in [18] and [14].

It is worth noting that despite focusing on periodic tasks, our analysis is applicable to any
arbitrary job set as well. This is helpful, for example, to analyze tasks with bursty release
patterns or with complex arrival models such as generalized multi-frame tasks [21].

2.2 Scheduler Model

Jobs are scheduled non-preemptively using a work-conserving global job-level fixed priority
(JLFP) scheduling algorithm that is assumed to follow the following set of rules:

▶ Rule 1. A job Ji is considered ready at time t if and only if it is released at or before t, it
is not yet completed at t and it is not already executing at time t.

▶ Rule 2. A job Ji is considered eligible to be dispatched at time t if and only if it is ready
at time t and there are at least mmin

i cores available at time t.

▶ Rule 3. The scheduler is invoked whenever a job is released or a job completes.

▶ Rule 4. At every invocation of the scheduler, the highest priority eligible job is chosen to
be dispatched.

▶ Rule 5. The dispatched job is assigned a number of cores equal to the maximum value in Pi

that is smaller than or equal to the number of free cores at the time at which it is dispatched
(i.e., it always executes on as many cores as possible so as to maximize its parallelism).

▶ Rule 6. The number of cores allocated to a job cannot change during its execution

▶ Rule 7. The execution of a job cannot be preempted once it started.

▶ Rule 8. No core may remain idle as long as there are eligible jobs to be dispatched.

Since we assume a JLFP scheduling algorithm, we use the notations hpi and lpi to refer
to the set of higher and lower priority jobs than job Ji, respectively.
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3 Worst-Case Response-Time Analysis

To check the schedulability of a task set, we compute an upper bound on the worst-case
response time (WCRT) of each task by calculating an upper bound on the WCRT of each
job of the tasks in the observation window (e.g., hyperperiod). If the WCRT of a task is not
larger than its deadline, then the task is deemed schedulable.

As already mentioned, we use a schedule abstraction-based analysis [18–20] as opposed
to, e.g., a critical-instant-based analysis [3], in order to compute the WCRT of every job in a
job set J . In this section, we first explain preliminaries on schedule abstraction (Sec. 3.1)
and the challenges to build such an analysis for gang tasks (Sec. 3.2). We then elaborate on
how we model the system state for gang tasks (Sec. 3.3) and provide a top-down description
of the analysis in Sec. 3.4. We then discuss the details of the algorithm in Sec. 4 and 5

3.1 Preliminaries on Schedule-Abstraction Technique

Motivation. Schedule abstraction [18–20] is a recently developed technique to analyze
the best- and worst-case response times of a set of jobs. It efficiently explores the set of
“possible” schedules that can be generated by the job set under a given scheduling policy.
A recent comparison between the schedule abstraction and an exact response-time analysis
in UPPAAL (a generic formal verification tool) on a set of independent non-preemptive
periodic tasks scheduled by global fixed-priority scheduling shows that it is more than
three-order-of-magnitude faster than UPPAAL while having almost 100% accuracy [31],
i.e., it is able to detect almost all schedulable task sets. Since then, further improvements
using partial-order reduction techniques [24,25] have yet accelerated the analysis by five
additional orders-of-magnitude in comparison to [18]. This impressive gain, which now allows
to analyze hundreds of tasks non-preemptively scheduled on a single core platform in a
matter of seconds, was achieved at the cost of a negligible added pessimism on the WCRT
estimation. However, this improved version of the analysis is currently limited to the analysis
of single-core platforms and is therefore not directly applicable nor extendable to the analysis
of gang scheduling on multiprocessor platforms yet. For this reason, in this section, we focus
on the original idea of the schedule-abstraction graph (SAG) as it was presented in [19].

In terms of accuracy, it has been shown that the SAG analysis is far less pessimistic than
critical-instant-based analyses when applied on more complex problems such as the response-
time analysis of parallel tasks (with directed-acyclic graph dependencies) on multiprocessor
platforms [19]. Namely, for platforms with 4 to 16 cores, the schedule-abstraction technique
is 2 to 4.3 times more successful in identifying schedulable task sets than the analysis of [27]
based on the critical-instant theory.

Key idea. Assuming a deterministic scheduling policy and no uncertainty in the release
and execution times of the jobs, a job set will have only one possible schedule (which can
also be obtained by simulating the schedule of the job set during the observation window).
Under uncertainties, however, multiple schedules could occur. The schedule-abstraction
technique combines these schedules whenever they relate to the same job dispatching ordering
on the platform. To defer the state-space explosion and hence scale to reasonably large
system sizes, the schedule-abstraction technique uses two key ideas: (i) combining (and
abstracting) schedules that share the same jobs dispatching ordering and (ii) introducing
merging techniques that allow combining partial schedules (or job orderings) whose future can
be explored together (e.g., because they are followed b the same future scheduling decisions).

ECRTS 2022
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Schedule-abstraction graph (SAG). It abstracts all possible schedules of a given job set J
in the form of a directed graph G = ⟨V, E⟩, where V is the set of vertices (referred to as nodes)
and E is the set of edges each of which connects a pair of vertices to each other. A path in
the graph G represents a possible order of scheduling decisions taken by the scheduler. Each
node v ∈ V represents the set of system states that may result from the scheduling decisions
encoded on the paths that reach to v. A directed edge connecting a node v to a node v′ in G
represents a scheduling decision (i.e., dispatching of a job) taken by the scheduler that brings
the set of system states represented by v to a subset of the system states represented by v′.
A scheduling decision is equivalent to dispatching a job on the platform. Hence, each edge in
the graph is labeled by a job. Since the existing analyses that use the schedule-abstraction
graph are designed for non-preemptive jobs, the best- and worst-case completion time of a
job only depends on its start time, and thus on the system state v after which it is dispatched.
The earliest and latest completion time of the dispatched job is also recorded on the edge of
the graph.

Given the potential uncertainty on the release and execution times of the jobs, a job Ji

may appear in different places in the schedule abstraction graph (i.e., after different sequences
of scheduling decisions). Therefore, the WCRT of a job is given by the largest completion
time recorded on all edges referencing that job in the SAG.

3.2 Challenges in Analyzing Gang Tasks using Schedule Abstraction
Two of the clear differences between this work and previous works on schedule abstraction
[18–20,22] is that: (1) a job of a gang task may need more than one core to start executing,
hence cores may remain idle even when there is pending workload, and (2) a single job may
release (or free) more than one core simultaneously. These two particularities imply that the
time at which different cores start and stop executing workload is somewhat synchronized.
Thus, there is a need for system state representation that allows us to keep track of such
synchronization between cores in order to correctly and efficiently analyze possible schedules.
Furthermore, due to reason (1), the existing rules for analyzing global JLFP scheduling
policies are not applicable to the gang scheduling algorithm introduced in Sec. 2.2. This
means that new expansion and merge rules must be designed.

3.3 System-State Representation
To keep track of the number of cores claimed by a gang job at the time it is being dispatched on
the platform and hence to address challenge (2) in Sec. 3.2, we encode additional information
on the edges of the graph. In our new schedule abstraction, an edge between nodes v and
v′ will not only be labeled with the job Ji that is being dispatched after state v but it also
includes the number of cores that are claimed by Ji at the time it has been dispatched.

To address challenge (1) in Sec. 3.2, we develop a new model to encode a system state
using four data: (i) the set S(v) of all jobs that have already been dispatched to reach the
system state represented by node v, (ii) the set of all possible instants at which cores may
become available to execute new workload, and (iii) the number of cores that might be freed
at the exact same time, and (iv) the time at which those cores become available (recall that
a gang job executes on p parallel cores and thus releases p cores when it completes).

To encode (ii), we use m intervals. Each interval Ak(v) = [Amin
k (v), Amax

k (v)] (with
1 ≤ k ≤ m) encloses all the time instants at which k cores may become available to execute
new workload in node v in G. That is, Amin

k (v) is the time until which there are certainly
less than k cores available, and Amax

k (v) is the time by which at least k cores are certainly
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Figure 1 Example of two possible execution scenarios for J3 and their resulting system states.
(a) initial state, (b) J3 scheduled with p = 1, (c) J3 scheduled with p = 2.

available to execute new jobs. We call Amin
k (v) and Amax

k (v) the earliest and latest availability
time of k cores for system state v, and we call Ak(v) the availability interval of k cores in
state v. In the following, when there is no ambiguity, we do not explicitly write the system
state v when referring to Ak, Amin

k and Amax
k .

To encode (iii) and (iv) and thus know how many cores may be freed simul-
taneously by a single job at what time, we store a set of pairs of values F ={〈

f1(v), M1(v)
〉
,
〈
f2(v), M2(v)

〉
, . . .

}
such that each pair Fℓ(v) =

〈
fℓ(v), Mℓ(v)

〉
has the

following meaning: at least Mℓ(v) cores will be freed by a single job no earlier than time
fℓ(v). By definition, we have that the total number of cores that may be freed is equal to m,
i.e.,

∑
ℓ>0 Mℓ(v) = m, and the earliest time fℓ(v) at which a group of cores may be freed

must also correspond to the earliest time at which some core may become available, i.e.,
∀ℓ, ∃k s.t. fℓ(v) = Amin

k (v).

▶ Example 1. Figure (1a) shows a system with m = 4 cores where two jobs have been
scheduled: J1 on one core, and J2 on three cores. J1 must finish within the interval [5, 10],
and J2 must finish within [10, 15]. Therefore, one core becomes possibly available at time 5
and three additional cores become possibly available simultaneously at time 10. Similarly, one
core is certainly available at time 10 and three more cores become certainly available at time
15. Thus, F = {⟨5, 1⟩, ⟨10, 3⟩}, A1 = [5, 10], A2 = [10, 15], A3 = [10, 15] and A4 = [10, 15].

Now, assume that a job J3 is released at time 1 with P3 = {1, 2}, Cmin
3 (1) = 10,

Cmin
3 (2) = 7, Cmax

3 (1) = 11 and Cmax
3 (2) = 8. Two execution scenarios are possible, hence

two new system states are created. If J1 finishes before J2 then one core will be freed and J3
will be scheduled with p = 1. This means that J3 starts executing at the earliest at time 5
and at the latest at time 10. For p = 1 we know that the best-case and worst-case execution
time of J3 is 10 and 11, respectively. Therefore, the finish time interval of J3 is [15, 21]. Then,
as shown in Figure (1b), three cores become possibly available at time 10 and one additional
core becomes possibly available at time 15. Therefore, we have F = {⟨10, 3⟩, ⟨15, 1⟩}, and
the availability intervals become A1 = [10, 15], A2 = [10, 15], A3 = [10, 15] and A4 = [15, 20].

However, in another execution scenario where J1 and J2 finish at the same time, J3
will be dispatched on p = 2 cores. This can only happen at time 10. For p = 2, the
execution-time interval of J3 is [7, 8], leading to the finish-time interval [17, 18]. Thus, the
new availability intervals are A1 = [10, 15], A2 = [10, 15], A3 = [17, 18], A4 = [17, 18] and
F = {⟨10, 2⟩, ⟨17, 2⟩} as shown in Figure (1c).

ECRTS 2022
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Algorithm 1 Algorithm to generate a schedule abstraction graph.
Input : Job set J
Outputs : Bounds on the BCRT and WCRT of every job in J ;

1 ∀Ji ∈ J , BCRT i ←∞, WCRT i ← 0;
2 initialize G with a root node v1 with S(v1) = ∅, Ak(v1) = [0, 0], ∀1 ≤ k ≤ m, and
F(v1) = {(0, m)};

3 while ∃ a leaf node v s.t. S(v) ̸= J do
4 P ← the shortest path from v1 to a leaf node v;
5 v ← the leaf vertex of P ;
6 for each job Ji ∈ J \ S do
7 for ∀p ∈ Pi do
8 if Ji may be dispatched next on p cores then
9 Compute the earliest and latest finish time EFTp

i and LFTp
i of Ji on p cores;

10 BCRT i ← min{EFTp
i − rmin

i , BCRT i};
11 WCRT i ← max{LFTp

i − rmin
i , WCRT i};

12 Build the next states using Alg. 2;
13 Try to merge the new system states with other nodes in G (Sec. 5);
14 return BCRT i, WCRT i for all Ji ∈ J ;

3.4 Constructing the Schedule Abstraction Graph
The schedule-abstraction graph for a job set J is built according to Algorithm 1 following a
breadth-first strategy. The algorithm starts by building an initial node v1 representing the
state of the system when no job started to execute yet. Therefore, v1 is initialized with an
empty set of scheduled jobs (S(v1) = ∅), with all cores potentially and certainly available at
time 0 (i.e., Ak(v1) = [0, 0], ∀1 ≤ k ≤ m,) and with all m cores being freed simultaneously at
time 0 (i.e., F(v1) = {⟨0, m⟩}).

Then, for each node in the graph that has not been analyzed yet (Line 3), Algorithm 1
checks which jobs that have not been scheduled yet may be dispatched next by the scheduler
and on how many cores they may be executed (Lines 6 to 8). For each such job Ji and number
of cores p, the earliest and latest completion times EFTp

i and LFTp
i of the job are computed

(Line 9). If the computed completion times result in larger (smaller, respectively) worst-case
(best-case, respectively) response times for Ji than those computed on other path of the
graph (i.e., for other sequences of scheduling decisions), then it updates the recorded values
WCRT i and BCRT i for their WCRT and/or BCRT (Lines 10 to 11). Finally, Algorithm 1
uses Algorithm 2 presented later in Section 4.3 to build all system states that may result
from scheduling Ji on p cores in state v (Line 12) and hence expand the graph. Section 4
provides more details and explanations about this expansion phase.

To defer a potential state-space, Algorithm 1 tries to merge the newly created nodes with
existing ones and hence reduce the number of branches in the graph (Algorithm 1). Section 5
provides more details about this merge phase. Finally, the algorithm stops when no more job
can be added to any of the leaf nodes, namely, when the set of scheduled jobs in each leaf
node is equal to the set of input jobs (i.e., S(v) = J ).

4 Expansion Phase

The expansion phase has three consecutive steps: (1) for each job Ji that was not dispatched
yet (i.e., Ji ̸∈ S(v)) and for each possible number of cores p ∈ Pi, check whether Ji may
be the next job dispatched by the scheduler on exactly p cores in state v, (2) if Ji may be
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dispatched next, compute the earliest and latest finish times of Ji, and finally, (3) build
the new system states resulting from the scheduler dispatching Ji on p cores in state v. We
discuss each of those steps in Sections 4.1–4.3.

4.1 Dispatch Condition

To check whether a job Ji may be the next job dispatched by the scheduler on p cores in
system state v, we first compute the earliest time ESTp

i (v) at which that job would be
starting to execute on p cores if it was the only job left to execute. Then, we compute the
latest time LSTp

i (v) at which it must have started in order to be the first job dispatched by the
scheduler considering all the other pending jobs in the system. It is crucial to understand that
LSTp

i (v) is defined under the condition that Ji is going to be the first job being dispatched
after the state v. Scenarios where Ji is not the first job to be dispatched after the state v

will be automatically explored during future expansions of the graph.
If LSTp

i (v) is larger than or equal to ESTp
i (v), then there exists an execution scenario

in which Ji may be the next job dispatched on p cores by the scheduler. Otherwise, if
LSTp

i (v) < ESTp
i (v), then either Ji cannot be dispatched on p cores or there will always be

another job dispatched before Ji.

4.1.1 Earliest Start Time

The earliest start time ESTp
i (v) of Ji on p cores (p ∈ Pi) depends on the following properties:

(i) by Rule 2, Ji cannot start before it is released (i.e, ESTp
i (v) ≥ rmin

i );
(ii) there must be at least p cores available to start to execute Ji on p cores; and
(iii) by Rule 5, if p < mmax

i , then less than nexti(p) cores may be available when Ji is
dispatched (otherwise, by Rule 5, it would be dispatched on more than p cores).

Hence, as proven in Lemma 2 below, we can compute ESTp
i (v) as follows

ESTp
i (v) = max{rmin

i , tp
gang(v)} (1)

tp
gang(v) =

{
Amin

p (v) if p = mmax
i ,

A∗
p(v) otherwise.

(2)

where we define A∗
p(v) as the earliest time at which at least p cores but less than nexti(p)

cores may become available. Note that A∗
p(v) is different from Amin

p (v) in the sense that
Amin

p (v) only ensures that at least p cores are available but does not enforce that there are
less than nexti(p) available cores. Section 4.1.2 will explain how to compute A∗

p(v).

▶ Lemma 2. A job Ji cannot start executing on exactly p cores before time ESTp
i (v).

Proof. We analyze two cases:
Case 1. If p = mmax

i , job Ji cannot start before to be released (i.e., before rmin
i ) and cannot

start until at least p cores are available (i.e., at Amin
p (v)). Thus, Ji cannot start before

max{rmin
i , Amin

p (v)}, thus proving the claim for the case p = mmax
i in Equation (1).

Case 2. If p < mmax
i , again, job Ji cannot start before rmin

i and at least p cores are available.
Furthermore, by Rule 5, Ji cannot start executing on p cores if nexti(p) or more cores
are available. Thus, Ji cannot start before max{rmin

i , A∗
p(v)}. ◀
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4.1.2 Computing A∗
p(v)

Let Aexact
k (v) be the earliest time at which exactly k cores may become available. Then, the

earliest time at which at least p cores but less than nexti(p) cores may become available is
given by A∗

p(v) = mink{Aexact
k (v) | p ≤ k < nexti(p)}.

The value of Aexact
k (v) can be computed from the information available in F(v). Specifi-

cally, we must find a subset F ′ ⊆ F(v) such that
∑

Fℓ∈F ′ Mℓ = k and for which the time
at which the latest core is freed (i.e., the time given by maxFℓ∈F ′{fℓ}) is minimum. The
earliest time Aexact

k (v) at which exactly k cores may become available is then equal to the
time at which the last core in F ′ is freed, i.e., Aexact

k (v) = maxFℓ∈F ′{fℓ}.
If there is no subset F ′ ⊆ F(v) such that

∑
Fℓ∈F ′ Mℓ = k, then there is no possibility for

exactly k cores to become simultaneously available in system state v, i.e., there will always
be more cores or less cores available at any time. In that case, we set Aexact

k (v) = +∞.
Note that to avoid computing all combinations of values in F(v) to compute Aexact

k (v),
one can use text-book solutions that solve the subset-sum problem. Namely, using dynamic
programming [17] for the subset-sum problem, one can compute A∗

p(v) with a complexity
O(s · N) where s is the maximum sum to find, and N is the number of elements in the set F .
In our case, both s and the size of F are upper-bounded by the number of cores m resulting
to an O(m2) complexity.

4.1.3 Latest Start Time
The latest time LSTp

i at which job Ji may start to execute on p cores assuming that it is
the next job that is dispatched by the scheduler depends on three factors:

(i) The time tp
avail(v) at which at least nexti(p) cores become available, since, if mmax

i > p,
the scheduler would then dispatch Ji on more than p cores (instead of p cores);

(ii) The time twc(v) at which another job than Ji certainly becomes eligible for execution,
since Ji will not be dispatched first if it has not been dispatched before twc(v);

(iii) The time tp
high(v) at which a higher-priority job may become eligible, since to be

dispatched before any other job, Ji must be dispatched before time tp
high(v).

We explain how to compute bounds on those three time instants.
First, according to Rule 5, if Ji starts to execute on p cores at time LSTp

i , then either
p is the maximum number of cores on which Ji may execute, i.e., p = mmax

i , or there are
no more than p cores available at time LSTp

i . Since Amax
nexti(p)(v) denotes the time by which

nexti(p) cores will certainly become available, we have that

LSTp
i (v) ≤ tp

avail(v) (3)

where

tp
avail(v) =

{
Amax

nexti(p)(v) − 1 if p < mmax
i ,

+∞ otherwise.
(4)

Second, if Ji is the first job dispatched by the scheduler until time LSTp
i , then according

to Rules 3 and 8, there must be no other job that was eligible to be dispatched before LSTp
i .

Since by Rule 2, a job Jj is eligible only if it is ready and there are at least mmin
j cores

available, we must have

LSTp
i (v) ≤ twc(v) (5)
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with

twc(v) = min
Jj ̸∈S(v)

{max{rmax
j , Amax

mmin
j

(v)}}, (6)

where rmax
j is the latest time at which a job Jj that was not scheduled yet (i.e., Jj ̸∈ S(v))

may be released, and Amax
mmin

j
(v) is the latest time by which the minimum number of cores

mmin
j requested by Jj will be available to execute Jj .

Third, according to Rule 4, if job Ji is dispatched at time LSTp
i and it is the first job

dispatched by the scheduler in system state v, then Ji must be the highest priority eligible
job until time LSTp

i . That is,

LSTp
i (v) < tp

high(v), (7)

with

tp
high(v) =

∞
min

Jj∈{hpi ∩{J \S(v)}}

{
tp
h(Ji, Jj)

}
, (8)

where min∞
x∈S{x} = +∞ if S = ∅, otherwise, min∞

x∈S{x} = minx∈S{x}, and

tp
h(Ji, Jj) =

rmax
j if mmin

j ≤ p,

max{rmax
j , Amax

mmin
j

} otherwise.
. (9)

▶ Lemma 3. Ji will not be the first job dispatched in system state v or will not be dispatched
on exactly p cores, if it did not start to execute before time tp

high(v) as defined by Equation (8).

Proof. We prove that a not-yet-dispatched higher-priority job Jj (i.e., Jj ∈ {hpi ∩{J \S(v)})
will be dispatched before Ji if Ji did not start executing before tp

h(Ji, Jj). It then directly
follows that Ji will not be the first job dispatched on p cores if Ji did not start to execute
before tp

high(v) = min∞
Jj∈{hpi ∩{J \S(v)}}

{
tp
h(Ji, Jj)

}
, hence proving the lemma. We consider

two cases:
Case 1. If mmin

j ≤ p, then the higher-priority job Jj requires fewer cores than the number
of cores requested by job Ji. Thus, if job Jj is released when Ji become eligible, then
according to Rule 2, Jj is also eligible, and because Jj has a higher priority than Ji,
the scheduler will dispatch Jj instead of Ji (Rule 4). Therefore, Ji cannot be scheduled
before Jj on p cores if it did not start to execute before rmax

j . This proves that Jj will be
dispatched before Ji if Ji did not start to execute before tp

h(Ji, Jj).
Case 2. If mmin

j > p, then, according to Rule 2, the higher-priority job Jj becomes eligible
when it is released and when mmin

j cores are available. This happens at the latest at time
max{rmax

j , Amax
mmin

j
(v)}. Then, because Jj has a higher priority than Ji, the scheduler will

dispatch Jj if Ji did not start to execute before max{rmax
j , Amax

mmin
j

(v)} (Rule 4). Thus,
we proved that Jj will be dispatched before Ji if Ji did not start to execute before
tp
h(Ji, Jj). ◀

▶ Corollary 4. Job Ji cannot be dispatched on p cores and be the first job dispatched in state
v later than LSTp

i (v) = min{tp
avail(v), twc(v), thigh(v) − 1}.

Proof. It directly follows from the combination of Equations (3), (5) and (7). ◀
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4.1.4 Dispatch Condition
A job Ji may be dispatched on p cores (with p ∈ Pi) and may be the first job dispatched by
the scheduler in a system state v only if the earliest time at which it may be dispatched on p

cores is no later than the latest time at which it may be the first job to be dispatched. That
is, it must respect the following inequality:

ESTp
i (v) ≤ LSTp

i (v) (10)

▶ Theorem 5. A job Ji may be dispatched on p cores and be the first job dispatched by the
scheduler in system state v only if ESTp

i (v) < ∞ and Inequality (10) is respected.

Proof. It is obvious that the earliest start time ESTp
i (v) of Ji must be smaller than ∞ to

ensure that Ji may start to execute in system state v. Hence, we focus on Inequality (10). By
contradiction, assume that (i) a job Ji is the first job dispatched by the scheduler in system
state v, that (ii) Ji is assigned p core by the scheduler and that (iii) Ji does not respect
Inequality (10). Let ts be the time at which Ji starts executing. By Lemma 2, we have that
ts ≥ ESTp

i (v). Thus, by assumption (iii) and the definition of LSTp
i (v) given in Corollary 4,

we have ts > tp
avail or ts > twc or ts ≥ thigh. We analyse each case independently.

ts > tp
avail . Since by Equation (4), tp

avail ≥ Amax
nexti(p)(v) − 1 and because ts > tp

avail , we
have ts ≥ Amax

nexti(p)(v). Therefore, at least nexti(p) cores are available at time ts. Thus,
by Rule 5, Ji is dispatched on at least nexti(p) cores. This contradicts the assumption (ii)
that Ji is dispatched on p cores.
ts > twc. By definition of twc, a job certainly became eligible to be dispatched by time
twc. Therefore, a job must have been dispatched by the scheduler at or before twc. This
contradicts the assumption (i) that Ji is the first job dispatched by the scheduler and Ji

is dispatched at time ts.
ts ≥ tp

high. By Lemma 3, Ji is not the highest-priority eligible job at time ts. Thus,
by Rule 4, it is not the first job dispatched by the scheduler, hence contradicting the
assumption (i).

We thus reached a contradiction in all cases, which proves the claim. ◀

4.2 Job Finish Times
The earliest time at which a job Ji may complete its execution when dispatched on p cores is
when it starts at the earliest (i.e., at ESTp

i (v)) and executes for its best-case execution time
on p cores (i.e., for Cmin

i (p)). That is,

EFTp
i (v) = ESTp

i (v) + Cmin
i (p) (11)

Similarly, the latest time at which a job Ji may complete its execution when it is the
next job dispatched and it is dispatched on p cores is when it starts as late as possible (i.e.,
at LSTp

i (v)) and it runs for its WCET on p cores (i.e., for Cmax
i (p)). That is,

LFTp
i (v) = LSTp

i (v) + Cmax
i (p) (12)

4.3 Building New System States
If job Ji satisfies the dispatch condition for p cores in state v, then there are execution
scenarios in which the scheduler may dispatch Ji on p cores in system state v. For each such
scenario, we build a new node v′ representing the system state resulting from scheduling
Ji on p cores. Apart from adding Ji to the set of scheduled jobs S(v′), there are two data
structures that must be updated. The set of availability intervals, and the set of earliest
simultaneous core releases F . We discuss these in the following sub-sections.
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4.3.1 New Set of Earliest Simultaneous Core Releases F
Our discussion has two parts. We first cover the case where the number of cores p assigned to
Ji is smaller than its maximum parallelism mmax

i , and then cover the case where p = mmax
i .

4.3.1.1 p < mmax
i

If p < mmax
i , then exactly p cores must be available when Ji starts to execute (Rule 5). Yet,

any combination of simultaneously released cores that sum to p and are possibly released
between the earliest and latest start time of Ji may be used to execute Ji. Because there
may be more than one such combination, we first identify every subset F=p

k of elements
in F(v) such that

∑
Fℓ∈F=p

k
Mℓ(v) = p and ∀Fℓ ∈ F=p

k , fℓ(v) ≤ LST i(v). Then, for each
subset F=p

k ⊆ F(v) that meets those conditions, we create a new node v′
k in the graph that

represents the system state resulting from dispatching Ji on the specific p cores contained in
F=p

k . The new set of earliest simultaneous core releases F(v′
k) in the new state v′

k is then
built according to Lemma 6.

▶ Lemma 6. Let node v′
k result from executing Ji on the p cores in F=p

k , then the set of
earliest simultaneous core releases is F(v′

k) =
{

⟨EFTp
i (v), p⟩

}
∪

{
F(v) \ F=p

k

}
.

Proof. Since v′
k considers a system state that results from dispatching job Ji on p cores, p

cores will be released simultaneously by Ji when it finishes its execution. This happens no
earlier than the earliest finish time EFTp

i (v) of Ji. Therefore, F(v′
k) ⊇

{
⟨EFTp

i (v), p⟩
}

.
Furthermore, because by assumption Ji executes on the cores in F=p

k , the time at
which the cores in F(v) \ F=p

k are released is not impacted by the execution of Ji. Thus,
F(v′

k) ⊇
{

F(v) \ F=p
k

}
. ◀

4.3.1.2 p = mmax
i

When the number of cores p assigned to Ji is equal to its maximum parallelism mmax
i , there

must be at least p but also potentially more than p cores available when Ji starts to execute.
Thus, differently from the case covered above, we identify every subset F≥p

k of F(v) whose
elements sum up to at least p. That is,

∑
Fℓ∈F≥p

k

Mℓ(v) ≥ p and ∀Fℓ ∈ F≥p
k , fℓ(v) ≤ LST i(v).

As before, for each subset F≥p
k , we create a new node v′

k whose set of earliest simultaneous
core releases F(v′

k) is computed according to Lemmas 7 and 8.

▶ Lemma 7. If all the cores in F≥p
k are released when Ji starts to execute, then Ji starts no

earlier than tk = max
Fℓ∈F≥p

k

{fℓ}.

Proof. By definition of Fℓ, the Mℓ cores modeled by Fℓ are all released at the earliest at
time fℓ. Thus, all the cores in F≥p

k are available no earlier than max
Fℓ∈F≥p

k

{fℓ}. Since Ji

starts when all cores in F≥p
k are available, this proves the claim. ◀

▶ Lemma 8. Let node v′
k result from executing Ji on p of the cores in F≥p

k , then the set of
earliest simultaneous core releases is F(v′

k) =
{

⟨EFTp
i (v), p⟩

}
∪

{
⟨tk, (s−p)⟩

}
∪

{
F(v)\F≥p

k

}
where s is the number of cores in F≥p

k , i.e, s =
∑

Fℓ∈F≥p
k

Mℓ(v).

Proof. Since v′
k considers a system state that results from dispatching job Ji on p cores, p

cores will be released simultaneously by Ji when it finishes its execution. This happens no
earlier than the earliest finish time EFTp

i (v) of Ji. Therefore, F(v′
k) ⊇

{
⟨EFTp

i (v), p⟩
}

.
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Algorithm 2 Build all system states resulting from dispatching Ji on p cores in v.

1 for ∀Fp
k ⊆ F(v) s.t. conditions of Sec. 4.3.1 are respected do

2 Add a node v′
k to the sched.-abstraction graph G;

3 S(v′
k)← S(v) ∪ {Ji};

4 Compute PA and CA according to Lemmas 9 and 11;
5 Sort PA and CA in non-decreasing order ;
6 ∀x, 1 ≤ x ≤ m, Ak(v′

k) = [PAx, CAx];
7 Compute F(v′

k) according to Lemmas 6 and 8;
8 Connect v to v′

k with an edge;

Furthermore, by assumption, all cores in F≥p
k are free when Ji starts to execute. Therefore,

all (s − p) cores in F≥p
k on which Ji does not execute are free from Ji’s start time onward.

By Lemma 7, Ji starts no earlier than tk. Hence, F(v′
k) ⊇

{
⟨tk, (s − p)⟩

}
.

Finally, because Ji executes on the cores in F≥p
k , the time at which the cores in F(v)\F≥p

k

are released is not impacted by the execution of Ji. Thus, F(v′
k) ⊇

{
F(v) \ F≥p

k

}
. ◀

4.3.2 New Availability Intervals
To construct the availability intervals Ax(v′

k) (1 ≤ x ≤ m) of a system state v′
k reachable

from v, we build the set PA of all instants at which each core may potentially be available,
and the set CA of the latest possible times at which each core will certainly become available
after dispatching Ji on p cores in F=p

k or F≥p
k (depending on whether p < mmax

i or p = mmax
i

as discussed above). We do so using Lemmas 9 and 11.

▶ Lemma 9. A set of lower bounds on the time instants at which each core may potentially
become available to execute new workload in v′

k is given by

PA =
{

p × {EFTp
i (v)}

}
∪

{
max(Amin

x (v), tk) | p < x ≤ m
}

where p × {EFTp
i (v)} means that EFTp

i (v) appears p times in the set.

Proof. First, since v′
k considers a system state that results from dispatching job Ji on p

cores, at least p cores will become available no earlier than the earliest finish time EFTp
i (v)

of Ji. Therefore, PA must contain p times EFTp
i (v).

Second, by Rule 8, Ji will always be dispatched on the p first cores that become available.
Therefore, the earliest time at which the (m − p) remaining cores may become available is
the earliest time at which the (m − p) latest cores may become available before dispatching
Ji. By definition of the availability intervals, those times are {Amin

x (v) | p < x ≤ m}.
Finally, since job Ji is the first job dispatched by the scheduler in state v, and because

by Lemma 7, tk is the earliest time at which Ji is dispatched, cores can start to execute new
workload no earlier than tk in v′

k. Combining the three facts above prove the claim. ◀

▶ Corollary 10. A lower bound on the time at which x cores are potentially available to
execute new workload in v′

k (i.e., Amin
x (v′

k)) is given by the xth element in the non-decreasingly
ordered set PA.

Proof. Since PA contains a lower bound on the availability time of every core in state v′
k,

the xth element in the ordered set is a lower bound on the availability time of x cores. ◀
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▶ Lemma 11. A set of upper bounds on the time instants at which each core will certainly
become available to execute new workload in v′

k is given by

CA =
{

p × {LFTp
i (v)}

}
∪

{
max{Amax

x (v), tk} | p < x ≤ m
}

.

Proof. Since v′
k represents a system state resulting from dispatching job Ji on p cores, there

must be at least p cores that will become available to execute new workload no later than
the latest finish time of Ji. That is, there must be p values no smaller than LFTp

i (v) in CA,
i.e., CA ⊇

{
p × {LFTp

i (v)}
}

.
Furthermore, all (m − p) cores that do not execute Ji will be freed no later than the

certain availability time of the (m − p) latest cores that become available in the initial
system state v (i.e., the system state before dispatching Ji). Those times are given by{

Amax
x (v) | p < x ≤ m

}
.

Finally, since job Ji is the first job dispatched by the scheduler in v, and because tk is the
earliest time at which Ji is dispatched (Lemma 7), cores can start to execute new workload
no earlier than tk in v′

k. Combining all the above, we prove the lemma. ◀

▶ Corollary 12. An upper bound on the time at which x cores are certainly available to
execute new workload in v′

k (i.e., Amax(v′
k)) is given by the xth element in the non-decreasingly

ordered set CA.

Proof. Same proof as Corollary 10, replacing PA with CA. ◀

The complete procedure to build the system states resulting from dispatching Ji on p

cores in state v is summarized in Algorithm 2.

5 Merge Phase

The merge phase aims at merging a newly created node vk with a previously existing node
vq (and create a combined state vz) when they have the same set of scheduled jobs and their
core-availability intervals intersects:

▶ Rule 9. If vk and vq are two nodes such that S(vk) = S(vq) and ∀x, 1 ≤ x ≤ m, Ax(vk) ∩
Ax(vq) ̸= ∅, then vk and vq are merged into a single state vz.

The availability intervals of the merged state vz are then computed so that they enclose
the availability intervals of both states vk and vq. That is, ∀x | 1 ≤ x ≤ m:

Ax(vz) =
[

min{Amin
x (vk), Amin

x (vq)}, max{Amax
x (vk), Amax

x (vq)}
]
. (13)

This way, all possible combinations of instants at which cores become available in either
state vk or vq is also possible in vz.

Additionally, the set of earliest simultaneous core releases F(vz) of the merged state is
computed using Algorithm 3. In essence, for both initial states vk and vq, Algorithm 3 sorts
the groups of cores that are simultaneously released in a non-decreasing order with respect to
the time at which they are released. It then breaks the groups of simultaneously released cores
in smaller ones so that the size of the groups match in both states (lines 3–10), i.e., after the
transformation we have |F ′(vk)| = |F ′(vq)| and ∀x, 1 ≤ x ≤ |F ′(vk)|, M ′

x(vk) = M ′
x(vq). It

then keeps the groups of cores that are released the earliest and assign them to F(vz) (lines 10–
14), i.e., |F(vz)| = |F ′(vk)| = |F ′(vq)| and ∀x, 1 ≤ x ≤ |F ′(vk)|, Mx(vz) = M ′

x(vk) = M ′
x(vq)

and fx(vz) = min{f ′
x(vk), f ′

x(vq)}.
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Algorithm 3 Merge of F(vk) and F(vq) into F(vz).

input :F(vk) and F(vq)
output :F(vz)

1 F ′(vk) = F ′(vq) = ∅;
2 while F(vk) ̸= ∅ ∧ F(vq) ̸= ∅ do
3 Extract the pair ⟨fK , MK⟩ such that fK is the minimum value in F(vk) and, in case of

tie, MK is the minimum among the tying values. For F(vq) extract ⟨fQ, MQ⟩ using the
same rule;

4 Mnew ← min {MK , MQ};
5 Add ⟨fK , Mnew⟩ to F ′(vk);
6 Add ⟨fQ, Mnew⟩ to F ′(vq);
7 MK ←MK −Mnew;
8 MQ ←MQ −Mnew;
9 Add ⟨fK , MK⟩ to F(vk) if MK > 0 ;

10 Add ⟨fQ, MQ⟩ to F(vq) if MQ > 0 ;
11 forall 1 ≤ x ≤ |F ′(vk)| do
12 fx(vz) = min{f ′

x(vk), f ′
x(vq)};

13 Mx(vz) = M ′
x(vk);

14 Add ⟨fx(vz), Mx(vz)⟩ to F(vz);
15 return F(vz);

We now prove that all simultaneous core release patterns that are possible in one of the
two initial states vk or vq is also possible in the new merged state vz.

▶ Lemma 13. If exactly p cores may be available at time t in either vk or vq, then exactly p

cores may be available at time t in vz.

Proof. Assume that v refers to either vk or vq. Each group of cores Fℓ(v) ∈ F(v) is
subdivided in one or several smaller groups of cores in F(vz) (lines 3–10 in Algorithm 3),
that is, ∃F ′ ⊆ F(vz),

∑
Fx(vz)∈F ′ Mx(vz) = Mℓ(v). Furthermore, each group of cores in the

subset F ′ has an earliest release time that is earlier than or at the same time as that of Fℓ

(lines 10–14), i.e., ∀Fx(vz) ∈ F ′, fx(vz) ≤ fℓ(v). Since for every group of cores that can be
simultaneously released at a given time t in v there is a set F ′ in vz composed of the same
number of cores, each with an earliest release time no later than t, it then holds that the
cores in F ′ can also be simultaneously released at t. This proves the lemma. ◀

6 Proof of Correctness

Now that the complete algorithm for building the schedule-abstraction graph has been
presented, we prove that the analysis covers all possible execution scenarios and hence returns
safe bounds on the BCRT and WCRT of each job in the analyzed job set J .

▶ Theorem 14. For any possible execution scenario such that Ji executes on p cores and
finishes at time t, there is a path ⟨v1, . . . , vk⟩ in the schedule-abstraction graph such that Ji

passes the dispatch condition on p cores in vk and t ∈ [EFTp
i (vk), LFTp

i (vk)].

Proof. Assume that the availability intervals and the set of earliest simultaneous core releases
F(vk) of state vk safely model the actual availability times and simultaneous releases of the
m cores resulting from the sequence of scheduling decisions encoded in the path ⟨v1, . . . , vk⟩.
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We prove that t ∈ [EFTp
i (vk), LFTp

i (vk)], that Ji passes the dispatch condition in vk and
that each state v′

k created by Algorithm 2 because of executing Ji on p cores in vk, correctly
models the actual availability times and simultaneous releases of the cores after executing Ji

on p cores.
Under the inductive assumption stated above, Lemma 2 and Corollary 4 prove that

ESTp
i (vk) and LSTp

i (vk) are safe lower- and upper-bounds on the start time of Ji on p cores
in vk, respectively. Furthermore, since gang jobs are non-preemptive, Equations (11) and (12)
are safe lower- and upper-bounds on t (i.e., t ∈ [EFTp

i (vk), LFTp
i (vk)]). Moreover, since

t ∈ [EFTp
i (vk), LFTp

i (vk)], it must hold that EFTp
i (vk) ≤ LFTp

i (vk), and thus the condition
of Equation (10) is respected. Then, Lemmas 6 and 8 and Corollaries 10 and 12 prove that
the simultaneous releases of the cores and their availability is correctly modeled in each newly
created state v′

k resulting from scheduling Ji on p cores. Therefore, the inductive assumption
is respected for v′

k. Also, according to Lemma 13, potentially merging v′
k with another node

in Algorithm 1 maintains the validity of the inductive assumption.
Finally, since all cores are assumed to be free in the initial system state, the inductive

assumption (i.e., correct availability intervals and simultaneous core releases) obviously holds
for v1 and thus follows by induction on all the states created by Algorithm 1. ◀

7 Empirical Evaluation

We performed experiments to: (i) evaluate whether the proposed analysis improves schedula-
bility in comparison to the state of the art, (ii) understand the influence of mmin and mmax

on schedulability of moldable gang tasks, and (iii) evaluate the runtime of our analysis.
The experiments were conducted by applying Algorithm 1 to the analysis of rigid and

moldable gang tasks under a non-preemptive JLFP policy (some experiments use non-
preemptive G-EDF and others G-RM as reported in Table 1). We compared our results
with the test by Dong and Liu [10] as it is the only existing test for non-preemptive gang
tasks. It is worth noting that the test of Dong and Liu considers sporadic tasks while we
have performed the analysis on periodic tasks. We, however, decided to keep this comparison
since it is currently the only available test that can be applied on periodic gang tasks.

We implemented Algorithm 1 in C++ and performed the analysis on a cluster using
AMD Ryzen Threadripper 2920X 12-Core and Intel Core i9-9900K processors. All machines
are equipped with 64 GiB of RAM. Roughly, 60% of the experiments ran on the AMD and
40% on the Intel machines. We report the CPU time as the runtime of the analysis.

7.1 Experiments on Synthetic Task Sets

We generate periodic task sets using the same established method used in prior studies
[15,19,20]. We randomly generated n utilization values with a total sum of m × U , where U

is the system utilization and m is the number of cores. This was carried out using Stafford’s
RandFixSum algorithm [29] (where we ensure that the utilization Ui of each task is in the
interval [0.001, mmin

i ]). To avoid cases where the hyperperiod is impractically large due to
incompatible task periods, we choose the period values with a log-uniform distribution in the
interval [10000, 100000] with a granularity of 5000 (as in [20]). Additionally, we discard every
task set that contains more than 100,000 jobs in its hyperperiod. To allow comparison with
the state-of-the-art, release jitter is set to 0. Note that this favourably impacts our analysis
runtime since the schedule abstraction graph branches less often for such setting.
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Table 1 Specification of the experiments performed.

Experiment mmm nnn mmmmin
i mmmmax

i max UUU i Policy
a-seq-random

8 20
1 {1, 2, 3, . . . , m} 1

NP G-RMa-seq-divisor {1, 2, 4, 8}
a-gang-random {1, 2, 3, . . . , m} {1, 2, 3, . . . , m}

m× Ua-gang-divisor {1, 2, 4, 8} {1, 2, 4, 8}
b 8 20 mmin = mmax {1, 2, 4, 6, 8} m× U NP G-EDF
c 8 8–24 1 {1, 2, . . . , 8} 1 NP G-RM
d 4 10 1 {1, 2, 3, 4} 1 NP G-RM
e 8 20 1 {1, 2, . . . , 8} 1 NP G-RM
f 16 32 1 {1, 2, . . . , 16} 1 NP G-RM

To evaluate the impact of mmin
i and mmax

i on schedulability, we assign different values for
mmin

i and mmax
i for each experiment depending on its purpose, as detailed in Table 1. The

max Ui value specifies the maximum utilization that a single task may have in the specified
experiment. The values of mmin

i and mmax
i in experiments a-seq-random and a-gang-random

are selected randomly with a uniform distribution from the set {1, 2, . . . , m}. In experiments
a-seq-divisor and a-gang-divisor, these values are selected randomly from the set {1, 2, 4, 8}
which is composed of the divisors of the number of cores m = 8, we always ensure that
mmin

i < mmax
i when picking random values. Experiment (b) assumes a rigid gang model,

thus, mmin
i = mmax

i for all tasks. Finally, in experiments (c)– (f) we show results for the
generation methods seq-random, gang-random and when all tasks share the same mmin

i and
mmax

i values. In the latter case, mmin
i = 1 and mmax

i varies from 1 to 16.
In our experiments, jobs of a task τi can execute on any number of cores within

[mmin
i , mmax

i ]. Their BCET and WCET on p cores (with p ∈ [mmin
i , mmax

i ]) are set to⌊
Ui×Ti

2×p

⌋
and

⌊
Ui×Ti

p

⌋
, respectively. Hence, execution time decreases with an increasing

number of cores, and BCET is half the WCET.
Figure 2 shows the results of each experiment. For each data point in the plots, we

generate 450 random task sets and report the schedulability ratio (i.e., the percentage of
task sets deemed schedulable by the analysis). Additionally, we report the runtime of the
schedulability analysis for each task set tested in experiments (d), (e), and (f) as a function
of the number of jobs in their hyperperiod.

7.2 Schedulability Results
Impact of system utilization on rigid gang tasks. As shown in Figure 2b, The SAG analysis
clearly outperforms the utilization-based test of Dong and Liu for any value of mmax. For
instance, Dong and Liu’s test does not detect any schedulable task set at U=40% while our
analysis confirms that between 95 and 100% (depending on the maximum task parallelism
mmax

i ) of these task sets are in fact schedulable. More importantly, our analysis identifies 4.9
times more schedulable task sets than [10] (over all mmax

i values from 1 to 8). This value is
computed by taking the ratio between the surface below all schedulability curves obtained
with our analysis and the surface below all schedulability curves of Dong and Liu’s test.
Another observation is that rigid gang tasks with mmax

i = 8 have the highest schedulability
in comparison to rigid gangs with mmax

i < 8. When mmax
i = 8, tasks can only start when

all 8 cores are available, hence, the schedulability problem boils down to a schedulability
analysis for a uniprocessor platform, where the SAG analysis is highly accurate (see [18]).
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Figure 2 Experimental results. (a) moldable gang tasks with m=8, (b) rigid gang tasks with
m=8, dashed lines are the Dong and Liu’s test [10] and the continuous lines are ours, (c) moldable
gang tasks with m=8, U=0.7 and mmin = 1, (d) moldable gang tasks with m=4 and mmin = 1, (e)
moldable gang tasks with m=8 and mmin = 1, (f) moldable gang tasks with m=16 and mmin = 1.

Impact of utilization and task parallelism on moldable gang tasks. As shown in Figure 2a
(see explanation of the curves in experimental setup), task sets with mmin

i set to 1 for all
tasks (i.e., curves a-seq-random and a-seq-divisor) have a higher-schedulability ratio because
they can be dispatched as soon as one or more cores become free. If mmin

i ≥ 1, however,
tasks may experience longer blocking (waiting for their minimum number of cores to be
freed) and frequent priority inversions with lower-priority tasks “stealing” available cores
from higher-priority ones as it can be seen in a-gang-random and a-gang-divisor curves.

Furthermore, we compared the difference between choosing mmax to be a random value
from 1 to m (the number of cores) and be a random value that is a divisor of m, i.e.,
mmax ∈ {1, 2, 4, 8}. In the latter case (see curves a-seq-divisor and a-gang-divisor), the
schedulability ratio slightly improves in comparison to the former. This slight improvement
is caused by having a few less scenarios where cores are left idle with pending workload.
However, the impact remains rather small.
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Impact of the number of tasks and task parallelism on moldable gang tasks. Figure 2c
shows the effect of the number of moldable gang tasks when U = 70%. When mmax = 1,
the results are identical to non-preemptive global scheduling since each task can claim only
one core. Also, when mmax = 8, the scheduler described in Section 2.2 will execute all jobs
on p = 8 cores, which is equivalent to single-core scheduling. Thus, as the number of tasks
increases, the execution time of the tasks decreases and the results become closer to those of
single-core preemptive scheduling. That is why the schedulability ratio increases.

Similarly, when mmax
i is set to 2 or 4 for all tasks, then the scheduler of Section 2.2

behaves identically to a non-preemptive global scheduler on 4 and 2 cores respectively, hence
explaining the typical tendency witnessed for such systems. From this experiment, we can
conclude that a larger maximum task parallelism is beneficial for schedulability. When mmax

i

is set to 3, 6 or is randomly chosen for each task, many jobs cannot be dispatched with
their maximum number of cores due to mmax

i not being a divisor of the number of cores.
Therefore, consistently with what is seen in Figure (2e) discussed later, the schedulability
ratio falls to 0.

Impact of the number of cores and task parallelism on moldable gang tasks. Figure 2d
shows that in a system with four processors, configuring mmax to 3 causes a significant lower
schedulability ratio than with other values. With eight cores (Figure 2e), setting mmax to 3
or 6 also yields lower schedulability ratios (the same is true for mmax = 5 and mmax = 7,
even though we do not show the results here to avoid clutter). The same effect is visible
when mmax is chosen randomly for each task. This shows the positive impact of using a same
mmax value that is a divisor of the number of cores for all tasks. When it is the case, all
the jobs will always be scheduled with p = mmax because, as soon as a job finishes, it frees
exactly the same number of cores as the next job needs to execute with mmax cores. This
eliminates the problem of some cores being available but not used due to all pending jobs
requesting more cores than available. When mmax is not a divisor of m, some jobs may be
executing with mmax cores while others may execute with smaller values of p, this causes an
imbalance in execution times that leads to more frequent deadline misses.

Runtime of the analysis. Figure 2 shows the runtime of the SAG analysis when all tasks
share the same mmax value (blue) and when mmax is assigned randomly (orange) for the
experiments (d)–(f). It shows that the runtime is well below 1000 s in a vast majority
of experiments, and the worst-case runtime is below 100 minutes for task sets with 20
tasks scheduled on platforms with 8 cores (see Figure 2e-runtime). For 16 cores executing
32 tasks, we start to see experiments timing out when the number of jobs increases and
mmax is assigned randomly (note that those are reported as being deemed unschedulable in
Figure (2f)).

Comparison with existing tests for global scheduling of sequential tasks. For the case
where the schedulability problem can be reduced to an equivalent global JLFP scheduling
problem of non-preemptive sequential tasks, we compared our results with those of the
SAG-based test of [19], i.e., the most accurate analysis we are aware of for such systems. All
task sets that were detected as schedulable by the test of [19] were also deemed schedulable
by our analysis. This suggests that our new analysis reduces to that of [19] in the special case
where all tasks share a same mmax value that divides the number of cores m. A comparison
against other sufficient tests for global JLFP scheduling can be found in [19].
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8 Summary and Conclusion

We proposed a new response-time analysis for rigid and moldable gang tasks scheduled under
a non-preemptive JLFP scheduling policy. As far as we know, our work is the first effort
to provide sound worst-case (and best-case) response time bounds for such systems. Our
analysis is based on the notion of schedule abstraction and efficiently explores all possible
sequences of scheduling decisions that may happen during the runtime of the system.

Our experiments show that for periodic rigid gang tasks, our analysis is able to identify 4.9
times more schedulable task sets than the state of the art analysis. Moreover, our experiments
revealed the importance of choosing proper values for the minimum and maximum parallelism
assigned to moldable gang tasks. We observed that assigning the same value mmax

i to all
tasks yields the best performance, specially when mmax

i is a divisor of the number of cores.
We plan on extending our analysis to add support for precedence constraints between

moldable gang jobs, and on improving the runtime and memory consumption of our analysis
by extending the very promising partial order reduction techniques presented in [24,25].
Among other steps, this will require to develop a fast sufficient schedulability test for
non-preemptive moldable gang tasks.
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