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Abstract
Coflow is a set of related parallel data flows in a network. The goal of the coflow scheduling is
to process all the demands of the given coflows while minimizing the weighted completion time.
It is known that the coflow scheduling problem admits several polynomial-time 5-approximation
algorithms that compute solutions by rounding linear programming (LP) relaxations of the problem.
In this paper, we investigate the time-indexed LP relaxation for coflow scheduling. We show that
the integrality gap of the time-indexed LP relaxation is at most 4. We also show that yet another
polynomial-time 5-approximation algorithm can be obtained by rounding the solutions to the
time-indexed LP relaxation.
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1 Introduction

Coflow scheduling was introduced by Chowdhury and Stoica [7]. It is motivated by cluster
computation frameworks such as MapReduce and Hadoop. Because these frameworks involve
a huge amount of communication within a computer cluster, it is crucial to efficiently schedule
this communication to achieve high computation performance. Coflow is an abstraction of
data flow created by the processing of a task within the computer cluster. The goal of coflow
scheduling is to find the most efficient scheduling of coflows.

Among the many variations of the coflow scheduling problem, weighted completion
minimization under a bipartite matching model is the most extensively studied setting. In
this setting, a coflow is represented as a bipartite undirected multigraph. An edge in the
coflow represents the demand of sending one unit of data from one node to another. We are
given a set of coflows F1, . . . , Fk, all of which are on the same bipartition (X, Y ) of the node
set. Each coflow Fi is associated with a weight wi ≥ 0 and a release time ri ∈ Z+, where Z+
is the set of non-negative integers. The required task is to schedule all demands of the coflows
under the congestion constraint and the release time constraint. The congestion constraint
requires all nodes to send or receive at most one unit of data at any moment, and the release
time constraint requires the demand of coflow Fi to not be processed before release time ri.
The completion time Ci of coflow Fi is defined as the time at which all demands of Fi have
been processed. The objective of the problem is to minimize the weighted completion time,
defined as

∑k
i=1 wiCi. More information on the problem setting is given in Section 2.

This coflow scheduling problem includes the concurrent open shop scheduling problem,
which corresponds to the special case where X = {x1, . . . , xn}, Y = {y1, . . . , yn} and each
edge of the given coflows joins nodes xi and yi for some i ∈ {1, . . . , n}. For concurrent open
shop scheduling, achieving (2 − ϵ)-approximation for any ϵ > 0 is know to be NP-hard [16].
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36:2 Integrality Gap of Time-Indexed LP for Coflow Scheduling

Thus, the same approximation hardness holds for coflow scheduling. The best approximation
factor for coflow scheduling is achieved by the algorithms proposed by Shafiee and Ghaderi [17]
and Ahmadi et al. [2], respectively. The factor is 4 when the release times for all given
coflows are identical and 5 when they are not identical. Narrowing the gap between the
upper and lower bounds of the approximation factor is an interesting open problem.

The above approximation algorithms [2, 17] for coflow scheduling are both based on linear
programming (LP) relaxations of the problem. The algorithm of Shafiee and Ghaderi [17]
uses a relaxation with ordering variables and that of Ahmadi et al. [2] uses a relaxation
with parallel inequalities. These relaxations are commonly used in the machine scheduling
literature. Their algorithms also give upper bounds on the integrality gap of these LP
relaxations.

1.1 Our contribution
Our contribution is to investigate the time-indexed LP relaxation, which is another standard
formulation of LP relaxations for machine scheduling problems. We show that the integrality
gap of the time-indexed LP relaxation is at most 4 even for non-identical release times,
which is better than the known upper bounds on the integrality gap of other LP relaxations.
Our integrality gap analysis relies on Hall’s theorem [1] on existence of perfect matchings
in bipartite hypergraphs. We show that a 4-approximate solution is obtained by finding a
perfect matching in a bipartite hypergraph constructed from an optimal solution solution to
the time-indexed LP relaxation.

Unfortunately, our integrality gap analysis does not provide a polynomial-time algorithm
of approximation factor that matches the integrality gap bound because there are no known
polynomial-time algorithms for computing hypergraph perfect matchings implied by Hall’s
theorem. Nevertheless, we believe that our analysis is useful for obtaining an improved
polynomial-time approximation algorithm in the future.

We would also like to point out that our analysis is a new interesting application of
the Hall’s theorem on hypergraphs. Previously Hall’s theorem on hypergraphs has been
used for developing approximation algorithms for min-max allocation problems in a series of
studies (see e.g., [4, 5]). We note that this line of studies was initiated by Asadpour, Feige,
and Saberi [5], the algorithm given in which is not a polynomial-time algorithm.

In addition to the integrality gap bound, we give a polynomial-time rounding algorithm
for the time-indexed LP relaxation. Although our algorithm does not improve upon the
currently best approximation algorithms [2, 17], we prove that our algorithm achieves the
same approximation factors as them. Namely, its approximation factor is 4 for the identical
release times, and 5 for non-identical release times.

Inspired by our polynomial-time rounding algorithm, we also observe that, if a hypergraph
is constructed from the coflow scheduling with identical release times, then a perfect matching
can be found in polynomial-time time. This gives an alternative 4-approximation algorithm
for the coflow scheduling with identical release times.

Summing up, our contributions can be summarized as follows.
We show that the rounding of a solution to the time-indexed LP relaxation can be reduced
to finding a perfect matching in a hypergraph. This implies that the integrality gap of
the time-indexed LP relaxation is at most 4, which improves on the integrality gap upper
bounds on LP relaxations for non-identical release times.
We propose a polynomial-time rounding algorithm for the time-indexed LP relaxation.
Its approximation factor is 4 for identical release times and 5 for non-identical release
times. These factors match those of the currently known best approximation algorithms
for coflow scheduling.
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We propose a polynomial-time algorithm for computing perfect matchings in hypergraphs
constructed in the reduction of rounding solutions to the time-indexed LP relaxation
with identical release times.

1.2 Organization
The rest of this paper is organized as follows. Section 2 introduces preliminary facts and
related studies on coflow scheduling and hypergraph perfect matching. Section 3 formulates
the time-indexed LP relaxation. Section 4 presents the analysis of the integrality gap of the
time-indexed LP relaxation. Section 5 describes the proposed polynomial-time rounding
algorithm for the time-indexed LP relaxation. Section 6 describes the proposed polynomial-
time algorithm for computing perfect matchings in hypergraphs constructed from the coflow
scheduling with identical release times. Section 7 concludes this work.

2 Preliminary facts and related studies

2.1 Coflow scheduling
Throughout this paper, an edge between two nodes x and y is denoted by xy. The set of
integers 1, . . . , n is denoted by [n]. For an edge set I and a node v, the set of edges in I

incident to v is denoted by δI(v). The subscript is omitted when the edge set is clear from
the context. The maximum degree of a graph G is denoted by ∆(G).

As mentioned in Section 1, the inputs of the bipartite matching model of the coflow
scheduling problem are coflows F1, . . . , Fk with weights w1, . . . , wk ≥ 0 and release times
r1, . . . , rk ∈ Z+, where coflows are bipartite multigraphs on the bipartition (X, Y ) of the
node set. We usually identify a graph with the set of edges. Let F denote

⋃k
i=1 Fi.

We denote the time horizon of schedules by T . In this paper, we consider finding a
discrete-time integer schedule, for which the time interval [0, T ) is divided into intervals
[0, 1), [1, 2), . . . , [T − 1, T ) and the data flow does not vary within an interval. We refer to
interval [t − 1, t) as the t-th round. In contrast to a discrete-time schedule, a continuous-time
schedule can change the data flow at any moment. In an integer schedule, data flow forms
a matching in each round by the congestion constraint. Thus, a schedule is equivalent
to a sequence (M1, . . . , MT ) of matchings such that

⋃T
t=1 Mt = F and Mt ∩ Fi = ∅ for

each i ∈ [n] and t ∈ [ri]. The completion time Ci of coflow Fi in the schedule is given by
max{t : Mt ∩ Fi ≠ ∅}. The objective of the problem is to minimize the weighted completion
time

∑k
i=1 wiCi. In addition to integer schedules, we can also consider a fractional schedule,

where data flow within a round forms a fractional matching, i.e., a vector x ∈ [0, 1]E such
that

∑
e∈δ(v) x(e) ≤ 1 for each v ∈ X ∪ Y .

Since its introduction by Chowdhury and Stoica [7], coflow scheduling has been extensively
studied from both practical and theoretical viewpoints [2, 8, 9, 14, 17, 18]. Several extensions
of the problem setting have been presented. For example, Im et al. [13] considered the matroid
coflow scheduling problem, which replaces the congestion constraint with a constraint that
requires the set of elements scheduled in a round to be independent in a given matroid. Note
that the bipartite matching model cannot be modeled by the matroid coflow, and hence the
result of Im et al. cannot be applied to the bipartite matching model. Chowdhury et al. [6]
considered flows in general graphs instead of bipartite matchings in the congestion constraint.
Their model is a generalization of the bipartite matching model. However, the algorithm
of Chowdhury et al. outputs only a fractional schedule, and thus it cannot be used for
computing an integer schedule.

APPROX/RANDOM 2022
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2.2 Hypergraph perfect matching
Let H = (V, E) be a hypergraph with node set V and hyperedge set E. Here, we regard each
hyperedge as a set of nodes.

A matching M in a hypergraph H = (V, E) is a subset of E such that |δM (v)| ≤ 1 for
all v ∈ V , where we naturally extend the notation δ to hypergraphs. A transversal U of
H = (V, E) is a subset of V such that U ∩ e ̸= ∅ for all e ∈ E. The maximum size of
matchings and the minimum size of transversals of H are called the matching number and the
transversal number of H, denoted by ν(H) and τ(H), respectively. A fractional matching is
a function x : E → [0, 1] such that

∑
e∈δ(v) x(e) ≤ 1 for each v ∈ V . The maximum value of∑

e∈E x(e) among all fractional matchings x in H is called the fractional matching number of
H and is denoted by ν∗(H). Note that ν(H) ≤ ν∗(H) ≤ τ(H) holds for any hypergraph H.

H is said to be r-uniform if |e| = r for each e ∈ E, and is said to be bipartite if its node set
has a bipartition (A, B) such that |A∩e| = 1 for all e ∈ E. Hereafter, we suppose that H is an
r-uniform bipartite hypergraph with bipartition (A, B). We denote the nodes in A by A-nodes
and those in B by B-nodes. A perfect matching in H is a matching whose size is |A| (i.e., all
A-nodes are covered by some hyperedge in the matching). For X ⊆ A, let HX represent the
hypergraph with the node set B and the hyperedge set EX := {e \ A : e ∈ E, e ∩ X ≠ ∅}.
The following sufficient conditions for the existence of perfect matching are known.

▶ Theorem 1 (Haxell [11]). If an r-uniform bipartite hypergraph H with the node set
bipartition (A, B) satisfies

τ(HX) > (2r − 3)(|X| − 1) for any X ⊆ A, (1)

then H has a perfect matching.

▶ Theorem 2 (Aharoni and Haxell [1]). If an r-uniform bipartite hypergraph H with the node
set bipartition (A, B) satisfies

ν(HX) > (r − 1)(|X| − 1) for any X ⊆ A, (2)

then H has a perfect matching.

Note that these two theorems extend the sufficient condition implied by Hall’s theorem
to the existence of perfect matchings in bipartite graphs (although the condition in Hall’s
theorem is necessary and sufficient, the conditions in the above two theorems are not).

The proofs of these theorems are not algorithmic. Nevertheless, Annamalai [3] gave
an algorithmic proof of Haxell’s theorem by introducing a small amount of slack into the
condition. More concretely, Annamalai showed that, if there exists a constant ϵ > 0 such
that the hypergraph H satisfies τ(HX) > (2r − 3 + ϵ)(|X| − 1) for any X ⊆ A, then there
exists a polynomial-time algorithm for finding a perfect matching in H. There is no known
polynomial-time algorithm for finding a perfect matching in a hypergraph that satisfies
condition (2). Note that finding perfect matchings in 3-uniform bipartite hypergraphs is
NP-hard in general because it includes 3-dimensional matching [15].

3 Time-indexed LP relaxation

In this section, we introduce the time-indexed LP relaxation for the coflow scheduling
problem.

We set T to an upper bound on the time horizon of optimal coflow scheduling. For
example, T can be set to |F |. Indeed, we can see that 2∆(F ) + maxi∈[k] ri is also an upper
bound because of the observations explained below in Lemma 6.
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In the time-indexed LP, we have a variable xt,e ∈ [0, 1] for each t ∈ [T ] and e ∈ F , and a
variable ci for each i ∈ [k]. When the variables take integer values, variable xt,e indicates
whether the demand e is processed in the t-th round (i.e., time interval [t−1, t)), and variable
ci is the completion time of coflow Fi.

The time-indexed LP is formulated as follows.

minimize
∑
i∈[k]

wici

subject to
∑

t∈[T ]

txt,e ≤ ci, ∀i ∈ [k], ∀e ∈ Fi, (3)

∑
e∈δF (v)

xt,e ≤ 1, ∀t ∈ [T ], ∀v ∈ V, (4)

∑
t∈[T ]

xt,e = 1, ∀i ∈ [k], ∀e ∈ Fi, (5)

xt,e = 0, ∀i ∈ [k], ∀e ∈ Fi, ∀t ∈ [ri], (6)
xt,e ≥ 0, ∀e ∈ F, ∀t ∈ [T ].

Constraint (3) requires ci to be at least the time of processing e ∈ Fi. Constraint (4) requires
at most one edge incident to a node v to be processed within the t-th round. Constraint (5)
requires each demand e in coflow Fi to be processed in some round. Constraint (6) requires
the demands in coflow Fi to not be processed before the release time ri.

Each solution for the time-indexed LP relaxation represents a discrete-time fractional
schedule that consists of fractional matchings x1, . . . , xT ∈ [0, 1]F . Let Ci be the completion
time of coflow Fi in this schedule, expressed as

Ci = max{t ∈ [T ] : xt,e > 0 for some e ∈ Fi}.

Thus, the weighted completion time of this fractional schedule is
∑

i∈[k] wiCi. Note that this
value is possibly larger than the objective value

∑
i∈[k] wici of the relaxation.

In the bipartite matching model, the discrete-time fractional schedule can be transformed
into a continuous-time integer schedule without increasing the completion time of each
coflow as follows. By the integrality of the fractional matching polytope, the fractional
matching xt can be represented as a convex combination of (integer) matchings. Namely,
there exists a set of matchings M1, . . . , Mm and nonnegative numbers λ1, . . . , λm such that
xt =

∑m
j=1 λjχMj and

∑m
j=1 λj = 1 hold, where χMj is the characteristic vector of matching

M . A continuous-time integer schedule is obtained by scheduling the matching Mj for time
λj within the t-th round.

Conversely, a continuous-time integer schedule can be transformed into a discrete-time
fractional schedule. Let λM be the time spent for processing a matching M in the t-th round
of the integer schedule. Then, the convex combination of matchings with coefficients λM

is a fractional matching. A discrete-time fractional schedule is obtained by scheduling this
fractional matching in the t-th round. If the completion time of coflow Fi in the integer
schedule is C ′

i, the completion time of Fi in the constructed fractional schedule is ⌈C ′
i⌉.

▶ Remark. The size of the time-indexed LP linearly depends on T , and hence running time
for solving the LP is at least a polynomial with regards to T . Although this running time is
polynomial in the input size of the instance of the coflow scheduling problem, it may be a
disadvantage compared with other LP relaxations such as those used in [2, 17]. However, the
size of the time-indexed LP can be reduced using a commonly used technique (see e.g., [12])
so that it depends on O(log T ) with a loss of 1 + ϵ in the approximation factor for any
constant ϵ > 0.

APPROX/RANDOM 2022
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4 Integrality gap analysis

This section proves that the integrality gap of the time-indexed LP relaxation is at most 4
for the bipartite matching model. In the proof, we first show that there exists a discrete-time
fractional schedule whose weighted completion time is at most twice the optimal objective
value of the relaxation. Then, this fractional schedule is rounded into an integer schedule that
is subject to the completion time of each coflow being at most twice that in the fractional
schedule. This rounding is done by finding a perfect matching in a hypergraph constructed
from the fractional schedule.

4.1 Random stretching of fractional schedule

As mentioned in Section 3, a solution (x, c) for the time-indexed LP relaxation represents a
discrete-time fractional schedule, but the completion time Ci of coflow Fi in this schedule
is possibly larger than ci. However, as studied in [6, 13], random stretching gives another
fractional schedule wherein the expected completion time of Fi is at most 2ci. The details
are as follows.

For e ∈ F and t ∈ [T ], let ve(t) =
∑

t′∈[t] xt′,e. Furthermore, we extend the definition of
ve(t) to any t ∈ [0, T ] via linear interpolation. Namely, if t ∈ [t′ − 1, t′) for some t′ ∈ [T ],
then ve(t) := ve(t′ − 1) + (t − t′ + 1)(ve(t′) − ve(t′ − 1)).

For i ∈ [k] and θ ∈ [0, 1], we define Ci(θ) as the time at which θ-fraction of coflow Fi

is completed in the discrete-time fractional schedule implied by the solution (x, c) to the
relaxation. That is, Ci(θ) is the minimum value of t ∈ [0, T ] such that ve(t) ≥ θ for all
e ∈ Fi.

In the random stretching operation, we randomly sample θ from [0, 1] according to the
probability density function f(θ) := 2θ. Then, we stretch the schedule by the factor 1/θ.
This means that if a demand is processed in a time interval [t′, t′′], then it is processed in
[t′/θ, t′′/θ]. The processing of a demand is truncated when the processing time reaches one
unit of time. This gives a continuous-time fractional schedule such that the completion time
of a coflow Fi is Ci(θ)/θ.

The continuous-time fractional schedule can be transformed into a discrete-time fractional
schedule as follows. For t ∈ [T ] and e ∈ F , let x̄t,e be the fraction of e processed in time
[t−1, t) of the continuous-time fractional schedule. Then, it can be verified that {x̄t,e : e ∈ F}
forms a fractional matching for any t ∈ [T ], and thus it gives a discrete-time fractional
schedule. In this discrete-time schedule, the process of coflow Fi is within an interval
[ri, ⌈Ci(θ)/θ⌉].

We have thus obtained a discrete-time fractional schedule by stretching the schedule
represented by the LP optimal solution. The following lemma shows that the expected
completion time in this schedule can be bounded by twice the objective value of the time-
indexed LP.

▶ Lemma 3. For each i ∈ [k], E[⌈Ci(θ)/θ⌉] ≤ 2ci.

This lemma is proven in [6, 13] for other variations of the coflow scheduling problem, and
these proofs also apply to our problem. We omit the proof of Lemma 3 in this paper.

In the rest of the paper, we let C̄i denote ⌈Ci(θ)/θ⌉.



T. Fukunaga 36:7

4.2 Reduction to hypergraph perfect matching
By Lemma 3, a schedule of processing coflow Fi within the interval [ri, C̄i] achieves a weighted
completion time that is at most twice the optimal objective value of the relaxation. Moreover,
the discrete-time fractional schedule implied by x̄ does so. What remains is to round this
fractional schedule into a discrete-time integer schedule.

For the matroid coflow scheduling problem, Im et al. [13] showed that this rounding
process can be done without loss of the approximation factor. This is because the fractional
schedule is included in the intersection of a matroid polytope and a base polytope, where the
matroid polytope is defined based on a constraint that requires demands processed in each
round to be independent in the given matroid. Because the intersection forms an integer
polytope, the fractional schedule can be represented as a convex combination of integer
schedules, any of which processes coflow Fi within [ri, C̄i]. This approach is not available for
our problem because bipartite matchings do not form a matroid but a matroid intersection;
thus the set of the fractional schedules is the intersection of two matroid polytopes and a
base polytope, that is not integer in general.

Instead, we reduce the rounding process to hypergraph perfect matching. We first
construct a hypergraph as follows. We prepare T copies of the node set, each of which
corresponds to a round. We let Vt denote the copy corresponding to the t-th round for
each t ∈ [T ], and let vt denote the node in Vt corresponding to v ∈ X ∪ Y . In addition,
we introduce a node ae corresponding to each demand e ∈ F . Let A := {ae : e ∈ F} and
B :=

⋃
t∈[T ] Vt. A hyperedge in the hypergraph is defined by an edge e = xy ∈ Fi and time

t ∈ [ri + 1, C̄i] as he,t := {xt, yt, ae}. Let H = (VH , EH) denote the hypergraph with the
node set VH = A ∪ B and the hyperedge set EH = {he,t : i ∈ [k], e ∈ Fi, t ∈ [ri + 1, C̄i]}.
Note that H is a 3-uniform bipartite hypergraph with bipartition (A, B).

From a perfect matching in H, we define a discrete-time integer schedule so that a
demand e = uv is processed in the t-th round whenever the hyperedge he,t is included in the
matching. Because each node in B is incident to at most one hyperedge in a matching, the
demands processed in each round of the schedule form a matching. Moreover, because each
node ae ∈ A is covered by exactly one hyperedge in the perfect matching, and because all
hyperedges incident to ae are defined only for the t-th rounds with t ∈ [ri + 1, C̄i] if e ∈ Fi,
the demand e ∈ Fi is processed within an interval [ri, C̄i] in the schedule. Therefore, the
defined integer schedule is feasible.

Based on this discussion, it suffices to find a perfect matching in H. However, we do
not know whether H has a perfect matching. To ensure the existence of a perfect matching,
we modify H so as to satisfy the Aharoni-Haxell condition (2). For this purpose, let us
bound ν(HX) for X ⊆ A. First, observe that HX is a bipartite graph, with the node set
B =

⋃
t∈[T ] Vt and the edge set {utvt : auv ∈ X, t ∈ [ri +1, C̄i] for i with uv ∈ Fi}. Therefore,

τ(HX) = ν∗(HX) = ν(HX). Moreover, x̄t,uv can be regarded as a weight assigned to edge
utvt in HX . It forms a fractional matching in HX . Because

∑
t∈[T ] x̄t,uv = 1, HX has a

fractional matching of size |X|. These facts indicate that ν(HX) ≥ |X|.
This bound is insufficient to satisfy the Aharoni-Haxell condition, which requires satisfying

ν(HX) > 2(|X| − 1) since r = 3 in our case. Thus, we modify H as follows. In the original
definition, for each round t ∈ [T ], we have the corresponding node set Vt, and the node set
of H is defined as A ∪ (

⋃
t∈[T ] Vt). For each i ∈ [k], e = uv ∈ Fi, and t ∈ [ri + 1, C̄i], H

has a hyperedge {ae, ut, vt}. In the new definition, for each round t ∈ [T ], we define two
node sets V2t−1 and V2t, and define the node set as A ∪ (

⋃
t∈[T ] V2t−1 ∪ V2t). Hyperedges

{ae, u2t−1, v2t−1} and {ae, u2t, v2t} are defined for each i ∈ [k], e = uv ∈ Fi, and t ∈ [ri+1, C̄i].
Let H ′ denote the obtained hypergraph.

APPROX/RANDOM 2022
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▶ Lemma 4. H ′ has a perfect matching.

Proof. H ′ is still a 3-uniform bipartite hypergraph, with the bipartition (A,
⋃2T

t=1 Vt). Let
us show that H ′

X satisfies ν(HX) ≥ 2|X| for any X ∈ A, which indicates the existence of a
perfect matching in H ′ by Lemma 2.

Note that each edge utvt in H ′
X is defined by a hyperedge {ae, ut, vt} incident to an

A-node ae ∈ X. We define x′
utvt

as x̄⌈t/2⌉,e for each edge utvt in H ′
X . Then, x′ is a fractional

matching in H ′
X because x̄t is a fractional matching for each t ∈ [T ]. Moreover, because∑

t∈[T ] x̄t,e = 1,
∑

t∈[2T ] x′
utvt

= 2 holds. Thus, the size of the fractional matching x′ is 2|X|,
and hence ν∗(H ′

X) ≥ 2|X|. Note that H ′
X is a bipartite graph, and hence ν(H ′

X) = ν∗(HX).
Therefore, the claim is proven. ◀

We can define a discrete-time integer schedule from a perfect matching in H ′; if ae is
covered by a hyperedge {ae, ut, vt} in the perfect matching, then demand e is processed in
the t-th round. Because each A-node ae has incident hyperedges corresponding to rounds
in [2(ri + 1) − 1, 2C̄i] if e ∈ Fi, the constructed integer schedule satisfies the release time
constraint and all demands of coflow Fi are completed by time 2C̄i. Therefore, the weighted
completion time of this schedule is at most 2

∑
i∈F wiC̄i. This fact and Lemma 3 prove the

following theorem.

▶ Theorem 5. The integrality gap of the time-indexed LP relaxation is at most 4.

As for a lower bound on the integrality gap of the time-indexed LP, the following simple
instance shows that it is at least 2. Suppose that there is a single coflow that consists of
M parallel edges, and its weight and release time are 1 and 0. The minimum weighted
completion time of integer schedules for this instance is M . On the other hand, the fractional
schedule that processes 1/M unit of all edges in each round achieves the weighted completion
time (M + 1)/2. The ratio of this value to M approaches 2 as M grows. We are aware of no
instance that indicates integrality gap larger than 2.

As mentioned in Section 2.2, the Aharoni-Haxell condition ensures the existence of a
perfect matching but does not provide a polynomial-time algorithm for finding it. The
algorithm of Annamalai [3] finds a perfect matching in a hypergraph that satisfies the Haxell
condition with a constant slack, i.e., τ(H ′

X) > (2r − 3 + ϵ)(|X| − 1) for any X ⊆ A and
any constant ϵ > 0 (again, recall that r = 3 in our case). Using this algorithm gives us a
polynomial-time rounding algorithm, but making the hypergraph satisfy the condition results
in an approximation factor of 6, which is worse than that for existing coflow scheduling
algorithms.

5 Polynomial-time rounding algorithm

In this section, we present a polynomial-time rounding algorithm for the time-indexed LP. It
achieves 4-approximation for identical release times and 5-approximation for non-identical
release times.

The algorithm first sorts the coflows in the non-decreasing order of c. Then, it schedules
the demands greedily, giving higher priority to demands of earlier coflows. The details of
this algorithm are given in Algorithm 1.

▶ Lemma 6. The completion time of coflow Fi in the schedule output by Algorithm 1 is at
most ri + 2∆(

⋃i
j=1 Fj) − 1 for each i ∈ [k].
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Algorithm 1 Rounding Algorithm.

1 solve the time-indexed LP to obtain an optimal solution (x, c);
2 sort the coflows so that c1 ≤ c2 ≤ · · · ≤ ck;
3 Mt := ∅ for each t ∈ [T ];
4 for i = 1, . . . , k do
5 for uv ∈ Fi do
6 find the minimum t ∈ [ri + 1, T ] such that δMt(u) = δMt(v) = ∅;
7 Mt := Mt ∪ {uv}

8 output (M1, . . . , Mt)

Proof. Let uv be a demand in Fi that is processed last, and let t be the round in which uv

is processed (i.e., t is the completion time of Fi). Then, in each round in [ri + 1, . . . , t − 1],
a demand incident to u or v is processed. This means that t − 1 − ri ≤ |δ⋃i

j=1
Fj

(u)| − 1 +

|δ⋃i

j=1
Fj

(v)| − 1 ≤ 2∆(
⋃i

j=1 Fj) − 2 holds. Therefore, the completion time of Fi is at most

ri + 2∆(
⋃i

j=1 Fj) − 1. ◀

Now, we prove the following.

▶ Lemma 7. For each i ∈ [k], ∆(
⋃i

j=1 Fj) ≤ 2ci.

Proof. Suppose that the indices of coflows indicate those after sorting in line 3 of the
algorithm. Namely, c1 ≤ c2 ≤ · · · ≤ ck. We fix i ∈ [k] and v ∈ X ∪ Y , and we prove that the
degree of v in the graph

⋃i
j=1 Fj is at most 2ci.

Since
∑

t∈[T ] xt,e = 1 holds for any e by (5), we have∑
j∈[i]

∑
e∈δFj

(v)

∑
t∈[T ]

xe,t =
∑
j∈[i]

∑
e∈δFj

(v)

1 =
∑
j∈[i]

|δFj
(v)|.

It suffices to show that this value is at most 2ci. For arriving at a contradiction, suppose
that this is more than 2ci, i.e.,

2ci <
∑
j∈[i]

∑
e∈δFj

(v)

∑
t∈[T ]

xe,t. (7)

Let e ∈ Fj for some j ≤ i. Then, (3) and the assumption of cj ≤ ci show that∑
t∈[T ]

txt,e ≤ cj ≤ ci. (8)

Moreover, since
∑

t∈[T ] xt,e = 1 holds by (5), we have

ci −
∑

t∈[T ]

txt,e =
∑

t∈[T ]

cixt,e −
∑

t∈[T ]

txt,e

=
∑

t∈[T ]

(ci − t)xt,e

=
∑

1≤t≤ci

(ci − t)xt,e +
∑

ci<t≤T

(ci − t)xt,e.
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Since (8) indicates that this is at least 0, we have∑
ci<t≤T

(t − ci)xt,e ≤
∑

1≤t≤ci

(ci − t)xt,e.

Summing this inequality over all j ∈ [i] and e ∈ δFj
(v) gives∑

j∈[i]

∑
e∈δFj

(v)

∑
ci<t≤T

(t − ci)xt,e ≤
∑
j∈[i]

∑
e∈δFj

(v)

∑
1≤t≤ci

(ci − t)xt,e. (9)

Since
∑

e∈δF (v) xt,e ≤ 1 for each t ∈ [T ] by (4), the right-hand side of (9) is bounded as

∑
j∈[i]

∑
e∈δFj

(v)

∑
1≤t≤ci

(ci − t)xt,e ≤
∑

1≤t≤ci

(ci − t)
∑

e∈δF (v)

xt,e ≤
∑

1≤t≤ci

(ci − t) = ci(ci − 1)
2 . (10)

On the other hand, from (7), we have∑
ci<t≤T

∑
j∈[i]

∑
e∈δFj

(v)

xe,t > 2ci −
∑

1≤t≤ci

∑
j∈[i]

∑
e∈δFj

(v)

xe,t ≥ ci.

Thus the left-hand side of (9) is bounded as

∑
j∈[i]

∑
e∈δFj

(v)

∑
ci<t≤T

(t−ci)xt,e =
∑

ci<t≤T

∑
j∈[i]

∑
e∈δFj

(v)

(t−ci)xt,e >
∑

ci<t≤2ci

(t−ci) = ci(ci + 1)
2 .

(11)

(9), (10), and (11) give a contradiction. ◀

Combining Lemmas 6 and 7 proves the following theorem.

▶ Theorem 8. Algorithm 1 is a 4-approximation algorithm for identical release times and a
5-approximation algorithm for non-identical release times.

Proof. By Lemmas 6 and 7, the schedule output by Algorithm 1 processes the coflow Fi

by time ri + 4ci − 1. Note that ri ≤ ci holds for each i ∈ [k]. Therefore, the weighted
completion time of the schedule is at most 5

∑
i∈[k] wici, which means that the algorithm

achieves 5-approximation. In the identical release time case, we can assume that ri = 0
for all i ∈ [k]. Then, the weighted completion time of the schedule is at most 4

∑
i∈[k] wici,

which means that it achieves 4-approximation. ◀

▶ Remark. The above analysis does not depend on the assumption that coflows F1, . . . , Fk

are bipartite. Thus, it applies to the general graph model, where given coflows are not
bipartite graphs and the congestion constraint requires that the demands processed in each
round form a (non-bipartite) matching. Although this is not mentioned in previous works,
similar analysis shows that the approximation algorithms of [2, 17] can also work for the
general graph model. In other words, these approximation algorithms do not make full use
of the assumption that the coflows are bipartite. In contrast, the integrality gap analysis
given in Section 4 uses the bipartiteness.
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6 Finding perfect matchings in hypergraphs

We proved Theorem 5 by showing that the hypergraph H ′ (defined in Section 4.2) has
a perfect matching. Unfortunately, we do not know how to find the perfect matching in
polynomial time even though its existence is implied by Theorem 2. In this section, we
present a polynomial-time algorithm for finding a perfect matching in H ′ when ri = 0 for
all i ∈ [k]. This gives an alternative proof of the statement for identical release times in
Theorem 8.

Algorithm 2 Perfect Matching Algorithm.

1 sort the coflows so that C̄1 ≤ C̄2 ≤ · · · ≤ C̄k;
2 M := ∅;
3 for i = 1, . . . , k do
4 for uv ∈ Fi do
5 find the minimum t ∈ [2C̄i] such that both ut and vt have no incident

hyperedge in M ;
6 add hyperedge {auv, ut, vt} to M

7 output M

The algorithm is given in Algorithm 2. The next theorem shows that it finds a perfect
matching.

▶ Theorem 9. Algorithm 2 outputs a perfect matching in polynomial time.

Proof. On line 5 of Algorithm 2, there always exists t ∈ [2C̄i] such that both ut and vt have
no incident hyperedge in M . If this claim is true, M is a perfect matching in H ′ at the
termination of the algorithm. Because the algorithm runs in polynomial time, this proves
the theorem.

To prove the above claim, we first show that
∑

j∈[i] |δFj
(v)| ≤ C̄i holds for each i ∈ [k]

and v ∈ V . Recall that there exists x̄t,e ∈ [0, 1] (e ∈ Fj , t ∈ C̄j) such that
∑

t∈[C̄j ] x̄t,e = 1
for each e ∈ Fj , and

∑
j∈[k]

∑
e∈δFj

(v) x̄t,e ≤ 1 for each t ∈ [T ] and v ∈ V . Then,∑
j∈[i]

|δFj
(v)| =

∑
j∈[i]

∑
e∈δFj

(v)

1 =
∑
j∈[i]

∑
e∈δFj

(v)

∑
t∈[C̄j ]

x̄t,e

=
∑

t∈[C̄i]

∑
j∈[i]

∑
e∈δFj

(v)

x̄t,e ≤
∑

t∈[C̄i]

1 = |C̄i|.

Here, the third equality uses the fact that C̄j ≤ C̄i for all j ∈ [i].
Then, when uv ∈ Fi is chosen on line 4 of Algorithm 2, the number of hyperedges in M

incident to nodes u1, . . . , u2C̄i
is at most

∑
j∈[i] |δFj

(u)| − 1 ≤ C̄i − 1. Similarly, the number
of hyperedges in M incident to nodes v1, . . . , v2C̄i

is at most
∑

j∈[i] |δFj
(v)| − 1 ≤ C̄i − 1.

Therefore, among 2C̄i pairs of {ut, vt} (t ∈ [2C̄i]), there exist at least 2C̄i − 2(C̄i − 1) = 2
pairs such that no hyperedge in M is incident to nodes in the pairs. ◀

7 Conclusion

We showed that the integrality gap of the time-indexed LP relaxation for the coflow scheduling
problem is at most 4. We also proposed a polynomial-time rounding algorithm that achieves
4-approximation for identical release times and 5-approximation for non-identical release
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times. In addition, we proposed a polynomial-time algorithm for finding a perfect matching
in the bipartite hypergraph constructed from a solution for the time-indexed LP relaxation
with identical release times.

There are many interesting directions of further study. One of them is to improve the
approximation factor, in particular for non-identical release times. Based on our integrality
gap analysis, this can be achieved by developing a polynomial-time algorithm for finding
perfect matchings in 3-uniform bipartite hypergraphs that satisfy the Aharoni-Haxell condi-
tion (2). However, designing such an algorithm is regarded as a difficult problem. Indeed,
it is mentioned in [10] as “Thus algorithmic versions of these results would also be very
interesting and useful, but currently seem out of reach.” We believe that it is interesting
to investigate algorithms for hypergraphs constructed in our rounding of solutions to the
time-indexed LP relaxation with non-identical release times.
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