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Abstract
This report documents the program and the outcomes of Dagstuhl Seminar 20041 “Symmetric
Cryptography”. The seminar was held on April 3-8, 2022 in Schloss Dagstuhl – Leibniz Center
for Informatics. This was the eigth seminar in the series “Symmetric Cryptography”. Previous
editions were held in 2007, 2009, 2012, 2014, 2016, 2018, and 2022. Participants of the seminar
presented their ongoing work and new results on topics of (quantum) cryptanalysis and provable
security of symmetric cryptographic primitives. In this report, a brief summary of the seminar is
given followed by the abstracts of given talks.
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1 Executive Summary

Nils Gregor Leander (Ruhr-Universität Bochum, DE)
Bart Mennink (Radboud University Nijmegen, NL)
Maria Naya-Plasencia (INRIA – Paris, FR)
and Yu Sasaki (NTT – Tokyo, JP)
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IT Security plays an increasingly crucial role in everyday life and business. Virtually all
modern security solutions are based on cryptographic primitives. Symmetric cryptography
deals with the case where both the sender and the receiver of a message use the same key.
Due to their good performance, symmetric cryptosystems are highly relevant not only for
academia, but also for industrial activities.

We identified the following areas as some of the most important topics on symmetric
cryptography at the moment.

Lessons Learnt from NIST Lightweight Cryptography Project. The US National Institute
of Standards and Technology (NIST) acknowledged in 2013 the real-world importance of
lightweight cryptography, and announced an initiative for standardization. It is expected
that the new lightweight standard will not only be used in the US, but rather worldwide.
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New Design Strategies. This area deals with the development of symmetric cryptographic
primitives and modes that must operate for specific applications, such as STARKs, SNARKs,
fully homomorphic encryption, and multi-party computation. These novel applications lead
to a paradigm shift in design criteria that we are just starting to understand, both in terms
of possible optimizations as well as security impacts.

Quantum-Safe Symmetric Cryptography. For symmetric cryptography, it is short-sighted
to expect that cryptanalysis will not improve with the help of quantum computers in the
future. It is of importance to understand both the possibility to quantize existing classical
attacks, as well as the possibility to perform new types of cryptanalytic attacks using a
quantum computer.

Understanding Security Implications from Ideal and Keyless Primitives. Permutation-
based cryptography has gained astounding popularity in the last decade, and security proofs
are performed in an ideal permutation model. Partly as a consequence of this, the concrete
security analysis of the involved primitives has become more difficult. One challenge is to
understand (i) to what extent distinguishers impact the security of cryptographic schemes
and (ii) what non-random properties of permutations seem likely to be translated into an
attack on the full scheme.

Seminar Program
The seminar program consisted of a few short presentations and in-depth group meetings.
Presentations were about the above topics and other relevant areas of symmetric cryptography,
including state-of-the-art cryptanalytic techniques and new designs. Below one can find the
list of abstracts for talks given during the seminar.

The research groups were on various topics in symmetric cryptography, all related to one
of the above points in one way or another. On the last day of the seminar, the leaders of
each group gave brief summaries of achievements. Some teams continued working on the
topic after the seminar and started new research collaborations. Here are the summaries of
the five groups:

Group 1 worked and discussed on various problems of provable security, roughly corres-
ponding to one project per person. For three of the projects, the groups had preliminary
discussions, and the next step will be to perform the remaining research and investigate
the details offline. For two problems, namely improved unforgeability of certain MAC
constructions and generic analysis of PRF’s and MAC’s on 2 public permutations, they
advanced quite well and the details will be written down soon after the seminar.
Group 2 worked on several topics that they plan to continue after the seminar. One was
to find good algorithms for detecting the optimal trees of some Boolean functions in the
context of improved key-recovery attacks, and figuring out if we actually need trees, or if
we could find or use better partitions that do not correspond to a tree and yet improve the
complexity. They also worked on building two attacks on the HALFLOOP construction.
They solved the problem of finding structures in linear layers and of decomposing them,
and they applied this to Streebog. They also continued developing a new cryptanalysis
family; differential meet-in-the-middle attacks. They figured out how to correctly combine
it with bicliques, and started working on an application on the construction of SKINNY,
which should be comparable if not better than the best known attacks.
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Group 3 worked on several topics related to cryptanalysis, that they plan to continue
after the seminar. The studied Tweakable Twine, a tweakable variant of Twine proposed
in 2019. They looked at impossible differential distinguishers, but unfortunately they
were not able to cover more rounds than in previous work. They also looked at the
differential propagation of the cipher. They were able to find a distinguisher that would be
established with a probability of 2−61, and they rediscovered a 24-round zero correlation
attack in Twine. They have also pointed out several observations on TinyJAMBU,
including a method to break the Pb permutation (for 384 rounds) if one can observe
collisions during the processing phase. They looked at a paper from 2016 on KATAN
that searches for extended boomerang distinguishers. They are implementing the attacks
to observe the impact of the middle-round dependencies experimentally. Finally, they
looked at (free-start) collisions on Romulus-H and tried to find differential characteristics
that are suitable to be used in two SKINNY invocations. One idea would be to use the
dependencies to have a collision of a higher probability.
Group 4 has worked on integral distinguishers on big finite fields. After looking at different
topics, this group focused in the following problem: can we find integral distinguishers
from the knowledge of some properties of the univariate representation of a function
F : F2n → F2n? In other words, they wanted to find some coefficients (λ0, . . . , λ2n−1)
in F2n such that ∀x,

∑2n−1
i=0 λiF (αiX) = 0. In the particular case where all λi ∈ F2n ,

this corresponds to finding sets of inputs such that the corresponding outputs sum to
zero. They proved that

∑2n−1
i=0 λiF (αiX) does not contain any term of degree ℓ if and

only if Aℓ = 0 or P (αℓ) = 0 where F (X) =
∑2n−1

i=0 AiX
i = 0. Therefore, they aimed at

finding polynomials P which vanish on all αℓ when i varies in a given set, and which
have the smallest possible number of terms. Indeed, the number of terms of P is the
data complexity of the distinguisher. When the only information we have on F is that
Ai = 0 for all i of weight ≥ d, then the polynomial P with binary coefficients and with
the smallest weight corresponds to the usual distinguisher obtained with higher-order
differentials, i.e., rot(P ) = 2d. However, if we have more information on Ai, then we can
obtain distinguishers with lower data complexity than expected.
Group 5 looked at a few different topics, quite unrelated to each other. One of them
was how to sample binary words of fixed weight (say 200) and length (say 40000)
efficiently and in “cryptographic constant time”. A possible approach is to use format-
preserving encryption, but this turns out to be quite slow compared to alternatives. They
eventually slightly revisited an existing method that oversamples w′ indices uniformly
and independently such that at least w of them are unique with high probability, by
proposing a possibly novel and simple constant-time algorithm to extract such a subset
of w indices uniformly: write a list (vi, i) of the w′ samples; sort with respect to vi, mark
any duplicate by setting i to infinity; sort with respect to i and keep the w first entries.
Another topic was the study of the exact differential probability of 1/4 round of Salsa, or
rather computing exactly the probability of any 1/4 round differential. A “promising”
approach would be to use finite automata to parameterize the space of solutions to part
of a round, and then iteratively propagate this through the successive steps thereof. They
have not implemented this, but one could in principle at least partially rely on some
existing tools for the first part. Whether the parameterization would be sufficiently
compact to also allow an efficient propagation is not clear yet.

22141
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3 Overview of Talks

3.1 New Directions in Cryptanalysis
Orr Dunkelman (University of Haifa, IL)

License Creative Commons BY 4.0 International license
© Orr Dunkelman

Joint work of Orr Dunkelman, Itai Dinur, Nathan Keller, Eyal Ronen, Adi Shamir

A central problem in cryptanalysis is to find all the significant deviations from randomness
in a given n-bit cryptographic primitive. When n is small (e.g., an 8-bit S-box), this is easy
to do, but for large n, the only practical way to find such statistical properties was to exploit
the internal structure of the primitive and to speed up the search with a variety of heuristic
rules of thumb. However, such bottom-up techniques can miss many properties, especially in
cryptosystems which are designed to have hidden trapdoors.

In this paper we consider the top-down version of the problem in which the cryptographic
primitive is given as a structureless black box, and reduce the complexity of the best known
techniques for finding all its significant differential and linear properties by a large factor
of 2n/2. Our main new tool is the idea of using surrogate differentiation. In the context of
finding differential properties, it enables us to simultaneously find information about all the
differentials of the form f(x) ⊕ f(x ⊕ α) in all possible directions α by differentiating f in a
single arbitrarily chosen direction γ (which is unrelated to the α’s). In the context of finding
linear properties, surrogate differentiation can be combined in a highly effective way with the
Fast Fourier Transform. For 64-bit cryptographic primitives, this technique makes it possible
to automatically find in about 264 time all their differentials with probability p ≥ 2−32 and
all their linear approximations with bias |p| ≥ 2−16; previous algorithms for these problems
required at least 296 time. Similar techniques can be used to significantly improve the best
known time complexities of finding related key differentials, second-order differentials, and
boomerangsa In addition, we show how to run variants of these algorithms which require
no memory, and how to detect such statistical properties even in trapdoored cryptosystems
whose designers specifically try to evade our techniques.

3.2 Review of the NIST Modes of Operation: Status Update and
Standardization of a New Mode?

Nicky Mouha (NIST – Gaithersburg, US)

License Creative Commons BY 4.0 International license
© Nicky Mouha

The Crypto Publication Review Board was established by NIST to identify cryptography
standards and other publications to be reviewed. Currently, the NIST-recommended modes
of operation (NIST SP 800-38 Series) are undergoing review.

At this time of writing, the Crypto Publication Review Project website (https://csrc.
nist.gov/Projects/crypto-publication-review-project) lists the following modes of
operation as subject to review: SP 800-38A (ECB, CBC, CFB, OFB, CTR), SP 800-38A
Addendum (three ciphertext stealing variants for CBC), SP 800-38D (GCM and GMAC),
and SP 800-38E (XTS).
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In this presentation, we gave a technical overview of the NIST-recommended modes of
operation, giving insights into the functionality of the algorithms, and an overview of the
public comments received.

Less than two weeks before the presentation, NIST had made an announcement related
to the review of these modes of operation. This gave an opportunity to provide a status
update, and to collect feedback for NIST from the attendees of this talk at the Dagstuhl
Symmetric Cryptography Seminar.

3.3 Simplified MITM Modeling for Permutations: New (Quantum)
Attacks

André Schrottenloher (CWI – Amsterdam, NL)

License Creative Commons BY 4.0 International license
© André Schrottenloher

Joint work of André Schrottenloher, Marc Stevens
Main reference André Schrottenloher, Marc Stevens: “Simplified MITM Modeling for Permutations: New

(Quantum) Attacks”, IACR Cryptol. ePrint Arch., p. 189, 2022.
URL https://eprint.iacr.org/2022/189

Meet-in-the-middle (MITM) is a general paradigm where internal states are computed along
two independent paths (“forwards” and “backwards”) that are then matched. Over time,
MITM attacks improved using more refined techniques and exploiting additional freedoms
and structure, which makes it more involved to find and optimize such attacks. This has led
to the use of detailed attack models for generic solvers to automatically search for improved
attacks, notably a MILP model developed by Bao et al. at EUROCRYPT 2021.

In this paper, we study a simpler MILP modeling combining a greatly reduced attack
representation as input to the generic solver, together with a theoretical analysis that, for
any solution, proves the existence and complexity of a detailed attack. This modeling allows
to find both classical and quantum attacks on a broad class of cryptographic permutations.
First, Present-like constructions, with the permutations of the Spongent hash functions:
we improve the MITM step in distinguishers by up to 3 rounds. Second, AES-like designs:
despite being much simpler than Bao et al.’s, our model allows to recover the best previous
results. The only limitation is that we do not use degrees of freedom from the key schedule.
Third, we show that the model can be extended to target more permutations, like Feistel
networks. In this context we give new Guess-and-determine attacks on reduced Simpira
v2 and Sparkle. Finally, using our model, we find several new quantum preimage and
pseudo-preimage attacks (e.g. Haraka v2, Simpira v2 ... ) targeting the same number of
rounds as the classical attacks.

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://eprint.iacr.org/2022/189
https://eprint.iacr.org/2022/189
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3.4 Triplex: an Efficient and One-Pass Leakage-Resistant Mode of
Operation

Yaobin Shen (University of Louvain, BE)

License Creative Commons BY 4.0 International license
© Yaobin Shen

Joint work of Thomas Peters, Yaobin Shen, François-Xavier Standaert

This talk introduces and analyzes Triplex, a leakage-resistant mode of operation based
on Tweakable Block Ciphers (TBCs) with 2n-bit tweaks. Triplex enjoys beyond-birthday
ciphertext integrity in the presence of encryption and decryption leakage in a liberal model
where all intermediate computations are leaked in full and only two TBC calls operating
a long-term secret are protected with implementation-level countermeasures. It provides
beyond-birthday confidentiality guarantees without leakage, and standard confidentiality
guarantees with leakage for a single-pass mode embedding a re-keying process for the bulk
of its computations (i.e., birthday confidentiality with encryption leakage under a bounded
leakage assumption). Triplex improves leakage-resistant modes of operation relying on TBCs
with n-bit tweaks when instantiated with large-tweak TBCs like Deoxys-TBC (a CAESAR
competition laureate) or Skinny (used by the Romulus finalist of the NIST lightweight crypto
competition). Its security guarantees are maintained in the multi-user setting.

4 Working groups

4.1 Exact Differential Analysis of One Round of Salsa20
Orr Dunkelman (University of Haifa, IL), Antonio Florez-Gutierrez (INRIA – Paris, FR),
Pierre Karpman (Université Grenoble Alpes – Saint Martin d’Hères, FR), Eram Lambooij
(University of Haifa, IL), and Nicky Mouha (NIST – Gaithersburg, US)

License Creative Commons BY 4.0 International license
© Orr Dunkelman, Antonio Florez-Gutierrez, Pierre Karpman, Eram Lambooij, and Nicky Mouha

In Salsa20, one round consists of four parallel quarterround functions on independent inputs.
These quarterround functions transform a 128–bit by adding two 32–bit inputs (modulo 232),
rotating the output over a fixed amount of bits and XORing it with a third 32–bit input.
This operation is performed four times within a quarterround.

It seems to be an open problem to compute the exact differential probability for one
quarterround of Salsa20. It has been shown that theoretical estimates of the probability may
not correspond to estimates obtained by experimental verification [1, 2].

The goal of this research group was to explore some methods to calculate the exact
differential probability for one quarterround of Salsa20, and confirm these with experiments
on a small-scale variant of Salsa20. Because the four quarterround functions are independent
of each other, a method to determine the exact differential probability for one quarterround,
would also lead to a result for one round of Salsa20.

We explored the problem from both a theoretical and experimental point of view, and
arrived at various new insights that will be helpful to find an elegant and efficient solution to
this problem.
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4.2 A simple quasi-linear constant-time algorithm for sampling
fixed-sized supports

Pierre Karpman (Université Grenoble Alpes – Saint Martin d’Hères, FR), Orr Dunkelman
(University of Haifa, IL), Antonio Florez–Gutierrez (INRIA – Paris, FR), Eram Lambooij
(University of Haifa, IL), and Nicky Mouha (NIST – Gaithersburg, US)
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In this short note, we present a simple algorithm for uniformly sampling a subset of [[0, N
– 1]] of size w, for some integers N and w. The cost of our algorithm is quasi- linear in w,
assuming a constant cost for arithmetic and random sampling of integers less than N. It
is also amenable to “cryptographic constant-time” implementations, that is whose running
time and memory accesses neither depend on the random coins used in the sampling. Such
an algorithm and implementation find applications in certain code-based cryptosystems.

4.3 Research group on the cryptanalysis of recent primitives
Virginie Lallemand (LORIA – Nancy, FR), Xavier Bonnetain (LORIA & INRIA Nancy,
FR), Maria Eichlseder (TU Graz, AT), Daniël Kuijsters (Radboud University Nijmegen, NL),
Clara Pernot (INRIA – Paris, FR), Shahram Rasoolzadeh (Radboud University Nijmegen,
NL), Yu Sasaki (NTT – Tokyo, JP), and André Schrottenloher (CWI – Amsterdam, NL)

License Creative Commons BY 4.0 International license
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We worked and discussed several topics related to cryptanalysis, that we plan to continue
after the seminar:

Tweakable Twine: We studied this cipher which is a tweakable version of Twine
proposed in 2019. We looked at impossible differentials distinguishers but unfortunately were
not able to cover more rounds than in the previous work. We also looked at the differential
properties of the cipher, and were able to find a 2−60.21 distinguisher on 17 rounds. We
(re-)discovered a 24-round zero-correlation on Twine.

Tiny-Jambu: We have several observations, including a method to break the Pk

permutation (for 384 rounds) if we can observe collisions during the AD processing phase.
Katan: We looked at a paper from 2016 that searches extended boomerang distinguishers.

We are implementing the attack to observe the impact of the middle-round dependencies
experimentally.

Romulus-H: (Skinny-Hirose) We looked at free-start and (real) collisions and tried to
find differential characteristics that are suitable to be used in two Skinny invocations in
Hirose’s mode. One idea would be to use the dependencies in the states to have a collision of
higher probability.

https://creativecommons.org/licenses/by/4.0/
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4.4 Provable Security Research Group
Bart Mennink (Radboud University Nijmegen, NL), Ritam Bhaumik (INRIA – Paris, FR),
Aldo Gunsing (Radboud University Nijmegen, NL), Ashwin Jha (CISPA – Saarbrücken, DE),
and Yaobin Shen (University of Louvain, BE)

License Creative Commons BY 4.0 International license
© Bart Mennink, Ritam Bhaumik, Aldo Gunsing, Ashwin Jha, and Yaobin Shen

The aim of the provable security group within Dagstuhl was to analyze generic security of
modes, either by proving security under certain assumptions or by mounting generic attacks.
The provable security group, consisting of Ritam Bhaumik, Aldo Gunsing, Ashwin Jha, Bart
Mennink, and Yaobin Shen, worked on various topics in provable security. We discussed five
topics in total, one corresponding to each group member. For three problems, we postponed
the continuation until after Dagstuhl: it was required that each group member would read
certain relevant papers offline, and only then we could continue solving the problem. For two
problems we advanced quite well. The first problem was the unforgeability of a strengthened
version of the Wegman-Carter-Shoup authenticator. Although this strengthened version only
achieves birthday bound PRF-security, we observed that its provable unforgeability is better,
and we drafted the proof ideas. The second problem was about a generic description and
analysis of PRFs based on two public permutations, and a generic description and analysis
of MAC functions based on two public permutations. We described the generic classification
and filtered out the “sets” of functions that achieve high security.

4.5 Workgroup 1
Maria Naya-Plasencia (INRIA – Paris, FR), Christof Beierle (Ruhr-Universität Bochum,
DE), Christina Boura (University of Versailles, FR), Patrick Derbez (University of Rennes,
FR), Patrick Felke (FH Emden, DE), Nils Gregor Leander (Ruhr-Universität Bochum, DE),
and Sondre Rønjom (University of Bergen, NO)

License Creative Commons BY 4.0 International license
© Maria Naya-Plasencia, Christof Beierle, Christina Boura, Patrick Derbez, Patrick Felke, Nils
Gregor Leander, and Sondre Rønjom

We worked on several topics, that we plan to continue after the seminar.
1. Find good algorithms for detecting the optimal trees of some boolean functions in the

context of improved key-recovery attacks. Do we need trees? Could we find/use better
cases with partitions that do not correspond to a tree?

2. A new type of attack: Differential MitM. We continue to develop its theoretical complex-
ities, adding this to apply the byclique extension and work on building an application on
the block cipher Skinny.

3. We built two attacks on the construction HAL + LOOP.
4. We solved how to find structures in linear layers, how to decompose them, and how to

apply it to Streeborg.
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4.6 Univariate Integral Distinguishers
Yann Rotella (University of Versailles, FR), Subhadeep Banik (University of Lugano, CH),
Clémence Bouvier (INRIA – Paris, FR), Anne Canteaut (INRIA – Paris, FR), Margot Funk
(University of Versailles, FR), Daniël Kuijsters (Radboud University Nijmegen, NL), Patrick
Neumann (Ruhr–Universität Bochum, DE), Léo Perrin (INRIA – Paris, FR), Christian
Rechberger (TU Graz, AT), Markus Schofnegger (TU Graz, AT), and Tyge Tiessen (Technical
University of Denmark – Lyngby, DK)

License Creative Commons BY 4.0 International license
© Yann Rotella, Subhadeep Banik, Clémence Bouvier, Anne Canteaut, Margot Funk, Daniël
Kuijsters, Patrick Neumann, Léo Perrin, Christian Rechberger, Markus Schofnegger, and Tyge
Tiessen

Recent surge in development of advanced cryptographic protocols (such as multi-party com-
putation, zero-knowledge proofs) created interest in specialized symmetric-key cryptographic
primitives including block ciphers, stream ciphers, hash functions. The new setting favors
algebraic constructions based on relatively large finite fields, since it leads to lesser costs in
the protocols. This contrasts with classic symmetric-key cryptography, where operations are
typically bit-oriented and are optimized for performance on common CPUs.

The new paradigm demands for exploring new cryptanalysis methods. In this work, we
focused on adapting the integral attacks, which before were typically developed in the binary
multivariate setting.

Integral attacks on classic symmetric primitives are well understood and state-of-the-art
includes many tools both for finding and exploiting integral distinguishers. On the other
hand, integral attacks on the algebraic constructions are not yet well studied and do not seem
to fully exploit the algebraic properties. Initial work in this direction was made in recent
works [1, 2, 3, 5]. In this working group, we aimed to advance this direction by exploring and
systemizing methods of searching for and exploiting integral distinguishers in the univariate
setting. More precisely, we studied which linear combinations of the outputs of a function
are constant, given a set of missing monomials in the function’s univariate representation.

The working group achieved several interesting results.

1. We briefly studied methods of bounding the degree in large fields and attempted to
generalize standard methods based on tracking maximum variable degrees or division
property [4]. We reached to conclusion that, in large characteristic, naive approaches
seem to often provide the exact degree and thus no significant improvements can be done.

2. We developed a method of studying univariate integral distinguishers based on function
operators, which act predictably on the univariate coefficients. We considered several
operators, such as operators reducing the coefficients to their field trace or trace-based
filtering of coefficients, operators summing over a multiplicative subgroup.

3. We discovered a simple operator resembling a composition of polynomials, which includes
most previously mentioned operators as special cases. It also has interesting mathemathical
properties such as commutativity of operators.

4. We studied a few concrete examples, such as: a single monomial missing, a single
cyclotomic class missing, a (multivariate) algebraic degree is bounded – and proved
optimal distinguishers for these cases.

https://creativecommons.org/licenses/by/4.0/
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Abstract
In several real-world scenarios, decision making involves advanced reasoning under uncertainty,
i.e. the ability to answer probabilistic queries. Typically, it is necessary to compute these answers
in a limited amount of time. Moreover, in many domains, such as healthcare and economical
decision making, it is crucial that the result of these queries is reliable, i.e. either exact or comes
with approximation guarantees. In all these scenarios, tractable probabilistic inference and
learning are becoming increasingly important.

Research on representations and learning algorithms for tractable inference embraces very
different fields, each one contributing its own perspective. These include automated reasoning,
probabilistic modeling, statistical and Bayesian inference and deep learning.

Among the many recent emerging venues in these fields there are: tractable neural density
estimators such as autoregressive models and normalizing flows; deep tractable probabilistic
circuits such as sum-product networks and sentential decision diagrams; approximate inference
routines with guarantees on the quality of the approximation.

Each of these model classes occupies a particular spot in the continuum between tractability
and expressiveness. That is, different model classes might offer appealing advantages in terms of
efficiency or representation capabilities while trading-off other of these aspects.

So far, clear connections and a deeper understanding of the key differences among them have
been hindered by the different languages and perspectives adopted by the different “souls” that
comprise the tractable probabilistic modeling community.

This Dagstuhl Seminar brought together experts from these sub-communities and provided
the perfect venue to exchange perspectives, deeply discuss the recent advancements and build
strong bridges that can greatly propel interdisciplinary research.
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1 Executive Summary

Priyank Jaini (Google – Toronto, CA)
Kristian Kersting (TU Darmstadt, DE)
Antonio Vergari (University of Edinburgh, GB)
Max Welling (University of Amsterdam, NL)

License Creative Commons BY 4.0 International license
© Priyank Jaini, Kristian Kersting, Antonio Vergari, and Max Welling

ML models and systems to enable and support decision making in real-world scenarios need
to robustly and effectively reason in the presence of uncertainty over the configurations of
the world that can be observed. Probabilistic inference provides a principled framework to
carry on this reasoning process, and enables probabilistic modeling: a collection of principles
to design and learn from data models that are capable of dealing with uncertainty. The
main purpose for these models, once learned or built, is to answer queries – posed by
humans or other autonomous systems – concerning some aspects of the represented world
and quantifying some form of uncertainty over it. That is, that is computing some quantity
of interest of the probability distribution that generated the observed data. For instance, the
mean or the modes of such a distribution, the marginal or conditional probabilities of events,
expected utilities of our policies, or decoding most likely assignments to variables (also known
as MAP inference, cf. the Viterbi algorithm). Answering these queries reliably and efficiently
is more important than ever: we need ML models and systems to perform inference based
on well-calibrated uncertainty estimates throughout all reasoning steps, especially when
informing and supporting humans in decision making processes in the real world.

For instance, consider a ML system learned from clinical data to support physicians and
policy makers. Such a system would need to support arbitrary queries posed by physicians,
that is, questions that are not known a priori. Moreover, these queries might involve complex
probabilistic reasoning over possible states of the world, for instance involving maximization
of some probabilities and the ability to marginalize over unseen or not available (missing)
attributes like “At what age is a patient with this X-ray but no previous health record most
likely to show any symptom of COVID-19?”, or counting and comparing sub-populations
“What is the probability of there being more cases with fever given a BMI of 25 in this county
than in the neighboring one?”. At the same time, it should guarantee that the uncertainty
in its answers, modeled as probabilities, should be faithful to the real-world distribution as
uncalibrated estimates might greatly mislead the decision maker.

Recent successes in machine learning (ML) and particularly deep learning have delivered
very expressive probabilistic models and learning algorithms. These have proven to be able
to induce exceedingly richer models from larger datasets but, unfortunately, at an incredible
cost: these models are vastly intractable for all but the most trivial of probabilistic reasoning
tasks, and they have been demonstrated to provide unreliable uncertainty estimations. In
summary, their applicability to real-world scenarios, like the one just described, is very
limited.

Nevertheless all these required “ingredients” are within the grasp of several models
which we group together under the umbrella name of tractable probabilistic models, the
core interest of this seminar. Tractability here guarantees answering queries efficiently and
exactly. Tractable probabilistic models (TPMs) have a long history rooted in several research
fields such as classical probabilistic graphical models (low-treewidth and latent variable
models), automated reasoning via knowledge compilation (logical and arithmetic circuits)
and statistics (mixture models, Kalman filters). While these classical TPMs are known to

https://creativecommons.org/licenses/by/4.0/
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be limited in expressiveness, several recent advancements in deep tractable models (sum-
product networks, probabilistic sentential decision diagrams, normalizing flows and neural
autoregressive models) are inverting the trend and promising tractable probabilistic inference
with little or no compromise when compared to the deep generative models discussed above.
It becames then more and more important to have a seminar on these recent successes of
TPMs bringing together the different communities of tractable probabilistic modeling at the
same table to propel collaborations by defining the goals and the agenda for future research.

These are the major topics around which the seminar brought up the aforementioned
discussion:

Advanced probabilistic query classes
Deep tractable probabilistic modeling
Robust and verifiable probabilistic inference
Exploiting symmetries for probabilistic modelling and applications in science.

Advanced probabilistic query classes
Probabilistic inference can be reduced as computing probabilistic queries, i.e., functions
whose output are certain properties of a probability distribution (e.g., its mass, density,
mean, mode, etc.) as encoded by a probabilistic model. Probabilistic queries can be grouped
into classes when they compute the same distributional properties and hence share the
same computational effort to be answered. Among the most commonly used query classes
there are complete evidence (EVI), marginals (MAR), conditionals (CON) and maximum a
posteriori (MAP) inference. While these classes have been extensively investigated in theory
and practice, they constitute a small portion of the probabilistic inference that might be
required to support complex decision making in the real-world.

In fact, one might want to compute the probabilities of logical and arithmetic constraints,
of structured objects such as rankings, comparing the likelihood and counts of groups of
events or computing the expected predictions of discriminative model such as a classifier
or regression w.r.t. some feature distribution. Tracing the exact boundaries of tractable
probabilistic inference for these advanced probabilistic query classes and devising probabilistic
models delivering efficient and reliable inference for them is an open challenge.

Deep tractable probabilistic modeling
A probabilistic model falls under the umbrella name of tractable probabilistic models (TPMs)
if it guarantees exact and polytime inference for certain query classes. As different model
classes can be tractable representations for different query classes, a spectrum of tractable
inference emerges. Typically, this create a tension with the extent of a model class supporting
a larger set of tractable query classes, and its expressive efficiency, i.e., the set of functions it
can represent compactly.

Recent deep generative models such as generative adversarial networks (GANs), regu-
larized and variational autoencoders (VAEs) fall out of the TPM umbrella because they
either have no explicit likelihood model or computing even the simplest class of queries, EVI,
is hard in general. In fact, despite their successes, their inference capabilities are severely
limited and one has to recur to approximations. However, the approximate inference routines
available so far (such as the evidence lower bound and its variants) do not provide sufficiently
strong guarantees on the quality of the approximation delivered to be safely deployed in
real-world scenarios.

22161
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On the other hand, classical TPMs from the probabilistic graphical model community
support larger classes of tractable queries comprising MAR, CON and MAP (to different
extents based on the model class). Among these there are: i) low or bounded-treewidth
probabilistic graphical models that exchange expressiveness for efficiency; ii) determinantal
point processes which allow tractable inference for distributions over sets; iii) graphical models
with high girth or weak potentials, that provide bounds on the performance of approximate
inference methods; and iv) exchangeable probabilistic models that exploit symmetries to
reduce inference complexity.

A different prospective on tractability is brought by models compiling inference routines
into efficient computational graphs such as arithmetic circuits, sum-product networks, cutset
networks and probabilistic sentential decision diagrams have advanced the state-of-the-
art inference performance by exploiting context-specific independence, determinism or by
exploiting latent variables. These TPMs, as well as many classical tractable PGMs as listed
above, can be cast under a unifying framework of probabilistic circuits (PCs), abstracting
from the different graphical formalisms of each model. PCs with certain structural properties
support tractable MAR, CON, MAP as well as some of the advanced query classes touched
in the previous topic item. Guy Van den Broeck gave a long talk on the first day of the
seminar to set the stage for participants for viewing tractable probabilistic models from the
lens of probabilistic circuits.

More recently, the field of neural density estimators has gained momentum in the tractable
probabilistic modeling community. This is due to model classes such as normalizing flows and
autoregressive models. Autoregressive models and flows retain the expressiveness of GANs
and VAEs, by levering powerful neural representations for probability factors or invertible
transformations, while overcoming their limitations and delivering tractable EVI queries.
As such, they position themselves in the spectrum of tractability in an antithetic position
w.r.t. PCs: while the latter support more tractable query classes, the former are generally
more expressive. On the first day of the seminar, Marcus Brubaker introduced these models
to the seminar participants in a long talk. It is an interesting open challenge to combine
TPM models from different regions of such a spectrum to leverage the “best of different
worlds”, i.e., increase a model class expressive efficiency while retaining the largest set of
supported tractable query classes as possible. The first day subsequently ended with a lively
open discussion on the differences between TPMs and Neural Generative Models and what
advantages and lessons they can provide the other models.

Robust and verifiable probabilistic inference
Along exactness and efficiency, one generally requires inference routines to be robust to
adversarial conditions (noise, malicious attacks, etc.) and to be allow exactness and efficiency
to be formally provable. This is crucial to deploy reliable probabilistic models in real-world
scenarios (cf. other topic). Recent advancements in learning tractable and intractable
probabilistic models from data have raised the question if the learned models are just
exploiting spurious correlations in input space, thus ultimately delivering an unfaithful image
of the probability distribution they try to encode. This raises several issues, as in tasks like
anomaly detection and model comparison, which rely on correctly calibrated probabilities, one
can be highly mislead by such unfaithful probabilistic models. Furthermore, one might want
to verify a priori or ex-post (e.g., in presence of adversarial interventions) if one probabilistic
inference algorithm truly guarantees exact inference. Questions like this have just very
recently been tackled in a formal verification setting, where proofs of the correctness of
inference can be verified with less resources than it takes to execute inference.
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Over the course of the seminar, through informal discussions and formal talks by the
participants discussed the above mentioned issues in tractable probabilistic inference through
topics such as Bayesian Deep Learning, Incorporating symmetries in probabilistic modelling
using equivariance with applications in sciences, explainable AI etc.

Overall, the seminar produced numerous insights into how efficient, expressive, flexible,
and robust tractable probabilistic models can be built. Specially, the discussions and talks
at the seminar spurred a renewed interest in the community to:

develop techniques and approaches that bring together key ideas from several different
fields that include deep generative models, probabilistic circuits, knowledge compilation,
and approximate inference.
create bridges between researchers in these different fields and identify ways in which
enhanced interaction between the communities can continue.
generate a set of goals, research directions, and challenges for researchers in these field to
develop robust and principled probabilistic models.
provide a unified view of the current undertakings in these different fields towards
probabilistic modelling and identifying ways to incorporate ideas from several fields
together.
develop a new systematic and unified set of development tools encompassing these different
areas of probabilistic modelling.

22161
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3 Overview of Talks

3.1 Causality and Tractable Probabilistic Models
Alessandro Antonucci (IDSIA – Manno, CH)

License Creative Commons BY 4.0 International license
© Alessandro Antonucci

Probabilistic sentential decision diagrams (PSDDs) are a popular class of probabilistic circuits
intended to implement generative models consistent with a propositional knowledge base. We
discuss a number of results related to these models. This includes: the sensitivity analysis of
the inferences with respect to perturbations in the local probabilistic parameters of the circuit;
a structural learning algorithm for these models based on a relaxation of the closed-world
assumption for the training data; and a discussion on the benefits and the challenges related
to the embedding of knowledge bases in ML tasks.

3.2 A tutorial on Normalizing Flows
Marcus A. Brubaker (York University – Toronto, CA)

License Creative Commons BY 4.0 International license
© Marcus A. Brubaker

Normalizing flows (NFs) offer an answer to a long-standing question in computer vision: How
can one define faithful probabilistic models for complex high-dimensional data like natural
images? NFs solve this problem by means of non-linear bijective mappings from simple
distributions (e.g. multivariate normal) to the desired target distributions. These mappings
are implemented with invertible neural networks and thus have high expressive power and can
be trained by gradient descent in the usual way. Thanks to bijectivity, NFs can work forward
and backward, serving as both discriminative and generative models alike, and are especially
suitable for inverse problems. This tutorial will explain the theoretical underpinnings of NFs,
show various practical implementation options, clarify their relationships with GANs, VAEs,
and non-linear ICA. Particular emphasis will be given to successful applications in the field
of computer vision.

3.3 Solving Marginal MAP Exactly by Probabilistic Circuit
Transformations

YooJung Choi (UCLA, US)

License Creative Commons BY 4.0 International license
© YooJung Choi

Joint work of YooJung Choi, Antonio Vergari, Guy Van den Broeck

Probabilistic circuits (PCs) are a class of tractable probabilistic models that allow efficient,
often linear-time, inference of queries such as marginals and most probable explanations
(MPE). However, marginal MAP, which is central to many decision-making problems, remains
a hard query for PCs unless they satisfy highly restrictive structural constraints. In this
paper, we develop a pruning algorithm that removes parts of the PC that are irrelevant to a
marginal MAP query, shrinking the PC while maintaining the correct solution. This pruning
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technique is so effective that we are able to build a marginal MAP solver based solely on
iteratively transforming the circuit–no search is required. We empirically demonstrate the
efficacy of our approach on real-world datasets.

3.4 Towards Robust Classification with Deep Generative Forests
Cassio de Campos (TU Eindhoven, NL)

License Creative Commons BY 4.0 International license
© Cassio de Campos

Joint work of Alvaro H. C. Correia, Robert Peharz, Cassio de Campos
Main reference Alvaro H. C. Correia, Robert Peharz, Cassio P. de Campos: “Towards Robust Classification with

Deep Generative Forests”, CoRR, Vol. abs/2007.05721, 2020.
URL https://arxiv.org/abs/2007.05721

Decision Trees (DTs) and Random Forests (RFs) are powerful discriminative learners and tools
of central importance to the everyday machine learning practitioner and data scientist. Due
to their discriminative nature, however, they lack principled methods to process inputs with
missing features or to detect outliers, which requires pairing them with imputation techniques
or a separate generative model. In this paper, we demonstrate that DTs and RFs can naturally
be interpreted as generative models, by drawing a connection to Probabilistic Circuits, a
prominent class of tractable probabilistic models. This reinterpretation equips them with a
full joint distribution over the feature space and leads to Generative Decision Trees (GeDTs)
and Generative Forests (GeFs), a family of novel hybrid generative-discriminative models.
This family of models retains the overall characteristics of DTs and RFs while additionally
being able to handle missing features by means of marginalisation. Under certain assumptions,
frequently made for Bayes consistency results, we show that consistency in GeDTs and GeFs
extend to any pattern of missing input features, if missing at random. Empirically, we
show that our models often outperform common routines to treat missing data, such as
K-nearest neighbour imputation, and moreover, that our models can naturally detect outliers
by monitoring the marginal probability of input features.

3.5 Exploiting Symmetries for Probabilistic Generative Modelling
Priyank Jaini (Google – Toronto, CA)

License Creative Commons BY 4.0 International license
© Priyank Jaini

Joint work of Priyank Jaini, Lars Holdijk, Max Welling
Main reference Priyank Jaini, Lars Holdijk, Max Welling: “Learning Equivariant Energy Based Models with

Equivariant Stein Variational Gradient Descent”, CoRR, Vol. abs/2106.07832, 2021.
URL https://arxiv.org/abs/2106.07832

Symmetries play a crucial role in Physics and Mathematics. In this talk, I will explore
generative models for efficient sampling and inference by incorporating inductive biases in
the form of symmetries. I will begin by introducing Equivariant Stein Variational Gradient
Descent (SVGD) algorithm — an equivariant sampling method based on Stein’s identity
for sampling from symmetric distributions. Subsequently, I will discuss training equivariant
energy based models using Equivariant-SVGD to model invariant probability distributions
with applications in many-body particle systems and molecular structure generation.
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3.6 Equivariant Probabilistic Models for Physics
Danilo Jimenez Rezende (Google DeepMind – London, GB)
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The study of symmetries in physics has revolutionized our understanding of the world.
Inspired by this, the development of methods to incorporate internal (Gauge) and external
(space-time) symmetries into machine learning models is a very active field of research. We
will present our work on invariant generative models and its applications to lattice-QCD
and molecular dynamics simulations. In the molecular dynamics front, we’ll talk about
how we constructed permutation and translation-invariant normalizing flows on a torus for
free-energy estimation. In lattice-QCD, we’ll present our work that introduced the first
U(N) and SU(N) Gauge-equivariant normalizing flows for pure Gauge simulations and its
extensions to incorporate fermions.

3.7 Predictive Complexity Priors
Eric Nalisnick (University of Amsterdam, NL)
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Specifying a Bayesian prior is notoriously difficult for complex models such as neural
networks. Reasoning about parameters is made challenging by the high-dimensionality
and over-parameterization of the space. Priors that seem benign and uninformative can
have unintuitive and detrimental effects on a model’s predictions. To help cope with these
problems, I will describe our work on predictive complexity priors: a prior that is defined by
comparing the model’s predictions to those of a reference model.

3.8 Extracting context specific independencies from sum product
networks

Sriraam Natarajan (University of Texas – Dallas, US)

License Creative Commons BY 4.0 International license
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Joint work of Sriraam Natarajan, Athresh Karanam, Saurabh Sanjay Mathur, Predrag Radivojac, Kristian
Kersting

I present the problem of explaining a class of tractable deep probabilistic model, the Sum-
Product Networks (SPNs). First, I motivate how knowledge as qualitative constraints could
be extracted from SPNs and then present an algorithm EXSPN to generate explanations.
To this effect, I define the notion of a context-specific independence tree(CSI-tree) and
present an iterative algorithm that converts an SPN to a CSI-tree. The resulting CSI-tree
is both interpretable and explainable to the domain expert. We achieve this by extracting
the conditional independencies encoded by the SPN and approximating the local context
specified by the structure of the SPN. Our extensive empirical evaluations on synthetic,
standard, and real-world clinical data sets demonstrate that the resulting models exhibit
superior explainability.
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3.9 Implicit MLE: Backpropagating Through Discrete Exponential
Family Distributions

Mathias Niepert (Universität Stuttgart, DE)

License Creative Commons BY 4.0 International license
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Joint work of Mathias Niepert, Pasquale Minervini, Luca Franceschi
Main reference Mathias Niepert, Pasquale Minervini, Luca Franceschi: “Implicit MLE: Backpropagating Through
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Combining discrete probability distributions and combinatorial optimization problems with
neural network components has numerous applications in learning and reasoning but poses sev-
eral challenges. We propose Implicit Maximum Likelihood Estimation (I-MLE), a framework
for end-to-end learning of models combining discrete exponential family distributions and
differentiable neural components. I-MLE is widely applicable as it only requires the ability to
compute the most probable states and does not rely on smooth relaxations. The framework
encompasses several approaches such as perturbation-based implicit differentiation and recent
methods to differentiate through black-box combinatorial solvers. We introduce a novel class
of noise distributions for approximating marginals via perturb-and-MAP. Moreover, we show
that I-MLE simplifies to maximum likelihood estimation when used in some recently studied
learning settings that involve combinatorial solvers. Experiments on several datasets suggest
that I-MLE is competitive with and often outperforms existing approaches which rely on
problem-specific relaxations. Lastly we discuss potential connections with more sophisticated
reasoning scenarios with tractable models.

3.10 Rapid Adaptation in Robot Learning
Deepak Pathak (Carnegie Mellon University – Pittsburgh, US)

License Creative Commons BY 4.0 International license
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Generalization, i.e., the ability to adapt to novel scenarios, is the hallmark of human
intelligence. While we have systems that excel at cleaning floors, playing complex games,
and occasionally beating humans, they are incredibly specific in that they only perform
the tasks they are trained for and are miserable at generalization. One of the fundamental
reasons is that, unlike humans, most of these artificial agents start tabula-rasa without any
prior knowledge and learn only towards a fixed goal. Could actually optimizing towards
fixed external goals be hindering the generalization instead of aiding it? In this talk, I will
present our initial efforts toward endowing artificial agents with an ability to generalize in
diverse scenarios. The main insight is to first allow the agent to learn general-purpose skills
in a completely self-directed manner, without optimizing for any external goal. These skills
are then later repurposed to perform complex tasks. I will discuss how this framework can
be instantiated to develop curiosity-driven agents (virtual as well as real) that can learn to
play games, learn to walk, and learn to perform real-world object manipulation without any
rewards or supervision. These curious robotic agents, after exploring the environment, can
generalize to find their way in office environments, tie knots using rope and rearrange object
configuration.
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3.11 Exact and Efficient Adversarial Robustness with Decomposable
Neural Networks

Robert Peharz (TU Graz, AT)

License Creative Commons BY 4.0 International license
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Joint work of Robert Peharz, Pranav Shankar Subramani, Antonio Vergari, Gautam Kamath
Main reference Pranav Shankar Subramani, Antonio Vergari, Gautam Kamath, Robert Peharz: “Exact and Efficient

Adversarial Robustness with Decomposable Neural Networks”, in Proc. of the The 4th Workshop on
Tractable Probabilistic Modeling, 2021.

URL https://openreview.net/forum?id=5E7V1tCwLq

As deep neural networks are notoriously vulnerable to adversarial attacks, there has been
significant interest in defenses with provable guarantees. Recent solutions advocate for
a randomized smoothing approach to provide probabilistic guarantees, by estimating the
expectation of a network’s output when the input is randomly perturbed. As the convergence
of the estimated expectations depends on the number of Monte Carlo samples, and hence
network evaluations, these techniques come at the price of considerable additional computation
at inference time. We take a different route and introduce a novel class of deep models –
decomposable neural networks (DecoNets) – which are hierarchical multi-linear functions
over non-linear input features. DecoNets can compute the expectation over the outputs in
closed form in a single network evaluation, thus providing exact smoothing guarantees. Our
empirical analysis shows the promising nature of DecoNets: they achieve the same or better
certified accuracy in comparison to models of equivalent size on benchmark datasets, while
providing exact guarantees one or two orders of magnitude faster.

3.12 Probabilistic Circuits: Representations, Inference, Learning and
Applications

Guy Van den Broeck (UCLA, US)

License Creative Commons BY 4.0 International license
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Joint work of Antonio Vergari, Guy Van den Broeck
URL https://web.cs.ucla.edu/ guyvdb/talks/IJCAI20-tutorial/

Exact and efficient probabilistic inference and learning are becoming more and more mandat-
ory when we want to quickly take complex decisions in presence of uncertainty in real-world
scenarios where approximations are not a viable option. In this tutorial, we will introduce
probabilistic circuits (PCs) as a unified computational framework to represent and learn deep
probabilistic models guaranteeing tractable inference. Differently from other deep neural
estimators such as variational autoencoders and normalizing flows, PCs enable large classes of
tractable inference with little or no compromise in terms of model expressiveness. Moreover,
after showing a unified view to learn PCs from data and several real-world applications,
we will cast many popular tractable models in the framework of PCs while leveraging it to
theoretically trace the boundaries of tractable probabilistic inference.
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3.13 Conditional Generative Models and Where to Apply Them
Max Welling (University of Amsterdam, NL)

License Creative Commons BY 4.0 International license
© Max Welling

I talked about how we can use flow and diffusion models to generate data from the equilibrium
distribution, but that it seems much harder to generate from conditional generative models
of the form F : (z, x) → y with z ∼ p(z) and x some conditioning statement. These
models are important for searching through chemical space, for proposing moves in a MCMC
algorithm, for modeling domain shifts, etc. This talk will be mostly asking questions: why is
this problem hard (harder than sampling from the unconditional distribution F : z → y?

3.14 Bayesian Deep Learning and a Probabilistic Perspective of Model
Construction

Andrew G. Wilson (New York University, US)

License Creative Commons BY 4.0 International license
© Andrew G. Wilson

Main reference Andrew Gordon Wilson, Pavel Izmailov: “Bayesian Deep Learning and a Probabilistic Perspective of
Generalization”, CoRR, Vol. abs/2002.08791, 2020.

URL https://arxiv.org/abs/2002.08791

The key distinguishing property of a Bayesian approach is marginalization, rather than
using a single setting of weights. Bayesian marginalization can particularly improve the
accuracy and calibration of modern deep neural networks, which are typically underspecified
by the data, and can represent many compelling but different solutions. We show that deep
ensembles provide an effective mechanism for approximate Bayesian marginalization, and
propose a related approach that further improves the predictive distribution by marginalizing
within basins of attraction, without significant overhead. We also investigate the prior
over functions implied by a vague distribution over neural network weights, explaining
the generalization properties of such models from a probabilistic perspective. From this
perspective, we explain results that have been presented as mysterious and distinct to neural
network generalization, such as the ability to fit images with random labels, and show that
these results can be reproduced with Gaussian processes. We also show that Bayesian model
averaging alleviates double descent, resulting in monotonic performance improvements with
increased flexibility. Finally, we provide a Bayesian perspective on tempering for calibrating
predictive distributions.
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Abstract
This report documents the program and the outcomes of Dagstuhl Seminar 22162 “Urban Mobility
Analytics”. The seminar brought together researchers from academia and industry who work
in complementary ways on urban mobility analytics. The seminar especially aimed at bringing
together ideas and approaches from deep learning research, which is requiring large datasets, and
reproducible research, which is requiring access to data.
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1 Executive Summary

Monika Sester (Leibniz Universität Hannover, DE)
Martin Tomko (The University of Melbourne, AU)
Stephan Winter (The University of Melbourne, AU)
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Seminar 22162 addressed recent trends in urban mobility analytics that are shaping the
information available to transport planners, operators, and travellers. Seminar participants
were particularly discussing how information can be provided that supports the critical
transformation of urban mobility towards climate neutrality and other sustainability goals,
i.e, that supports to change mobility behaviour.

The trends identified for this seminar were, on one hand, the rise of deep learning methods
for massive data analytics, and on the other hand the emerging digital divide between those
having massive data and those who haven’t, which, in short, forms the challenges of academia
for reproducible research. Massive data on urban mobility is collected by industry and
transport authorities, with limited access outside, for various reasons. Also, the research and
development capacity behind the closed doors of large transnational companies – especially
in the platform economy – is arguably faster than the typical PhD process.
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These challenges and opportunities were shaping the discussions where participants split
into working groups on (a) ethics and the social good – how can information trigger change
in mobility behaviour; (b) methods and explainability; (c) benchmarking and datasets; and
(d) applications.

The seminar had quite a diversity of participants, which was inspiring in all the discussions.
Participants from industry gave talks about what happened behind their ‘closed doors’,
and further tutorials were introducing datasets, the principle of reproducible research, and
European funding opportunities.

The industry partners showed great interest in collaboration with academia, however, the
problem of data sharing was still considered as paramount. There are trends to open certain
kinds of data, e.g. in aggregated form, or simulated data, or only based on contracts with
certain institutions. Still, open data sharing remains to be a challenge.
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3 Overview of Seminar

3.1 Urban Mobility Analytics Seminar
Monika Sester (Leibniz Universität Hannover, DE), Martin Tomko (The University of
Melbourne, AU), Stephan Winter (The University of Melbourne, AU)
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Transportation in cities is undergoing unprecedented change, such as by vehicle technology
towards autonomous driving (disrupting mobility); massive real-time data and data analytics
(smart cities, sensing cities, dashboards); sharing and integration platforms (ride-hailing,
mobility-as-a-service) and urban logistics (changing shopping patterns). All this happens in
parallel with an increasing willingness, and a sharp necessity, to change mobility behaviour
in the face of human-induced climate change, where urban transport is a major contributor
[1, 2, 3].

Critical to the success of transforming urban mobility towards climate neutrality is
information provided to planners, operators, and travellers. Increasingly, this information can
be produced based on data. This Dagstuhl Seminar on Urban Mobility Analytics addressed
recent trends that are shaping the information derived from such urban mobility analytics:

A prominent trend, not only in transportation research, is the rise of deep learning methods
for massive data analytics [4, 5]. In the domain of urban mobility, this massive data
emerges from a range of sensor platforms, from infrastructure (CCTV, induction loops,
people counters, WiFi, smart cards, air quality) to vehicles (GPS, vision, LiDAR, radar)
and smartphones (GPS, location-based apps, accelerometer, gyroscope, magnetometer),
in volume, heterogeneity, velocity and veracity a prime application domain for deep
learning.
A second trend is the emerging digital divide between academia and industry and its
challenges for reproducible research [6, 7], a trend that has been compared to digital
feudalism [8]. While massive data on urban mobility is collected by industry and transport
authorities, their access for academic research is limited by privacy concerns and also
by commercial sensitivities. While reproducible research hinges on access to data (and
the generation of benchmark datasets is costly and often limited to narrow use cases),
the research and development capacity behind the closed doors of large transnational
companies – especially in the platform economy – is arguably faster than the typical PhD
process.
Related to both trends above is the buzzword of Digital Twins (e.g., https://muenchen.
digital/twin/. Since both data and data analytics become more often available suffi-
ciently close to real-time, the information derived is less and less consumed in human
decision making but in the self-regulation of cyber-physical-social systems. These systems
will propel future urban mobility by autonomously driving vehicles and mobility-as-a-
service [9, 10], however, their development and use involve many still-open research
questions, such as reliability, trust, and the interaction of humans with these systems, let
alone the bigger question of social or ethical engagement in data-driven solutions [11].

Accordingly, the seminar brought together researchers from academia and industry who
work in complementary ways on urban mobility analytics such that they do not necessarily
meet at the same conferences or refer to standardized discipline practices. Especially we
aimed to bring together ideas and approaches from deep learning research, which is requiring
large datasets, and reproducible research, which is requiring access to data.
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Figure 1 Seminar structure.

The seminar made also a deliberate effort to invite people from both sides of the digital
divide (i.e., from academia and industry) to share their experiences, their approaches, and
their challenges, and to explore more future collaboration. These dynamics at the seminar
were also inspired by two available real-world, large traffic datasets, one sponsored by
IARAI (https://www.iarai.ac.at/traffic4cast/), and one by SBB and others (https:
//flatland.aicrowd.com).

Since the seminar took place in the Easter week, it was only a four-day seminar, starting
with Tuesday. The week had a recognizable structure (Figure 1):

Tuesday, after short introductions of the participants, belonged completely to the
industry. Two industry speakers, Michael Nolting from VWN and Erik Nygren from
SBB, spoke about data capture in their commercial environments, and the use of this
data for management and planning. Erik Nygren introduced also the Flatland challenge.
Afterwards Moritz Neun and Christian Eichenberger (IARAI) presented the Traffic4cast
dataset in detail. In the last session, participants discussed themes for the week, including
a data challenge.
Wednesday was filled with short talks by the participants, introducing their research
interests and embedding them into the context of the seminar. The afternoon, after the
traditional hike, was completed by a plenary session to rank the identified themes and to
plan for break-out groups.
Thursday was filled with these break-out groups, framed by an introduction to current
and future Horizon Europe calls on smart mobility in the morning by David Doerr, and
an introduction to reproducible research by Daniel Nüst.
Friday collected the discussions of the break-out groups, discussed reporting, and ended
with collecting concrete commitments for next steps.

In the following, the report will first give an overview of selected talks, followed by the
summaries of the break-out groups. It concludes with a brief summary of the outcomes.

Due to the ongoing pandemic, the seminar took place in hybrid mode, with about two
thirds of participants on site. While Dagstuhl’s conferencing system and our two technical
assistants Maya Santhira Sekeran and Ivan Majic were providing a smooth interaction, time
zones were causing challenges for the online participants. Unfortunately, two of the original
organizers – Kathleen Stewart and David Jonietz – were not able to participate at all, such
that the remaining two original organizers – Monika Sester and Stephan Winter – were
grateful for Martin Tomko to come on board in the last minute. The organizers acknowledge
every person’s contributions and commitment.

https://www.iarai.ac.at/traffic4cast/
https://flatland.aicrowd.com
https://flatland.aicrowd.com
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4 Overview of Talks

4.1 Vehicle Data Democratization at Volkswagen Commercial Vehicles
Michael Nolting (Volkswagen Nutzfahrzeuge – Hannover, DE)
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In the near future, cars will become more than just mechanical objects bringing customers
safely and quickly from point A to B. Currently, the focus is on mechanical improvements to
safety features such as airbags or reducing fuel consumption and emissions. Soon, however,
the focus will switch to the electrical and IT aspects of cars. The automobile will become
a rolling computer, providing added value via autonomous driving and an infotainment
system which makes the resulting leisure time more productive and enjoyable. Thanks to
improvements in electric motor technology, the complexity regarding manufacturing has
decreased significantly. This means that enterprises such as Google or Apple – companies
that develop sophisticated computer, smart phone and infotainment platforms – will be more
involved in important aspects of car production than traditional car manufacturers such
as Volkswagen. As often stated, based on valuable information stemming from big data
analytics, future cars will be electric, autonomous, connected, on the whole smart.
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You can regularly read in newspapers about the progress car manufacturers and their
suppliers are making regarding the first three points. There is not much conversation, however,
regarding the coming smart car revolution. It is obvious that the industry has recognized
the risk of losing future market share by failing to evolve into big data enterprises based on
recent acquisitions, investments and partnerships they have made, and their hiring spree
of data scientists. BMW, Audi, and Mercedes, for example, just bought Nokia’s mapping
service, and BMW has undertaken a massive recruitment of data scientists. Nevertheless,
time is running out. If car manufacturers don’t start to take the reins now, they will miss
out on the smart car revolution of tomorrow.

This is the reason why car manufacturers have to transform into a software company. In
order to achieve this, they have to increase their daily deployment frequency and reduce the
overall lead time. This can be achieved by coping with the integration issues, which currently
still exist. In his talk, Dr. Michael Nolting has shown ways how to overcome these integration
issues and so paving the way how to transform into a software-driven company. In addition
to this, the next steps would then be to become a data-driven company be democratizing
data and AI within the company and find ways and solutions how to share this data with
research institutes, which is still a challenging task.

4.2 Mobility Research at Swiss Federal Railway Company
Erik Nygren (Schweizerische Bundesbahnen – Bern, CH)
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The Swiss Federal Railway Company (SBB) is an integral part of the Swiss public mobility
network and transports over 1 million passengers and 200 thousand tons of goods each day.
Current projections indicate that the demand for public urban mobility will increase by up
to 40%. To be able to continue to offer a reliable public service many technical, social, and
operational challenges must be overcome. SBB has identified 7 main topics of interest where
applied research together with research institutes and other partners is being conducted.
1. Customer Oriented Railway: We focus on enhancing the attractiveness of railway through

different incentives and improvements to our service. Social and behavioral research is
needed to better understand the decision making of our customers.

2. Simplify Access to Railway: The focus lies in the seamless integration of railway into other
modes of transport. Research focus is both on technical issues related to the interaction
of different modes of transportation as well as social and behavioral aspects to understand
the customer needs.

3. Flexible offers and production models: The change in mobility behavior both in passenger
and freight transportation towards on-demand systems requires dynamic and real-time
planning. Research is mainly conducted around network wide optimization and planning
in real-time.

4. Resilience and Efficiency: Railway industry is asset heavy, and its reliable operations
depend on well planned and efficient maintenance. We research the use of novel technolo-
gies and algorithms to improve both planning and execution of maintenance work on the
infrastructure and rollingstock.

5. Long-term strengthening of SBB: What will the future of mobility look like and what
will the role of railway be? This and many other questions are being investigated while
considering both technological and social developments in society.

https://creativecommons.org/licenses/by/4.0/
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6. Environment and Sustainability: Railway today is already one of the most sustainable
forms of mobility, we aim to further lower the impact of mobility by improving the
efficiency of material usage and lower the energy consumption per travelled kilometre.

7. Optimized freight logistics: To facilitate the move from road-based transportation systems
to railway, more dynamic freight logistics need to be offered. Together with academia, we
are looking for more efficient and reliable planning and coordination algorithms as well
as new business models to improve railway freight attractiveness.

SBB uses different forms of applied and academic research to tackle open questions around
these 7 topics of interest. Research projects conducted in close collaboration with academic
partners allow us to get a good grasp of future possibilities and plan our services accordingly.
In addition, we use Open Data and Open Research to reach a larger group of experts from
many different fields. Open Research allows us to compare different research results with
each other and monitor the progress and performance of novel approaches.

This approach has proven valuable for traffic management systems research, where
SBB has hosted an optimization competition called Flatland from 2018 until today. The
competition consists of a simple railway traffic simulation and the objective to optimize
traffic flow towards high punctuality while stochastic disturbances force frequent large-scale
replanning. Over the years many novel and surprising solutions have been submitted by
participants around the world and been evaluated. We observe that new algorithms from
the field of Deep Learning still struggle to outperform classical optimization algorithms, but
that their quality and performance is advancing each year. Throughout all different research
projects conducted at our company we have learned that a close and bilateral collaboration
on research topics is necessary to shorten the time to market for new ideas. Inspiration
for new solutions often comes from academic research and industry partners can provide
valuable insights into real-world challenges faced by mobility providers. We, therefore, invest
in more interdisciplinary exchange and collaboration between industry and academia.

4.3 Traffic4cast Data Intro
Moritz Neun (IARAI – Zürich, CH) and Christian Eichenberger (IARAI – Zürich, CH)
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Expectations on AI in mobilities are immense, targeting climate-neutral & smart cities. To
achieve this goal there is an increasing need not only for models but also for metrics that help
steer and influence these complex urban mobility systems. To give priority to people and not
to transportation vehicles, cities must learn how to understand traffic as a whole for shaping
the performance of a transportation system and for evaluating and reflecting changes in the
real-world through an iterative data-driven setting (i.e. online model calibration; model,
data fusion and metrics innovation; real-world change detection). Such a learned digital
twin would help close the gap between traffic control systems and model-based planning
tools by providing an integrated holistic feedback loop with more diverse data and a deeper
embedding of traffic dependencies.

The Traffic4cast competition aims at providing such an understanding of traffic rules in a
data-driven way, pushing the latest methods in modern machine learning to model complex
spatial systems over time. The competition was part of the NeurIPS competition track in the
last 3 years and provides an industrial-scale dataset with a high-resolution privacy-preserving

22162
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view of urban traffic. The dataset is derived from GPS trajectories (floating car data) of a
large fleet of probe vehicles and covers 10 culturally diverse cities around the world in a time
span of 2 years.

Floating car data from GPS is a typical source to be used in trajectory or origin-destination
analysis. On the other hand, in traffic detection and prediction other data sources such as
stationary traffic counters are used. While traffic counter data only observes traffic in certain
locations (spatial bias), floating car data can observe traffic everywhere but usually sees
only a tiny part of the total traffic “population” (car fleet bias of industrial providers and
participation bias of crowd-sourced initiatives). With the Traffic4cast dataset we now do
have a floating car dataset that has a sufficiently large volume to study those effects.

In Traffic4cast the floating car data is aggregated into the traffic map movie format using
spatio-temporal cells – this facilitates processing and preserves privacy. Each cell corresponds
to the area of approximately 100m x 100m. The GPS data is aggregated as vehicle count
and average speed per cell, temporally in 5 minute time intervals and axially in 4 heading
quadrants (NE, SE, SW, and NW). While this 4-level aggregation and compression scheme
gives away some details in the data, at the same time it also allows it to handle much larger
data volumes over longer periods in time. It also allows and encourages the direct use of the
latest advances in analytics and ML, as has been successfully shown in the results of the
past three competitions.

In 2022, Traffic4cast is moving from the grid based movies format to a graph based format
which allows to combine loop counter and floating car data. The floating car data in the
gridded map movie format will serve as input for deriving the speed and travel time ground
truth labels on the road graph. Therefore the 5 minute time bins in our usual spatio-temporal
data format (see [1]) are getting aggregated to 15 minutes time bins taking the average speed
to our loop counter data. From the dynamic data, we then derive the ground truth labels,
namely CongestionClass (CC; red/congested, yellow/warning, green/uncongested) for each
segment in the road graph and Travel Time (ETA) for each super-segment.

We focus on the three cities London, Madrid and Melbourne where both floating car
data as well as large and open traffic counter datasets are available. The underlying raw
data is similar to the input for commercial traffic maps and routing products. Similar to the
previous years, the data will be made available for download from HERE Technologies.
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4.4 Deep Learning of Road User Behavior
Hao Cheng (Leibniz Universität Hannover, DE)
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Learning how road users behave is essential for developing many intelligent systems, such as
traffic safety control, self-driving cars, and robot navigation systems. However, automated
and accurate recognition of road users’ behavior is still one of the bottlenecks in realizing
such systems in urban traffic that is – compared to other types of traffic – especially dynamic
and full of uncertainties. Some urban environments make detecting and predicting road
users’ behavior particularly challenging, e.g., temporarily shared spaces of intersections for
vehicle turning or shared spaces as a traffic design. The former allows vehicles to turn and
interact with other crossing road users, the latter is intended to make different types of
road users share the space, therefore reducing the dominance of vehicles and improving
pedestrian movement and comfort. Direct interactions between vehicles and vulnerable road
users (VRUs, e.g., pedestrians and cyclists) lead to high uncertainty of traffic behavior. Their
dynamic movements and mutual influence make their behavior multimodal, such as stopping,
accelerating, and turning in different directions. A road user may have more than one option
to choose such maneuvers even in the same traffic situation. Moreover, ambiguous traffic
situations (e.g., road users negotiating usage of the road) make their behavior difficult to
predict.

With the development of deep learning techniques and the availability of large-scale real-
world traffic data, there is a high chance to automatically and accurately learn road users’
behavior. The core question is how to leverage such traffic data captured by e.g., camera or
LiDAR, or vector data like trajectories and GPS tracks, to train a deep learning model that
can mimic the multimodality of road users’ behavior in various traffic situations, especially
at places as mentioned above where they inevitably confront each other?

This research project aims to investigate building smart intersections and shared spaces,
with the ability to predict how different types of road users move and interact with each
other. The following steps are a conceptual pipeline of learning road users’ multimodal
intent. First, traffic in the area of interest at a vehicle turning intersection or in a shared
space is captured by using stationary camera sensors. Then, the image pre-processing steps,
i.e., camera calibration, object detection, projection transformation, and object tracking, are
carried out to extract trajectories from the image data. The well-established approaches from,
e.g., benchmark multi-object tracking algorithms1 will be applied for trajectory tracking.
The main contributions of this research lie in the step of trajectory forecasting and intent
prediction. The predicted behavior in space and time, e.g., intended trajectories, are analyzed
for three major tasks: a) path planning of the ego agent [1, 2], b) safety analysis, including
collisions and conflicts of different severity [3], and c) anomaly detection, classifying behavior
patterns that do not conform to a well-defined notion of normal behavior [4]. In parallel to
the predicted behavior, the further extracted behavior will serve as an observed reference for
evaluating the performances of the prediction tasks.

1 https://motchallenge.net/
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4.5 Modeling the Interaction between Places and Human Mobility
Cheng Fu (Universität Zürich, CH)
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Place and human mobility are the two sides of the coin in an urban system: Human
activities, including mobility, reflect the actual usage of places. On the other hand, the
spatial organization of places determines the origin and destination of the daily trips, e.g.,
commuting flows start from residential areas to commercial areas. The purposes of the
trips are also associated with the amenities provided by the destination places. Such dual
relationships between place and human mobility can happen at different spatial, temporal,
and behavioral scales.

By modeling the influence of places on driving behaviors and trajectories, our research
team found that certain types of places are good predictors for estimating car accident risks
for drivers [1]. We also applied places (e.g., POIs) as the semantic context of trajectories for
adaptive simplification so that the segments of a trajectory near dense POIs are simplified
less while segments near sparse POIs are simplified more [2].

Our recent interests mainly focus on how places may influence older adults. Many
countries are experiencing fast aging. Infrastructures and facilities in cities however are
primarily planned for working-age commuters. To achieve healthy aging, we thus need to
understand the mobility patterns of the older adults and model their interactions with the
places. The Mobility, Activity, and Social Interaction Study (MOASIS) project overcomes
the digital gap of older adults by collecting mobility data from customized GPS loggers. The
collected data are small in terms of the number of participants but rich in their demographic
details and their physical and mental health status. We supervised several MSc theses
regarding whether older adults’ visitation patterns to certain types of places can be good
indicators to infer their physical and mental health.

For place modeling with big human mobility data, the conventional workflows model
the activities in the place per se as the features for learning. The recent development of
neural networks, and particularly deep learning networks, shows the capacity to embed
complex contextual information. That provides more powerful computational models for
more complex conceptual models on place modeling with mobility data.
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4.6 Horizon Europe: Introduction to R&I Funding in the Field of
Mobility

Stephan Winter (The University of Melbourne, AU) and David Doerr (TÜV Rheinland –
Köln, DE)
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URL https://ec.europa.eu/research/pdf/horizon-europe/annex-5.pdf

David Doerr, from Nationale Kontaktstelle Klima, Energie, Mobilität für das EU-
Rahmenprogramm für Forschung und Innovation “Horizont Europa”, presented an introduc-
tion to mobility research funding available through Horizon Europe, the EU’s key funding
programme for research and innovation.

The EU Framework programmes are complementary to national funding and require
European added value. They promote cooperation between researchers and innovators (such
as companies, research centres). The priorities of the current Horizon Europe programme are
green – digital – innovative – open – resilient – participative. Of the three pillars of the current
framework, this talk focused on Global Challenges and European Industrial Competitiveness:
Climate, Energy and Mobility, specifically Cluster 5: Climate, Energy and Mobility2. Actions
5 and 6 are about mobility.

Relevant for this seminar is Destination 6: Safe, resilient transport and smart mobil-
ity services for passengers and goods, where especially two topics are related to mobility
data analytics: connected, cooperative, automated mobility (CCAM), and multimodal and
sustainable transport systems.

Calls open in the Work Programme for 2021-2022 are:
HORIZON-CL5-2022-D6-02-02: Urban logistics and planning: anticipating urban freight
generation and demand including digitalisation of urban freight (Innovation Action)
HORIZON-CL5-2022-D6-02-04: Accelerating the deployment of new and shared mobility
services for the next decade (Innovation Action)
HORIZON-CL5-2022-D6-02-05: Advanced multimodal network and traffic management
for seamless door-to-door mobility of passengers and freight transport (Research and
Innovation Action)

These calls are closing on 6 September 2022.
Related, with the same deadline, is a call in the Missions Work Programme 2021-22 on

Climate-neutral and Smart Cities:

2 https://ec.europa.eu/research/pdf/horizon-europe/annex-5.pdf
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HORIZON-MISS-2022-CIT-01-01: Designing inclusive, safe, affordable and sustainable
urban mobility (Innovation Action)

For this action, a consortium must contain at least four cities as living labs, and additional
four follower cities.

4.7 Reproducibility for Urban Mobility Analysis
Daniel Nüst (Universität Münster, DE)
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Open and reproducible research is a prerequisite for a sustainable and meaningful science. As I
research in the context of geospatial sciences [1], the problems stemming from irreproducibility
are substantial and solutions to improve reproducibility, albeit practical both regarding
technology and culture, are too rarely implemented. If research is not reproducible it cannot
be inspected, reused, or extended and thereby such works slow innovation and hinder the
advancement of science. In my experience, challenges but also solutions from other disciplines
can and should be transferred to mobility research to ensure the urban mobility researchers
can help to solve societal challenges in the most transparent, effective and collaborative
way. That is why I applaud the organisers of the Dagstuhl Seminar 22162 “Urban Mobility
Analytics” [2] to provide time for the participants to learn about and discuss the foundations
and challenges of reproducible research.

The session material is published at [3]. It covers theoretical and practical basics of
reproducibility and draws from the large amount of open educational resources provided
by the reproducible research and open science communities, e.g., [4, 5]. In the talk, I give
advise on working reproducibly as individuals and present how communities can change
their practices. For individuals to create reproducible research, I postulate the minimalistic
motto “Have a README: all else is details.”, which is inspired by Greg Wilson’s first Rule
of Teaching Tech Together and intents to make clear that reproducibility is an ideal to
strive for with best efforts, not a binary property of a paper. I further stress the aspects of
craftspersonship needed to realise computational reproducibility. The motto is extended to
comprise different practices for integrating reproducible workflows into personal habits, such
as good filenames, consciously managing the computational environment, using notebooks,
publishing & citing code and data, and creating research compendia (cf. [6]). In research
groups or labs, a very effective means to improve reproducibility-related skills and increase
the quality of work are mutual reproductions amongst colleagues before submissions of
manuscripts. For community practices, I argue that the establishing of code execution and
reproductions as part of peer review is crucial to ensure adoption and proper credit. Two
examples of successful initiatives for reproducibility reviews illustrate the feasibility of this
approach [7, 8]. To convince the seminar participants to adopt these practices, to provide
literature for further self-study, and to give material for sharing and convincing others, the
session material includes an overview of relevant literature with a special eye on the individual
benefits of working reproducibly.

Finally, I see the following relevant topics for the urban mobility and transportation
disciplines with respect to open reproducible research. It can be noted that the topic is not
widely discussed yet, with few mentions in the literature and no comprehensive studies on
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the reproducibility of papers. The specific challenges are (i) the importance of (tailored,
novel) hardware for research, e.g., for autonomous vehicles, which can not be shared digitally
and is often expensive or unique, (ii) the high complexity of analyses, e.g., in the context
of routing and networks, which often requires high performance computing methods, (iii)
the lack of open, not proprietary, datasets and the bias of existing data towards specific
modes of transport, i.e., cars, and (iv) the widespread use of machine learning and artificial
intelligence (AI) approaches due to the complexity of the problems, which often are only
shared as black boxes. Solutions for some these challenges do exist, such as synthetic
data sharing and compiling new open datasets, or are an active field or research, such as
explainable AI, but they to complicate matters and are likely to be used as an excuse to not
conduct the steps for open reproducible research, which are still wrongly perceived as “extra
work”. The close collaboration with industry partners and public authorities, not the least
because they have the (closed) data, also comes with opportunities. The skill set required for
reproducible computational workflows, such as research software engineering (RSEng, [9]), is
highly relevant for individuals to transition to industry jobs. Furthermore, reproducible data
analyses have a proven functionality and high reusability that can greatly reduce the efforts
for putting them into practice.

For the next steps, I invite the seminar participants to initiate discussions on the
importance of reproducible research across their different roles in academia, be they authors,
reviewers, or editors, as much as I encourage them to try to improve their own habits. As
a next step, understanding the state of reproducibility in urban mobility research seems
necessary. However, the community may need to have a discourse about which of the goals
for data-driven research are most relevant for them: replicability, albeit needing new data
and being more work, or robustness checks through applying multiple methods on the same
data? All of these goals help to unhide the data and code underlying computational and
data-driven research in urban mobility and eventually ensure a recognition of their important
contributions to science.
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5 Working Groups

5.1 Group on Ethics / Social Good
Alexandra Millonig (AIT – Austrian Institute of Technology – Wien, AT), Ivan Majic (TU
Graz, AT), Edoardo Neerhut (Meta – Burlingame, US), Moritz Neun (IARAI – Zürich, CH),
Luca Pappalardo (CNR – Pisa, IT), Chiara Renso (ISTI-CNR – Pisa, IT), and Stephan
Winter (The University of Melbourne, AU)
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5.1.1 Background

Going by paper titles at relevant conferences in both the intelligent transportation sector
and the computing sector, much of current research on urban mobility analytics is spent on
efficiency improvements of current mobility solutions: improving the efficiency of individual
decisions on mobility choices such as modes (how to go), routes (where to go), or times (when
to go), or transport network optimizations. All this research engages in predicting demand,
providing supply, or managing systems. There are a number of issues with such thinking:

It is treating human decision making as rational. But behavioral economists characterize
human decision making as intrinsically tied to overconfidence, loss aversion, limited
attention, and cognitive biases, all leading to systematic errors in judgment [1, 2].
It is treating the accumulation of optimal decisions of individuals as the best achievable,
which is a fallacy [3, 4].
Its promised efficiency gains are just too little or too slow to respond to the current
climate crisis and climate goals [5].

Therefore, the group discussion returned to the widely promoted three lines of action towards
sustainable urban mobility, avoid – shift – improve3, which have been introduced in the
early 1990s but have failed to succeed in the coming decades, particularly regarding the
avoidance of transport and a significant shift from motorized to non-motorized forms of
mobility. Therefore, the group questioned the solutions which have been developed in the
past under this principle and asked whether we, as a scientific community, could (or even
should), do more urban mobility analytics research on avoiding and shifting (motorized)
mobility. For example, the where to go question seems to have ignored the option of choosing
alternative destinations for certain activities that are closer in space or travel time, with few
exceptions such as [6].

5.1.2 Challenges and Opportunities for Urban Mobility Analytics

If change of mobility behavior is required, it should be incentivized, either by material or
immaterial recognition, to trigger the human internal reward system and reinforcement
learning [7]. More generally, the group asked whether negatively framed expressions, such
as emissions-based or climate-based (reduction of a threat) might be too vague to trigger
loss aversion biases, but positively framed expressions such as gains in quality of life (and
rewards for contributions) are more tangible. One tested way of rewards in transport
demand management is gamification [8], although incentives can also be linked to intrinsic
motivations. However, the group is also aware of the limitations that gamification and

3 e.g., https://en.wikipedia.org/wiki/Avoid-Shift-Improve

https://creativecommons.org/licenses/by/4.0/
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nudging approaches have in inducing behavior change across modes or even avoiding trips, as
habits are particularly difficult to break if the alternative is not well known or is subject to
prejudice. Positive reinforcement therefore demands bespoke messages to individual behavior
and consequently very good insight into current behavior.

In this regard, the group identified one challenge: To monitor (prove) a change in behaviour
of an individual, in order to reward, for example in cases when (a) people choose to walk
rather than take motorised forms of transportation, or (b) people deliberately swap a longer
distance trip for a nearer one, sacrificing some original intentions or rewards. The group sees
here a potential application for urban mobility analytics. While gamification approaches
reward individual decisions from a system’s perspective (e.g., a public transport ride outside
peak time), they typically do not link their rewards to a change in an individual’s behavior.
These changes could happen in each category: avoid, shift, or improve. Incentivization of
individuals, while contributing to the societal good, raise significant ethical questions of
privacy though.

The second area identified by the group where urban mobility analytics can make a
difference is in supporting sustainable living in cities. Information derived from urban
mobility analytics (Geo AI, mobility AI [9]) can be used to:

Track, predict, and manage the impact of mobility on climate, with an immediate goal of
climate neutrality. Air quality, temperature (health), and coping of infrastructure with
weather events (urban resilience) are main factors of livability. Examples of this approach
are [10, 11]. In this regard, current AI systems are optimised to satisfy the need of the
individual only, without caring about the collective effects on the city. We should design
AI systems that optimise for both individual needs and collective societal goods. For
example, we should ensure that routing suggestions from navigation apps (e.g., Google
Maps, Waze) optimise for societal good, and that this routing is advantaged over AI
suggestions that do not.
The spatial distribution of venues (places for activities) in a city significantly impacts
citizens’ mobility needs. The reduction of the impact of human mobility on climate
and city well-being should be achieved not only by improving the efficiency of our
transportation means, but also by reshaping our cities in terms, e.g., of how we distribute
venues within them. Modern cities, in which neighborhoods contain clusters of a variety
of economic or social activities, may reduce mobility demand, equalise transportation
disadvantages, open public space for forms of use other than transport and can hence
decrease the negative impacts of motorized traffic [12]. The 15-minute city4 – a city of
nearly self-sufficient neighborhoods (‘superblocks’) – should be tested more rigorously by
means of data analytics, and what-if analyses about the spatial distribution of venues and
their impact on mobility should be conducted and integrated in urban planners’ body of
knowledge [13, 14] and tools.
Support the resilience of a city to epidemics. The COVID-19 pandemic made evident
how fragile our cities are in facing epidemics [15, 16]. Indeed, limiting human mobility
was needed to reduce the diffusion of the COVID-19 pandemic in cities all around the
world. Policies for the reduction of impact of mobility on climate and well-being should
take into account also the epidemics dimension, so to avoid mobility solutions that are
potentially dangerous in cases of epidemics spread.

4 https://en.wikipedia.org/wiki/15-minute_city
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5.1.3 Potential Contributions

In this regard, urban mobility analytics can be further developed to form a body of knowledge
about the sensitivities of urban designs, and thus inform urban planners through novel
decision-support systems.

Further references
Carlos Moreno: The 15-minute city (https://youtu.be/TQ2f4sJVXAI)
Andreas M. Dalsgaard, Jan Gehl: The Human Scale (https://youtu.be/oA2eAQKkr-k)
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5.2 Group on Benchmarking and Datasets
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Movement is a fundamental characteristic of life [1]. Humans move on a daily basis for
the most diverse reasons, to multiple places and using varied transportation modes. The
understanding of human mobility behaviour, i.e., “why”, “where”, “when” and “how” people
move, is extremely relevant for urban planning, traffic engineering, policy making and other
many applications [2]. Moreover, in face of climate changes and the recent COVID-19
pandemic, it even became pivotal to further understand human mobility in order to manage
its related carbon footprint and epidemiological role.

5.2.1 Challenges and Problems

The recent technological advances in location-based services and devices have been providing
researchers with unprecedented amounts of data to study human mobility [3]. However,
the same vast amounts of data that brought new research opportunities in urban mobility
analytics have also created a series of new challenges that still need to be addressed by
the research community. Our group discussion focused on trying to identify and propose
potential solutions to these problems.

1. Benchmark datasets: benchmark datasets are used for both training and testing of
methodologies, but can also be helpful for evaluating the performance of unfamiliar
datasets for implemented methods. The desire for benchmark datasets became clear
during the discussions in breakout groups and the plenary. However, the multidisciplinary
aspect of urban mobility analytics seems to call for not one but multiple benchmarking
datasets that can attend the demands of specific applications within urban mobility
analytics, such as traffic planning, routing or programming self-driving vehicles.

2. Bias and representativeness of the data: the massive amounts of data provided
by modern location-based technologies come along with an increasing public and legal
concern with individual’s privacy. These privacy concerns have led to data anonymization,
meaning that researchers do not have any metadata describing the population sample
(e.g., gender, age, income) that generated the mobility datasets and therefore are not
aware of how representative of the total population these data are. Understanding the bias
in modern mobility datasets is especially critical for applied research on urban mobility
analytics for solving real world problems.

3. Data availability and access: Even though massive amounts of data on human mobility
are produced daily, that does not mean that these data are accessible to researchers
and policy makers. Many of these datasets are produced, owned and sold by private
companies, such as Near and Strava. The high fees for such data may pose a barrier to
many researchers, especially the ones working at countries with less advantaged economies.
There are also datasets owned by governmental agencies and public companies, however,
even when those are available, many of them are not widely known by or not readily
accessible to the research community.
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5.2.2 Potential Paths for Future Solutions

We believe that a unified international data catalog could be a good starting point for
addressing the aforementioned issues. The development of a unified international data
catalog has been a strategy used by movement ecology (see [4]), a discipline that has also
recently benefited from the new opportunities and challenges brought by location-based
services and devices [5]. In fact, a discipline that has been working for decades on challenges
that urban movement analytics researchers are just now facing.

We believe that unified international data catalogue would support and foster a growing
research community as well as potentially bring the following benefits:
1. Federated cataloguing data sets on human and human-related movement as a

centralised international index. The goal is to facilitate the access to and exploration
of data sets that would otherwise be unknown, while supporting research collaboration
at global, regional and local level. Moreover, this is also an opportunity to maximize
the financial resources applied for data purchase by avoiding buying duplicate data from
companies.

2. Data reviewing across disciplines The catalogue should be a forum for the community
from different fields to put data sets into perspective with first-hand experience and
related contextual data such as census data, fostering transparency on openness of data
sets. It supports best practices for cross-research work. Data sets come with papers and
code they have been used in, linking to contextual and supplementary material.

3. Data collection waste reduction The catalogue helps to foster research collaboration
and to establish networks in order to reduce data collection redundancy and improve the
use of the limited financial resources.

4. Data fusion and multi-modality The catalogue is a channel for data compilation where
data sets on different transportation modes can be combined to answer specific research
questions, while also encouraging multi-modal transportation research and planning.

5. Methodological development In its core, the catalogue is data and benchmark
centered. However, it is supposed to become a central starting point for developing
methodologies and state-of-the-art benchmarks and enhance reproducibility in human
movement analytics studies across disciplines, in particular for bias detection. It supports
discovering transferability opportunities from solutions derived from the data shared.

5.2.3 Mock-Ups

From the discussions held on how a mobility data catalog should look like, the overall
motivation is to provide a mobility data platform which encourages open research and
reproducibility.

Figure 2 show mock-up interfaces with different functionalities. Other than the typical
search bar, a map with dataset locations and accessibility levels helps users to immediately
have a sense of where mobility data is being collected, how to access them and the intensity
of data collection activities in a certain location.

Upon clicking the dataset of interest, the next page offers a detailed description of the
dataset which includes a summary, dataset attributes, benchmark, publications, comments
and related datasets. In this way, users are able to understand how the dataset has been used
for research and improvement opportunities from the publications that used the particular
dataset. The related dataset offers possibility to validate findings and implement models or
algorithms using other sources of data as well.
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Figure 2 Mockup of Mobility Dataset Catalogue.

To encourage data contributions, contributor profiles include badges that acts as acknow-
ledgements for offering the data and follow up badges for open research, etc.

Submitting data is easily done by a click of a button and a simple submission interface
and finally an overview page provides a list of datasets with accessibility levels, number of
views, number of publications, related datasets and a link to the contributor profile.

5.2.4 Discussion and Possible Extensions

Obviously, a catalogue is only as good as its users and curators. If it does not provide
any insights or does not suit the way people work, it will be a non-starter. However, data
repository and engineering workflow (“github for datasets”) or an integrated analysis platform
(see e.g. [6]) would mean a huge conceptual effort that requires engineering and platform
resources, which is beyond our scope, hence, the reason why we envision the catalogue to
be a more special-purpose combination of https://paperswithcode.com/datasets and
https://openreview.net/ known in the ML community.
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5.3.1 Introduction

Today’s research and analytical methods, such as machine learning, rely heavily on tooling
(software and scripts) capturing analysis as code, and on data. Any computational research
poses strong challenges for effective communication and collaboration since both data and
code are not well shared through the traditional method of scholarly communication, the
scientific paper. If research outcomes cannot be shared, they can not transparently inform
practices to improve mobility management in society.

The framework presented in Figure 3 framed the discussion in this group. Applicable to
any computational research, this framework ties together the requirements on data (further
discussed by a separate breakout group) and analysis.

Currently, many computational mobility analysis methods are de-facto black boxes.
This may be either because the methods are only vaguely described in papers (often to an
insufficient level of formality or because these methods are non-trivial to be then implemented
in a computational environment) or because of the nature of the methods themselves,
(i.e., the hard to explain and interpret computational procedures learned from specific
datasets, such as in the case of deep neural networks). In cases where no human directly
implemented assumptions and models, but a computer derived (learned) patterns from
datasets, explainability must be especially considered to provide openness and transparency.
Lack of explainability can result in erosion of trust from users who may question the results.

https://doi.org/10.1073/pnas.0800375105
https://creativecommons.org/licenses/by/4.0/
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Figure 3 The reproducibility decision space.

This issue is also related to ethics because resulting recommendations may discriminate
against certain groups due to biased training data or other issues. Furthermore, without
explainability, theoretical frameworks cannot advance and therefore, scientific progress is
slowed down.

We argued that a comprehensive publication of methods and their explainability is
required to enable understanding, reuse, and extension of pieces of research so that societal
challenges can be tackled effectively. Methods and the explainability of methods were
discussed in this group along with possible avenues for improvement as a move towards
better transparency: improvement in generalisability and robustness of methods, the ability
to re-use the state of the art, and thus advance the discipline in a transparent manner.

5.3.2 Mobility Analytics Methods Research Agenda

The group collected topics broadly reflecting on current methods underpinning mobility
analysis. This list naturally shows the breadth of the methodological toolkit needed to model
and analyse mobility:
1. Explainability and transferability in deep learning models for human mobility [1];
2. Data integration, incl. geospatial encodings and embeddings for AI and challenges around

vector vs. raster data;
3. How to separate outlier patterns of interest in large datasets from large amounts of

standard situations;
4. Integrating physics-based models with data-driven models for analyzing mobility data to

achieve more interpretable results;
5. Investigation of trajectory analytical methods for modeling travel behaviours using

network-based trajectory data rather than grid-based mobility data;
6. The challenge of analysing interactions between modelled individuals, who are often

assumed to be independent by mobility predictors and generators;
7. Models that capture the complexity of mobility more comprehensively, such as the

complexities of dynamic structures of transport networks and multi-modal routing;
8. How to comprehensively model urban mobility across modalities (road traffic, public

transport, pedestrian/bike), incl using deep learning (DL); and
9. Multi-modal networks performance optimization.

To identify missing methods that need to be developed, domain knowledge and context
information are of vital importance. Overall, the design of methods should be further
improved to satisfy the theoretical constraints of mobility patterns, instead of just relying on
training complex models and large amounts of data to lead to usable outcomes.
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5.3.3 Advancing the Scientific Mobility Analytics Toolbox

Participants with a background in scientific software development emphasized the need for
a consolidation in tool development based on replicable and reusable software principles,
thus enabling reference implementations of critical partial methods. This would enable us to
compare, consolidate, and advance the discipline that is currently fragmented across tools
and approaches5.

A consolidation of tools and their open publishing is a prerequisite for more collaborative
and effective development of tools, where tool extension and improvement to fix real world
problems are valued more than marginal methodological improvements. Understanding
and theory building should be the goal, i.e., scientific progress, not merely addressing an
engineering challenge.

The group also discussed possible incentives to contribute to joint efforts enabling
methodological explainability. Participants were interested in inspecting DL models and
increasing the understanding of model behaviour. A key question is: what methods exist
to explain the inner workings of DL models but also their inputs. Potential explainability
approaches include: transfer of methods from computer vision, model comparison (especially
for simple/simplified models), or visualisation of intermediate layers for understanding
outputs.

Understanding and interpretability were also discussed on a more abstract level, that
is: What kind of interpretability do we want for which type of analysis? Do we want
to understand the mechanisms for generating the predictions, or make the actual model
understandable to humans?

The participants share a quite critical view of the current state of methods in urban
mobility analysis. There are concerns about the usefulness, usability, and relevance of methods,
especially modern yet complex and possibly questionable methods based on AI and DL.
These shared concerns motivate the following definition of challenges and recommendations.

5.3.4 Challenges in Developing Methods for Mobility Analysis

Challenge 1: defining appropriate objectives to evaluate machine learning
models
High accuracy alone is often inadequate to ensure accountable and reliable deployment of
models in practice. We also need to offer explanations to end-users as to why the model
produces a certain prediction (such as a routing suggestion) to guarantee transparency,
fairness, and reliability [2]. In these cases, explainability should also be considered as one
of the objectives besides accuracy. But explainability is a fuzzy concept and can mean
various things in different contexts. This makes it an extremely challenging objective to
optimize for [3]. Whether an explanation achieves its desired goal also depends on who
receives it, how the person perceives it, and what actions a person can take based on the
explanation.
Challenge 2: bridging a theory-driven approach with a data-driven approach
It is still unclear how to effectively combine the data-driven approach with the theory-
driven approach in mobility analysis. A key barrier to the integration is a lack of shared
data, tools, and terminologies across different research communities working on mobility
analysis (e.g., city planning, transportation engineering, geography, computer science,
etc.).

5 See a list at https://github.com/anitagraser/movement-analysis-tools

https://github.com/anitagraser/movement-analysis-tools
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5.3.5 Recommendations

To address the above mentioned challenges, we have identified the following steps revolving
around the development of shared resources for mobility analysis:

Recommendation 1: joint terminology
Fundamental terminological glossaries are needed to enable communication within the
community. This terminological glossary would also relate to best practice about meth-
odological translation of a mobility/transport concept (stop, home location, activity,
behaviour) to the computational methods realising it, and an argument about their
appropriateness in a given setting.
Recommendation 2: reference implementations
Standard, community-verified implementations ( cross-linguistic, possibly, to enable
implementation in the main programming languages) would enable contributors to build
robust solutions.
Recommendation 3: standard dataset
A set of simple to more complex shared datasets (e.g., basic trajectories, semantic
trajectories, related urban structure data) are needed to test and evaluate computational
methods – see recommendations of Group 2.
Recommendation 4: standard data formats
A definition of a common data representation for movement data would enable an inter-
operable (incl multi-language) interface to the data (see, e.g., the OGD MovingFeatures
standard or the standardisation on input formats in geoparquet for python/geopandas
and R).
Recommendation 5: shared ML models
Reference implementations of basic ML methods and a platform for sharing benchmarks or
established models built on top of these methods could become a community convergence
point (similar to Hugging Face6 in the ML community).
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of Technology – Atlanta, US), Dirk Christian Mattfeld (TU Braunschweig, DE), and Monika
Sester (Leibniz Universität Hannover, DE)
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5.4.1 Goal

The goal of this discussion group was to generate ideas in which results of urban mobility
analytics can be used in applications and how the respective application areas can be linked
to urban mobility analytics. After a brainstorming phase the group concentrated on the fact
that the knowledge of mobility behavior is of very much use in the domain of autonomous
driving, in which autonomous vehicles interact with other traffic participant in urban traffic.
To achieve an optimal behavior, the autonomous vehicles require knowledge about the
behavior of other traffic participants to adapt their own behavior and to interact seamlessly
with others. It is expected that for a long time human driven vehicles, autonomous vehicles,
bicyclists, pedestrians and other traffic participants will share the same roads; therefore,
models of pedestrians’ behavior, bicyclists’ behavior, and the behavior of human drivers is
very much relevant. Furthermore, the behavior of traffic participants cannot be assumed to
be the same worldwide but it differs from country to country. E.g. the driving style in Italy
obviously differs from the driving style in Germany, the U.S. or in India or China. Similarly,
pedestrians behave differently in those country. Hence, the autonomous vehicle must be able
to understand the country specific behavior of other traffic participants, and also adapt their
behaviour accordingly.

In the following, the aspects data, analysis methods, and necessary stakeholders were
discussed, which would be needed to push forward such an application.

5.4.2 Data

The country-specific adaptation of behavior models can be considered as a typical application
of machine learning methods, which are based on revealing this information from large
amounts of observed data. So the question is how these data can be generated. Several data
sources have been discussed in the group, including

the usage of existing datasets like highD7, INTERACTION 8, LUMPI 9

datasets for environmental perception (e.g. Kitti, nuScenes)
recording own datasets from top view perspectives using drones or mounting cameras on
high buildings
recording own datasets from test fields, e.g. Testfeld Karlsruhe10

Besides these open data sets, commercial data would be very beneficial. Data schould be
available in different European cities and potentially in further cities outside of Europe.

Since it is impossible to record and model the behavior of traffic participants in all possible
traffic situations it would be necessary to start with limiting the recordings to some most
interesting, and critical, scenarios. These could include

7 highD: https://www.highd-dataset.com/
8 INTERACTION: http://interaction-dataset.com/
9 LUMPI: https://data.uni-hannover.de/cs_CZ/dataset/lumpi
10 Testfeld Autonomes Fahren Baden-Württemberg https://taf-bw.de/

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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http://interaction-dataset.com/
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merging into highway ramps
shared spaces
crossing intersections
vehicle following

To model these scenarios it would be necessary to extract relevant features from the data
including

trajectory data (position over time, velocity, acceleration)
relationship data (relative distances, relative velocities between traffic participants, inter-
actions)
movement patterns (e.g. groups)
typical patterns at certain locations
geometric data (shape of traffic participants, layout of road infrastructure, lanes, curbs)
intentional data (face and body orientation of pedestrians, roll angle of bicyclists, indicator
lights)

5.4.3 Data Analysis Methods

The analysis of the data requires automatic methods and processes, e.g. the extraction of the
features mentioned above from the sensory data, the creation of behavior models for traffic
participants, and the integration of those models into the decision making and trajectory
planning system of the autonomous vehicle. Urban mobility analytics comes in play especially
for the second category of methods that analyze the recorded mobility data. Various methods
might be suitable, including deep learning methods, transformers, recurrent neural networks,
inverse reinforcement learning. In addition, also methods from computational geometry, e.g.
trajectory pattern analysis, are relevant. An important aspect is to include the notion of
cooperation into the process, which allows the autonomous vehicle to also exploit information
from other traffic participants, which enlarges its own perception range.

For the integration of behavior models to decision making and trajectory planning of the
autonomous vehicle it would be useful to have a powerful simulation environment available,
that also should be adapted to country specific behavior. Finally, for a real live demonstration
the implementation of the behavior models in a real autonomous vehicle would be desirable.

5.4.4 Stakeholders

A joint project to extract and exploit country specific behavior patterns for autonomous
vehicles could be relevant for various partners in research and industry. The following
stakeholders could be included

researchers in urban mobility analytics: analyze data, build behavior models, extract
country specific parameters; develop models and concepts that allow for exploiting shared
data, without the need to make it publicly available (e.g. using federated learning ([1])
researchers in perception: record sensory data and extract relevant features
researchers in traffic psychology: analyze and explain country specific behavior patterns
researchers in autonomous driving: provide autonomous vehicle, integrate behavior models
in decision making of autonomous vehicles
automobile industry: integrate country specific behavior models into their vehicles, provide
data from onboard sensors
data and map companies: collect and analyze country specific data; specify map interfaces
for country specific behavior patterns
municipalities: provide access to infrastructure, equip certain areas with sensors, imple-
ment certain regulations (e.g. temporal speed limits)
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The outcomes of the breakout group discussions were collected and shared on Friday, and
further discussed.

In this session, the industry partners rated the cooperation and exchange with universities
as very relevant to them. The caveat is usually, that collaboration attempts within industry
are not considered as mainstream by all employees yet, but heavily depends on convinced
individuals. This often leads to only ad-hoc projects – unless there is already an established
long-standing cooperation based on contracts. It was also pointed out that industry partners
could be very relevant for tool development, or that a Dagstuhl Seminar focusing on an
innovative tool could be very attractive for industry.

As a way forward, the participants committed to:
Extracting a vision paper out of this report, for a venue such as the ACM SIGSPATIAL
International Conference on Advances in Geographic Information Systems 2022
Developing tools and teaching material for a Summer School in Spring 2023
A potential follow-up Dagstuhl Seminar closer focusing either on the core of mobility
analytics or on the application of the emerging body of knowledge for climate-neutral
urban mobility
In addition, an number of individual collaboration themes were identified (internships,
co-supervisions, visits).

https://www.sciencedirect.com/science/article/pii/S2667393222000023
https://www.sciencedirect.com/science/article/pii/S2667393222000023
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Abstract
Cyber-physical systems (CPSs) may constitute an attractive attack target due to the increased
networking of components that yields an expanded attack surface. If their physical control
capabilities are compromised, safety implications may arise. Thus, it is vital that the CPSs being
engineered are thoroughly tested and that adequate response measures can be realized upon
detecting intruders during operation. However, security testing is hard to conduct due to expensive
hardware, limited maintenance periods, and safety risks. Furthermore, the increased stealthiness
of threat actors requires new intrusion detection and response methods. Interestingly, digital twins
have become an important concept in industrial informatics to solve similar problems, yet with a
non-security-related focus: Digital twins that virtually replicate the real systems provide cost-
efficient modeling, testing, monitoring, and even predictive capabilities. However, until recently,
the digital-twin concept has mainly focused on production optimizations or design improvements
without considering its potential for CPS security. The Dagstuhl Seminar 22171 “Digital Twins
for Cyber-Physical Systems Security” therefore aimed to serve as an interdisciplinary, open
knowledge-sharing platform to investigate the benefits and challenges of applying the digital-twin
concept to improve the security of CPSs.
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In the light of the increasing digitization and move toward Industry 4.0 [1], cyber security
becomes more and more important for cyber-physical systems (CPSs). The advanced
computation, communication, and control capabilities of CPSs lead to a wider attack
surface and greater exposure to security flaws. Furthermore, the added complexity puts
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a considerable burden on security professionals, who have to ensure that the CPSs are
adequately protected against adversaries throughout the entire lifecycle. As a matter of
fact, designing holistic security measures is a significant ongoing challenge for academia
and industry alike. Thorough security testing during the engineering- and, particularly,
the operation phase is often not feasible. The development of custom CPS testbeds is
complicated, expensive, and time-consuming due to high hardware costs, space constraints,
and complex dependencies between components [2]. Past attempts to conduct penetration
tests directly on live systems led to unintended system behavior, putting human workers in
significant danger and causing a disruption of production lines [3]. In addition to regular
security testing, adequate countermeasures need to be implemented in response to newly
discovered vulnerabilities that emerge during operation or if the CPS is already under
attack. However, the steadily increasing sophistication of cyberattacks calls for more effective
intrusion detection and prevention techniques. On top of that, new mechanisms to test and
evaluate attack response strategies in a controlled setting are required.

A digital twin, that is, a virtual replica of a real system, was originally envisioned for
similar, yet non-security-related purposes: The life of a spacecraft is virtually mirrored
through high-fidelity simulations and sensor updates to detect anomalies and safely test
mitigation options such that degradation can be reduced and damages prevented [4]. This
idea was picked up by the industrial informatics community, whose members implemented
the digital-twin concept in various CPS applications for monitoring, lifecycle management,
and decision support [5, 6, 7]. In the past few years, researchers have also shown interest in
utilizing digital twins for security-enhancing purposes [8, 9, 10, 11, 12, 13]. Although the
definition of what constitutes a digital twin in the context of cybersecurity differs in the
literature, its main application areas seem to be clear: Virtually replicated systems by means
of emulation, simulation, and modeling technologies, coupled with real-time or historical data
flows, might be used to improve security testing, intrusion detection, and attack recovery.
However, fundamental research questions and challenges remain before digital twins can be
applied for security-enhancing purposes. Furthermore, concerns have been raised about the
potential security threats associated with the digital-twin concept [14].

Thus, the primary goal of this Dagstuhl Seminar was to lay the foundation for future
interdisciplinary collaboration on digital-twin research for CPS security. The interdisciplinary
character of this novel research area is reflected in its origin. As already indicated, the notion
of using “twins” originally emerged from the space industry [6], gained wider adoption by the
industrial informatics community [5, 6, 7], and was eventually applied with the objective of
attaining security improvements [8, 9, 10, 11, 12, 13]. For this reason, the seminar has brought
together 20 researchers with backgrounds in computer security, control theory, automation
engineering, and data science. Inspired by the concept’s promised security improvement
potential, the seminar was structured along three different themes:

Foundations of Security-focused Digital Twins. This theme was motivated by the lack
of clarity around the digital-twin concept. Therefore, the purpose of this theme was to
develop a common understanding of what a digital twin in the context of security is, how it
can be defined, and how it relates to existing concepts, such as cyber ranges, data-driven
models, and honeypots. Closely tied to this theme were discussions on methods for digital-
twin implementation, including (i) emulating systems and simulating physical processes,
(ii) knowledge retrieval for digital-twin generation in greenfield and brownfield environments,
and (iii) synchronizing digital twins with their physical counterparts.
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Intrusion Detection. The objective of this theme was to explore intrusion detection as a
potential use case for digital twins. Assuming that the digital twin is built from a benign
specification such that legitimate behavior is exhibited when executed in sync with its
counterpart, any deviations observed on the logic, network, and physics layers could indicate
malicious activity. Building on this idea, participants discussed how digital twins can serve
as a foundation for such behavior-specification-based intrusion detection systems (IDSs)
that possess physics- and process-aware capabilities. Moreover, discussions touched on how
digital twins can be used for data generation purposes to improve the training phase of
(semi-)supervised learning approaches that are employed in behavior-based IDSs.

Attack Response Mechanisms. The last theme was associated with research questions on
implementing proactive and reactive attack response strategies, which may represent another
use case of digital twins. Proactive security measures can prevent cyber-physical attacks in
the face of imminent threats when new vulnerabilities in the CPS are discovered. On the
other hand, reactive responses to an attack can be initiated to control damage by ensuring
that the physical system maintains a safe state. In this context, questions were raised about
how the digital-twin concept can help in designing attack-resilient CPS architectures and
response strategies for control systems. This theme highlighted the benefits and challenges
of using digital twins to test countermeasures in a simulated environment and assess their
effects.

The program started with a welcome session that provided an opportunity for participants
to get to know one another. Furthermore, the organizers used this session to share information
about the seminar program and explain key terms to participants who were not au fait with
the terminologies used by different communities. Over the five days, 14 participants gave
lightning talks that focused on the following topics:

building blocks for digital-twin construction, including emulating and simulating CPS
components, data-driven approaches and semantic technologies, synchronization mechan-
isms,
reverse engineering programmable logic controllers, deception technology (e.g., honeypots),
security testbeds,
attack detection in CPSs, featuring physics-based, data-driven, and process-aware tech-
niques,
attack-resilient control using different tools for risk mitigation (viz., prevention, detection,
and treatment),
various aspects of dataset availability in CPS research (e.g., attack simulation, data
collection, evaluation, and validation), and
digital-twin use cases for the safety-related system development lifecycle.

The lightning talk sessions offered each speaker 15 minutes to present new perspectives
and talk about current challenges in CPS security. The highly interdisciplinary setting and
stimulating presentations given by participants resulted in active discussions, which were
carried on in the breakout sessions.

The afternoons of Monday, Tuesday, and Wednesday were used for breakout sessions to
give participants the opportunity to work together on research issues of common interest.
Based on the discussions that took place on Monday after the session on bridging the
disciplinary gap, we identified the following topics of interest to be explored by working
groups: (i) conceptualization of the digital twin for cyber-physical systems security, and
(ii) attack recovery for control systems. Participants who worked on the former topic discussed
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characteristics that digital twins need to have to be useful for security applications, while
those who focused on the latter topic investigated strategies in the context of control theory
to respond to attacks in a reactive manner.

The seminar received very positive feedback from participants, who also expressed strong
interest in future editions. In addition, several invitees, who were forced to cancel their
participation at short notice due to the SARS-CoV-2 pandemic, have shown great interest
in follow-up events. Thus, we believe that this Dagstuhl Seminar should be repeated in
the future. A second edition would be worthwhile to investigate open problems concerning
system emulation. These issues could be addressed in a future follow-up seminar if more
participation from the embedded systems and systems security communities is achieved.

As the organizers, we would like to thank everyone who attended this seminar for their
interesting talks, the thought-provoking questions, and the fruitful contributions that led to
a highly collaborative atmosphere for scientific discussions. We also would like to express
our sincere gratitude to the scientific and administrative staff of Schloss Dagstuhl for their
outstanding support that made this seminar possible.
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3 Overview of Talks

3.1 Dataset availability and requirements for CPS security research
Magnus Almgren (Chalmers University of Technology – Göteborg, SE)
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One of the challenges of CPS security research is validating the results, be it through a
dataset or by using a real(-alistic) system. The first challenge is to find or create a system or
dataset containing the indicators that are used in the algorithm. The second challenge is
then to demonstrate different properties: true positives, false positives, true negative, false
negatives. The third challenge is then to argue that the attacks or the system under study
are realistic, preferably created by someone outside of the research group. One might also
need to be able to show a certain set of robustness of the system. All of the above are
challenges when it comes to any sort of validation, but more so when it concerns CPS of a
societal value.

In the talk, I will outline these challenges by using as a case study the process we used
for validating the system presented at CCS 2018.

3.2 Modelling in the Safety Lifecycle of Radiation Monitoring Systems
at CERN

Katharina Ceesay-Seitz (CERN – Meyrin, CH)
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CERN, the European Organisation for Nuclear Research, operates the world’s largest particle
accelerator and many other high energy physics experiments. These experiments produce
ionizing radiation, for example when particles hit stable matter. The radiation protection
group is responsible for protecting humans from any unjustified radiation exposure. The
CERN RadiatiOn Monitoring Electronics (CROME) are the new generation of instruments
built for measuring ionizing radiation levels and triggering alarms and machine interlocks
based on these measurements [1].

Models of subsystems are used throughout the safety lifecycle of CROME. Physics
simulations were used to model the expected radiation levels in different zones. Based
on these simulations and on the envisioned use cases the system’s functional and safety
requirements were defined. Models of subsystems were used throughout the design phase for
interoperability and testing purposes.

The CROME Measuring and Processing Unit consists of a radiation detector and an
electronic system for data communication and storage, signal processing and safety-related
decision taking. It houses a Zynq-7000 System-on-Chip (SoC) consisting of a dual-core
ARM processor and an FPGA section. The ARM cores execute an embedded Linux and an
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application that receives around 150 parameters via a custom TCP/IP based communication
library [2] form a SCADA system [3]. An independent test tool has been developed to model
the librarie’s functionalities [4]. It has been used to strengthen the robustness of the design
by sending malformed messages to CROME and observing its response.

The parameters, which can be floating point variables or integers with ranges up to 64 bit,
or others, are processed and sent to the FPGA, which performs all safety critical calculations
and decision making. It calculates the radiation dose received in a given time as well as the
dose rate from the input received from the radiation detector. Based on these measurements
and the current parameter configuration, it can autonomously trigger alarms and machine
interlocks. Models with different levels of abstraction are used to verify the functionality of
the system. Constrained-random simulation has been used to simulate a large state space,
which led to the discovery of several faults. Simulation only covers a subset of the possible
states. Many additional faults have been found with formal verification, even in scenarios that
were impossible to simulate due to the real-time nature of the system [5]. Formal verification
has also been successfully used for the partial verification of a prototype of the future frontend
of CROME, the ACCURATE 2 ASIC for ultra-low current measurement [7, 6].

This talk presents the different modelling approaches and discusses potential use cases
for digital twins.
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3.3 Digital Twins for CPS Security
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In this talk we discuss the differences between IT and OT security, and how digital twins for
physical systems are a natural component to address the new challenges of OT security.

Then we discuss our work on how digital twins can help in security by:

Deploy new defenses such as attack recovery
Understand the consequences of attacks and risks of CPS
Interact with the adversary (Through honeypots or by executing malware in a contained
setting)
Finding new attacks in a principled manner (e.g., fuzzing the physical system).

3.4 A Roadmap Toward a Digital-Twin Framework for Cyber-Physical
Systems Security: Vision, Recent Progress, and Open Challenges

Matthias Eckhart (SBA Research – Wien, AT)

License Creative Commons BY 4.0 International license
© Matthias Eckhart

Joint work of Matthias Eckhart, Andreas Ekelhart

The term “digital twin” is one of the latest technology buzzwords that has emerged along
with the digital transformation that is taking place in CPS domains. Since there is no
generally accepted definition of this term yet, the understanding of the digital-twin concept is
often limited to the notion that a cyber-physical system is replicated in a digitally-enhanced
way. This talk provides one interpretation of digital twins by breaking down the concept
into four components that are required to implement them, viz., i) system emulation or via
system containers, including I/O simulation, ii) network emulation, iii) interactive, real-time
simulation of the physical process, and iv) synchronization with the physical counterparts.
After putting the digital-twin concept into context, we present our current progress on
developing a framework named CPS Twinning that integrates these four components for
the purpose of generating such digital twins, so that security applications (e.g., intrusion
detection) can be built on top. The talk concludes with an overview of open challenges and
research opportunities in this area.
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Digital twin technology today is diverse and emerging and its full potential is not yet widely
understood. The concept of a digital twin allows for the analysis, design, optimisation and
evolution of systems to take place fully digital, or in conjunction with a cyber-physical
system to improve speed, accuracy and efficiency when compared to traditional engineering
approaches. Digital Twin technology is mainly used today as a digital replica of a physical
system with the generated and observed data being used for applications such as predictive
maintenance, fault analysis and optimisation. This is predominantly a data-driven approach
that uses modern machine learning technologies to maximise the benefit of the available
data. This talk proposes the semantic markup of digital twins to unlock the benefits of
other aspects of Artificial Intelligence, namely semantic reasoning, to broaden the application
facilitate deeper analysis of systems and their properties than can be achieved by analysing
their data and behaviours through observation. The talk will explore potential synergies and
barriers that need to be overcome for this approach to unlock future digital twin applications.

3.6 Detection of Cyber-Physical Attacks with IIoT data
Marina Krotofil (Maersk – Aarhus, DK)
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Novel IIoT architectures such as NOA (NAMUR Open Architecture) allow for delivery of
raw or high-resolution IIoT data via dedicated data highways. This data is used for various
purposes such as developing digital twin models, predictive maintenance and augmented
reality applications, etc. These data can also be used as a source of forensic artefacts or
even evidence when investigating cyber-physical attacks. In this talk we will show a specific
example of how IIoT data is used to detect an ongoing attack on an industrial pump and
determine its root cause. We will leave the audience with an open question about the
requirement to the collection, transport and storage of IoT data to ensure their utility to
incident response and admissibility as legal evidence.
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3.7 Control-theoretical Analysis of Systems under CPU Starvation
Attacks
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Embedded systems and cyber-physical controllers have been proven vulnerable to security
attacks of various nature, including man-in-the-middle attacks that alter sensor data and
actuator commands, and attacks that disrupt the calculation of the control signals. While
attack detection has been widely studied, countermeasures are scarce at best. We propose
and implement a defence technique, based on executing the controller code in a trusted
execution environment.

3.8 RICSel21: Data Collection from Attacks in a Virtual Power Grid
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In this talk I give an overview of the work done in one of the three tracks within the Swedish
research centre on Resilient Information and Control Systems (RICS) [2]. The three tracks
involve a) Data emulation b) Attack modelling and risk analysis, and c) Anomaly detection.
The work on the Data emulation part has resulted in a national virtual testbed RICS-el
for Supervisory Control and Data Acquisition (SCADA) security analysis in an electricity
distribution network with a commercial SCADA software, some 20 emulated substations
connected with wide area networks, OT, DMZ and IT segments. It has so far been exposed
in two published works in collaboration with several colleagues [3, 1]. This talk focuses on
the latest publication where 12 attacks were performed in the testbed and the outcomes
documented. The dataset from the attack scenarios and the baseline (no-attack) counterpart
is available for sharing.
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3.9 Building High Fidelity Replicas for Cyber-Physical Systems Security
Research – Lessons from a Testbeds Programme
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Digital twins aim to provide an extensive and scalable means to model and evaluate properties
of real-world systems. Developing such digital twins for cyber-physical systems is non-trivial
even more so at a high enough fidelity in order to suitably replicate behaviours of real-world
systems when compromised or under attack. In this talk, I will reflect on experiences of
over 8 years of research building cyber-physical systems security testbeds particularly those
to support security analyses of industrial control systems. I will discuss challenges arising
from the need to represent a diversity of devices, networking mechanisms and software
platforms as well as scalability of experimentation and managing the complexity of the
testbed environment itself. I will reflect on what research on digital twins can learn from
these experiences and the potential for “physical” testbed environments to work in tandem
with digital twins.
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3.10 Integrated distributed SCADA security in power grids
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Within smart grids the safe and dependable distribution of electric power highly depends
on the security of Supervisory Control and Data Acquisition (SCADA) systems and their
underlying communication protocols. Existing network-based intrusion detection systems for
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Industrial Control Systems (ICS) are usually centrally applied at the SCADA server and do
not take the underlying physical process into account. A recent line of work proposes an
additional layer of security via a process-aware approach applied locally at the field stations.
Currently, we broaden the scope of process-aware monitoring by considering the interaction
between neighboring field stations, which facilitates upcoming trends of decentralized energy
management (DEM). Local security monitoring is lifted to monitoring neighborhoods of
field stations, therefore achieving a broader grid coverage w.r.t. security. We provide a
distributed monitoring algorithm of the generated sensory readings for this extended setting.
The feasibility of the approach is shown via a prototype simulation testbed and a scenario
with two subgrids.

3.11 Attack-resilient control using model- and data-based intrusion
detection
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In this talk, we discuss two aspects of model- and data-based intrusion detection. First, we
show how a centralized model- and data-based intrusion detector in an industrial control
system can use analytical redundancy to first detect and then reconstruct attacked signals
in local feedback loops, to achieve resilience. We discuss pros and cons of the model- and
data-based detection schemes. Second, we discuss a necessary and sufficient condition for
an adversary with access to sensor data to replicate the state of the control system, and in
extension the intrusion detection system. Advanced adversaries use such state information
to launch stealthy attacks, and our condition gives insights as to how to block such attacks.
The condition also provides insights on the possibilities for adversaries to replicate and
synchronize with the state of digital twins.

The talk is based on the following papers: [1, 2].
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3.12 Through the Looking Glass, and What We Found There
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In this talk, we reflect on our research journey in the area of cybersecurity for industrial
control systems. During our work on GPS spoofing [1], we noted two main challenges for
precise GPS spoofing: i) the attacker needs to accurately create spoofed GPS signals (i.e.,
their signal strength, timing, etc), and ii) the attacker needs to carefully start the attack to
slowly divert the victim’s state estimation (assuming prior synchronization to legitimate GPS
signals) from the legitimate to the manipulated state. Such challenges that introduce control
theoretic approaches to cybersecurity motivated us to further investigate cybersecurity for
general Cyber-Physical Systems, in particular industrial control systems. To understand
and experiment with such systems, we built several testbeds at SUTD in Singapore [2], and
designed the MiniCPS framework [3] to emulate those environments. The resulting datasets
turned out to be very useful for training and evaluation of process-aware attack detection
systems [4, 5]. We also realized that tools such as MiniCPS could enable the construction of
to digital twins – for example to be used as Honeynets, reference in anomaly detection, and
for attack development and verification.
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4 Working Groups

4.1 Conceptualization of the Digital Twin for Cyber-Physical Systems
Security

Matthias Eckhart (SBA Research – Wien, AT)
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The objective of this working group was to (i) analyze the potential characteristics of digital
twins, (ii) identify security-relevant purposes, and (iii) create a mapping between the two
to inform security researchers and practitioners about the characteristics that are required
to implement a certain purpose. The first breakout session kicked off with a brainstorming
exercise to decompose the research problem at hand into a set of questions, namely:

In the context of the barest definition of the term, what would qualify as a digital twin?
How does a digital twin differ from a digital representation of a physical entity that may
be implemented as a data-driven model, 3D visual model, or simulation?
How can the fidelity of a digital twin be defined and measured?
On which CPS layers should digital twins function?
What does synchronization in the context of digital twins mean?
To what extent is synchronization between the digital twin and its counterpart necessary?
How can a synchronization mechanism be implemented that covers the physics, application,
network, and user layers?
For which cases would a bidirectional connection between the CPS and the digital twin(s)
be necessary?
How would the time and methodology of digital-twin construction differ for certain
activities within the CPS lifecycle?
What is the value of a digital twin in terms of improving the security of CPSs?
How do digital twins differ from honeypots and cyber ranges (i.e., security testbeds)?

The rationale behind asking these questions was to explore and identify different char-
acteristics that define security-focused digital twins. During the breakout sessions, the
participants engaged in vivid discussions that generated an initial draft of definitions. The
group then assigned those characteristics to security-relevant purposes, indicating which
features a digital twin should possess to be useful for addressing well-known cybersecurity
challenges. A summary of the results is currently in preparation and will be submitted for
peer review in the upcoming months.

4.2 Attack Recovery for Control Systems
Martina Maggio (Universität des Saarlandes – Saarbrücken, DE)
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In this working group, we discussed digital-twin approved recovery strategies. Suppose that
an attack is ongoing and has been detected, the discussion centred around “what kind of
manoeuvres are safe after an attack has been identified”?
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C P1++ + +

−1

r (k) ȳ (k) e (k) u (k) u (k) ũ (k) y (k) ỹ (k)

ar (k) au (k) ay (k)

A : {ar (k) , au (k) , ay (k)} = fa (r (k − 1) , . . . , r (k − n) , u (k − 1) , . . . , u (k − n) , y (k − 1) , . . . , y (k − n))

y (k)u (k)r (k)

Figure 1 General attack model.

Generally speaking, we identified different goals for attack recovery:

Recovery
Resilience (long-term recovery)
Safe shutdown or graceful degradation
Survivability (we could test on the digital twin that the system would survive a catastrophic
event)
Mission completion

In this context, we moved onto discussing the actual possible actions that can be taken as a
response to the attack and a potential modelling of the attack.

In Figure 1, we identify how a control system and its digital twin would look like. The
variable k counts time iterations. A setpoint r (k) is provided to the system (a drone should
reach a given point in a tri-dimensional space). This setpoint can be intercepted and attacked
using a signal ar (k) that is summed to the actual given setpoint (this models any replacement
of the setpoint value). The controller then receives ȳ (k) and calculates an error signal e (k)
that determines the current distance from the setpoint. This value is used by the controller
to calculates a control signal u (k), that is then sent to a plant. An attacker can intercept
the sensor data and modify the control signal. This is modelled using a value au (k) that is
calculated by the attacker and summed to the received control signal, forming ũ (k), which is
fed to the plant. The plant then executes and physical values y (k) are sensed. Sensors can
also be attacked, via a signal ay (k), generated by the attacker.

The blocks C, 1, and −1 can be augmented with knowledge from the plant (for example:
typical execution delays, typical network delays, typical probability of not receiving packets
over the network, etc). The block P can be augmented with knowledge from the physics (for
example: acceptable values for friction and stiction coefficients). This knowledge augments
the blocks forming the digital twin, and can be exploited by the recovery mechanism to detect
and react to unusual situations. For example, if the controller execution time is longer than
expected, the digital twin can suspect an attack.

A consideration that emerged is that while normally the controller closes the loop around
a physical system, during the recovery period the system runs in open loop and can and must
not trust the input data it receives from the sensors, because they would be compromised.
In this situation, the detection of the attack could lead us to understand and estimate when
the attack started and hence when the last reliable data was received by the controller. The
digital twin could than be used to fast forward the execution of the controller and estimate
the state of the actual system that received control signals that were calculated based on
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compromised data. The digital twin could also be used to understand what are good control
signal to apply while the system is running in open loop. From the control perspective, this
can for example be done running a model predictive control algorithm.
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The Dagstuhl Seminar on “Technologies to Support Critical Thinking in an Age of Misin-
formation” ran over a course of three days in April 2022. Each day focused on one specific
aspect of the problem of Misinformation and the role technologies play in its worsening and
mitigation.

Day 1 put the overall seminar goals and an introduction to the topic into its focus. All
participants introduced themselves and gave a concrete example of an important challenge
they have identified. The collected challenges were organized and later used as core challenges
for group work activities, here Regulations/Policies, Human Factors and Platforms, and
Critical Thinking. Over the course of the three days three groups worked on defining challenge
statements (Day 1), ideas to solve the issue (Day 2), and concrete Research Questions and
Project/Collaboration proposals (Day 3).
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The theoretical underpinnings of all group discussions and activities were provided by a
series of presentations that were topically organized. Day 1 was centered around how the
problem of misinformation has evolved and why misinformation is so successful these days.
A historical overview was given by keynote speaker Prof. Emma Spiro, which concluded
with the key insights that Networks and platforms shape information flow and that attention
dynamics matter. The second keynote talk of the day was given by Prof. Andreas Dengel
that put light on the crucial role that images and their power to convey information that is
tainted with emotional information, and how technology (e.g, CNNs) can be used to detect
those, classify them, and can potentially correct them.

On day 2, the participants zeroed in on the role technology plays. Session 1, started with
a keynote by Prof. Niels van Berkel on the role of Artificial Intelligence, and Human-AI
interaction. Looking at Technology, Society, and Policy on a larger scale, van Berkel identified
the core issue that there exists a lack of literacy on the tech side as well as on the regulatory
side, a potential consequence of the lack of qualified tech personnel on regulatory bodies.
Keynote 2, by Prof. Laurence Devillers, looked at how technology is used to misinform,
deceive, and change public opinion, while proposing solutions, such as Nudging and Boosting
techniques, how Human-Ai interaction should be better understood, and how research and
industry must work together to mitigate the problem of lacking literacy. In session 2 of the
day, Prof. Albrecht Schmid led an open, provocative discussion that served as a brainstorming
session for the upcoming group work, mainly focussing on the role of platforms and technology.
The third keynote was given by Prof. Stephen Lewandowsky who gave a detailed account of
the role of human cognition and the larger impact of misinformation on democratic societies.
He identified pressure points and proposes countermeasures that are effective but need to be
scaled up through improved and coordinated cross-country regulation. Day 2 ended with a
Misinformation Escape Room group activity (demo), led by Dr. Chris Coward, which aims
at teaching players the power of misinformation and the complexity of the problem.

Day 3 featured the keynote by Roger Taylor which strongly focussed on the way misin-
formation is regulated globally, and how regulatory frameworks (Digital Service Act) and
effective regulation can help to mitigate the misinformation problem. As an advisor to the
UK government, and an expert in responsible AI programs and data ethics, Roger Taylor put
a light on pain points in the bureaucracy and the misaligned aims of technology development
and research, and politics.
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3 Overview of Talks

3.1 Misinformation Escape Room: A gamified approach to building
resilience to misinformation

Chris Coward (University of Washington – Seattle, US)

License Creative Commons BY 4.0 International license
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“While facts make an impression, they just don’t matter for our decision-making, a conclusion
that has a great deal of support in the psychological sciences” [3]. This statement poses
a fundamental challenge for the field of media and information literacy (MIL), a largely
rationalist approach to learning that presumes the underlying problem to be solved is a skills
deficit. The emergence of disinformation has not dislodged this conviction for many MIL
scholars and practitioners. As one meta review summarizes, there is a prevailing belief that
“the bulk of disinformation on the Internet could be combated with basic evaluation skills”
[2]. At the same time we have witnessed a growing chorus questioning this conviction, with
the most significant shortcoming concerning the psychological dimensions of disinformation,
including the role of personal beliefs, social identity, emotion, confirmation bias, motivated
reasoning, and epistemic beliefs [1].

In response to these observations and interviews with librarians with front-line experience
helping patrons navigate misinformation, a research team led by Chris Coward at the
University of Washington designed a misinformation escape room as an immersive, social,
and active learning environment. In this Dagstuhl session we will play the escape room,
followed by a discussion of the project’s goals and research findings.
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3.2 What the world thinks: Trending Topics and Multimedia Opinion
Mining

Andreas Dengel (DFKI – Kaiserslautern, DE)

License Creative Commons BY 4.0 International license
© Andreas Dengel

The Internet is full of opinion hidden under tons of irrelevant and unstructured data. From
micro-blogging platforms like Twitter to video repositories such as YouTube the users express
sentiments about products, brands, institutions and governments. Moreover, users tag other
users’ opinions: they submit comments in the same micro-blog, link them with other media
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content, submit brief comments to the videos or just click the “like” option. In the past few
years, there has been a huge increment of interest in the analysis of this type of content by
opinion consumers, such as companies and media organizations. Among others, companies
aim at mining this collective opinion in order to know what people think and how they
feel about products and services. The main drawback of current solutions is that they
only consider the textual content, ignoring other sources and modalities of opinion and its
cross-media relationships.

This talk addresses the challenge of opinion mining of multimedia content from the Web.
This comprises a multi-modal analysis of social media streams and their underlying network
dynamics considering different media channels such as Twitter, YouTube, Flickr, Google,
and Wikipedia. It specifically proposes solutions for:
1. The detection of trending topics from a large set of dynamic data streams. These trending

topics were able to be clustered, tracked and aggregated over social media channel and
over time. In particular the combination of statistical methods with linked open data
was of help to achieve this goal (see [3, 4, 6]).

2. The content-based multimedia analysis on single modalities and combination of multi-
modalities. Here, the early shift from traditional approaches towards deep learning
proofed to be in particular successful. Key element of analysis were Adjective Noun
Pairs (ANP) providing a mid-level representation for visual content and foundation for
sentiment analysis. The idea of ANPs was further extended towards Verb-Noun-Pairs to
capture temporal concepts present in audio and video streams (see [1, 2, 5, 7])
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3.3 AI-enhanced nudging mechanism using affective computing: ethical
issues

Laurence Devillers (CNRS – Orsay, FR & Sorbonne University – Paris, FR)
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Ethics, Goals, and Societal impact have always been central subjects since the early days of
the field of research on artificial intelligence such as affective computing. But currently, the
new uses of social robots, affective conversational agents (chatbots), and, more generally, the
so-called “affectively intelligent” digital environments in fields as diverse as health, education,
insurance, transport, or economics reflect a phase of significant change in human-machine
relations, amplify the necessity to keep great attention in ethical dimensions of these systems.
What ethical issues arise from the development of affective computing with chatbot/robot
interaction? Does it raise the crucial issue of trust? How will humans co-learn, co-create
and co-adapt with the Machine? Notably, how will vulnerable people be protected against
potential threats of the machine? During an interaction, we adapt our linguistic behaviors but
also our prosodic and gestural behaviors and our conversational strategies. This multi-level
adaptation can have several functions: reinforcing engagement in interaction, emphasizing
our relationship with others, and showing empathy. Anthropomorphism introduces many
challenges, among them ethical, uncanny valley, practical implementation, and user mind-
reading problems. The anthropomorphic goal of “just like a human-to-human conversation”.
The designers of conversational agents seek for many to imitate, simulate the dialogical
behavior of humans, and users spontaneously anthropomorphize the conversational agents”
capacities and lend them human understanding. Thus, the Dilemma of the researchers is,
on the one hand, to achieve the highest performance with conversational virtual agents and
robots (close to or even exceeding human capabilities) but on the other hand, to demystify
these systems by showing that they are “only machines”.

Conversational agents and social robots using autonomous learning systems and affective
computing will change the game around ethics. We need to build long-term experimentation
to survey Human-Machine Co-evolution and to build “ethics by design” chatbots and robots.
In the chair HUMAAINE (head: L. Devillers, LISN-CNRS, France), we aim to study the
Human-Machine Affective interactions and relationships, in order to audit and measure the
potential influence of intelligent and affective systems on humans, and finally to go towards
a conception of “ethical systems”, by design or not and to propose evaluation measures. For
this purpose, the planned scientific work focuses on the detection of social emotions in a
human voice, and on the study of audio and spoken language “nudges” [1, 2], intended to
induce changes in the behavior of the human interlocutor.

Nudging is an ethically highly problematic topic. A digital nudge is an almost imper-
ceptible incentive in the design of a digital system to drive behavior that is supposed to
improve personal or collective well-being. Digital nudges use personal data and biometric
sensors to profile and encourage people to take unintended actions while using familiar
online technologies such as email, pop-ups, SMS, web interfaces, smart watches, mobile apps,
IoT, home appliances, smart cars, chatbots, robots, etc. However, when a digital nudge is
enhanced by Artificial Intelligence systems (so-called AI-enhanced nudge) using machine
learning and affective computing technologies based on cognitive biases and behavioral
science, its potential is immense. While its usage can be beneficial for an individual or
the society, the AI-enhanced nudge persuasive power and intrusive capacity can also cause
subliminal manipulations and profound and long-lasting changes in the behavior of users,
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especially children, and vulnerable people. If AI-enhanced Nudges are (intentionally or not)
misused, they may become dangerous and raise serious ethical issues that can undermine
the level of distrust in AI-enhanced nudging systems. AI-enhanced Nudging is already a
reality influencing the actions and behaviors of thousands of people in the fields of education,
health, gaming, gambling, hospitality, smart cities, security, justice, etc. However, this “soft”
manipulation of behavior and emotions raises ethical questions to which no standard today
provide direct answers. As AI-enhanced Nudging systems are flourishing in the market, it is
widely believed that their design and the use of them, in the short or long term, ought to
establish human and social responsibility through auditable behaviors under a typical set of
conditions. This could help to build trustworthiness within a sustainable market. There is
an urgent need to create a shared terminology and consensual processes and methodologies
to mitigate and ethically adjust the enormous ability of people’s manipulation provided by
AI technologies such as affective computing to digital nudge [3].
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3.4 From Cognition-Aware to Bias-Aware Systems
Tilman Dingler (The University of Melbourne, AU)
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With advancements in sensing and processing power and more sophisticated machine-learning
methods, computing systems can increasingly detect and monitor human activities. Com-
puters that consider the context in which they are used can support their users according to
their current location, activities, and intent, a field coined context-aware computing [9]. In
our work, we have extended this notion to also include the user’s cognitive context to build
systems that help users increase their ability to effectively process information according to
their current mental state. By utilising phone sensor data, for example, we have trained
machine-learning algorithms to detect when people are attentive to their phones [3] and seek
stimulation [8]. Insights into when a person is bored or focused can provide us with a better
understanding of when people are more productive and when downtimes occur: during highly
focused states, devices in the user’s environment can be advised to prevent interruptions in
order to help people focus better. Beyond in-situ assessments of cognitive states, we have
developed tools and methods to elicit users’ circadian rhythms of alertness [1, 2, 10], which
describe systematic cognitive performance fluctuations throughout the day. Awareness of
these rhythms opens up a whole range of opportunities to suggest content, schedule a day full
of work, or generally recommend activities whose cognitive requirements match the user’s
current state [5]. The resulting tools and algorithms give insights into the user’s internal
body clock, which helps people to better schedule, for example, learning sessions or generally

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


Tilman Dingler, Benjamin Tag, and Andrew Vargo 79

activities that require high focus. In recent years, however, it has become apparent that
effectively dealing with information is not necessarily a matter of consuming more in less
time but of the quality of the information processing itself. Society is transitioning into an
era where computing pervades all aspects of people’s lives, with humans and their cognitive
processes at the centre of it. The rise of fake news and the interplay between bad actors, fast
dissemination through social media, and people’s receptivity to emotionally charged content
present an ever-growing challenge to individuals, society, and our democratic institutions [7].
When looking at what can be done about its reception, we have identified several preventative
interventions to bolster people against fake news. These include media literacy training,
psychological inoculation, and transaction cost economics [6]. Further, receptivity to fake
news often comes from the prevalence of cognitive biases. They play an important role in
how information is perceived and processed, a fact that can be both utilised and exploited by
computing systems. A prominent example of a cognitive bias is the confirmation bias, i.e.,
the tendency to seek out information that confirms our existing perspectives and notions.
We have recently established a strand of research to use sensors to detect the occurrence of
cognitive biases. Computing systems capable of detecting cognitive biases, which we call
bias-aware systems, can help people increase their awareness of and mitigate their effects as
well as inform recommender systems to introduce a more balanced news diet. One of the
main challenges is the collection of ground truth, i.e., ensuring we can successfully induce
and measure the occurrence of cognitive biases for observational and experimental research.
Therefore, we developed a tool to collect ground truth on people’s implicit preferences that
can be adapted to any thematic issue, such as opinions on climate change, feminism, or
political ideologies [4]. The Dagstuhl Seminar on “Technologies to Support Critical Thinking
in an Age of Misinformation” was born out of the realisation that the problem of fake news
can only be addressed in a truly interdisciplinary fashion as it involves the technology through
which fake news spread, the human who creates, receives and shares it, and the regulatory
bodies who are looking for ways of reeling in its spread. Throughout the 3-day seminar,
our team sat down with behavioural psychologists, government advisers, and technologists
to discuss the human element in this triangle of technology, human, and government. The
goal of our bias detection research is to allow people to increase their awareness of their
innate biases and allow systems to help mitigate them. Media literacy training, on the other
hand, can help current and future generations of technology users critically process online
information. Future computing systems need to be designed responsibly to consider people’s
cognitive biases and help them bolster against their cognitive vulnerabilities. Technology is
thus the ouroboros of fake news, i.e., its enabler and mitigator.
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3.5 Technology and Democracy: Cognitive Remedies
Stephan Lewandowsky (University of Bristol, GB)
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Democracy is in retreat or under pressure worldwide. Even in countries with strong demo-
cracies, polarization is increasing, and the public sphere is awash in misinformation and
conspiracy theories. Many commentators have blamed social media and the lack of platform
governance for these unfortunate trends, whereas others have celebrated the Internet as a tool
for liberation, with each opinion being buttressed by supporting evidence. One way to resolve
this paradox is by identifying some of the pressure points that arise between the architecture
of human cognition and the online information landscape, and their fallout for the well-being
of democracy. Two such pressure points arise from the algorithmic curation of content and
the prevalence of misinformation and disinformation on social medial. Virtually everything
users see on the internet is curated by intelligent algorithms (e.g., the newsfeed on Facebook
or Twitter). These algorithms are designed by platforms without public accountability
or auditing, with the primary intent of keeping users engaged longer by satisfying their
presumed preferences. While preference satisfaction by itself is not a threat to democracy, it
can become problematic if extremist or conspiratorial content keep a person engaged longer,
because the platforms are then incentivized to prevent more and more potential harmful
content. Algorithms may thus at least indirectly imperil our democracy when people are
being radicalized or are presented with misinformation not because they want to, but because
platforms are making money by facilitating it. Algorithmic content curation can additionally
be problematic if people’s personal data are used to identify sensitive attributes, such as their
personality or sexual orientation, which political operatives can then exploit by presenting
messages to people that exploit their personal vulnerabilities. This process is known as
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microtargeting and it comes with a number of attributes that may imperil democracy. In
the absence of any regulation, one possible countermeasure involves “boosting” people’s
ability to detect on their own when they might be targeted by manipulative messages. A
existence proof of boosting showed that once people were given information about their own
personality along the introversion-extraversion spectrum, they were better able to identify
advertisements that were aimed at them based on their personality. Similar “boosting”
approaches can also equip people to become resilient to misinformation and disinformation
online. This approach is known as inoculation and it entails warning people ahead of time
that they might be misled, and providing them with information about the misleading
rhetorical techniques they are likely to encounter. Inoculation has been shown to be effective
in numerous different domains, from anti-vaccination messages to radicalization attempts
and conspiracy theories. In all cases, people’s ability to detect when they are manipulated
was significantly enhanced by inoculation. Notwithstanding the success of such cognitive
countermeasures, they are insufficient to counter the immense asymmetry in power between
platforms and users that currently exists and that gives rise to the pressure points between
cognition and technology. It requires deep structural change and smart regulation to create
a new Internet with democratic credentials.

3.6 Regulation of Misinformation
Roger Taylor (Open Data Partners – London, GB)
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Different countries are taking very different approaches to regulation of social media to
combat misinformation. Singapore has passed a law against telling lies which allows the
government to order the take down of material regarded as untrue. China is seeking to
register anyone who comments publicly about key political issues online. The European
Union is bringing in regulation that makes social media responsible for harms which include
harms to democracy and civic discourse as well as harms to fundamental rights. The UK
is proposing more limited regulation that focuses on immediate harm to individuals rather
than harm to society (but which still might capture medical misinformation). The US is
adopting a more laissez-faire attitude based on giving primacy of freedom of speech. However,
within the US, individual platforms are implementing their own governance mechanisms in
recognition of public pressure for change.

These regulatory strategies do not specifically call for action on critical thinking. However,
platforms may respond to the European regulatory proposals by adopting measures such as
misinformation vaccination. (Also, there are, in some territories, complementary strategies
on media literacy alongside regulatory proposals – the EU strategy on disinformation).

Key limitations to the successful implementation of regulation are: A lack of social con-
sensus around the meanings of the words used (e.g. “harm to public discourse” “psychological
harm”). Lack of agreed mechanisms that are capable of determining whether such harm has
occurred. Lack of mechanisms for determining responsibility. (Regulations require platforms
to balance rights to free speech against risk of harm. The issue for regulators is whether they
have found the right balance. This requires a determination of whether or not they could
have done better in balancing these risks which, in turn, requires an understanding of what
is possible in order to make a sound assessment of responsibility.)
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Each of these issues is exacerbated by the rapidly changing and hugely heterogenous
nature of the harms being addressed, as well as the complexity of the environment that is
being regulated.

Regulators will likely have to adopt an approach based on identifying the most egregious
harms and using rough and ready measures to assess the responsibility of the platform. The
degree to which this will significantly impact disinformation and online harms is uncertain.

Regulators would be wise to adopt a strong stance at the outset with regard to the data
access provisions in the EU regulations. They should set out a long term strategy to establish

relatively objective/consensual approaches to categorising and monitoring misinformation;
research methods to understand the impact of misinformation on individuals and on
democracy;
and mechanisms for understanding the relative impact of different types of remedy
including media literacy and critical thinking.

3.7 Move Slow and Fix Things: Algorithms, Systems, and Design
Niels van Berkel (Aalborg University, DK)
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The efforts toward technologies to support critical thinking in an age of misinformation
require a collaborative effort across the fields of Technology, Society, and Policy. In this
appetiser talk, I will outline some of the primary challenges faced in each area, pointing to
promising research that indicates opportunities for moving forward.

TECHNOLOGY
Challenges faced within the technology field include biases, biased algorithms, and black
box decision-making. Therefore, it is critical to recognise the real-world consequences of
algorithmic systems. Examples include disparities in AI skin cancer diagnoses between
different skin colours and discrimination built into the design of a fraud detection system
of the Dutch tax authorities. Recent work by Huszár et al. analyses the amplification of
tweets by elected legislators from major political parties in seven countries [1]. Their results
show that the mainstream political right enjoys higher algorithmic amplification. While
highlighting the possibility of assessing the impact of algorithmic-driven recommendation
systems, it also raises new questions, including; Should distribution always be a perfect
50/50 split? Are politics as black and white as left / right? What can we do about this
technological bias?

SOCIETY
Disinformation, filter bubbles, and an increased polarisation in politics and beyond are
amongst the challenges currently faced in society. Current events, such as the Russian
invasion of Ukraine, bring to the front the societal challenges related to disinformation.
Disinformation also plays a significant role domestically, with the US being a famous example
of the growing ideological divide between Democrats and Republicans. In democratic countries
with a multi-party democratic system, such as The Netherlands, polarisation can take a
different form – with traditional parties finding it increasingly challenging to distinguish
themself from one another. Recent work by Broockman and Kalla studies the effect of paying
Fox News viewers to regularly watch CNN (two politically opposed media channels) [2].
Compared to a control group of Fox News viewers, the study finds more nuanced political
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beliefs and knowledge of current events. The authors highlight how the skewing of media has
had a broader and negative impact on how US society functions. Highlighting the opportunity
for viewers to obtain more nuanced viewpoints once presented with an alternative media
source, the study raises new relevant questions, including the potential for long-term effects
and the impact of removing the financial incentives offered in the study.

POLICY
With the growing impact of technology in an increasingly unstable world, policy is often
looked at as the instrument to bring back some stability. Simultaneously, policy can be
perceived as a slow-moving instrument which struggles in dealing with local versus global
issues. In this context, we increasingly see the global impact of national and international
governmental organisations. In particular, the US and the EU are at the forefront of
developing AI policies and research plans. A recent review by Jobin et al. studies the global
landscape of AI ethics guidelines [3]. Their results highlight eleven unique ethical principles
that are discussed within these guidelines, including “transparency”, “justice”, and “privacy”.
Their study shows an apparent interest of both governmental organisations and industry in
developing ethics guidelines while also presenting questions for further research. For example;
How do we implement these guidelines in products and services? Can we match policy with
outcomes? How do these, primarily developed in Europe and North America, impact the
rest of the world?
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4 Working groups

On the first day of the seminar, participants jointly collected and discussed a range of
challenges that misinformation on digital platforms presents. Throughout the day, we arrived
at six common themes:
1. Critical Thinking: what are critical thinking skills students and, more generally, online

users need to have to navigate online platforms? How can critical reflection be prompted?
How can we design platforms to help users break down filter bubbles?

2. Regulation and Policies: How does an empirical approach towards research and policy
development with regard to misinformation look like? How can we systematically gather
evidence of the impact on interventions on false beliefs? Which measures (algorithm
policing, platform policies, education) are most impactful? How do we regulate online
discourse without breaking the fundamentals of a pluralistic society?

3. Discourse vs. Censorship: How can policing be done without silencing non-wanted
voices? What does good or healthy online discourse look like? Research mixed with
activism can be problematic. Certain opinions are difficult to express at universities.
Does the notion of safe spaces lead to places where contrary opinions are not expressed
anymore? What is the cost of not talking to each other?
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Figure 1 The Miro Digital Whiteboard Used to Facilitate Interaction and Group-Work for the
In-Person and Remote Participants.

4. Human Factors: how can we model human cognition/emotion to make reliable predic-
tions of behaviour? What is a meaningful cognitive architecture to enable students to
think critically? And to what extend can fake information be used to achieve/do more,
i.e., taking benevolent advantage of it?

5. Platforms: how can we control misinformation across different platforms? What happens
when platforms intervene but fail? Can research lead to an early detection of where
technology contributes and where technology goes wrong? What role do algorithms play,
and how can we design better ones?

6. Bad Information: a common problem seems to be that people don’t make decisions
based on facts. How can we reconcile this and bring facts back into the decision-making
process?

After some discussion, we identified some overlaps and merged the Human Factors with
Platforms and Regulation and Policies with Discourse vs. Censorship. The Bad Information
scheme seemed to be ubiquitous, hence we settled on three final themes, around which we
formed the following three working groups.

4.1 A Governance Framework for faster Technology Regulation
David Eccles (The University of Melbourne, AU)
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Joint work of Eccles, David; Taylor, Roger; van Berkel, Niels; Vargo, Andrew.

4.1.1 Challenge Statement

Problems and difficulties in creating effective regulation are the competence, the evidence,
and lack of consensus between different stakeholders.

4.1.2 Working Group

Our role as an information systemist and human computer interaction researchers is on the
intersection between people, their processes, data, and technology. We are interested in
empowering individuals to better understand how their data and the technology they use
reinforces an information and knowledge asymmetry. I spent most of my time at the Dagstuhl
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Seminar in the governance stream as the threat to democratic processes and institutions is
evident from my research on fake news on social media phenomenon. Residing in a country
which has compulsory voting for all citizens and permanent residents over the age of 18, it
has an impact on elections as political parties have to move to the centre not the extremes
of liberal and conservative issues to win elections and govern [5]. Democracy is under direct
threat from social media platform technologies implicit and explicit role in the fake news
phenomenon. Today’s world wide web is no longer the place of free and open exchange
of information and ideas as envisioned by its creators [2]. The world wide web and in
particular social media platforms that have arisen because of the internet’s capabilities in
their current form and function represent a threat to democratic processes such as elections
and democratic institutions fraying the separation of powers (legislatures, executive, and
judiciary) [1]. Arguments can readily be made for legislative intervention using individual,
societal, and government reasons [3]. A regulatory intervention for economic reasons is rarely
justified except when there is a deformity in the function of a free market. Examples of
market failure include its devolution to a private exchange excluding new entrants, situations
where there is extreme information and or data asymmetry in the relationship between parties
creating an unfair commercial and / or negotiating advantage, or an oligarchy, monopoly or
duopoly exists being able to manipulate market price through collusion in supply and demand
[6]. The overwhelming dominance of five key vendors Meta (formerly Facebook), Apple,
Google, Microsoft and Amazon in the world wide web advertising and social media platforms
demonstrates an economic failure of the market. Interventions of this kind are not new
(e.g., Standard Oil, Bell Corporation), however, any legislative intervention in markets is not
without unintended outcomes. Interventions may bring benefit, may bring negative, or even
catastrophic unforeseen consequences [4]. In the existing market of social media platforms
and the world wide web this can be demonstrated by the unintended consequences of the
EU’s GDPR legislation. We propose a governance model of individual’s sensitive private
user internet data that separates user data from its application and use. We believe this
model would be a minimum imposition on technology vendors, restore the market imbalance
allowing for greater competition and new entrants, and lesson the data and information
asymmetry between social media users and vendors. In this model data at rest would not
reside with any commercial vendor but with a statutory authority as does user statistics for
bodies such as the U.S. Census Bureau, and is already in place for sensitive personal data as
in the case of the Australian Digital Health Agency.
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4.2 Working Group on Critical Thinking
Tilman Dingler (University of Melbourne, AU)
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4.2.1 Challenge Statement

How can we design layered technology support to enable critical thinking and reflection
abilities to engage with and recognise the other so they are encouraged to step out of their
silos of comfort in constructive conversations around contentious topics?

4.2.2 Working Group

This working group focused on what can be done to foster critical thinking abilities in online
users and ways of bringing media literacy education into young people’s curricula.

Other than relying on government regulation, platform policies, or technological interven-
tions, the idea was to strengthen the critical thinking abilities of online users and prevent
cognitive vulnerabilities. One of the premises of acknowledging or accepting other people’s
viewpoints is to engage with the other in the first place. The group discussed the necessity of
stepping out of people’s comfort zone and making an effort to get to know and understand
other people’s perspectives. Social media and also universities more generally tend to form
silos of comfort where like-minded people discuss topics from one congruent angle. But the
online world is made up of a plethora of perspectives, which reflects the plurality of our
society. The risk of these silos or echo chambers [1] is that people with differing viewpoints
do not engage with and, as a result, further alienate each other. Democracy is built on a
pluralistic society where viewpoints need to be discussed in the open to reach an agreement
or compromise. Being exposed to other viewpoints and the ability to critically engage,
understand and find compromise are crucial for members of our society. To build and foster
this ability, critical thinking skills and media literacy should be systematically integrated
into all levels of our education system. We should encourage students to leave their comfort
zones in an attempt to understand, learn, and re-evaluate their own standpoints.

The group collated a range of techniques and interventions to teach critical thinking
abilities, including:

Inoculation: the goal is to build psychological immunity against misinformation. This
technique has famously been applied by Roozenbeek et al. [2] in their Bad News game,
where players have to apply the tricks of the trade of misinformation to get their fictional
message out as wide as possible. The idea is that by getting exposed to common
mechanisms of creating and spreading misinformation, receivers of inoculation training
acquire the ability to spot and resist manipulation.
Debunking / Prebunking: This is the attempt to correct misinformation after (debunking)
or prior to (prebunking) exposure. This can be as simple as uncovering argument-
supporting facts or finding flaws in the argumentation itself. Cook and colleagues [3],
however, discuss in detail why people often struggle with correcting misinformation and
inaccurate beliefs and why debunking misinformation is not always straight forward.
For one, there is the risk of “backfire effects,” which arises when, rather than being
refuted, people double down on their preconceived notions. And second, there is the
role of worldviews in accentuating the persistence of misinformation. Lewandowsky et al.
created a series of writings on how to apply debunking effectively [4].

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


Tilman Dingler, Benjamin Tag, and Andrew Vargo 87

Building Empathy: the idea to put oneself into the shoe of another and walk a thousand
miles in it. Seeing the world from someone else’s perspective is crucial to understanding
where the other is coming from. Connecting and empathising are the key to meaningful
conversations, especially around critical topics. Only when we understand the other we
can have a generative dialogue, i.e., allow the other person to contribute to our knowledge
and understanding of the world around us.
Moderation: to facilitate contentious conversations, moderation might be necessary to
bring people with different views to the table. Philosopher Jürgen Habermas formulated
the ideal speech situation, a set of basic rules that are based on reason and evidence.

Efforts to integrate critical thinking education effectively into curricula of all levels need
to be based in pedagogy and philosophy. For online learning and discourse, this requires a
research agenda around measuring the effectiveness of different approaches. Which skills are
more successful in fighting off misinformation? How can we implement digital interventions
that build spaces to meet people with opposing opinions to allow them to learn about
the existence of other opinions and help them value those? And how can we measure the
effectiveness of these interventions? These questions built the basis for solution proposals
that members of the working group would like to take forward, such as:
1. Collect existing interventions and gather empirical evidence for their effectiveness. The

Prosocial Design Network1 is an online space where ideas and empirical evidence sup-
porting those is being gathered. The group would use the platform to collect ideas and
inspiration for future studies.

2. Opportunistic education: social media platforms, such as Twitter or Facebook, already
flag potential mis- or harmful information. The effect of such flags on users’ critical
thinking skills should be assessed. This requires, however, that platforms will collaborate
with researchers on conducting such experiments and data collections. Such collaborations
could be open the door to changes in regulation.

3. Tools and Methods to test interventions: we need standardised ways to test the effective-
ness of new interventions to allow benchmarking and comparison.

4. Integration of critical thinking and media literacy programs into all levels of the schooling
systems. While media literacy training has made its way into middle school education,
the quickly changing nature of the online discourse requires a frequent revisiting of these
contents and techniques. In schools, universities and vocational training.
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4.3 Human Factors and Platforms
Benjamin Tag (The University of Melbourne, AU)
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4.3.1 Challenge Statement

What are the information and presentation factors that lead to individual interpretation
of information? What are the crowd vs. central governance mechanisms employed in this
space?

4.3.2 Working Group

The members of work group “Human-Factors and Platforms” were researchers in Human-
Computer Interaction, Misinformation, and directors of research for commercial entities. The
expertise of the group members covers document analysis, social media analysis, artificial
intelligence, as well as research in trust, safety, and algorithmic responsibility. The work
group focused on the question: “What are the information and presentation factors that lead
to individual interpretation of information, and what are the crowd vs central governance
mechanisms employed in this space.” During the initial discussion session, the members
identified a series of problems underlying and deriving from this core challenge. The main
challenge that all members identified as crucial is that academic research and industry
partners have to collaborate better, i.e., more openly. Misinformation mostly spreads through
platforms built, maintained, and promoted by a relatively small group of companies. However,
while these platforms are connected to certain degrees, it is extremely difficult to control
the cross-platform migration of misinformation. As it will be difficult to design regulations
that satisfy the needs of different platforms as well as that of public and regulators, the
group agreed that the human factor rather than the infrastructural aspect of the spread of
misinformation should be put into the research focus, here especially a better understanding
of human cognitive architecture, and the development of tools to support critical thinking.
Because the most powerful way to stop misinformation is arming people against them.
This, however, should be supported by technical solutions, such as providing meta-data,
automated fact-checking, and providing warnings. Following this initial definition of the
problem statement, the work group used the 5-Whys technique to probe the causes of why
there is no solution yet to clearly identifying what is false and what is right. One problem is
that we cannot measure truth, therefore, we cannot fully trust and rely on sources, links,
and services. These often lack full transparency, and tend to hide a purpose or motivation,
e.g., biasing information in favor of large sponsors. The final conclusion of this exercise
is that people or companies often try to come ahead of others, e.g., to gain advantages in
funding through advertising, making them more powerful. The philosophical conclusion of
this exercise was that you can create power by creating your own reality, as many recent
political campaigns have shown.

Based on these findings, the group started to dive into the solution exploration through a
reverse thinking exercise. When it comes to Human Factors, the most promising solutions to
understanding why misinformation is read, believed, and distributed by humans, are “silent”
solutions. This means that researchers should use unobtrusive and non-invasive sensing
solutions to make sense of human cognition, without altering the human’s environment and
context, which potentially leads to altered behavior, e.g., through the Hawthorn Effect. Many
of the necessary sensors and technologies are already integrated in computers, smartphones,
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and wearable devices, such as smart watches. It is therefore not necessary to develop new
sensing solutions. Rather, are researchers in academia and industry required to collaborate
and better identify mutual needs and rights. Here, especially the access to information
collected by platforms, e.g., Facebook, is deemed extremely helpful to researchers, allowing
them to create insights on human behavior. The group also discussed the importance of
these collaborations intensively. Academic and industry researchers in the group agreed that
both sides have to better communicate timelines (industry and academia differ substantially),
the creation of necessary output, and the creation of IP. Finally, the work group summarized
these discussions in two research questions:
1. How can we teach people to have a healthy mix of trust and mistrust towards ma-

chines/machine output?
2. How can physiological data be used to make interactions with platforms more intuit-

ive/simple – while also protecting privacy?
These research questions informed the group’s last task, that of defining a set of short-, mid-,
and long-term projects that help tackling the identified problems. The short term projects
aim at sensing the platform impact on the user. A core issue is to develop methods that
help to anonymize (physiological) user data without making them useless in order to protect
privacy, which increases trust in the platforms, while enabling the full data analysis spectrum
to create actionable insights. Mid term projects shall take advantage of the insights, and help
researchers and developers to build intervention and nudging systems that help users follow
a more balanced information diet, while allowing for data to be shared with, e.g., coaches or
data analysis tools. To tackle the question of quantifying truth and identifying truth, the
members discussed the idea to crowd-source information from events that make the news.
Today, the majority of users carries smart devices that allow for filming, reporting, and so on.
However, the big challenge here is to protect the privacy of these citizen journalists to protect
them from becoming victims of targeted campaigns. Image processing and smart algorithms
(NLP) will allow for an analysis of these large amounts of data. Based on the short term
project, an effective way to better understand the impact platforms have on humans, is the
development of an affective middle-ware. This can not only be used for better understanding
of the impact, but also as a source for individualizing apps, news distribution and provide a
more balanced information intake. Last but not least, the group members agreed, that in
the long run, we have to aim at understanding, i.e., quantifying, how people create truth out
of information, and how they decide what information should be prioritized over other.

5 Open problems

5.1 Intellectual humility: a virtue worth pursuing in public discourse?
Nabeel Gillani (MIT – Cambridge, US)
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Intellectual humility is the recognition that what we believe might, in fact, be wrong. What
would it mean to have more intellectual humility in our online public discourse? Could
it improve how we communicate with, perceive, and ultimately treat one another? How
might we design for greater intellectual humility (e.g. through changes / additions to online
discourse platforms)? This lightning talk poses these questions and offers examples of how
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we might design tools and systems for fostering greater intellectual humility in order to foster
group discussion about the potential merits and pitfalls of more intellectual humility in our
online lives.

5.2 Open problems I found at the seminar
Koichi Kise (Osaka Prefecture University, JP)
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The issue of misinformation and disinformation is not just technical but related to different
factors such as human cognition, and social sciences. What are correct and fake are not
always clearly defined, nor shared by all people. They are often relative, depending on the
standpoints of people. Some people can be easily affected by the given (mis/dis)information,
but some cannot change their way of thinking even if it is better. This seminar was a good
starting point for me to think about the issue with the help of talented participants from a
wide variety of fields. It is mandatory to discuss the issue with such people to avoid tunnel
vision. At the beginning of the seminar, it was sometimes difficult to understand well what
speakers from different fields say. But the seminar provided me with many ways to find out
the solutions, for example, by having meals together, the short excursion, and the game
called the escape room. Some open problems I found interesting during the seminar are:
1. mechanism of human cognition that produces, being affected by mis- and dis- information.
2. computational models that reveal justifications of human beliefs about information. It

would be a good starting point to accept the fact that no recognition is possible without
prejudice, as the “ugly duckling theorem” tells us.

5.3 My Background and Work on Critical Online Reasoning
Dimitri Molerov (Universität Mainz, DE)
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I attended the Dagstuhl Seminar “Technologies to Support Critical Thinking in an Age of
Misinformation” by recommendation from Prof. Andreas Dengel’s office. His collaboration
with my supervisor Prof. Olga Zlatkin-Troitschanskaia (economics education (educational
assessment) JGU Mainz) on the cross-university initiative Positive Learning in the Age of
Information (https://www.plato.uni-mainz.de/) had led to two interdisciplinary Springer
volumes [1], including contributions by seminar participants. The “Age of Misinformation”
phrase from prior presentations may have inspired the seminar’s title, too. The focus was on
scoping improvements to learning in higher education in the face of increasing self-directed
online learning, as well as a need for more evidence-based reasoning in regard to the Internet
(Asking not only what you know, but how the discipline found out about it). Two aspects
have made it a priority topic in our research group. A) Media use surveys in the initiative
showed students’ use of online sources for learning surpassed their use of offline resources
(e.g., scripts, textbooks) (this was even pre-pandemic)[2]; B) the Internet as an uncurated
space for learning inputs (and mostly ignored space for educational research, apart from work
on curated e-learning) with all its high- and low-quality information and its preselection and
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distribution, attention-grabbing, addiction-reinforcing, and polarization mechanisms partly
opposing learning preconditions (see HumaneTech). The general idea has been that students
as Internet users need a specific skill-set for successfully acquiring reliable knowledge – the
umbrella for the collaboration has been on how to model, measure, technologically support
and foster necessary skills for students’ self-directed learning online.

In our research group, we have meanwhile specified a skill-set for assessment as Critical
Online Reasoning [3]. The concept follows known phase models, e.g., Information Problem
Solving on the Internet [4, 5], including a search/information acquisition facet, and a critical
evaluation facet (modeled as identifying cues to credibility or deficiency in online information),
but also specifies a critical reasoning facet (weighing evidence, drawing conclusions) and
expanding on the “activation” and monitoring (when do we even apply critical reflection,
given that it takes mental effort and we are all cognitive misers). In essence, the additional
thinking and behavior one has to undertake to ascertain information quality when one suspects
that perceived information and consulted sources may not be entirely dependable. Another
framing would be skills for discriminating dependable information from misinformation online.
Various assessments exist; a novel approach has been to adapt the Civic Online Reasoning
Assessment [6], which features the actual Internet and (sometimes dubious) websites to be
searched and evaluated, and thereby affords quick and ecologically valid creation of test
item stimuli. My PhD research revolves around the adaptation, modeling, and test item
design for such skills and connection to critical thinking skills. It was very heartening to
meet colleagues who are systematizing the various approaches to fostering skills.

In this vein, the work of the computer-science and developer community has been
complementary. For one, applications are built to implement educational theories and models
into learning support tools, and critical thinking online is supported in many other ways, e.g.,
automatic detection of misinformation in specific media formats. As I mentioned, to detect
misinformation, “someone has to do the thinking”, the computer or the human user; and our
job may be to (re)negotiate the share of each, as the information landscape keeps evolving,
and help optimise human-computer interaction. The study on image reverse detection and
automatic emotional labeling was an impressive presentation.

I came to Dagstuhl also to gauge interest in the following project, i.e., if someone would
like to digitize and gamify labels for (mis)information. The inspiration is John Cook’s work on
FLICC – who collected arguments by climate deniers, distilled them into common persuasion
techniques (e.g., argument patterns, tropes, fallacies) [7], optimised them didactically using
graphic icons, and also used the labels in an educational multiple-choice quiz game (Cranky
Uncle game) [8]. One next step could be to take such labels to actual social or news media
and either offer a computational pre-labeling, or more interestingly, enable users to label
their own and/or peer’s content. Having assigned “epistemic labels”, a user could review
their often evasive initial judgments of a piece of content or even single statements made in a
chat (e.g., reminding themselves of initial vague irritation) at a later point and come back to
reflect on it more thoroughly.

Social uses are envisioned, as well, from learning games to live collaboration on information
evaluation, such as in crowd-sourced fact-checking. Epistemic labels (defined in a publicly
accessible scheme or library) can go beyond verifiable facts in also highlighting undesirable
or baseless persuasion techniques, which are not strictly falsifiable, but still say misleading
and would warrant a warning (e.g., a “citation needed”/reflection needed flag from Wikis or
a friendly bias reminder). Epistemic labels can be implemented as emojis, but rather than
emotional responses, they would represent cognitive judgment snippets. Here, a future design
challenge can be to define epistemically grounded, generative labels and set fair rules for
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their interpretations, e.g., to gamify error culture or allow some space for people to learning
democracies (Here, philosophers and logicians have mapped out a good part of the agenda
and formalized reasonable discourse and truth conditions. The inquiry into truth conceptions
is far from resolved, but a minimal consensus around wanting to be internally consistent
and avoid basic fallacies can already be enough for developing tools and making progress in
public discourse).

Disinformation campaigns are a severe risk on one end of a spectrum; on the other end,
we find censorship, national/ally/block cultural media bubbles – which on a global scale
can be as polarizing, as well: exchanging national for cross-national polarization). Equally
some participants reflected back to me the apparently not so rare we-know-it-all-and-will-
teach-you-the-right-way attitude or trap that we as designers of cognitive training, such
as the inoculation approach, can fall into (and which I try to address more thoroughly in
the PhD – the short response can be external bias checks, non-domination in education,
and stressing user’s capacity development as inherent self-interest). As designers, we may
possibly ignore our own biographical, cultural, method biases – e.g., shouldn’t it seem too
one-sided to safeguard against Russian disinformation only, but remain blissfully unaware
of own embedding in other national media diets and forget about past, recent (and maybe
unknown) present propagandist efforts by governments, militaries, international business
conglomerates, one’s administration, and unwittingly participating compatriots. As one
of four-five schools of critical thinking research – apart from logical (syllogisms, fallacies
focus; recently computational argument), psychological (biases, emotions), educational (mix
and content focus), and media scientific insights – the Frankfurt school of critical thinking
has been strong in the humanities, and, e.g., with spin offs in critical pedagogy, offering
criticisms of surrounding societal power structures that shape discourses. An integration into
technology support and assessment seems to be still pending, e.g., in the form of a decision
aid when to think critically about a range of granularities from the small everyday mental
operations to large global systems (where algorithmic biases come up at pain points) to the
metacognitive reflection of when not to overthink. Higher critical thinking requirements,
involving criticism of self or own culture are difficult to assess within a government-dependent
educational system and risky to design for responsibly. Do we need to acknowledge neo-
Imperialism, as Noam Chomsky and Ray Dalio will have us, and a consequential imbalance of
consumed cultural content, perhaps even embrace it as unavoidable anthropological evolution
resulting of a human drive for power or excellence that aggregates, or do we reject domination
attempts in the political, and particularly the digital sphere, as artifacts of last-century
public administrative personnel that limits current human development? Reaching the big
questions has been easy at Dagstuhl. Coming back out with organized and fun research
designs was the grittier, but well-scaffolded part of the seminar.

How do we approach our task exactly? Researchers’ work might also stretch beyond
just picking a favorite approach between creating knowledge for the privileged few and
to educate someone who does not know better. If we take a society-wide view, the work
can be about strengthening mental capacities within one another (and building socially
reinforcing systems), leaving meetings with the best available knowledge and skills within
the largest possible N (including accepting a remainder group), and validating whether the
individual reasoners’ autonomy is preserved and strengthened and they feel their concerns
have been truly addressed – which affords them some relaxation and emotional safety to
approach more daunting questions of truth in information. As social psychology indicates,
motives for misinformation consumption are often not cognitive, but a symptom of social and
psychological conditions (e.g., power distance, lacking self-efficacy); however, pathologizing
misinformation consumption would take away the individual’s autonomy and the opportunity
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to tap into their resources, as well as blanket their possibly legitimate concerns. Telling
non-scientists to “trust the science” ignores the many cases of misinformation in science, the
somewhat fewer scandals, the somewhat large paradigm shifts under way in a given set of
disciplines at any time, basic research failures, interest, and incentive structures, and the
inability of outsiders to quantify the magnitudes. The confusion may seem daunting to resolve,
but can be more easily referenced by distinguishing disciplinary/within-method knowledge
gain (critical question: am I being methodologically rigorous, avoiding thought traps), from
interdisciplinary/cross-method knowledge gain (critical thinking: does my method apply to
the problem? How much do I gain from different approaches?).

Not only preventing misinformation intake, supporting reevaluation of contaminated
mindware. It is illusory (and possibly limiting) to safeguard users from being exposed to
or rejecting any and all encountered online misinformation; some of it will find a way to
seep in. Perhaps, the discussion needs to shift to (tolerable) percentages and thresholds of
within- and between person misinformation. It seems equally important to admit that users
have already been confused from different sources and support them in learning to regularly
reevaluate their acquired misconceptions and “contaminated mindware”[9]. Debiasing and
debunking are two successful approaches discussed.

Another still undervalued bundle of approaches is highlighting and insisting on positive
conversation and evidence standards and strengthening virtuous communication techniques
and patterns. How can these be supported technologically needs further discussion? This
one has the advantages of refocusing conversation from problems to existing communicative
solutions, being less threatening to the ego, and addressing prevalent cultural skepticism in
other’s intellectual rigor with grounding.

Overall, the visit to Dagstuhl helped me better understand some of the concepts of
prior work on interventions against misinformation (e.g., inoculation theory, pre/debunking,
debiasing), get a glimpse of what is being done on the technology and legal side, and meet
important proponents and seasoned experts (e.g., Stephan Lewandowsky), while fleshing out
project ideas. The sense of community-building and not having to tackle huge challenges
alone was as nourishing as the Dagstuhl menu, beautiful nature, and the deep calm of the
information scientist. The Outing was a special treat – pondering on media consumption
habits and intellectual humility – while having your (lack of) misinformation (trivia knowledge)
handed back to you. Much appreciated!

At the seminar, our work group agreed that labeling of information quality at several
layers was one important goal for future projects, though precise frameworks are still scarce.

My proximate contribution going forward has been to collect and attempt to classify
types of dis- and misinformation, together with example cues, and the search process phase
they occur in. I aim to provide this in wiki format. Feedback on how to make classes easily
machine-referencable will be much appreciated.
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5.4 Critical Thinking and Misinformation in Academic Research
Andrew Vargo (Osaka Prefecture University – Sakai, JP)
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Most of the research regarding misinformation that is spread online typically focuses on
news and fake news (generally of a political or societal nature). While this is certainly an
important and interesting topic, my focus is in knowledge-sharing in technical domains. One
of the most fruitful aspects of the Seminar was the wide-ranging discussions held about trust,
authority, and misinformation in academic research. In an age in which numerous papers
use opaque data mining techniques and questionable data science, it is difficult to assign
veracity to each research article. Doing so requires both technical (the academic field may
vary) and domain expertise (the area on which the data is extracted may require specialized
information) from a reader to call into question what is likely true and what is possibly
not. The group discussion was very interesting and participants explored their experiences
with problematic research areas and claims. It seems that what we think we know is often
a product of repetition. If venues publish and promote research that have questionable
conclusions based on flawed methodology, this can perpetuate more research using the same
flawed techniques. This eventually creates something that we think as objective truth in the
field.

This has spurred an interest in investigating the network relationship between published
papers we can identify as having questionable methodologies and conclusions and their impact
on the wider research community. This hopefully will uncover how deeply misinformation
spreads in academic research and allow us to develop critical thinking tools for academics.
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