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Abstract
We study the geometry of reachability sets of continuous vector addition systems with states (VASS).
In particular we establish that they are “almost” Minkowski sums of convex cones and zonotopes
generated by the vectors labelling the transitions of the VASS. We use the latter to prove that short
so-called linear path schemes suffice as witnesses of reachability in continuous VASS. Then, we give
new polynomial-time algorithms for the reachability problem for linear path schemes. Finally, we
also establish that enriching the model with zero tests makes the reachability problem intractable
already for linear path schemes of dimension two.
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1 Introduction

Vector Addition Systems with States (VASS, for short) are rich mathematical models for the
description of distributed systems, as well as chemical and biological processes, and more [19].
A VASS essentially consists of a finite-state machine whose transitions are labelled with
integer vectors. Besides the current state, a configuration of the VASS also comprises the
current values of a set of counters. When a transition is taken, the state of the machine
changes and the values of the counters are updated by adding to them the vector that labels
the transition. VASS arise naturally as an arguably-cleaner model than Petri nets, due to
their reachability problem being polytime-interreducible with that of Petri nets.

While VASS are a very expressive model of concurrency that admits algorithmic analysis,
the complexity of several associated decision problems is prohibitively high. For instance,
the reachability problem, which asks “is a given target configuration reachable from a given
initial configuration?”, was recently proved to be Ackermann-complete [6, 15, 14].

Continuous VASS were introduced by Blondin and Haase [2] as an alternative to con-
tinuous Petri nets [7] which trade off the ability to encode discrete information in favor of
computational and practical benefits. Their only difference compared to VASS concerns how
the counters are updated: In continuous VASS, when a transition is taken, the machine is
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11:2 The Geometry of Continuous VASS
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Figure 1 From q0, with initial counter values 0, the state q2 can be reached with counter values
{(3i + a, 6i + b) | (a, b) ∈ {(0, 0), (1, 1)}, i ∈ N}; with continuous semantics, it can be reached with
counter values x + y where x ∈ {(0, 0)} ∪ {(a, b) | 0 < a, b ≤ 1} and y lies on the ray {(i, 2i) | i ∈ N}.

allowed to scale the update vector by some scalar 0 < α ≤ 1 before adding it to the current
counter values (see Figure 1). In contrast to the situation with “discrete” VASS, the computa-
tional complexity of the reachability problem for continuous VASS is relatively low. Namely,
in [2] the reachability problem for continuous VASS is shown to be NP-complete while the
complexity of the same problem for discrete VASS is Ackermann-complete [6, 15, 14].

Despite the relatively low computational complexity, NP is not universally considered as
tractable. The only subcase previously known to be in P was that of cyclic reachability when
counters are allowed to hold negative values. It is also worth noting that the aforementioned
NP upper bound is obtained by encoding the reachability problem into the existential
fragment of the first-order theory of the reals with addition and order. It is natural to
ask whether more efficient algorithms or encodings into “simpler” logics exist, e.g. linear
programming, even if only for particular subcases.

Fixed-dimension VASS. The relatively new Ackermann lower bound for VASS reachability
has renewed interest in what could be named the Bordeaux-Warsaw program: the study of
the computational complexity of the reachability problem for low-dimensional VASS and
extensions thereof (see, e.g., [4, 3, 5, 8]). In such cases, there may be efficient algorithms for
the problem and, to quote Czerwiński and Orlikowski [6], “it is easier to [design] sophisticated
techniques working in a simpler setting [that might] result in finding new techniques useful in
much broader generality.” For dimensions 1 and 2 (and counter updates encoded in binary)
the problem is NP-complete [12] and PSPACE-complete [1], respectively.

An important structural restriction on VASS which is often used as an intermediate step
in establishing upper bounds is that of flatness, i.e. disallowing nested cycles. In fact, the
upper bounds for dimensions 1 and 2 mentioned above can be seen as a consequence of such
VASS being effectively flattable [16]. A further restriction consists of asking that the set of
all runs of the VASS can be represented by a single regular expression π0χ+

1 . . . πn−1χ+
n πn

over the transitions. Such VASS are called linear path schemes (LPS, for short). Linear path
schemes played an essential role in [1], where it is shown that for any path that witnesses
reachability, there exists a linear path scheme that also witnesses reachability.

VASS variants. In this work we study continuous VASS. For complexity matters, we assume
all counter updates are encoded in binary. As decision problems, we focus on reachability
(via a path that might make the counters negative); nonnegative reachability, i.e. reachability
via a path that keeps the counters nonnegative at all times; and zero-test reachability,
corresponding to reachability with the added constraint that some states can only be visited
with value zero for a designated counter. We summarize known and new results in Table 1.
Below, we give a textual account of the complexity bounds from the table.

(Discrete) Reachability. The NP-hardness bound for LPS can be shown using a simple
reduction from the SubsetSum problem with multiplicities, i.e. summands can be added
more than once. The latter is known to be NP-complete, see e.g. [9, Proposition 4.1.1].
The upper bound for the general case is folklore and is proven in [11] even with resets.



S. Almagor, A. Ghosh, T. Leys, and G. A. Pérez 11:3

Continuous reachability. The NP-hardness bound for flat VASS is stated in [2, Lemma
4.13(a)] for nonnegative reachability but the reduction establishes it for reachability as
well. The upper bound for the general case follows from [2, Corollary 4.10]. Membership
in P for LPS can be derived from [2, Theorem 4.15] which states that continuous cyclic
reachability is in P. In this work, we give an alternative algorithm for continuous cyclic
reachability and present a full decision procedure for continuous reachability for LPS.

Nonnegative reachability. For fixed dimension d, only an Fd+O(1) upper bound is known
[15]. NP-hardness for LPS follows from the same proof as for reachability since the
construction has no negative updates. Finally, the NP upper bound for flat VASS is
folklore: (nonnegative) reachability in flat VASS can be encoded into existential Presburger
Arithmetic (PA), a theory whose decidability is NP-complete (see, e.g., [10]).

Continuous nonnegative reachability. The NP upper and lower bounds for the general and
flat cases follow from (the proofs of) the same results in the continuous reachability case.
For the P upper bound, however, one cannot rely on [2, Theorem 4.15]. In fact, cyclic
reachability (for general dimensions) is NP-hard in the continuous nonnegative case [2,
Lemma 4.13(b)]. This is, thus, the first novel complexity bound we establish.

Zero-test reachability. The NP-hardness bound for LPS is a consequence of reachability
being a subcase of zero-test reachability. The matching upper bound for flat VASS is an
extension of the classical encoding into PA which accounts for linear constraints imposed
by the zero tests on cycles. Finally, the general model is also known as Minsky machines
and its reachability problem was proven undecidable by Minsky himself [17].

Continuous zero-test reachability. The NP-hardness for flat VASS is a consequence of
reachability being a subcase of zero-test reachability. For LPS, the lower bound is novel
and points to continuous zero-test reachability not being a suitable approximation of the
discrete case. The general case is undecidable in dimension 4 or higher [2, Theorem 4.17].

Our contributions. Our main contribution is a geometrical understanding of the reachability
sets of continuous VASS (see Theorem 1, Theorem 5, and Theorem 7). The latter allows us
(1) to prove that short LPS suffice as witnesses of (nonnegative) reachability (see Theorem 11
and Theorem 18), and (2) to give new algorithms for the reachability problem for LPS (see
Theorem 13 and Theorem 19) via encodings of their reachability sets into tractable theories.
Namely, we stay within linear programming solutions to enable efficient implementation of
our algorithms. Finally, we establish that zero-test reachability for LPS is NP-hard even in
dimension 2 (Theorem 21).

Table 1 Summary of computational complexity results for the reachability problem for VASS of
fixed dimension. We write lower bounds for simpler cases and upper bounds for more general ones.
New results are shown in green (upper) and red (lower bounds).

Discrete Continuous
Problem General Flat LPS General Flat LPS

Reachability in NP = NP-hard in NP NP-hard in P
Nonneg. reach. in Ackermann in NP NP-hard in NP NP-hard in P
Zero-test reach. Undecidable in NP NP-hard Undecidable NP-hard NP-hard

MFCS 2023



11:4 The Geometry of Continuous VASS

2 Preliminaries

In this work, Q>0 denotes the set of all strictly positive rational numbers; and Q≥0, all
nonnegative ones – including 0. Similarly, N, i.e. the set of all natural numbers, includes 0,
however N>0 does not.

Let d be a positive integer. For any x ∈ Qd, and r ∈ R, we define the open ball of radius
r around x as usual: Br(x) = {y ∈ Qd : ∥x − y∥2 < r}. Let X ⊆ Qd. Then, the interior of
X is int(X) = {x ∈ X | ∃ε > 0, Bε(x) ⊆ X}; the closure of X is cl(X) = {x ∈ Qd | ∀ε >

0, Bε(x) ∩ X ̸= ∅}; and the boundary of X is bd(X) = cl(X) \ int(X). Finally, we define the
relative interior of X, relint(X), as its interior with respect to its embedding into its own
affine hull as follows: relint(X) = {x ∈ X | ∃ε > 0, Bε(x) ∩ aff(X) ⊆ X}.

Let G ⊆ Qd be a set of (generating) vectors. We write cone(G) to denote the (rational
convex) cone {

∑k
i=0 aigi | k ∈ N, gi ∈ G, ai ∈ Q≥0}. The (linear) span of G is defined as

follows: span(G) = {
∑k

i=0 aigi | k ∈ N, gi ∈ G, ai ∈ Q}. Finally, the affine hull aff(G) of
G is the set {

∑k
i=0 aigi | k ∈ N, gi ∈ G, ai ∈ Q,

∑k
i=0 ai = 1}. (In particular, note that if

0 ∈ G then aff(G) = span(G) = span(H), for some H ⊆ G with cardinality at most d.)

2.1 Continuous VASS

Let d be a positive integer. A continuous VASS V of dimension d is a tuple (Q, T, ℓ) where
Q is a finite set of states, T ⊆ Q × Q is a finite set of transitions, and ℓ : T → Qd assigns an
update label to every transition.

Paths and runs. A configuration c ∈ Q×Qd is a tuple consisting of a state and the concrete
values of the d counters of the VASS. We denote the configuration (p, x) by p(x).

A path π is a sequence (p1, p2)(p2, p3) . . . (pn−1, pn) ∈ T ∗ of transitions. We write |π| to
denote the length of the path, i.e. |π| = n−1. A run ρ is a sequence q1(x1)q2(x2) . . . qn(xn) of
configurations such that for all 1 ≤ i < n we have: (qi, qi+1) ∈ T and xi+αi·ℓ(qi, qi+1) = xi+1
for some αi ∈ Q with 0 < αi ≤ 1. Often, we refer to the αi as the coefficients of the run.
We say ρ induces the path (q1, q2) . . . (qn−1, qn). Conversely, we sometimes say a run is lifted
from a path. For instance, π can be lifted to a run p1(y1) . . . pn(yn) by fixing p1(y1) as
initial configuration and by choosing adequate coefficients αi for all transitions.

As a more concrete example, consider the path (q0, q1), (q1, q2), (q2, q3) in Figure 1, whose
transitions are labelled by (1, 0) and (0, 1). Starting from the configuration (0, 0) and using
the coefficients α1 = 0.3 and α2 = 0.5 this path lifts to the run q0(0, 0)q1(0.3, 0)q2(0.3, 0.5).

We consider continuous VASS in a setting where only nonnegative counter values are
allowed, denoted Q≥0VASS; and one which allows negative counters, denoted QVASS.

Reachability. Let p(x) and q(y) be two configurations. We say q(y) is reachable from p(x),
denoted p(x) ∗−→ q(y), if there exists a run whose first and last configurations are p(x) and
q(y) respectively. For a path π, we write p(x) π−→ q(y) if, additionally, such a run exists which
can be lifted from π. Given a configuration p1(x) and a state q, we define the reachability
set of a path π = (p1, p2) . . . (pn−1, pn) or a set P of paths below.

Reachx(π) = {y ∈ Qd | p1(x) π−→ pn(y)} Reachx(P ) =
⋃

π∈P Reachx(π)

If x = 0 then we write simply Reach(π) and Reach(P ).
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3 The Geometry of QVASS Reachability Sets

In this section we discuss the geometry of the reachability sets in continuous VASS of
dimension d. We first discuss paths and cycles separately. Then, we show that for solving
the reachability problem, we only need to take short linear path schemes into consideration.

3.1 The geometry of reachability sets for cycles
For this section, we fix a cycle χ = (p1, p2) . . . (pm, pm+1), with p1 = pm+1. We study the
geometry of the set Reach(χ+), where χ+ stands for {χk | k ∈ N>0}.

Intuitively, following χ allows us to add a scaled version of each transition vector along χ

arbitrarily many times, with the proviso that the scaling is strictly positive (the restriction
to scale up to 1 disappears since we can repeatedly take the cycle). Thus, we can intuitively
reach the interior of a cone, i.e. a positive linear combination of the vectors along χ. For
example, a cycle with vectors (1, 0) and (0, 1) will allow us to reach {(x, y) | x > 0, y > 0}.
However, this intuition needs to be formalized carefully to account for linear dependencies
between the vectors. This may render the cone not full-dimensional, i.e. its linear span may
be a strict subspace of the vector space it is in. That would mean that the interior of the
cone is empty. However, in such cases, the reachability set still is a “flattened” version of the
interior, namely the relative interior of the cone.

3.1.1 From cycles to cones
We formalize our intuition by proving that Reach(χ+) is the relative interior of the cone
generated by G(χ) = {ℓ(pi, pi+1) | 1 ≤ i ≤ m}.

Indeed, all points x ∈ Reach(χ+) can be obtained as positive linear combinations of
generators. To any such x, we can add or subtract any generating vector and stay within
cone(G(χ)), as long as it is sufficiently scaled down. Conversely, if one can add and subtract
suitably scaled versions of all generating vectors to a point x ∈ cone(G(χ)), and remain
within cone(G(χ)), then it must be in the (relative) interior of cone(G(χ)).

▶ Theorem 1. Let G(χ) be as defined above. Then, Reach(χ+) = relint(cone(G(χ))).

Note that we consider the set G(χ) of all labels of transitions from χ, ignoring the fact
that multiple transitions can have the same label. This is justified by the following lemma
for the cycle χ with generator G(χ).

▶ Lemma 2. We have that relint(cone({λ1ℓ(pi, pi+1) | 1 ≤ i ≤ m, λi ∈ Q>0})) is equal to
{
∑m

i=1 aigi | ai ∈ Q>0}.

A concrete case: dimension 2. For intuition, we state a consequence of Theorem 1 in
dimension 2. For d = 2, a cone C is trivial if there exists v ∈ Qd such that C is a subset of
the line {r · v | r ∈ Q}, and otherwise it is full-dimensional. For a trivial cone, its relative
interior is either the entire cone (if the cone is the entire line), or the cone without 0, if the
cone is a ray. It is easy to see that for a cycle χ whose vector labellings G(χ) are co-linear
to v, the reachability set of χ+ in the continuous semantics is cone(G(χ)), excluding any
end-points (since the only possible end-point is 0 if cone(G(χ)) is a ray). For full-dimensional
cones, we can take any positive combination of the generators, but since no element of the
generators can be taken zero times, the reachability set excludes the boundary. See Figure 2
(left) for a visualization. In the following statement we write int(G(χ)) and bd(G(χ)) for
int(cone(G(χ))) and bd(cone(G(χ))) respectively.

MFCS 2023
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sG = (3, 2)

Figure 2 On the left: a cone with its boundary in blue; on the right: a zonotope with G =
{(1.5, 1), (1.5, −1), (0, 2)}, where adj(G) is drawn in blue.

▶ Corollary 3. Let G(χ) be as above. In dimension d = 2, one of the following holds.
Either cone(G(χ)) is trivial and Reach(χ+) is cone(G(χ)), excluding any end-points;
or cone(G(χ)) is nontrivial and Reach(χ+) = int(G(χ)).

3.2 The geometry of reachability sets for paths
For this section, we fix a path π = (p1, p2) . . . (pm, pm+1). Similarly to the case of cycles, we
establish a connection between Reach(π) and a type of polytope known as a zonotope.

Intuitively, since we now have a path that is taken once (rather than a cycle), the restriction
that the scaling is at most 1 comes into play, and limits us. Moreover, multiplicities of
linearly dependent vectors along the path also matter.

Zonotopes. Let G = {g1, . . . , gk} ⊆ Qd be a finite set of (generating) vectors. We write
zono(G) to denote the zonotope1 {

∑k
j=1 aigi | ai ∈ Q, 0 ≤ ai ≤ 1}.

Following our interior-based approach for cycles, we study the reachable part of the
boundary of a zonotope. We define sG as the sum of all vectors in G, or sG =

∑
g∈G g.

Additionally, we define the set adj(G) of faces of zono(G) that are adjacent to sG below. A
face of zono(G) is any nonempty intersection of zono(G) with a half-space H such that none
of the interior points of zono(G) lies on the boundary of H.

▶ Definition 4 (Adjacent Sets). We define adj(G) as the union of {sG} and all x ∈ Qd on
the relative interior of a face of zono(G) that contains sG. (See Figure 2 for intuition.)

Observe that adj(G) = ∅ whenever sG ∈ int(zono(G)).

3.2.1 From paths to zonotopes
We show Reach(π) has a close relation with a zonotope whose generator is derived from
the multiset M = [ℓ(pi, pi+1) | 1 ≤ i ≤ m]. Intuitively, we obtain from M a generator G(π)
by summing together co-linear vectors that are in the same “orientation”. For example,
the vectors (1, 0) and (2, 0) along a single path have the same effect as (3, 0), but (1, 0)
and (−1, 0) have distinct effects. Technically, this is captured by grouping together vectors
that are in the cones of each other. More formally, choose M ′ ⊆ M \ {0} such that for all
u ∈ M \ {0} there is a unique vector u′ ∈ M ′ such that u ∈ cone(u′). Then, define G(π) as
follows: G(π) =

{∑
u∈M∩cone(u′) u

∣∣∣ u′ ∈ M ′
}

.

1 Zonotope is the standard term, but since we do not use any of its special properties, the reader may
view this as a standard polytope.



S. Almagor, A. Ghosh, T. Leys, and G. A. Pérez 11:7

We show that the reachability set of π can be computed by taking zono(G(π)), and
removing its boundary except for faces adjacent to sG. The intuition behind this is similar
to that of cycles: one can add strictly positive-scaled versions of the generating vectors, and
therefore boundary elements that are obtained using 0-scales are unreachable. However, in
zonotopes there are additional boundary faces that are obtained by capping the scale at 1 on
some elements, and these are the faces adjacent to sG (with sG itself being the reachable
vector where all elements are scaled to 1).

▶ Theorem 5. Let G(π) be as above. Then, Reach(π) = relint(cone(G)) ∪ adj(G(π)).

As with cycles, compared to the multiset of all path labels, we restrict our attention to a
simpler set G of vectors. The following result connecting them is almost immediate.

▶ Lemma 6. Let x ∈ Qd. Then, there exists (a1, . . . , an) ∈ Qn such that x =
∑n

i=1 aigi

and 0 < ai ≤ 1, for all 1 ≤ i ≤ n, if and only if x ∈ Reach(π).

3.3 The geometry of reachability sets for linear path schemes
A linear path scheme (LPS, for short) is a regular expression π0χ+

1 π1 . . . χ+
n πn over the trans-

itions. Importantly, the πi are (possibly empty) paths; the χi are cycles; and π0χ1π1 . . . χnπn

is a valid path. Each LPS determines an infinite set {π0χk1
1 . . . χkn

n πn | k1, . . . , kn ∈ N>0} of
paths that follows each of the paths exactly once and each of the cycles an arbitrary number
of times. For this section, we fix a linear path scheme σ = π0χ+

1 π1 . . . χ+
n πn.

3.3.1 From LPS to cones and a zonotope
From previous developments in this work, the reader might already believe that the reachab-
ility set of an LPS can be shown to be the Minkowski sum of suitable subsets of convex cones
and zonotopes. It transpires that one can further simplify this and obtain a characterization
which involves a single zonotope and a single cone.

Below, we write G(π) to denote the generator of the zonotope for the path π0π1 . . . πn as
defined in Subsubsection 3.2.1; for each 1 ≤ i ≤ n, we write G(χi) to denote the generator of
the convex cone for the cycle χi as defined in Subsubsection 3.1.1.

▶ Theorem 7. Reach(σ) is2 relint(zono(G(π))) ∪ adj(G(π)) + relint (cone (
⋃n

i=1 G(χi))) .

To prove the theorem, we establish two intermediate results. The first one, together
with Theorem 5, already yields the first (Minkowski) summand. The result below follows
immediately from the definitions and commutativity of the Minkowski sum.

▶ Lemma 8. We have that Reach(σ) = Reach(π0π1 . . . πn) +
∑n

i=1 Reach(χ+
i ).

The next result allows us to group the sums of cycle reachability sets into a single convex
cone. Indeed, Theorem 1 and an induction on the following lemma yield the last summand
from Theorem 7.

▶ Lemma 9. Let C and C ′ be cones with generators G and G′ respectively. Then, C + C ′ =
cone(G ∪ G′) and relint(C + C ′) = relint(C) + relint(C ′).

2 To avoid clutter, we omit some parentheses: union has higher precedence than Minkowski sum.

MFCS 2023
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4 The Complexity of QVASS Reachability

In this section, we use our results concerning the geometry of reachability sets to give an
NP decision procedure for the reachability problem.

▶ Theorem 10. Given a QVASS of dimension d, and two configurations p(x) and q(y),
determining whether p(x) ∗−→ q(y) is in NP.

First, without loss of generality, we assume x = 0. Indeed, p(x) ∗−→ q(y) if and only if
p(0) ∗−→ q(y − x). In the following we prove that if p(0) ∗−→ q(x) then there is an LPS σ such
that p(0) π−→ q(x) for some π ∈ σ and σ has size polynomial on the number of transitions
|T | and on the dimension d. Then, we show that checking whether p(0) ∗−→ q(x) under a
given linear path scheme is decidable in polynomial time. It follows that to check whether a
configuration is reachable, in a general QVASS, one can guess a polynomial-sized LPS and
check whether the corresponding configuration is reachable in it.

4.1 Short linear path schemes suffice
Presently, we argue that for any path we can find an LPS with a number of cycles that is
polynomial in the number of transitions of the QVASS and the dimension such that all paths
and cycles are simple, the set of transitions in the LPS is the same as that in the path, and
the reachability set of the LPS includes that of the path.

For convenience, we define the support of a path π = t1 . . . tn as the set of all transitions
that are present in the path: JπK = {ti | 1 ≤ i ≤ n}. For an LPS σ = π0χ+

1 . . . χ+
n πn, its

support is JσK = Jπ0K ∪
⋃n

i=1 (JχiK ∪ JπiK).

▶ Theorem 11. Let π be an arbitrary path. Then, there exists a linear path scheme
σ = π0χ+

1 π1 . . . χ+
n πn, with n ≤ |T |, such that all πi and χi are simple paths and cycles,

respectively, JπK = JσK, and Reach(π) ⊆ Reach(σ).

Most properties of the LPS in the result above follow from considering an LPS with
minimal length, with the length of an LPS defined as |σ| = |π0| +

∑n
i=1 |χi| + |πi|. The main

technical hurdle is thus the upper bound on the number of cycles. Our approach is to remove
cycles whose support is covered by other cycles. The result below, which follows directly
from Theorem 1 and Lemma 9, gives us that flexibility. As in Subsection 3.3, we write G(χ)
to denote the generator of the convex cone for χ, i.e. G(χ) = {ℓ(t) | t ∈ JχK}.

▶ Lemma 12. Let χ be a cycle and C be a set of cycles. If JχK ⊆
⋃

θ∈CJθK then Reach(χ+) +∑
θ∈C Reach(θ+) =

∑
θ∈C Reach(θ+).

Hence, to check whether a configuration is reachable in a general QVASS, one can guess a
polynomial-sized LPS and check whether the corresponding configuration is reachable in it.
To conclude membership in NP, it remains to argue that the latter check can be realized in
polynomial time.

4.2 Reachability for linear path schemes is tractable
In this section, we show that determining whether a configuration is reachable via a linear
path scheme is decidable in polynomial time.

▶ Theorem 13. Given LPS σ and x, y ∈ Qd, determining whether y ∈ Reachx(σ) is in P.
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Based on Theorem 7 and the geometric characterizations of the reachability sets of cycles
and paths, it suffices to show how to determine whether there exist z, c ∈ Qd in a zonotope
and a cone, respectively, such that y = z + c. To do so, we make Lemma 6 and Lemma 2
effective by encoding them into systems of linear inequalities with strict-inequality constraints.
It is known that the feasibility problem for linear programs is decidable in polynomial time
even in the presence of strict inequalities (see, e.g., [18, Ch. 8.7.1]).

Henceforth, we fix an LPS σ = π0χ+
1 π1 . . . χ+

n πn. We also adopt the notation from
Subsection 3.3: G(π) denotes the generator of the zonotope for the path π0π1 . . . πn; and
G(χi) the generator of the cone for χi for each 1 ≤ i ≤ n.

4.2.1 Encoding the zonotope
Let G(π) = {g1, . . . , gm}. We now define the matrix A ∈ Qd×(m+d) and the vector a ∈ Qd:

A =


(g1)1 (g2)1 . . . (gm)1 −1 0 . . . 0
(g1)2 (g2)2 . . . (gm)2 0 −1 0 . . .

...
...

...
...

...
...

. . .
...

(g1)d (g2)d . . . (gm)d 0 . . . 0 −1

 and a = (0, . . . , 0), (1)

Further, we define the matrix B ∈ Qm×(m+d) and the vector b ∈ Qm as:

B =
(
I 0 . . . 0

)
and b = (1, 1, . . . , 1), (2)

where I is the m × m identity matrix and 0 is the m × 1 zero vector. Finally, we define
C ∈ Qm×(m+d) and c ∈ Qm as follows.

C =
(
−I 0 . . . 0

)
and c = (0, 0, . . . , 0) (3)

▶ Lemma 14. Az = a ∧ Bz ≤ b ∧ Cz < c has a solution (α, y) ∈ Qm+d iff y ∈ Reach(π).

This follows immediately from the fact that, by construction, the system has a solution if
and only if there exists (α1, . . . , αm) ∈ (0, 1] such that y =

∑m
i=1 αigi, and Lemma 6.

4.2.2 Encoding the cone
The encoding for the code is even simpler, but requires we adapt our notation slightly.

Let
⋃n

i=1 G(χi) = {g1, . . . , gm}. We define the matrix A ∈ Qd×(m+d) and vector a ∈ Qd

as in Equation 1; and C ∈ Qm×(m+d) and c ∈ Qd as in Equation 3.

▶ Lemma 15. Az = a ∧ Cz < c has a solution (α, y) ∈ Qm+d iff y ∈
∑n

i=1 Reach(χ+
i ).

This time the lemma follows from Lemma 2 and because, by construction, the system has a
solution if and only if there are (α1, . . . , αm) nonnegative such that y =

∑m
i=1 αigi.

Proof of Theorem 13. The result follows from the fact that Lemma 8 can be made effective
by encoding it into a master system of linear inequalities for the zonotope and the cycle. ◀

5 The Complexity of Q≥0VASS Reachability

We now give an NP decision procedure for the reachability problem for Q≥0VASS.

▶ Theorem 16. Given a Q≥0VASS of dimension d, and configurations p(x) and q(y),
determining whether p(x) ∗−→ q(y) is in NP.

MFCS 2023
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The structure of our argument is similar to the one in Section 4: we prove that short
LPS suffice and then we prove reachability is tractable for LPS. The first part is considerably
more complicated for Q≥0VASS and it is based on the fact that short LPS exist for QVASS.
For this reason, we need additional notation: We write p(x) ∗−→ q(y) to denote that q(y) is
reachable from p(x) in a Q≥0VASS and instead use p(x) ∗

99K q(y) to denote that q(y) is
reachable from p(x) with respect to QVASS semantics (i.e. when allowing negative counter
values). Similarly, we write Reachx(·) for reachability sets w.r.t. QVASS and Reachx

≥0(·) for
that w.r.t. Q≥0VASS. We make repeated use of the following result by Blondin and Haase.

▶ Lemma 17 (From [2, Proposition 4.5]). There exists a path π such that q(x) π−→ q(y) if
and only if there exist paths π1, π2, π3 such that:
1. q(x) π2

99K q(y);
2. q(x) π1−→ q(x′), for some x′ ∈ Qd

≥0;
3. q(y′) π3−→ q(y), for some y′ ∈ Qd

≥0; and
4. JπK = Jπ1K = Jπ2K = Jπ3K.
Moreover, if item 1–item 4 hold, then y ∈ Reachx

≥0(π1π+
2 π3).

Intuitively, q(x) π−→ q(y) if the following conditions hold: first, we obviously need q(x) π2
99K

q(y), and second, we need q(x) to allow some “wiggle room” using the same transitions as π

and while keeping the counters nonnegative. Similarly, there should be wiggle room to reach
q(y) with nonnegative counters. The lemma also shows that these conditions are necessary.

5.1 Short linear path schemes suffice
We start by proving that short LPS suffice.

▶ Theorem 18. Let π be an arbitrary path such that p(x) π−→ q(y). Then, there exists a
linear path scheme σ = π0χ+

1 π1 . . . χ+
n πn, with:

n ≤ |Q|,
πi is a simple path for all 0 ≤ i ≤ n,
|χi| ≤ 4|Q|(|T | + d + 2)(|T | + 1) for all 1 ≤ i ≤ n, and
y ∈ Reachx

≥0(σ).
Let us we outline our approach to prove this. Consider a path π such that p(x) π−→ q(y).

We decompose π into π = τ0θ1τ1 · · · θnτn where the τi are simple paths separated by at most
|Q| (not necessarily simple) cycles θi. We would now like to replace each cycle θ with a
short LPS χ+, as per the third item in Theorem 18. Note that we cannot readily do so
using Theorem 11, as it does not guarantee nonnegative reachability. We thus take a more
elaborate approach, as follows.

Consider a cycle θ. By applying Lemma 17, we can replace θ by an LPS π1π+
2 π3.

We now apply Theorem 11 to π2, thus obtaining an LPS σ = µ0ζ+
1 µ1 · · · ζ+

mµm such that
Reachz(π2) ⊆ Reachz(σ) for all z (note that nonnegativity is no longer maintained). Recall
that our goal is to represent π+

2 as an LPS, so we cannot use σ+, as it is not an LPS.
Instead, we show that by looking at the concrete path σ = µ0ζ1µ1 · · · ζmµm we have
Reachz(π+

2 ) ⊆ Reachz(σ+), and σ+ is an LPS.
The next challenge is to plug back σ+ as part of an LPS for θ. To do so, we need to find

LPS for π1 and π3. We show that this is possible. We can now use Lemma 17 again, in the
opposite direction, to conclude that π1π+

2 π3 can be described by an LPS with appropriate
bounds, retaining nonnegative reachability.



S. Almagor, A. Ghosh, T. Leys, and G. A. Pérez 11:11

5.2 Reachability for linear path schemes is tractable
As in the QVASS case, here we are able to prove that determining whether a configuration is
reachable via an LPS is decidable in polynomial time.

▶ Theorem 19. Given LPS σ and x, y ∈ Qd
≥0, determining if y ∈ Reachx

≥0(σ) is in P.
Once more, our argument relies on an encoding into a system of linear inequalities. How-
ever, in contrast to QVASS, the encoding is slightly less elegant. For each path π =
(p1, p2) . . . (pm, pm+1) occurring inside σ, instead of encoding an (affine) zonotope into a
system of linear equalities, we focus directly on the m steps of the path.

Let bi = ℓ(pi, pi+1) for all 1 ≤ i ≤ m. We will use the bi instead of the zonotope basis
G(π) of Subsection 4.2. We now adapt the system from Subsection 4.2 to account for the
nonnegativity of partial sums induced by the path prefixes. Recall A, a, B, b, C, and c as
defined in Equation 1, Equation 2, and Equation 3. We introduce d + md new variables –
the first d account for an initial vector x, and the remaining md represent the intermediate
values of the path after each transition.

Intuitively, we obtain from the above matrices new ones, denoted A′, a′, B′, b′, C′

so that A′ includes the constraints
∧d

k=1
∧m

n=1

(
xk +

∑n
j=1(bj)kzj

)
= zm+2d+(n−1)d+k ≥ 0.

We thus have the following.

▶ Lemma 20. For a path π, the system A′z = a′ ∧B′z ≤ b′ ∧C′z < c′ of linear inequalities
has a solution (α, y, x, ι) ∈ Qm+2d+md if and only if p1(x) π−→ pm+1(y).

Proof of Theorem 19. By Lemma 20, it suffices to argue that nonnegative reachability via a
cycle χ+ of σ can also be encoded into a system of linear inequalities. For this, we make use of
the “if” direction of Lemma 17, which for χ+ amounts to p(x) χ+

−−→ p(y) iff (1) p(x)
χ+
999K p(y),

(2) p(x) χ−→ p(x′) for some x′ ∈ Q≥0, (3) p(y′) χ−→ p(y) for some y′ ∈ Q≥0. Condition 1 can
be encoded in a system of linear inequalities by Lemma 15, and conditions 2 and 3 can be
encoded in such systems too as per Lemma 20. We can now conjoin the systems for the
paths and cycles to obtain a master system of linear inequalities of polynomial size. ◀

6 The Complexity of Reachability with Zero Tests

We now argue that the reachability problem for continuous VASS with zero tests is NP-hard,
already for LPS of dimension 2. For convenience, we state the result for QVASS. However,
we note that the same proof establishes the result for Q≥0VASS.

We start by formally defining the model. A continuous VASS V of dimension 2 with zero
tests is a tuple (Q, t, ℓ, Z1, Z2), where V ′ = (Q, t, ℓ) is a continuous VASS and Zi ⊆ Q for
i = 1, 2. A run ρ = q1(x1) . . . qn(xn) of such a VASS is a run of V ′ such that, additionally,
for all 1 ≤ i ≤ n we have that if qi ∈ Zj , for some j ∈ {1, 2}, then (xi)j = 0. That is, any
run that reaches a state in Zj must be such that the the value of the j-th counter is 0 then.

▶ Theorem 21. For every d ∈ N, d ≥ 2, given a QVASS (or Q≥0VASS) of dimension d, and
two configurations p(x) and q(y), determining whether p(x) ∗−→ q(y) is NP-hard, even for
linear path schemes of dimension 2.

We reduce from the PrimeCover problem: Given a set X of prime numbers and a
collection S of subsets of X, with T ∈ N, determine whether there is a subset S′ ⊆ S

such that
∏

s′∈S′
∏

p∈s′ p = T . It is straightforward to prove PrimeCover is NP-hard by
reduction from the the ExactCover problem [13].

MFCS 2023
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Figure 3 In the dotted blue box, a multiplier gadget is shown: the state above is an element of
Z1 (noted by x = 0) while the state below is an element of Z2 (noted by y = 0); The whole LPS
encodes an instance of PrimeCover with S = {s1, s2, . . . , sn} – recall that di =

∏
p∈ci

p.

Now, for each s ∈ S we create multiplier gadgets as depicted in Figure 3 where d =
∏

p∈s p

and e = ⌈log2(
∏

s∈S

∏
p∈s p)⌉ + 1, and we link them in an LPS with transitions (qi, qi+1), for

1 ≤ i ≤ |S|, labelled with (0, 0) updates (see Figure 3). We claim that PrimeCover has a
positive answer if and only if q1(1, 0) ∗−→ q|C|(T, 0) in the constructed LPS.

7 Conclusion

We gave geometrical characterizations for the reachability sets of continuous VASS and
their flat and LPS restrictions. Using these, we showed that polynomial-sized LPS suffice
as witnesses of reachability and that reachability in linear path schemes is tractable. In
addition, we sharpened hardness results in the presence of zero tests: it is NP-hard already
for dimension two.
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