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Preface

The Annual Symposium on Combinatorial Pattern Matching is the international research
forum in the areas of combinatorial pattern matching, string algorithms and related applic-
ations. The objects people work on include trees, regular expressions, graphs, point sets,
and sequences. The goal is to design efficient algorithms based on the properties of these
structures. The problems dealt with include those in bioinformatics and computational
biology, coding and data compression, combinatorics on words, data mining, information
retrieval, natural language processing, pattern matching and discovery, string algorithms,
string processing in databases, symbolic computation and text searching and indexing.

This volume contains the papers presented at the 29th Annual Symposium on Combinat-
orial Pattern Matching (CPM-2018) held on July 2-4, 2018 in Qingdao, China. CPM-2018
was run jointly with COCOON-2018. In fact, it is the first time that CPM is held in China.

The conference program included 24 contributed papers and three invited talks, held
jointly with COCOON-2018. The three invited talks are by Ming Li (University of Waterloo,
Canada), on “Challenges from cancer immunotherapy”; Russell Schwartz (Carnegie-Mellon
University, USA), on “Reconstructing tumor evolution and progression in structurally variant
cancer cells”; and Michael Segal (Ben-Gurion University of the Negev, Israel), on “Privacy
aspects in data querying”.

The contributed papers were selected out of 38 submissions, giving an acceptance ratio of
63%. Each submission was reviewed by at least three Program Committee members (who
might have been assisted by external reviewers, all listed below). We thank all the Program
Committee members and external reviews for their hard work, on which this excellent
scientific program is based.

The Annual Symposium on Combinatorial Pattern Matching started in 1990, and has
taken place annually since then. Previous CPM meetings were held in Paris, London (UK),
Tucson, Padova, Asilomar, Helsinki, Laguna Beach, Aarhus, Piscataway, Warwick, Montreal,
Jerusalem, Fukuoka, Morelia, Istanbul, Jeju Island, Barcelona, London (Canada), Pisa, Lille,
New York, Palermo, Helsinki, Bad Herrenalb, Moscow, Ischia, Tel Aviv, and Warsaw. From
the 3rd to the 26th meeting, all the proceedings were published in the LNCS (Lecture Notes
in Computer Science) series. Since 2016, CPM proceedings have been published in the LIPIcs
(Leibniz International Proceedings in Informatics) series, as volume 54 (CPM-2016) and
volume 78 (CPM-2017) respectively.

The submission and review process was carried out with EasyChair. We thank the CPM
Steering Committee for all the advice and support. We thank Haitao Jiang and Daming
Zhu (and their students) at Shandong University for their extensive involvement and local
arrangements. Finally we would like to thank the National Natural Science Foundation of
China for providing generous financial support to the conference.

Gonzalo Navarro
David Sankoff

Binhai Zhu
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Maximal Common Subsequence Algorithms
Yoshifumi Sakai
Graduate School of Agricultural Science, Tohoku University
468-1, Aza-Aoba, Aramaki, Aoba-ku, Sendai 980-0845, Japan
yoshifumi.sakai.c7@tohoku.ac.jp

Abstract
A common subsequence of two strings is maximal, if inserting any character into the subsequence
can no longer yield a common subsequence of the two strings. The present article proposes a
(sub)linearithmic-time, linear-space algorithm for finding a maximal common subsequence of two
strings and also proposes a linear-time algorithm for determining if a common subsequence of
two strings is maximal.

2012 ACM Subject Classification Theory of computation → Pattern matching

Keywords and phrases algorithms, string comparison, longest common subsequence, constrained
longest common subsequence

Digital Object Identifier 10.4230/LIPIcs.CPM.2018.1

1 Introduction

A subsequence of a string of characters is obtained from the string by deleting any number of
not necessarily contiguous characters at any position. A common subsequence of two strings
can be though of as a pattern common to the strings. A common subsequence is maximal,
if inserting any character into the subsequence can no longer yield a common subsequence.
Hence, any common subsequence can be found as a subsequence of some maximal common
subsequence. The present article considers the problem of finding a maximal common
subsequence of two strings both of length O(n) over an alphabet set of O(n) characters for
some positive integer n and also considers the problem of determining if a given common
subsequence of the two strings is maximal.

A longest one of maximal common subsequences is called a longest common subsequence
(an LCS). It is well known that the dynamic programming algorithm of Wagner and Fisher
[10] finds an LCS of two O(n)-length strings in O(n2) time and O(n2) space. Moreover,
the divide-and-conquer version developed by Hirschberg [6] reduces the required space to
O(n) without increasing the asymptotic execution time. On the other hand, Abboud et al.
[1] revealed that, for any positive constant ε, there exist no O(n2−ε)-time algorithms for
computing the LCS length, unless the strong exponential time hypothesis (SETH) [7, 8]
is false. This immediately implies that, under assumption of SETH, neither an LCS can
be found nor whether a common subsequence is an LCS can be determined in O(n2−ε)
time. Problems of finding a conditional LCS have also been considered. The constrained
LCS (CLCS) problem [9, 3] (also called the SEQ-IC-LCS problem [2]) and the restricted
LCS (RLCS) problem [5] (also called the SEQ-EC-LCS problem [2]) are such problems.
Given a common subsequence P as essentially “relevant” (resp. “irrelevant”) to relationship
between the two strings, the CLCS (RLCS) problem consists of finding an LCS that has
(resp. does not have) P as a subsequence and was shown to be solvable in O(n3) time [3]
(resp. [5, 2]). From definition, the CLCS found is maximal. In contrast, the RLCS found is
not necessarily maximal and, unless maximal, the RLCS might not be very informative in

© Yoshifumi Sakai;
licensed under Creative Commons License CC-BY
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1:2 Maximal Common Subsequence Algorithms

certain applications because it is just obtained from some common subsequence, which has
the “irrelevant” P perfectly as a subsequence, only by deleting a single character.

The reason why it takes at least an almost quadratic time to find an LCS or a conditional
LCS as a pattern common to the two strings is due to condition that the pattern to be
found should have a maximum length. Possibly for an analogous reason, the best asymptotic
running time known for finding a shortest maximal common subsequence of two strings
remains cubic [4]. The present article shows that, ignoring such conditions with respect to
the length of a maximal common subsequence to be found, we can find a maximal common
subsequence much faster, by proposing an O(n log logn)-time, O(n)-space algorithm. This
algorithm can also be used to find a constrained maximal common subsequence, which hence
has P as a subsequence, in the same asymptotic time and space, where P is an arbitrary
common subsequence given as a “relevant” pattern. It is also shown that we can determine
whether any given common subsequence, such as an RLCS, is maximal further faster, by
proposing an O(n)-time algorithm.

This article is organized as follows. Section 2 defines notations and terminology used
in this article. Section 3 proposes an O(n log logn)-time, O(n)-space algorithm that finds
a maximal common subsequence of two strings of length O(n). Section 4 modifies the
above algorithm so as to output a maximal common subsequence having a given common
subsequence as a subsequence in the same asymptotic time and space. Section 5 proposes an
O(n)-time algorithm that determines if a given common subsequence is maximal. Section 6
concludes this article.

2 Preliminaries

For any sequences S and S′, let S ◦ S′ denote the concatenation of S followed by S′. Let ε
denote the empty sequence. For any sequence S, let |S| denote the length of S. For any index
i with 1 ≤ i ≤ |S|, let S[i] denote the ith element of S, so that S = S[1] ◦ S[2] ◦ · · · ◦ S[|S|].
A subsequence of S is a sequence obtained from S by deleting elements at any position, i.e.,
S[i1] ◦ S[i2] ◦ · · · ◦ S[il] for some indices i1, i2, . . . , il with 0 ≤ l ≤ |S| and 1 ≤ i1 < i2 < · · · <
il ≤ |S|. For any sequences S and S′, we say that S contains S′, if S′ is a subsequence of S.
For any indices i′ and i with 0 ≤ i′ ≤ i ≤ |S|, let S(i′, i] denote the contiguous subsequence of
S consisting of all elements at position between i′+ 1 and i, i.e., S[i′+ 1] ◦S[i′+ 2] ◦ · · · ◦S[i].
Note that S(i, i] = ε. We call S(i′, i] a prefix (resp. suffix) of S, if i′ = 0 (resp. i = |S|).

Let Σ = {c1, c2, · · · , c|Σ|} be an alphabet set of |Σ| characters, which are totally ordered.
A string is a sequence of characters over Σ. For any strings X and Y , a common subsequence
of X and Y is a subsequence of X that is also a subsequence of Y . We say that X and Y
are disjoint, if they have no non-empty common subsequences. Let a common subsequence
W of X and Y be maximal, if inserting any character into W can no longer yield a common
subsequence of X and Y .

3 Algorithm for finding a maximal common subsequence

This section proposes an O(n log logn)-time algorithm that outputs, for any strings X and Y
of length O(n) with |Σ| = O(n) given as input, a maximal common subsequence of X and Y .

For technical reasons, we assume without loss of generality that X[1] = Y [1] = c1,
X[|X|] = Y [|Y |] = c|Σ|, which will work as sentinels, and neither c1 nor c|Σ| appears in
X(1, |X|−1] and also in Y (1, |Y |−1]. Note thatW [1] = c1,W [|W |] = c|Σ|, andW (1, |W |−1]
is a maximal common subsequence of X(1, |X|−1] and Y (1, |Y |−1] for any maximal common
subsequence W of X and Y .
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We also assume that the array I (resp. J ) of arrays Ic (resp. Jc) for all characters c in
Σ is available, where Ic (resp. Jc) is an appropriate data structure supporting queries of the
following index, indicating the nearest occurrence of a specific character c in X (resp. Y )
from a specific position i (resp. j).

I Definition 1. For any character c in Σ and any index i with 0 ≤ i ≤ |X|, let I≺c (i) (resp.
I�c (i)) denote the least (greatest) index such that c does not appear in X(I≺c (i), i] (resp.
X(i, I�c (i)]). Define index J≺c (j) (resp. J�c (j)) analogously with respect to Y .

In what follows, we adopt as data structure Ic (resp. Jc) the y-fast trie [11] maintaining all
indices i (resp. j) with X[i] = c (resp. Y [j] = c), because array I (resp. J ) is constructible
in O(n log logn) time and O(n) space and supports O(log logn)-time queries of any index
introduced above. However, in implementation for practical use, if n is not very large,
then due to hidden constant factors in big-O notation, adopting as Ic (resp. Jc) the array
consisting of the same indices as the y-fast trie in ascending order, supporting O(logn)-time
queries based on a binary search of the array, might be more suitable. Furthermore, if |Σ|
is a small constant, then we can adopt as Ic (resp. Jc) the table of indices I≺c (i) and I�c (i)
(resp. J≺c (i) and J�c (j)) for all indices i (resp. j), which supports O(1)-time queries.

We design the proposed algorithm based on the following property of a common sub-
sequence W , which is naturally derived from the fact that W is not maximal if and only if
inserting some character between some prefix and the remaining suffix of W still yields a
common subsequence of X and Y .

I Lemma 2. For any common subsequence W of X and Y , W is maximal if and only if Xk

and Yk are disjoint for any index k with 0 ≤ k ≤ |W |, where Xk (resp. Yk) is the remaining
substring obtained from X (resp. Y ) by deleting both the shortest prefix containing W (0, k]
and the shortest suffix containing W (k, |W |].

Proof. The lemma follows from the fact that, for any index k with 0 ≤ k ≤ |W | and any
character c in Σ, W (0, k] ◦ c ◦W (k, |W |] is a common subsequence of X and Y if and only if
c appears in both Xk and Yk. J

The proposed algorithm solves the problem using string variable W , which is initially set
to c1 ◦ c|Σ| and is eventually updated to a maximal common subsequence of X and Y . For
any index k with 0 ≤ k ≤ |W |, let Xk and Yk be the substrings in Lemma 2. The algorithm
updates W by iteratively replacing it by W (0, k] ◦ c ◦W (k, |W |], where k is the least index
such that Xk and Yk are not disjoint and c is a certain character appearing both in Xk

and Yk, until Xk and Yk become disjoint for all indices k with 0 ≤ k ≤ |W |. Note that the
resulting string W is a maximal common subsequence of X and Y due to Lemma 2. The
algorithm adopts as c the character that appears both in the shortest possible suffix of Xk

or Yk and the entire string of the other. As shown later, this choice is crucial to executing
the algorithm in O(n log logn) time.

In order to execute the above, the algorithm maintains a sequence variable, Ŵ =
(i1, j1) ◦ (i2, j2) ◦ · · · ◦ (i|W |, j|W |), consisting of |W | index pairs so that X(ik, ik+1] and
Y (jk, jk+1] are respectively certain prefixes of Xk and Yk such that they are disjoint if
and only if Xk and Yk are disjoint. The character to be inserted at position between
W (0, k] and W (k, |W |] is searched for by iteratively updating Ŵ by replacing (ik+1, jk+1) by
(ik+1−1, jk+1−1). If ik+1 becomes ik or jk+1 becomes jk, then, since Xk and Yk are disjoint,
the algorithm updates Ŵ by replacing Ŵ [k+ 1] by (i′, j′) and then updates k to k+ 1, where
i′ (resp. j′) is the index such that X(0, i′] (resp. Y (0, j′]) is the shortest prefix of X (resp.
Y ) containing W (0, k + 1], i.e. i′ = I�W [k+1](ik) + 1 (resp. j′ = J�W [k+1](jk) + 1). Otherwise,
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Algorithm 1: Algorithm findMCS
1: W ← c1 ◦ c|Σ|;
2: Ŵ ← (1, 1) ◦ (|X| − 1, |Y | − 1);
3: k ← 1;
4: while k < |W |,
5: (i′, j′)← Ŵ [k];
6: (i, j)← Ŵ [k + 1];
7: while i′ < i, j′ < j, J≺X[i](j) ≤ j

′, and I≺Y [j](i) ≤ i
′,

8: Ŵ [k + 1]← (i− 1, j − 1);
9: (i, j)← Ŵ [k + 1];

10: if i = i′ or j = j′, then
11: Ŵ [k + 1]← (I�W [k+1](i

′) + 1, J�W [k+1](j
′) + 1);

12: k ← k + 1,
13: otherwise, if J≺X[i](j) > j′, then
14: W ←W (0, k] ◦X[i] ◦W (k, |W |];
15: Ŵ ← Ŵ (0, k] ◦ (i− 1, J≺X[i](j)− 1) ◦ Ŵ (k, |Ŵ |],
16: otherwise,
17: W ←W (0, k] ◦ Y [j] ◦W (k, |W |];
18: Ŵ ← Ŵ (0, k] ◦ (I≺Y [j](i)− 1, j − 1) ◦ Ŵ (k, |Ŵ |];
19: output W .

if X[ik+1] appears in Y (jk, jk+1] (i.e., if J≺X[ik+1](jk+1) > jk), then the algorithm updates W
to W (0, k] ◦X[ik+1] ◦W (k, |W |] and also updates Ŵ to Ŵ (0, k] ◦ (i, j) ◦ Ŵ (k, |Ŵ |], where i
(resp. j) is the index such that X(i, |X|] (resp. Y (j, |Y |]) is the shortest suffix of X (resp. Y )
containing X[ik+1] ◦W (k, |W |], i.e., i = ik+1 − 1 (resp. j = J≺X[ik+1](jk+1)− 1). Otherwise,
since Y [jk+1] appears in X(ik, ik+1], the algorithm updatesW and Ŵ in a symmetric manner
with respect to Y [jk+1].

A pseudocode of the proposed algorithm is given as Algorithm findMCS in Algorithm 1,
where we assume that, by an O(n log logn)-time preprocessing, arrays I and J are available
as data structures supporting O(log logn)-time queries of any of indices I≺c (i), I�c (i), J≺c (j),
and J�c (j). In this pseudocode, variables i′, j′, i, and j are respectively used to represent
indices ik, jk, ik+1, and jk+1, where (ik, jk) = Ŵ [k] and (ik+1, jk+1) = Ŵ [k+ 1]. A concrete
example of how this algorithm works is presented in Figure 1.

As mentioned earlier, the following condition holds at any execution of line 7 of this
algorithm and also at the last execution of line 4.

I Definition 3. For any string W , any index pair sequence Ŵ = (i1, j1) ◦ (i2, j2) ◦ · · · ◦
(i|W |, j|W |), and any index k, let C(W, Ŵ , k) denote the condition that

W is a common subsequence of X and Y containing c1 ◦ c|Σ|,
1 ≤ k ≤ |W |,
for any index k′ with 1 ≤ k′ ≤ k − 1, X(iak′ , i`k′+1] and Y (jak′ , j`k′+1] are disjoint,
(ik, jk) = (iak , jak ), and
for any index k′ with k ≤ k′ ≤ |W | − 1,
ik ≤ ik′+1 ≤ i`k′+1,
jk ≤ jk′+1 ≤ j`k′+1,
X(ik′+1, i

`
k′+1] and Y (jk, j`k′+1] are disjoint, and
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^ d c c e f e b c c c f b b f b h a b h $

^ d d a c e g a g a a b d a c g g i a i $e f

g

Figure 1 A maximal common subsequence W = d̂cebfag$ of X = d̂ccefebcccfbbfbhagbh$ and
Y = d̂dacegagaabefdacggiai$ with c1 = ˆ and c|Σ| = $, which is output by Algorithm findMCS.
Lines 5 through 18 of the algorithm are executed fifteen times and for each number t with 1 ≤ t ≤ 15,
the tth most inner pair of arrows (one solid and the other dotted, which are of the same length)
indicates which index pairs (i, j) are considered by line 7 throughout the tth iteration of lines 5
through 18, where the dotted arrow is chosen so as to show that the sum of the length of all dotted
arrows is at most 2(|X|+ |Y |). Each dashed line between X[i] and Y [j] indicates that Ŵ is replaced
by Ŵ (0, k] ◦ (i− 1, j − 1) ◦ Ŵ (k, |Ŵ |] by either line 15 or line 18. Each solid line between X[i′] and
Y [j′], other than the leftmost one, indicates that Ŵ [k + 1] is set to index pair (i′, j′) by line 11.

X(ik, i`k′+1] and Y (jk′+1, j
`
k′+1] are disjoint,

where, for any index k′ with 0 ≤ k′ ≤ |W |, iak′ (resp. jak′) is the least index such that X(0, iak′ ]
(resp. Y (0, jak′ ]) contains W (0, k′] and i`k′+1 (resp. j`k′+1) is the greatest index such that
X(i`k′+1, |X|] (resp. Y (j`k′+1, |Y |]) contains W (k′, |W |].

I Lemma 4. Condition C(W, Ŵ , k) holds at any execution of line 7 of Algorithm findMCS
and also at the last execution of line 4.

Proof. The lemma is proven by induction. Since C(c1 ◦ c|Σ|, (1, 1) ◦ (|X| − 1, |Y | − 1), 1)
holds at the first execution of line 7, assume that C(W, Ŵ , k) holds at an arbitrary execution
of line 7. Let (i′, j′) = Ŵ [k] and let (i, j) = Ŵ [k + 1]. If i′ < i, j′ < j, J≺X[i](j) ≤ j′, and
I≺Y [j](i) ≤ i

′, then C(W, Ŵ (0, k] ◦ (i− 1, j − 1) ◦ Ŵ (k + 1, |W |], k) holds, because i′ ≤ i− 1,
j′ ≤ j − 1, X[i] does not appear in Y (j′, j], and Y [j] does not appear in X(i′, i]. If i = i′

or j = j′, then C(W, Ŵ (0, k] ◦ (I�W [k+1](i
′) + 1, J�W [k+1](j

′) + 1) ◦ Ŵ (k + 1, |W |], k + 1)
holds, because X(iak , i`k+1] and Y (jak , j`k+1] are disjoint. If i′ < i, j′ < j, and J≺X[i](j) >
j′, then C(W (0, k] ◦ X[i] ◦W (k, |W |], Ŵ (0, k] ◦ (i − 1, J≺X[i](j) − 1) ◦ Ŵ (k, |W |], k) holds,
because X(i − 1, |X|] (resp. Y (J≺X[i](j) − 1, |Y |]) is the shortest suffix of X (resp. Y )
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that contains X[i] ◦ W (k, |W |]. Analogously, if i′ < i, j′ < j, and I≺Y [j](i) > i′, then
C(W (0, k] ◦ Y [j] ◦W (k, |W |], Ŵ (0, k] ◦ (I≺Y [j](i)− 1, j − 1) ◦ Ŵ (k, |W |], k) holds. J

The following simple lemma plays a key role in estimating execution time of the algorithm.
This lemma claims, for example, that the situation where any solid line other than the
leftmost and rightmost ones in Figure 1 shares at least one of endpoints with a unique dotted
line is inevitable.

I Lemma 5. At least one of I�W [k+1](i
′) = i`k+1 or J�W [k+1](j

′) = j`k+1 holds at any execution
of line 11 in Algorithm findMCS, where i`k+1 and j`k+1 are the indices in Definition 3.

Proof. Since X(i′, i`k+1] and Y (j′, j`k+1] are disjoint due to Lemma 4, W [k + 1] does not
appear in at least one of X(i′, i`k+1] or Y (j′, j`k+1]. J

I Theorem 6. For any strings X and Y of length O(n) with |Σ| = O(n), Algorithm findMCS
outputs a maximal common subsequence of X and Y in O(n log logn) time and O(n) space.

Proof. Since C(W, Ŵ , |W |) holds at the last execution of line 4 of the algorithm due to
Lemma 4, it follows from Lemma 2 that W output by the algorithm is a maximal common
subsequence of X and Y .

Execution time of the algorithm is estimated as follows. Let V be the eventual string
W output by line 19. For any index k with 0 ≤ k ≤ |V |, let gak (resp. hak ) denote the
least index such that X(0, gak ] (resp. Y (0, hak ]) contains V (0, k]. Let k be an arbitrary index
with 1 ≤ k ≤ |V | and consider W and Ŵ just before execution of line 11. Let iak , jak ,
i`k+1, and j`k+1 be the indices in Definition 3. Let (i′, j′) = Ŵ [k] and let (i, j) = Ŵ [k + 1].
Note that i′ = iak and j′ = jak due to Lemma 4. Since i = i′ or j = j′, Ŵ [k + 1] is
obtained from (i`k+1, j

`
k+1) by executing either line 15 or line 18 and then executing line 8

iteratively min(i`k+1− iak , j`k+1− jak ) times. This implies that execution time of the algorithm
is O(

∑|V |−1
k=1 min(i`k+1 − iak , j`k+1 − jak ) logn). Since W (0, k] = V (0, k], both iak = gak and

jak = hak hold. Similarly, since W (0, k + 1] = V (0, k + 1], both I�W [k+1](i
′) + 1 = gak+1 and

J�W [k+1](j
′) + 1 = hak+1 hold. Therefore, from Lemma 5, i`k+1 + 1 = gak+1 or j`k+1 + 1 = hak+1

holds and hence we have that min(i`k+1 − iak , j`k+1 − jak ) ≤ max(gak+1 − gak , hak+1 − hak ). Since
ga1 = 1, ha1 = 1, ga|V | = |X|, and ha|V | = |Y |,

∑|V |−1
k=1 max(gak+1−gak , hak+1−hak ) ≤ |X|+ |Y | =

O(n). Thus,
∑|V |−1
k=1 min(i`k+1 − iak , j`k+1 − jak ) = O(n), implying that the algorithm outputs

V in O(n log logn) time.
The algorithm uses variables W , Ŵ , k, i′, j′, i, and j, together with data structures I

and J , which all require O(n) space. J

4 Algorithm for finding a constrained maximal common subsequence

This section modifies Algorithm findMCS so as to output, for any common subsequence P of
X and Y given as an additional input string, a maximal common subsequence of X and Y
that contains P in O(n log logn) time and O(n) space, where we assume the same condition
of X and Y as in Section 3 and also assume that P [1] = c1, P [|P |] = c|Σ| and neither c1 nor
c|Σ| appears in P (1, |P | − 1]. Note that W [1] = c1, W [|W |] = c|Σ|, and W (1, |W | − 1] is a
maximal common subsequence of X(1, |X| − 1] and Y (1, |Y | − 1] containing P (1, |P | − 1] for
any maximal common subsequence W of X and Y containing P .

The only difference of the modified algorithm from the original algorithm is to initialize
W to P , instead of c1 ◦ c|Σ|, and Ŵ to a certain index pair sequence P̂ satisfying C(P, P̂ , 1),
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Algorithm 2: Algorithm findCMCS
1: W ← P ;
2: Ŵ ← ε;
3: i← |X| − 1; j ← |Y | − 1;
4: for each index k from |P | − 1 down to 1,
5: while X[i+ 1] 6= P [k + 1],
6: i← i− 1;
7: while Y [j + 1] 6= P [k + 1],
8: j ← j − 1;
9: Ŵ ← (i, j) ◦ Ŵ ;
10: i← i− 1; j ← j − 1;
11: Ŵ ← (1, 1) ◦ Ŵ ;
12: k ← 1;
13: do the same as lines 4 through 19 of Algorithm findMCS.

instead of (1, 1) ◦ (|X| − 1, |Y | − 1). Since lines 4 through 19 of the original algorithm
delete no characters from W , the modified algorithm eventually outputs a maximal common
subsequence of X and Y that contains P in O(n log logn) time after initialization of (W, Ŵ , 1)
to (P, P̂ , 1). For any index k with 1 ≤ k ≤ |P |, let i`k+1 (resp. j`k+1) be the greatest index such
that X(i`k+1, |X|] (resp. Y (j`k+1, |Y |]) contains P (k, |P |]. Then, Definition 3 immediately
suggests that P̂ can be set to (1, 1) ◦ (i`2 , j`2 ) ◦ (i`3 , j`3 ) ◦ · · · ◦ (i`|P |, j`|P |). Thus, we have
Algorithm findCMCS presented in Algorithm 2 as an O(n log logn)-time algorithm for finding
a maximal common subsequence of X and Y containing P .

I Theorem 7. For any strings X and Y of length O(n) with |Σ| = O(n) and any common
subsequence P of X and Y , Algorithm findCMCS outputs a maximal common subsequence of
X and Y containing P in O(n log logn) time and O(n) space.

Proof. It is easy to verify by induction that, for any index k with 1 ≤ k ≤ |P | − 1, X(i, |X|]
(resp. Y (j, |Y |]) at execution of line 9 of the algorithm are the shortest suffix of X (resp.
Y ) that contains P (k, |P |]. Therefore, W , Ŵ , and k just after execution of line 12 satisfy
C(W, Ŵ , k). Since lines 1 through 12 are executed in O(n) time, the theorem can be proven
in a way similar to the proof of Theorem 6. J

5 Algorithm for determining if a common subsequence is maximal

This section proposes an O(n)-time algorithm that determines, for any strings X and Y of
length O(n) with |Σ| = O(n) and any common subsequence W of X and Y given as input,
whether W is maximal or not.

The proposed algorithm is based on Lemma 2. Using an array of |Σ| bits, each being
used to indicate if a distinct character in Σ appears in Yk, we can determine if Xk and Yk
are disjoint in O(|Xk|+ |Yk|) time for any index k with 0 ≤ k ≤ |W |, where Xk and Yk are
the substrings of X and Y in Lemma 2, respectively. However, this naive approach provides
only an O(n2)-time algorithm, because both |Xk| and |Yk| can be Θ(n) for all indices k and
|W | can also be Θ(n). In order to reduce this execution time to O(n), the algorithm exploits
the fact that if Xk−1 and Yk−1 are disjoint, then the prefix X/

k of Xk overlapping Xk−1 and
the prefix Y /k of Yk overlapping Yk−1 are also disjoint; otherwise, W is not maximal due to
Lemma 2, where X−1 = X(0, 0] and Y−1 = Y (0, 0]. From this fact, if Xk−1 and Yk−1 are
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Algorithm 3: Algorithm determineIfMCS
1: ia0 ← 0; ja0 ← 0; i`|W |+1 ← |X|; j`|W |+1 ← |Y |;
2: k ← 1;
3: for each index i from 1 to |X|,
4: if k ≤ |W | and X[i] = W [k], then
5: iak ← i;
6: k ← k + 1;
7: k ← |W | − 1;
8: for each index i from |X| down to 1,
9: if k ≥ 1 and X[i] = W [k + 1], then

10: i`k+1 ← i− 1;
11: k ← k − 1;
12: k ← 1;
13: for each index j from 1 to |Y |,
14: if k ≤ |W | and Y [j] = W [k], then
15: jak ← j;
16: k ← k + 1;
17: k ← |W | − 1;
18: for each index j from |Y | down to 1,
19: if k ≥ 1 and Y [j] = W [k + 1], then
20: j`k+1 ← j − 1;
21: k ← k − 1;
22: for each character c in Σ,
23: ic ← 0;
24: jc ← 0;
25: for each index k from 0 to |W |,
26: for each index i from i`k + 1 to i`k+1, where i`0 = 0,
27: iX[i] ← i;
28: if jX[i] > jak , then
29: output “not maximal” and halt;
30: for each index j from j`k + 1 to j`k+1, where j`0 = 0,
31: jY [j] ← j;
32: if iY [j] > iak , then
33: output “not maximal” and halt;
34: output “maximal”.

disjoint, then whether Xk and Yk are disjoint can be determined only by checking if X.
k and

Y /k are disjoint as well as checking if Xk and Y .k are disjoint, where X.
k (resp. Y .k ) are the

remaining suffix of Xk (resp. Yk) after deleting prefix X/
k (resp. Y /k ). Note however that,

as long as using the array of |Σ| bits, it still takes O(|Xk|+ |Yk|) time to determine if Xk

and Yk are disjoint. The algorithm reduces this execution time to O(|X.
k |+ |Y .k |) by using,

instead of the bit array, a pair of arrays of |Σ| indices. Each index in one (resp. the other) of
the arrays in the pair is used to represent the last position at which a distinct character in
Σ appears in the prefix of Y (resp. X) having Y /k (resp. Xk) as a suffix. This index array
allows the algorithm to determine if any character in X.

k (resp. Y .k ) appears in Y /k (resp.
Xk) in O(1) time. Furthermore, since the prefix of Y (resp. X) having Y /k (resp. Xk) as a
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suffix is the concatenation of the prefix of Y (resp. X) having Y /k−1 (resp. Xk−1) as a suffix
followed by Y .k−1 (resp. X.

k), for each k, this index array can be updated appropriately in
O(|Y .k−1|) (resp. O(|X.

k |)) time.
We show that Algorithm determineIfMCS presented in Figure 3 works as the proposed

algorithm.

I Theorem 8. For any strings X and Y of length O(n) with |Σ| = O(n) and any common
subsequence W of X and Y , Algorithm determineIfMCS outputs message “not maximal”,
if W is not a maximal common subsequence of X and Y , or outputs message “maximal”,
otherwise, in O(n) time.

Proof. For any index k with 0 ≤ k ≤ |W |, let Xk and Yk be the strings in Lemma 2
and let indices iak , i`k+1, jak , and j`k+1 be such that Xk = X(iak , i`k+1] and Yk = Y (iak , i`k+1].
Furthermore, let X/

k = X(iak ,max(i`k , iak )] and let X.
k = X(max(i`k , iak ), i`k+1], where i`0 = 0.

Similarly, let Y /k = Y (jak ,max(j`k , jak )] and let Y .k = Y (max(j`k , jak ), j`k+1], where j`0 = 0.
The algorithm uses index variable ic (resp. jc) for any character c in Σ. Let I (resp. J)
denote the array consisting of variables ic (resp. jc) for all characters c in Σ. For any index
k with −1 ≤ k ≤ |W |, let CI(k) (resp. CJ (k)) denote the condition that, for any character c
in Σ, X(ic, i`k+1] (resp. Y (jc, j`k+1]) is the longest suffix of X(0, i`k+1] (resp. Y (0, j`k+1]) in
which c does not appear.

After computing indices iak , jak , i`k , and j`k for all indices k with 0 ≤ k ≤ |W | by lines 1
through 21 of the algorithm, lines 22 through 24 initialize variables ic and jc so that CI(−1)
and CJ (−1) hold. Then, for any index k from 0 to |W |, lines 25 through 33 check if Xk and
Yk are disjoint as follows. Since either k = 0 or Xk−1 and Yk−1 are disjoint, X/

k and Y /k are
disjoint. Therefore, it suffices to check if X.

k and Y /k are disjoint and check if Xk and Y .k are
disjoint. Lines 27 through 29 update I so as to satisfy CI(k) by iteratively executing line
27 and also check if X.

k and Y /k are disjoint by iteratively executing line 28 using array J
satisfying CJ(k − 1). If X.

k and Y /k are not disjoint, then, since jX[i] > jak holds for some
index i with i`k + 1 ≤ i ≤ i`k+1 due to CJ (k− 1), line 29 outputs message “not maximal” and
terminates the algorithm; otherwise, line 29 is never executed also due to CJ(k − 1) and
hence lines 30 through 33 are executed. Lines 30 through 33 update array J so as to satisfy
CJ (k) and check if Xk and Y .k are disjoint using array I satisfying CI(k) in a similar manner.
Thus, the algorithm works correctly.

It is easy to verify that the algorithm runs in O(n) time. J

6 Conclusion

The present article proposed an O(n log logn)-time, O(n)-space algorithm that finds a
maximal common subsequence of two O(n)-length strings over an alphabet set of O(n)
characters, which are totally ordered, where n is an arbitrary positive integer and a common
subsequence is maximal, if inserting any character into it can no longer yields a common
subsequence. It is also shown that, without increasing asymptotic time and space complexities,
this algorithm can be used to find a constrained maximal common subsequence, which
contains a common subsequence given arbitrarily as a “relevant” pattern, after an appropriate
initialization of some variables. Furthermore, an O(n)-time algorithm that determines if a
given common subsequence is maximal was also proposed.

There remain some questions to be solved, which are related to the problems considered
in the present article. Our algorithms run much faster than those proposed so far (and also
all possible algorithms under SETH) for the LCS-related problems corresponding to ours.
One reason for this difference is that any common subsequence is certainly a subsequence
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of some maximal common subsequence but is not necessarily a subsequence of any LCS.
This fact naturally poses a question whether we can find a restricted maximal common
subsequence, which does not contain a common subsequence given as an “irrelevant” pattern,
in O(n log logn) time and O(n) space, because some restricted non-maximal common sub-
sequences are not necessarily subsequences of any restricted maximal common subsequence.
The gap between asymptotic execution time of the proposed algorithms for finding a maximal
common subsequence and for determining if a common subsequence given is maximal imme-
diately poses another natural question whether we can find a maximal common subsequence
in O(n) time.
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Abstract
Given an indeterminate string pattern p and an indeterminate string text t, the problem of order-
preserving pattern matching with character uncertainties (µOPPM) is to find all substrings of t
that satisfy one of the possible orderings defined by p. When the text and pattern are determ-
inate strings, we are in the presence of the well-studied exact order-preserving pattern matching
(OPPM) problem with diverse applications on time series analysis. Despite its relevance, the
exact OPPM problem suffers from two major drawbacks: 1) the inability to deal with indeterm-
ination in the text, thus preventing the analysis of noisy time series; and 2) the inability to deal
with indetermination in the pattern, thus imposing the strict satisfaction of the orders among all
pattern positions.

In this paper, we provide the first polynomial algorithms to answer the µOPPM problem
when: 1) indetermination is observed on the pattern or text; and 2) indetermination is observed
on both the pattern and the text and given by uncertainties between pairs of characters. First,
given two strings with the same length m and O(r) uncertain characters per string position, we
show that the µOPPM problem can be solved in O(mr lg r) time when one string is indeterminate
and r ∈ N+ and in O(m2) time when both strings are indeterminate and r=2. Second, given
an indeterminate text string of length n, we show that µOPPM can be efficiently solved in
polynomial time and linear space.
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1 Introduction

Given a pattern string p and a text string t, the exact order preserving pattern matching
(OPPM) problem is to find all substrings of t with the same relative orders as p. The
problem is applicable to strings with characters drawn from numeric or ordinal alphabets.
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Illustrating, given p=(1,5,3,3) and t=(5,1,4,2,2,5,2,4), substring t[1..4]=(1,4,2,2) is reported
since it satisfies the character orders in p, p[0]≤p[2]=p[3]≤p[1]. Despite its relevance, the
OPPM problem has limited potential since it prevents the specification of errors, uncertainties
or don’t care characters within the text.

Indeterminate strings allow uncertainties between two or more characters per position.
Given indeterminate strings p and t, the problem of order preserving pattern matching
uncertain text (µOPPM) is to find all substrings of t with an assignment of values that satisfy
the orders defined by p. For instance, let p=(1,2|5,3,3) and t=(5,0,1,2|1,2,5,2|3,3|4). The
substrings t[1..4] and t[4..7] are reported since there is an assignment of values that preserve
either p[0]<p[1]<p[2]=p[3] or p[0]<p[2]=p[3]<p[1] orderings: respectively t[1..4]=(0,1,2,2)
and t[4..7]=(2,5,3,3).

Order-preserving pattern matching captures the structural isomorphism of strings, there-
fore having a wide-range of relevant applications in the analysis of financial times series,
musical sheets, physiological signals and biological sequences [32, 39, 36]. Uncertainties
often occur across these domains. In this context, although the OPPM problem is already a
relaxation of the traditional pattern matching problem, the need to further handle localized
errors is essential to deal with noisy strings [33]. For instance, given the stochasticity of
gene regulation (or markets), the discovery of order-preserving patterns in gene expression
(or financial) time series needs to account for uncertainties [35, 34]. Numerical indexes
of amino-acids (representing physiochemical and biochemical properties) are subjected to
errors difficulting the analysis of protein sequences [38]. Another example are ordinal strings
obtained from the discretization of numerical strings, often having two uncertain characters
in positions where the original values are near a discretization boundary [33].

Let m and n be the length of the pattern p and text t, respectively. The exact OPPM
problem has a linear solution on the text length O(n+mlgm) based on the Knuth-Morris-
Pratt algorithm [41, 39, 22]. Alternative algorithms for the OPPM problem have also
been proposed [21, 12, 20]. Contrasting with the large attention given to the resolution of
the OPPM problem, to our knowledge there are no polynomial-time algorithms to solve
the µOPPM problem. Naive algorithms for µOPPM assess all possible pattern and text
assignments, bounded by O(nrm) when considering up to r uncertain characters per position.

This work proposes the first polynomial algorithms able to answer the µOPPM problem.
Accordingly, the contributions are organized as follows. First, we show that an indeterminate
string of length m order-preserving matches a determinate string with the same length in
O(mr lg r) time based on their monotonic properties. Second, we show that µOPPM two
indeterminate strings with the same length and r=2 can be solved in O(m2) time by reducing
µOPPM to a 2-satisfiability task. Third, given a text string of length n, we show that the
µOPPM problem is in polynomial time and linear space, and efficiently solved using effective
filtration procedures.

2 Background

Let Σ be a totally ordered alphabet and an element of Σ∗ be a string. The length of a string
w is denoted by |w|. The empty string ε is a string of length 0. For a string w=xyz, x, y and
z are called a prefix, substring, and suffix of w, respectively. The i-th character of a string w
is denoted by w[i] for each 1≤i≤|w|. For a string w and integers 1≤i≤j≤|w|, w[i..j] denotes
the substring of w from position i to position j. For convenience, let w[i..j]=ε when i>j.

Given strings x and y with equal length m, y is said to order-preserving against x
[41], denoted by x ≈ y, if the orders between the characters of x and y are the same, i.e.
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x[i] ≤ x[j] ⇔ y[i] ≤ y[j] for any 1 ≤ i, j ≤ m. A non-empty pattern string p is said to
order-preserving match (op-match in short) a non-empty text string t iff there is a position i
in t such that p ≈ t[i− |p|+ 1..i]. The order-preserving pattern matching (OPPM) problem
is to find all such text positions.

2.1 The Problem
Given a totally ordered alphabet Σ, an indeterminate string is a sequence of disjunctive
sets of characters x[1]x[2]..x[n] where x[i] ⊆ Σ. Each position is given by x[i]=σ1..σr where
r≥1 ∧ σi∈Σ.

Given an indeterminate string x, a valid assignment $x is a (determinate) string with
a single character at position i, denoted $x[i], contained in the x[i] set of characters, i.e.
$x[1]∈x[1], .., $x[m]∈x[m]. For instance, the indeterminate string (1|3, 3|4, 2|3, 1|2) has 24

valid assignments. Given an indeterminate position x[i] ⊆ Σ, $xj [i] is the jth ordered value
of x[i] (e.g. $x0[i]=1 for x[i]=1|2). Given an indeterminate string x, let a partially assigned
string §x be an indeterminate string with an arbitrary number of uncertain characters
removed, i.e. §x[1]⊆x[1], .., §x[m]⊆x[m].

Given a determinate string x of length m, an indeterminate string y of equal length
is said to be order-preserving against x, identically denoted by x ≈ y, if there is a valid
assignment $y such that the relative orders of the characters in x and $y are the same, i.e.
x[i] ≤ x[j] ⇔ $y[i] ≤ $y[j] for any 1 ≤ i, j ≤ m. Given two indeterminate strings x and y
with length m, y preserves the orders of x, x ≈ y, if exists $y in y that respects the orders of
a valid assignment $x in x.

A non-empty indeterminate pattern string p is said to order-preserving match (op-match
in short) a non-empty indeterminate text string t iff there is a position i in t such that p ≈ t[i-
|p|+1..i]. The problem of order-preserving pattern matching with character uncertainties
(µOPPM) problem is to find all such text positions.

To understand the complexity of the µOPPM problem, let us look to its solution from a
naive stance yet considering state-of-the-art OPPM principles. The algorithmic proposal by
Kubica et al. [41] is still up to this date the one providing a lowest bound, O(n+q), where
q=m for alphabets of size mO(1) (q=m lgm otherwise). Given a determinate string x of
length m, an integer i (1≤i<m) is said in the context of this work to be an order-preserving
border of x if x[1..i] ≈ x[m-i+1..m]. In this context, given a pattern string p, the orders
between the characters of p are used to linearly infer the order borders. The order borders
can then be used within the Knuth-Morris-Pratt algorithm to find op-matches against a text
string t in linear time [41].

Given a determinate string p of length m and an indeterminate string t of length n, the
previous approach is a direct candidate to the µOPPM problem by decomposing t in all its
possible assignments, O(rn). Since determinate assignments to t are only relevant in the
context of m-length windows, this approach can be improved to guarantee a maximum of
O(rm) assignments at each text position. Despite its simplicity, this solution is bounded by
O(nrm). This complexity is further increased when indetermination is also considered in the
pattern, stressing the need for more efficient alternatives.

2.2 Related work
The exact OPPM problem is well-studied in literature. Kubica et al. [41], Kim et al. [39] and
Cho et al. [22] presented linear time solutions on the text length by respectively combining
order-borders, rank-based prefixes and grammars with the Knuth–Morris–Pratt (KMP)
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algorithm [40]. Cho et al. [21], Belazzougui et al. [12], and Chhabra et al. [20] presented
O(nm) algorithms that show a sublinear average complexity by either combining bad character
heuristics with the Boyer–Moore algorithm [13] or applying filtration strategies. Recently,
Chhabra et al. [18] proposed further principles to solve OPPM using word-size packed string
matching instructions to enhance efficiency.

In the context of numeric strings, multiple relaxations to the exact pattern matching
problem have been pursued to guarantee that approximate matches are retrieved. In norm
matching [7, 44, 1, 47], matches between numeric strings occur if a given distance threshold
f(x, y)≤θ is satisfied. In (δ,γ)-matching [14, 26, 24, 23, 42, 43, 45], strings are matched if the
maximum difference of the corresponding characters is at most δ and the sum of differences
is at most γ.

In the context of nominal strings, variants of the pattern matching task have also been
extensively studied to allow for don’t care symbols in the pattern [37, 25, 9], transposition-
invariant [42], parameterized matching [11, 6], less than matching [5], swapped matching
[2, 46], gaps [15, 16, 31], overlap matching [4], and function matching [3, 8].

Despite the relevance of the aforementioned contributions to answer the exact order-
preserving pattern matching and generic pattern matching, they cannot be straightforwardly
extended to efficiently answer the µOPPM problem.

3 Polynomial time µOPPM for equal length pattern and text

Section 3.1 introduces the first efficient algorithm to solve the µOPPM problem when
one string is indeterminate (r ∈ N+). Section 3.2 shows the existence of a polynomial
solution when both strings are indeterminate and uncertainties are observed between pairs of
characters (r=2). Based on the reducibility of the graph coloring problem to the formulations
proposed in Section 3.2, we hypothesize that op-matching indeterminate strings with an
arbitrary number of uncertain characters per position (r ∈ N+) is in class NPC. The proof
of this intuition is, nevertheless, considered out of the scope, being regarded as future work.

3.1 O(mr lg r) time µOPPM when one string is indeterminate
Given a determinate string x of length m, there is a well-defined permutation of positions,
π, that specifies a non-monotonic ascending order of characters in x. For instance, given
x=(1,4,3,1), then x[0]=x[3]<x[2]<x[1] and π=(0,3,2,1). Given a determinate string y with
the same length, y op-matches x if it y satisfies the same m-1 orders. For instance, given
x=(1,4,3,1) and y=(2,5,4,3), x orders are not preserved in y since y[0]6=y[3]<y[2]<y[1].

The monotonic properties can be used to answer µOPPM when one string is indeterminate.
Given an indeterminate string y, let xπ and yπ be the permuted strings in accordance with
π orders in x. To handle equality constraints, positions in yπ with identical characters in
xπ can be intersected, producing a new string y′π with s length (s≤m). Illustrating, given
x=(4,1,4,2) and y=(2|7, 2, 7|8, 1|4|8), then π=(1,3,0,2), xπ=(1,2,4,4), yπ=(2, 8|4|1, 7|2, 8|7)
and y′π=(yπ[0], yπ[1], yπ[2] ∩ yπ[3])=(2, 8|4|1, 7). To handle monotonic inequalities, y′π[i]
characters can be concatenated in descending order to compose z=y′π[0]y′π[1]..y′π[s] and the
orders between x and y verified by testing if the longest increasing subsequence (LIS) [29]
of z has s length. In the given example, z=(2, 8, 4, 1, 7), and the LIS of z=(2, 8,4, 1,7) is
w=(2,4,7). Since |w|=|y′π|=3, y op-matches x.

I Theorem 1. Given a determinate string x and an indeterminate string y, let xπ and yπ be
the sorted strings in accordance with π order of characters in x. Let the positions with equal
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Algorithm 1: O(mr lg r) µOPPM algorithm with one indeterminate string
Input: determinate x, indeterminate y (|x|=|y|=m)
π ← sortedIndexes(x); // O(m) if |Σ| = mO(1) (O(m lgm) otherwise);
xπ ← permute(x,π), yπ ← permute(y,π); // O(m+mr)
j ← 0; y′

π[0] ← {yπ[0]};
foreach i ∈ 1..m-1 do // O(mr lg r)

if xπ[i] = xπ[i-1] then y′
π[j] ← y′

π[j] ∩ {yπ[i]}; // O(r lg r)
else j ← j+1; y′

π[j] ← {yπ[i]};
s ← |y′

π|, nextMin ← -∞;
foreach i ∈ 0..s-1 do // O(mr)

nextMin ← min{a | a ∈ y′
π[i], a>nextMin}; // O(r)

if 6 ∃ nextMin then return false;
return true;

characters in xπ be intersected in yπ to produce a new indeterminate string y′π. Consider zi
to be a string with y′π[i] characters in descending order and z=z1z2..zm, then:

|w| = |y′π| ⇔ y ≈ x where w = longest increasing subsequence in z (1)

Proof. (⇒) If the length of the longest increasing subsequence (LIS), |w|, equals the number
of monotonic relations in x, |y′π|, then y ≈ x. By sorting characters in descending order per
position, we guarantee that at most one character per position in y′π appears in the LIS
(respecting monotonic orders in x given y′π properties). By intersecting characters in positions
of y with identical characters in x, we guarantee the eligibility of characters satisfying equality
orders in x, otherwise empty positions in y′π are observed and the LIS length is less than |y′π|.
(⇐) If |w|<|y′π|, there is no assignment in y that op-matches x due to one of two reasons: 1)
there are empty positions in y′π due to the inability to satisfy equalities in x, or 2) it is not
possible to find a monotonically increasing assignment to y′π and, given the properties of y′π,
yπ cannot preserve the orders of xπ. J

Solving the LIS task on a string of size n is O(n lgn) [29] where n=|z|=O(rm). In addition,
set intersection operations are performed O(m) times on sets with O(r) size, which can be
accomplished in O(rm lg r) time. As a result, the µOPPM problem with one indeterminate
string can be solved in O(rm lg(rm)).

Given the fact that the candidate string for the LIS task has properties of interest, we
can improve the complexity of this calculus (Theorem 2) in accordance with Algorithm 1.

I Theorem 2. µOPPM two strings of length m, one being indeterminate, is in O(mr lg r)
time, where r ∈ N+.

Proof. In accordance with Algorithm 1, µOPPM is bounded by the verification of equalities,
O(mr lg r) [27]. Testing inequalities after set intersections can be linearly performed on the
size of y, O(mr) time, improving the O(mr lg(mr)) bound given by the LIS calculus. J

The analysis of Algorthim 1 further reveals that the µOPPM problem with one indeterm-
inate string requires linear space in the text length, O(mr).

3.2 O(m2) time µOPPM (r=2) with indeterminate pattern and text
As indetermination in real-world strings is typically observed between pairs of characters [33],
a key question is whether µOPPM on two indeterminate strings is in class P when r=2. To
explore this possibility, new concepts need to be introduced. In OPPM research, character
orders in a string of length m can be decomposed in 3 sequences with m unit sets:
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1 4 3 1

<

>
=

Pattern 1 4 3 1

Leq[i] ∅ ∅ ∅ {0}
Ordered indexes (asc) 0 3 2 1
Lmax[i] (nearest asc smaller not in Leq[i]) ∅ {0} {0} ∅
Ordered indexes (desc) 2 0 1 3
Lmin[i] (nearest desc smaller not in Leq[i]) ∅ ∅ {1} ∅

Figure 1 Orders identified for p=(1,4,3,1) in accordance with Kubica et al. [41].

I Definition 3. For i=0,...,m−1:
Leqx[i]={max{ k : k<i, x[i]=x[k] }} (∅ if there is no eligible k)
Lmaxx[i]={max{argmaxk{ x[k] : k<i, x[i]>x[k] }}} (∅ if there is no eligible k)
Lminx[i]={max{argmink{ x[k] : k<i, x[i]<x[k] }}} (∅ if there is no eligible k)

Leq, Lmax and Lmin capture =, > and < relationships between each character x[i] in
x and the closest preceding character x[k]. These orders can be inferred in linear time for
alphabets of size mO(1) and in O(m lgm) time for other alphabets by answering the “all
nearest smaller values” task on the sorted indexes [41]. Figure 1 depicts Leq, Lmax and
Lmin for x=(1,4,3,1). Given determinate strings x and y, A=Leqx[t+1], B=Lmaxx[t+1] and
C=Lminx[t+1], if x[1..t] ≈ y[1..t] then:

x[1..t+ 1] ≈ y[1..t+ 1]⇔ ∀a∈A(y[t+ 1] = y[a])∧∀b∈B(y[t+ 1] > y[b])∧∀c∈C(y[t+ 1] < y[c]). (2)

When allowing uncertainties between pairs of characters, previous research on the OPPM
problem cannot be straightforwardly extended due to the need to trace O(2m) assignments
on indeterminate strings.

I Lemma 4. Given a determinate string x, an indeterminate string y, and the singleton
sets A=Leqx[t+ 1], B=Lmaxx[t+ 1] and C=Lminx[t+ 1] containing a position in 1..t. If
x[1..t] ≈ y[1..t] is verified on a specific assignment of y characters, denoted §y, then:

x[1..t+ 1] ≈ y[1..t+ 1]⇔ ∃$y[t+1]∈§y[t+1]∀a∈A∃$y[a]∈§y[a]∀b∈B∃$y[b]∈§y[b]∀c∈C∃$y[c]∈§y[c]

$y[t+ 1] = $y[a] ∧ $y[t+ 1] > $y[b] ∧ $y[t+ 1] < $y[c]

Proof. (⇒) In accordance with Leq, Lmax and Lmin definition, for any a∈A, b∈B and c∈C
we have x[t+ 1]=x[a], x[t+ 1]>x[b] and x[t+ 1]<x[c]. If there is an assignment to y[1..t+ 1]
in §y that preserves the orders of x[1..t+1], then for each a∈A, b∈B and c∈C $y[t+1]=$y[a],
$y[t+ 1]>$y[b] and $y[t+ 1]<$y[c] (where $y[t+ 1] ∈ §y[t+ 1], $y[a] ∈ §y[a], $y[b] ∈ §y[b],
$y[c] ∈ §y[c]). (⇐) We need to show that x[1..t + 1] ≈ y[1..t + 1]. Since x[1..t] ≈ y[1..t],
for i < t, ∃$y[i]∈§y[i],$y[t+1]∈§y[t+1]: x[t+ 1]>x[i] ⇔ $y[t+ 1]>$y[i]. Assuming x[t+ 1]>x[i]
for some i ∈ {1..t}: by the definition of Lmax, ∀b∈Bx[b]>x[i]; by the order-isomorphism of
x[1..t] and $y[1..t] in §y[1..t], there is $y[i] ∈ §y[i] and $y[b] ∈ §y[b] that ∀b∈B$y[b]>$y[i];
and by the assumption of the lemma, ∀b∈B$y[t+ 1]>$y[b]; hence $y[t+ 1]>$y[i]. Similarly,
x[t+ 1]<x[i] (and x[t+ 1]=x[i]) implies $y[t+ 1]<$y[i] (and $y[t+ 1]=$y[i]), yielding the
stated equivalence. J

Given two strings of equal length, the µOPPM problem can be schematically represented
according to the identified order restrictions. Figure 2 represents restrictions on the inde-
terminate string y=(2, 4|5, 3|5, 1|2) in accordance with the observed orders in x=(1,4,3,1).
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y[0] y[1] y[2] y[3]

2 4

5

3

5

1

2
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y[0] y[1] y[2] y[3]

2 14

5

3

25

Figure 2 Schematic representation of the pairwise ordering restrictions for text y=(2, 4|5, 3|5, 1|2)
and pattern x=(1,4,3,1). In the left side, all order verifications are represented, while in the right
side only the order conflicts are signaled (e.g. y[1]=4 cannot be selected together with y[2]=5).

The left side edges are placed in accordance with Lemma 4 and capture assessments on the
orders between pairs of characters. The right side edges capture incompatibilities detected
after the assessments, i.e. pairs of characters that cannot be selected simultaneously (for
instance, y[0]=2 and y[3]=1, or y[1]=4 and y[2]=5). For the given example, there are two
valid assignments, $y1=(2,4,3,2) and $y2=(2,5,4,2), that satisfy x[0]=x[3]<x[2]<x[1], thus y
op-matches x.

To verify whether there is an assignment that satisfies the identified ordering restrictions,
we propose the reduction of µOPPM problem to a Boolean satisfiability problem.

Given a set of Boolean variables, a formula in conjunctive normal form is a conjunction of
clauses, where each clause is a disjunction of literals, and a literal corresponds to a variable
or its negation. Let a 2CNF formula be a formula in the conjunctive normal form with at
most two literals per clause. Given a CNF formula, the satisfiability (SAT) problem is to
verify if there is an assigning of values to the Boolean variables such that the CNF formula
is satisfied.

I Theorem 5. The µOPPM problem over two strings of equal length, one being indeterminate,
can be reduced to a satisfiability problem with the following CNF formula:

φ =
m−1∧
i=0

( ∨
$y[i]∈y[i]

zi,$y[i]

)

∧
m−1∧
i=0

( ∧
$y[i]∈y[i]

∧
j∈Leq[i],$y[j]∈y[j]

(
¬zi,$y[i]∨¬zj,$y[j]∨$y[i] = $y[j]

)
∧

∧
$y[i]∈y[i]

∧
j∈Lmax[i]
$y[j]∈y[j]

(
¬zi,$y[i]∨¬zj,$y[j]∨$y[i] > $y[j]

)

∧
∧

$y[i]∈y[i]

∧
j∈Lmin[i]
$y[j]∈y[j]

(
¬zi,$y[i]∨¬zj,$y[j]∨$y[i] < $y[j]

))
(3)

Proof. Let us show that if x op-matches y then φ is satisfiable, and if x does not op-match
y then φ is not satisfiable. (⇒) When x ≈ y, there is an assignment of values to y, $y, that
satisfy the orderings of x. φ is satisfiable if there is at least one variable assigned to true
per clause ∨$y[i]∈y[i] zi,$y[i] given conflicts ¬zi,$y[i] ∨ ¬zj,$y[j]. As conflicts do not prevent
the existence of a valid assignment (by assumption), then ∃$y ∧i∈{0..m−1} zi,$y[i] and φ is
satisfiable. (⇐) When x does not op-match y, there is no assignment of values $y∈y that
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can satisfy the orders of x. Per formulation, the conflicts ¬zi,$y[i] ∨ ¬zj,$y[j] prevent the
satisfiability of one or more clauses ∨$y[i]∈y[i] zi,$y[i], leading to a non-satisfiable formula. J

If the established φ formula is satisfiable, there is a Boolean assignment to the variables
that specify an assignment of characters in y, $y, preserving the orders of x (as defined by
Leq, Lmax and Lmin). Otherwise, it is not possible to select an assignment $y op-matching x.
φ has at most r×m variables, {zi,σ | i ∈ {0..m-1}, σ ∈ Σ}. The Boolean value assigned to a
variable zi,σ simply defines that the associated character σ from y[i] can be either considered
(when true) or not (when false) to compose a valid assignment $y that op-matches the given
determinate string x. The reduced (3) formula is composed of two major types of clauses:
∨$y[i]∈y[i]zi,$y[i], and (¬zi,$y[i] ∨ ¬zj,$y[j]∨bool) where bool is either given by $y[i] = $y[j],
$y[i] < $y[j]or $y[i] > $y[j]. Clauses of the first type specify the need to select at least one
character per position in y to guarantee the presence of valid assignments. The remaining
clauses specify ordering constraints between characters. If an inequality, such as $y[i] > $y[j],
is assessed as true, the associated clause is removed. Otherwise, (¬zi,σ1 ∨ ¬zj,σ2) is derived,
meaning that these σ1 and σ2 characters should not be selected simultaneously since they
do not satisfy the orders defined by a given pattern. For instance, the pairs of characters
in orange from Figure 2 should not be simultaneously selected due to order conflicts. To
this end, (¬z0,2 ∨ ¬z3,1) and (¬z1,4 ∨ ¬z2,5) clauses need to be included to verify if y ≈ x.
Considering y=(2, 4|5, 4|5, 1|2) and x=(1,4,3,1), schematically represented in Figure 2, the
associated CNF formula is:

φ = z0,2 ∧ (z1,4 ∨ z1,5) ∧ (z2,4 ∨ z2,5) ∧ (z3,1 ∨ z3,2) ∧ (¬z0,2 ∨ ¬z3,1) ∧ (¬z1,4 ∨ ¬z2,5)

I Theorem 6. Given two strings of length m, one being indeterminate with r=2, the µOPPM
problem can be reduced to a 2SAT problem with a CNF formula with O(m) size.

Proof. Given Theorem 5 and the fact that the reduced CNF formula has at most two
literals per clause – φ is a composition of ∨$y[i]∈y[i]zi,$y[i] clauses with |y[i]| ∈ {1, 2} and
(¬zi,$y[i]∨¬zj,$y[j]∨bool) clauses – µOPPM with r=2 and one indeterminate string is reducible
to 2SAT. The reduced formula has at most 10m clauses with 2 literals each, being linear in
m:

[clauses that impose the selection of at least one character per position in y] Since y
has m positions, and each position is either determinate (unitary clause) or defines an
uncertainty between a pair of characters, there are m clauses and at most 2m literals;
[clauses that define the ordering restrictions between two variables] A position in the
indeterminate string y[i] needs to satisfy at most two order relations. Considering that i,
Leq[i], Lmax[i] and Lmin[i] specify uncertainties between pairs of characters, there are
up to 12 restrictions per position: 4 ordering restrictions between characters in y[i] and
y[Leq[i]], y[Lmax[i]] and y[Lmin[i]]. Whenever the order between two characters is not
satisfied, a clause is added per position, leading to at most 12m clauses. J

I Theorem 7. The µOPPM between determinate and indeterminate strings of equal length
can be solved in linear time when r=2.

Proof. Given the fact that a 2SAT problem can be solved in linear time [10]1, this proof
directly derives from Theorem 6 as it guarantees the soundness of reducing µOPPM (r=2)
to a 2SAT problem with a CNF formula with O(m) size. J

1 2SAT problems have linear time and space solutions on the size of the input formula. Consider for
instance the original proposal [10], the formula φ is modeled by a directed graph G=(V,E), with two
nodes per variable zi in φ (zi and ¬zi) and two directed edges for each clause zi ∨ zj (the equivalent
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x[0] x0[1] x1[1] x[2]

2 1 3 3

<

>

Pattern 2 1 3 3
i 0 1 1 2
j 0 0 1 0

Leq[i|j] ∅ ∅ ∅ {1}
Ordered indexes (asc) 1 0 2 3
Lmax[i|j] ∅ ∅ {0} {0,1}
Ordered indexes (desc) 2 3 0 1
Lmin[i|j] ∅ {0} ∅ ∅

Figure 3 Order relationships of x=(2, 1|3, 3) and the corresponding Lmax and Lmin vectors.

As the size of the mapped CNF formula φ is O(m) and the a valid algorithm to verify
its satisfiability would require the construction of a graph with O(m) nodes and edges, the
required memory for the target µOPPM problem is Θ(m).

When moving from one to two indeterminate strings, previous contributions are insufficient
to answer the µOPPM problem. In this context, the Leq, Lmax and Lmin vectors need to be
redefined to be inferred from an indeterminate string:

I Definition 8.
Leqx[i|j]={k : k<i, ∃p $xj [i]=$xp[k]} (∅ if there is no eligible k), for i=0,...,m−1
Lmaxx[i|j]={k : k<i, ∃p $xj [i]>$xp[k]} (∅ if there is no eligible k), for i=0,...,m−1
Lminx[i|j]={k : k<i, ∃p $xj [i]<$xp[k]} (∅ if there is no eligible k), for i=0,...,m−1

Figure 3 schematically represents the order relationships of x=(2, 1|3, 3) and the associated
Leq, Lmax and Lmin vectors. In this scenario, x[2] needs to be verified not only against
x0[1] but also against x1[1] in case x0[1] is disregarded. Understandably, due to character
uncertainties, O(m2) ordering verifications are required (Def.8).

I Lemma 9. Given indeterminate strings x and y, let Aj=Leqx[t+1|j], Bj=Lmaxx[t+1|j]
and Cj=Lminx[t+1|j] (Def.8) be the orders associated with $xj [t+1]. If x[1..t] ≈ y[1..t] is
verified on a partial assignment of y characters, denoted by §y, then:

x[1..t+ 1] ≈ y[1..t+ 1]⇔∃j∈{0,1}∃$y[t+1]∈§y[t+1]∀a∈Aj ,b∈Bj ,c∈Cj

∃$y[a]∈§y[a],$y[b]∈§y[b],$y[c]∈§y[c]

(
$y[t+1] = $y[a] ∧ $y[t+1] > $y[b] ∧ $y[t+1] < $y[c]

)
Proof. (⇒) Similar to the proof of Lemma 4, yet A, B and C conditional to x[t+ 1] (Def.3)
are now given by Aj , Bj and Cj conditional to xj [t+ 1] (Def.8). If there is an assignment
to y[1..t + 1] in §y that preserves one of the possible orders in x[1..t + 1], then for any
a ∈ Aj , b ∈ Bj and c ∈ Cj : $y[t + 1]=$y[a], $y[t + 1]>$y[b] and $y[t + 1]<$y[c] (where
$y[t+ 1] ∈ §y[t+ 1], $y[a] ∈ §y[a], $y[b] ∈ §y[b], $y[c] ∈ §y[c]).

(⇐) We need to show that x[1..t+ 1] ≈ y[1..t+ 1]. Since x[1..t] ≈ y[1..t], it is sufficient
to prove that for i≤t: exists $x[i] ∈ §x[i], $x[t + 1] ∈ §x[t + 1], $y[i] ∈ §y[i], $y[t + 1] ∈

implicative forms ¬zi ⇒ zj and ¬zj ⇒ zi). Given G, the strongly connected components (SCCs) of G
can be discovered in O(|V |+ |E|). During the traversal if a variable and its complement belong to the
same SCC, then the procedure stops as φ is determined to be unsatisfiable. Given the fact that both
V=O(m) and E=O(m) by Lemma 6, this procedure is O(m) time and space.
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x[0] x0[1] x1[1] x[2]

y[0]=2 y[1]=0 y0[2]=3

y1[2]=4

y[1]=0

Figure 4 Conflicts when op-matching y=(2, 0, 3|4) against x=(2, 1|3, 3).

§y[t+ 1] such that $x[t+ 1]=$x[i]⇔ $y[t+ 1]=$y[i], $x[t+ 1]>$x[i]⇔ $y[t+ 1]>$y[i] and
$x[t+ 1]<$x[i]⇔ $y[t+ 1]<$y[i]. This results from Def.8, the order-isomorphism property
and Lemma 4. J

Figure 4 represents encountered restrictions when op-matching x=(2, 1|3, 3) against
y=(2, 0, 3|4). The right side edges capture the detected incompatibilities, i.e. pairs of
characters that cannot be selected simultaneously. For the given example, there are 2 valid
assignments – $y1=(2,0,3) and $y2=(2,0,4) – satisfying $x0[1]<$x0[0]<$x0[2], thus x ≈ y.

To verify whether there is an assignment that satisfies the identified ordering restrictions,
Theorem 10 extends the previously introduced SAT mapping given by (3).

I Theorem 10. Given Lmax and Lmin (Def.8), µOPPM problem over two indeterminate
strings of equal length can be reduced to a satisfiability problem with the following CNF
formula:

φ =
∧

x[i]∈x∧|x[i]|=1

wi,x0[i] ∧
∧

x[i]∈x∧|x[i]|>1

(( ∨
$x[i]∈x[i]

wi,$x[i]

)
∧
( ∨

$x[i]∈x[i]

¬wi,$x[i]

))
(4.1)

∧
m−1∧
i=0

( ∧
$x[i]∈x[i]

( ∨
$y[i]∈y[i]

zi,$x[i],$y[i]

)
∧
( ∨

$y[i]∈y[i]

¬zi,$x[i],$y[i]

))
(4.2)

∧
m−1∧
i=0

(( ∧
$x[i]∈x[i]

∧
$y[i]∈y[i]

(
¬zi,$x[i],$y[i]∨wi,$x[i]

))
(4.3)

∧
m−1∧
i=0

∧
$y[i]∈y[i],$x[i]∈x[i]

(
∧

j∈Leq[i]

∧
$y[j]∈y[j],$x[j]∈x[j]

(
¬zi,$x[i],$y[i]∨¬zj,$x[j],$y[j]∨$y[i] = $y[j]

)
∧

∧
j∈Lmax[i]

∧
$y[j]∈y[j]
$x[j]∈x[j]

(¬zi,$x[i],$y[i]∨¬zj,$x[j],$y[j]
∨$y[i]>$y[j]

)

∧
∧

j∈Lmin[i]

∧
$y[j]∈y[j]
$x[j]∈x[j]

(¬zi,$x[i],$y[i]∨¬zj,$x[j],$y[j]
∨$y[i]<$y[j]

))
(4.4)

Proof. If x ≈ y then φ is satisfiable, and if x does not op-match y then φ is not satisfiable.
(⇒) When x op-matches y, there is an assignment of values in x and y such that $x ≈ $y.

φ is satisfiable if there is one and only one variable wi,$x[i] per ith position (4.1). This occurs
iff one of the variables zi,$x[i],$y[i] is true for a given ith position in accordance with (4.2) and
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(4.3). As conflicts (4.4) do not prevent the existence of a valid assignment (by assumption),
one or more variables zi,$x[i],$y[i] can be selected per position. φ can then be satisfied by
fixing a single variable zi,$x[i],$y[i] per ith position as true and the remaining variables as
false. Given (4.3) equivalences between wi,$x[i] and zi,$x[i],$y[i] variables, φ is consequently
satisfiable.

(⇐) When x does not op-match y, there is no assignment of values $x∈x and $y∈y
such that $x ≈ $y. In this context, the conflicts (4.4) can prevent the satisfiability of
clauses (4.2) or (4.1), thus leading to an unsat formula. Per formulation, in the absence
of an order-preserving match, conflicts will prevent the assignment of at least one variable
zi,$x[i],$y[i] on compatible (i, $x[i]) pairs, which are necessarily shown as conflicts on (4.1)
clauses as a consequence of the assignment constraints placed by (4.2) and (4.3) clauses. J

If the formula is satisfiable, there is a Boolean assignment to the variables such that
there is an assignment of characters in y, $y, and in x, $x, such that both strings op-
match. Otherwise, it is not possible to select assignments such that x ≈ y. Given r=2, the
established φ formula has at most 6m Boolean variables: a) at most 2m variables of the type
{wi,σ | i ∈{0..m-1}, σ ∈ Σ} corresponding to characters in x; and b) at most 4m variables
of the type {zi,σ1,σ2 | i ∈{0..m-1}, σ1, σ2 ∈ Σ} defining combinations of characters in the
ith position of x and y. Boolean values assigned to variables wi,σ are used to find a valid
assignment of characters in x. Boolean values assigned to variables zi,σ1,σ2 define whether
characters σ1 ∈ x[i] and σ2 ∈ y[i] belong to an op-match. The reduced formula is composed
of four major types of clauses:

(4.1) a single character per x position should be selected if exists $x such that $x ≈ y;
(4.2) a single character per indeterminate y position should be selected if there is a valid
assignment $y such that $x ≈ $y, where $x is given by assignments to (4.1) clauses;
(4.3) clauses that guarantee an association between x and y: zi,$x[i],$y[i] ⇒ wi,$x[i];
(4.4) clauses specify ordering constraints between pairs of characters σ1 ∈ y[i] and y[Leq[i]],
y[Lmax[i]] and y[Lmin[i]]. If the inequalities $y[i]=$y[j], $y[i]>$y[j] and $y[i]<$y[j] are
assessed as false, these leads to clauses of the form (¬zi,σ1 ∨ ¬zj,σ2), meaning that these
characters should not be selected simultaneously in the given positions (see Figure 4).

To instantiate the proposed mapping, consider x=(2, 1|3, 3) and y=(2, 0, 3|4), schematically
represented in Figure 3. The associated CNF formula is:

φ = w0,2 ∧ (w1,1 ∨ w1,3) ∧ (¬w1,1 ∨ ¬w1,3) ∧ w2,3 //(4.1) one valid assignment to x
∧ (z2,3,3 ∨ z2,3,4) ∧ (¬z2,3,3 ∨ ¬z2,3,4) //(4.2) assignment to indeterminate y positions
∧ (¬z0,2,2 ∨ w0,2) ∧ (¬z1,1,0 ∨ w1,1) ∧ (¬z1,3,0 ∨ w1,3) ∧ (¬z2,3,3 ∨ w2,3)
∧ (¬z2,3,4 ∨ w2,3) //(4.3) implications between x and y: zi,$x[i],$y[i] ⇒ wi,$x[i]

∧ (¬z0,0,2 ∨ ¬z1,3,0) ∧ (¬z1,3,0 ∨ ¬z2,3,3) ∧ (¬z1,3,0 ∨ ¬z2,3,4) //4.4 character conflicts

I Theorem 11. When r=2, the µOPPM problem for two indeterminate strings of equal
length is reducible to a 2-satisfiability problem over a CNF formula with O(m2) size.

Proof. The reduced formula (4) is in the two conjunctive normal form (2CNF). (4.1), (4.2)
and (4.3) clauses have at most two literals given r=2. (4.4) clauses contain inequalities
dynamically assigned to true or false during the reduction phase, producing clauses with at
most two literals. There are at most 2m clauses given by (4.1) as x has at most 2 characters
per position; and at most 4m clauses given by (4.2) (as well as 4m clauses given by (4.3))
resulting from the combination of possible characters from a position in x and y. Since there is
a maximum of O(m) orders per position, there can be at most O(m2) order conflicts between
characters and thus O(m2) clauses given by (4.4) of the form (¬zi,$x[i],$y[i]∨¬xj,$x[j],$y[j]). J
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I Theorem 12. µOPPM indeterminate strings of equal length is in O(m2) time when r=2.

Proof. Given Theorem 11 and the ability to solve 2SAT tasks linearly in the size of the CNF
formula [10], the proof of this theorem follows naturally. J

As linear time algorithms to solve 2SAT problems require linear space (see appendix)
and the size of the mapped satisfiability formula φ is O(m2) (Theorem 11), the memory
complexity of the µOPPM problems between indeterminate strings with r=2 and equal
length is O(m2).

4 Polynomial time µOPPM

I Lemma 13. Given a pattern string of length m and a text string of length n, one being
indeterminate, the µOPPM problem can be solved in O(nmr lg r) time. When both the pattern
and text are indeterminate with r=2, the µOPPM problem can be solved in O(nm2) time.

Proof. From Lemmas 7 and 12: verifying if two strings of length m op-match can be either
done in O(mr lg r) time (indetermination in one string) or O(m2) time (indetermination on
both strings and r=2). At most n−m+1 verifications need to be performed. J

Lemma 13 confirms that the µOPPM problem with one indeterminate strings or uncer-
tainties between characters (r=2) is in class P. This lemma further triggers the research
question “Are O(nmr) and O(nm2) tight bounds to solve the µOPPM?”, here left as an open
research question.

Irrespectively of the answer, the analysis of the average complexity is of complementary
relevance. State-of-the-art research on the exact OPPM problem shows that the average
performance of algorithms in O(nm) time can outperform linear algorithms [20, 17, 19].

Motivated by the evidence gathered by these works, we suggest the use of filtration
procedures to improve the average complexity of the proposed µOPPM algorithm while still
preserving its complexity bounds. A filtration procedure encodes the input pattern and text,
and relies on this encoding to efficiently find positions in the text with a high likelihood
to op-match a given pattern. Despite the diversity of string encodings, simplistic binary
encodings are considered to be the state-of-the-art in OPPM research [20, 17]. In accordance
with Chhabra et al. [20], a pattern p can be mapped into a binary string p′ expressing
increases (1), equalities (0) and decreases (0) between subsequent positions. By searching for
exact pattern matches of p′ in an analogously transformed text string t′, we guarantee that
the verification of whether p[0..m-1] and t[i..i+m-1] orders are preserved is only performed
when exact binary matches occur. Illustrating, given p=(3,1,2,4) and t=(2,4,3,5,7,1,4,8),
then p′=(1,0,1,1) and t′=(1,1,0,1,1,0,1,1,0), revealing two matches t′[1..4] and t′[4..7]: one
spurious match t[1..5] and one true match t[4..8].

When handling indeterminate strings the concept of increase, equality and decrease needs
to be redefined. Given an indeterminate string x, consider x′[i]=1 if max(x[i])<min(x[i+1]),
x′[i]=0 if min(x[i])≥max(x[i+ 1]), and x′[i]=∗ otherwise. Under this encoding, the pattern
matching problem is identical under the additional guard that a character in p′ always
matches a don’t care position, t′[i]=∗, and vice-versa. Illustrating, given p=(6,2|3,5) and
t=(3|4,5,6|8,6|7,3,5,4|6,7|8,4), then p′=(0,1) and t′=(11∗01∗10), leading to one true match
t[3..5] – e.g. $t[3..5]=(6,3,5) – and one spurious match t[5..7]. Exact pattern matching
algorithms, such as Knuth-Morris-Pratt and Boyer-Moore, can be adapted to consider don’t
care positions while preserving complexity bounds [40, 13].
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The properties of the proposed encoding guarantee that the exact matches of p′ in t′

cannot skip any op-match of p in t. Thus, when combining the premises of Lemma 13 with
the previous observation, we guarantee that the computed µOPPM solution is sound.

The application of this simple filtration procedure prevents the recurring O(mr lg r) or
O(m2) verifications n−m+1 times. Instead, the complexity of the proposed method to
solve the µOPPM problem becomes O(dmr lg r + n) (when one string is indeterminate) or
O(dm2 + n) (when both strings are indeterminate and r=2) where d is the number of exact
matches (d� n). According to previous work on exact OPPM with filtration procedures
[20], SBNDM2 and SBNDM4 algorithms [28] (Boyer-Moore variants) were suggested to
match binary encodings. In the presence of small patterns, Fast Shift-Or (FSO) [30] can be
alternatively applied [20].

A given string text can be read and encoded incrementally from the standard input
as needed to perform µOPPM, thus requiring O(mr) space. When filtration procedures
are considered, the aforementioned algorithms for exact pattern matching require O(m)
space [20], thus µOPPM space requirements are bound by substring verifications (Section 3):
O(mr) space when one string is indeterminate and O(m2) when indetermination is considered
on both strings and r=2.

5 Concluding remark

This work addressed the relevant yet scarcely studied problem of finding order-preserving
pattern matches on indeterminate strings (µOPPM). We showed that the problem has a
polynomial solution when uncertainties are verified between two characters by reducing the
µOPPM problem to a 2-satisfiability problem. To this end, we first demonstrated that the
problem of matching two strings with equal length can be solved in linear time and space
when considering indetermination in one string and in quadratic time when considering
indetermination on both the pattern and text strings. Finally, we showed that the µOPPM
problem can be efficiently solved in polynomial time by combining the proposed verifications
with filtration procedures.
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Abstract
The Burrows-Wheeler-Transform (BWT) is an invertible permutation of a text known to be
highly compressible but also useful for sequence analysis, what makes the BWT highly attractive
for lossless data compression. In this paper, we present a new technique to reduce the size of
a BWT using its combinatorial properties, while keeping it invertible. The technique can be
applied to any BWT-based compressor, and, as experiments show, is able to reduce the encoding
size by 8 − 16% on average and up to 33 − 57% in the best cases (depending on the BWT-
compressor used), making BWT-based compressors competitive or even superior to today’s best
lossless compressors.
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1 Introduction

Lossless data compression plays an important role in modern digitization, as it enables us to
shift and save computation resources during information exchange. For example, consider
a setting where a computationally strong computer has to distribute data over a limited
channel–by use of data compression, the storage requires less resources, and the file can
be transmitted faster due to reduced data size–with the drawback of extra computation
time for en- and decoding the information. Data compression is widespread today, current
challenges are not only to compress data, but also to serve special features like resource-
efficient decompression or even working on the compressed data directly, because the only way
to fit it in memory (and thus process it fast) consists of using a compressed representation.

Compressors for the first mentioned feature typical make use of LZ77 [33]–a compression
technique that, briefly speaking, replaces repeats in a text by references–resulting in very
good compression rates and very fast decompression. Popular examples of compressors using
LZ77 are gzip [12] or 7-zip [27], which can be categorized as file transmission compressors.

A different technique for the second mentioned feature makes use of the Burrows-Wheeler-
Transform (BWT) [3], which is an invertible permutation of the characters in the original
text. The BWT itself does not compress data, but the transformed string tends to have some
properties which make it highly compressible. The most popular compressor of such kind is
bzip2 [30], but compression rates are not the only aspect that make the BWT interesting:
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also, the BWT in combination with wavelet trees [14] is well known to be an extremely useful
and efficient tool for sequence analysis, commonly known as FM-index [8].

As the BWT has very interesting combinatorial properties, it has been heavily studied
during the last two decades. For pure compression, a summary of the most relevant ideas can
be found in [1]. Surprisingly, as Fenwick [6] stated, less attention was given to the encoding
of runs (a run is a continuous sequence of the same character). This was reasonable, because,
also stated by Fenwick [6], “the original scheme proposed by Wheeler is extremely efficient
and unlikely to be much improved.”.

Finally, this is the point where our paper draws on. In this paper, we describe a new
technique called “tunneling”, which relies on observations about combinatorics of a BWT and
can be proved to maintain the invertibility (Theorem 13). The technique is independent from
the way a run gets encoded, but reduces the size of the BWT to be encoded eminently by
shortening runs. In numbers, we are able to reduce the encoding size of a compressed BWT
by 8− 16% on average and up to 33− 57% in the best cases, depending on the backend used
to compress a BWT. This not only makes BWT compressors competitive with today’s best
compressors, but also leaves the combinatorial properties of the BWT intact, what indicates
that the technique is applicable to index structures such as the above mentioned FM-index1.

This paper is organized as follows: Section 2 contains basics about the BWT and BWT
compression. Section 3 presents our new technique, followed by a proof of invertibility of
our representation in Section 4. Section 5 shows a way to implement the technique, which is
followed by experimental results in Section 6 and conclusions in Section 7.

2 Preliminaries

First we want to describe the major parts of the BWT and its use in data compression.
Throughout this Paper, any interval [i, j] or [i, j) is meant to be an interval over the natural
numbers, every logarithm is of base 2, and indices start with 1, except when stated differently.

Let Σ be a totally ordered set (alphabet) of elements (characters). A string S of length
n over alphabet Σ is a finite sequence of n characters originating from Σ. We call S

nullterminated if it ends with the lowest ordered character $ ∈ Σ occurring only at the end
of S. The empty string with length 0 is denoted by ε. Unless stated differently, we assume
that S is nullterminated. Let S be a string of length n, and let i, j ∈ [1, n]. We denote by

S[i] the i-th character of S.
S[i..j] the substring of S starting at the i-th and ending at the j-th position.
We state S[i..j] = ε if i > j, and define S[i..j) := S[i..j − 1].
Si the suffix of S starting at the i-th position, i.e. Si = S[i..n].
Si <lex Sj if the suffix Si is lexicographically smaller than Sj ,
i.e. there exists a k ≥ 0 with S[i..i + k) = S[j..j + k) and S[i + k] < S[j + k].

I Definition 1. Let S be a string of length n. The suffix array [22] SA of S is a permutation
of integers in range [1, n] satisfying SSA[1] <lex SSA[2] <lex · · · <lex SSA[n].

I Definition 2. Let S be a string of length n, and SA be its corresponding suffix array. The
Burrows-Wheeler-Transform (BWT) of S is a string L of length n defined as L[i] := S[SA[i]−1]
if SA[i] > 1 and L[i] := $ if SA[i] = 1. Also, we define the F-Column F as a string of length n

by F[i] := S[SA[i]], which can also be obtained by sorting the characters in L.

1 We give some hints towards this goal; there exist however more technical problems to be solved,
outreaching the scope of this paper.
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i SA[i] S[1..SA[i]) SSA[i] L[i] F[i] rlencode(L)[i]
1 10 easypeasy $ y $ y
2 7 easype asy$ e a e
3 2 e asypeasy$ e a 0
4 6 easyp easy$ p e p
5 1 ε easypeasy$ $ e $
6 5 easy peasy$ y p y
7 8 easypea sy$ a s a
8 3 ea sypeasy$ a s 0
9 9 easypeas y$ s y s

10 4 eas ypeasy$ s y 0

Figure 1 Suffix array, Burrows-Wheeler-Transformation L, F, run-length encoded BWT
rlencode(L) and the prefixes preceding a suffix (third column) for S = easypeasy$. The BWT is
almost the same string as the concatenation of the last characters from prefixes preceding suffixes,
except for the sentinel character. Also one can see that those prefixes often share more than one
character with the prefixes standing next to them.

In other words, the Burrows-Wheeler Transform is the concatenation of characters which
cyclically precede suffixes in the suffix array. An example of a suffix array and a BWT
can be found in Figure 1. An important property of the BWT is its invertibility, i.e. it’s
possible to reconstruct the original string S solely from its BWT. Therefore, we use the
notation rankS(c, i) to denote the number of occurrences of character c in the string S[1..i],
selectS(c, i) to denote the position of the i-th occurrence of c in S and CS [c] to denote the
number of characters smaller than c in S, that is, CS [c] := |{ i ∈ [1, n] | S[i] < c }|.

I Definition 3. Let S be a string of length n, SA and L be its corresponding suffix array
and BWT. The LF-mapping is a permutation of integers in range [1, n] defined as follows:

LF[i] := CL[L[i]] + rankL(L[i], i)

We write LFx[i] for the x-fold application of LF, i.e. LFx[i] := LF[LF[· · · LF[︸ ︷︷ ︸
x times

i] · · · ]],
and define LF0[i] := i.

The LF-mapping carries its name because it maps each character in L to its corresponding
position in F. To put it differently, the LF-mapping induces a walk through the suffix array
in reverse text order, which commonly is called a “backward step”.

I Lemma 4. Let S be a string of length n, SA and LF be its suffix array and LF-mapping.
Then, SA[LF[i]] = SA[i]− 1 holds for all i ∈ [1, n] with SA[i] 6= 1.

Proof. See [3]. J

Thus, any BWT can be inverted by computing LF (which can solely be done using L),
taking a walk through the suffix array in reverse text order using LF and meanwhile collecting
characters from L, what yields the reverse string of S (see [3] for more details). Our next
concern of the LF-mapping which will be important later is its parallelism property inside
runs, that is, a consecutive sequence of the same character in the BWT.

I Lemma 5. Let S be a string of length n, L and LF be its corresponding BWT and LF-
mapping. For any interval [i, j] ⊆ [1, n] with L[i] = L[i + 1] = · · · = L[j], LF[i] + k = LF[i + k]
holds for all 0 ≤ k ≤ j − i.

Proof. Follows directly from Definition 3. J

CPM 2018
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To get an understanding why the BWT is useful for data compression, we need a better
understanding of it. The suffix array places lexicographically similar suffixes next to each
other. Therefore, suffixes in subsequences of the suffix array often share a common prefix
(context). As the BWT consists of the cyclic preceding characters of those suffixes, a
subsequence of the BWT can be seen as a collection of characters preceding the same context
in S. As a result, the character distribution inside a subsequence of the BWT gets skew, i.e.
it is dominated by just a few characters which frequently appear before the context.

Typical BWT compressors make use of this fact by transforming the BWT such that
the locally skew character distributions turn into a global skew character distribution–an
example for such a transformation is given by the Move-To-Front Transformation [29, 3].
Finally, the global skew character distribution of the transform is useful for the last stage of
typical BWT compressors: entropy encoding. The target of entropy encoding is to minimize
the middle cost for the encoding of a character in a string using its character distribution. A
well-known lower bound for this cost is given by the entropy definition of Shannon [31]:

I Definition 6. Let S be a string of length n, and let cc be the count of character c in S. The
entropy H(S) of string S is defined as H(S) :=

∑
c∈Σ

cc

n log n
cc

= log n− 1
n

∑
c∈Σ cc log cc.

Over the years, a couple of methods were developed to achieve cost-optimal entropy
coding; most famous of such methods are Huffman coding [15] and Arithmetic coding [28].
However, it can be shown that the more skew a character distribution of an underlying
source is, the more the entropy decreases. Consequently, the BWT transformation normally
is highly compressible using an entropy encoder.

Another trick for improving compression used by most state-of-the-art BWT compressors
is run-length-encoding. First of all, a run is a (length-maximal) subsequence in which all
characters are equal. Run-length-encoding transforms a run with height (length) h of character
c into the string c hkhk−1 · · ·h1, where (1 hkhk−1 · · ·h1)2 is the binary representation of h

(in the encoding, the leading one is cut, and the symbols 0 and 1 are assumed to be distinct
from symbols in S). Figure 1 shows an example of run-length-encoding which often reduces
the length of a BWT drastically. We refer to [7] for a survey about further BWT compression
methods, and introduce our last preliminary definition: the indicator function.

I Definition 7. Let P be any boolean predicate. The indicator function 1P then is defined
as 1P := 1 if predicate P is true, and 1P := 0 otherwise.

3 Tunneling

The last section explained why the BWT produces long runs of the same character. Briefly
speaking, the consecutive characters in the BWT are followed by similar contexts (suffixes)
in the original text, and similar contexts tend to be preceded by the same character. The
BWT limits the strings preceding contexts to just 1 character, but there is no reason why
longer preceding strings shouldn’t be similar too2. In fact, this often is the case in repetitive
texts: In Figure 1, the suffixes SSA[9] and SSA[10] are both preceded by the same string eas.

The intention of this section is to show a way how to use the similarity of the preceding
strings to reduce the size of the BWT while keeping the invertibility and combinatorial prop-
erties of the BWT intact. Unlike existing approaches [24], we will not use word substitutions
to achieve this goal; the problem of word substitutions is to find a good substitution scheme,

2 A similar observation was made in the context of self-repetitions in suffix arrays; see [21, 26].
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L F
y $
e a
e a
p e
$ e
y p
a s
a s
s y
s y

(a) determine the block in the
BWT

L F
y $
e a
e a
p e
$ e
y p
a s

s y
s y

(b) cross out positions and re-
move doubly crossed-out ones

L F
y $
e a
e a
p e
$ e
y p
a s

s y
s y

(c) Reconstruction idea: use
one block row for both rows

Figure 2 Process of tunneling as described in Definition 9. Above, block 2 − [9, 10] from the
running example is tunneled. Any lines colored blue are related to the LF-mapping, cross-outs in L
and F are displayed by crosses.

as well as storing the word dictionary efficiently. Instead, we present a method based on the
combinatorics of the BWT, which contains the “word dictionary” implicitly in the remaining
BWT, and offers an easier way to find a good substitution scheme–completely without sub-
stitution. Our first step will be the definition of blocks, which are–short speaking–repetitions
of the same preceding string in lexicographically consecutive suffixes.

I Definition 8. Let S be a string of length n and L be its BWT. A block B is a pair of an
integer d and an interval [i, j] ⊆ [1, n] (d− [i, j]-block) such that

L [LFx[i]] = L [LFx[i + 1]] = · · · = L [LFx[j]] for all 0 ≤ x ≤ d

We call [i, j] the start interval of B,
[
LFd[i], LFd[j]

]
the end interval of B, hB := j − i + 1

the height of B and wB := d + 1 the width of B.

Blocks can also be seen as character matrices where each column consists of the same
character and each row is build by picking characters in BWT during d consecutive applications
of the LF-mapping, see also Figure 3. An example of blocks can be found in Figure 1:
exemplary blocks are 2− [9, 10], 1− [7, 8], 0− [2, 3] or 0− [5, 5]. We also want to note that
each column of a block can be mapped to a substring in the BWT which consists of the same
character.

I Definition 9. Let S be a string of length n, L and F be its corresponding BWT and
F-Column, and let B = d− [i, j] be a block of S. The process of tunneling block B is defined
as follows:
1. cross out position LFx[k] in L (mark it in a bitvector cntL of size n)

for all 0 ≤ x < d and i < k ≤ j.
2. cross out position LFx[k] in F (mark it in a bitvector cntF of size n)

for all 0 < x ≤ d and i < k ≤ j.
3. remove positions k that were crossed out both in L and F from L, F and the bitvectors

cntL and cntF.
To tunnel a whole set B of blocks, we apply each step to all blocks B ∈ B before continuing
with the next step, where the result (L, cntL and cntF) is called a tunneled BWT.

A simpler description of tunneling a block can be given as follows: Remove all positions of
the block from the BWT, except for those in the rightmost or leftmost column or uppermost
row of the block. Afterwards, cross out positions in the interval start from L and the interval
end from F, both except for the uppermost position. An example can be seen in Figure 2.

CPM 2018
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Figure 3 Visualization of block collisions. Blocks are displayed as continuous stripes, shared
positions are marked using diagonal lines.

The interesting question will be if we are able to reconstruct the text, even if we remove
positions from the BWT. Beforehand however, we need to care about block intersections,
since they can produce side effects when tunneling more than one block.

I Definition 10. Let B = d− [i, j] and B̃ = d̃− [̃i, j̃] be two different blocks of a string S

with BWT L and LF-mapping LF. We say that B and B̃ collide if they share positions in L,
i.e. there exists x ∈ [0, d ] and x̃ ∈ [0, d̃ ] such that[

LFx[i], LFx[j]
]
∩
[
LFx̃ [̃i], LFx̃[j̃]

]
6= ∅

We call each position in the intersection a shared position. Analogously, we say that a block
B = d− [i, j] is self-colliding if some x, x̃ ∈ [0, d] with x < x̃ exist such that[

LFx[i], LFx[j]
]
∩
[
LFx̃[i], LFx̃[j]

]
6= ∅

Furthermore, let Bin and Bout be two colliding blocks and w.l.o.g. hBin ≥ hBout . We call
the collision between Bin and Bout compensable if following conditions are fulfilled:
1. The leftmost and rightmost columns of Bout do not intersect:

The positions [iout, jout] and
[
LFdout [iout], LFdout [jout]

]
are not shared

2. At least one row of Bin does not intersect:
There exists a y ∈ [iin, jin] such that the positions y, LF[y], . . . , LFdin [y] are not shared

3. The intersection area forms a block of height Bin −Bout:
For all xin ∈ [0, din] and xout ∈ [0, dout] following holds:∣∣∣∣ [LFxin [iin], LFxin [jin]

]
\
[
LFxout [iout], LFxout [jout]

] ∣∣∣∣ ∈ {0, hBin − hBout}

If the conditions are not fulfilled, or if a collision is a self-collision, we call it critical.

Figure 3 visualizes the different kinds of block collisions. Examples of block collisions can
be found in Figure 1: the blocks 2− [9, 9] and 0− [7, 8] form a compensable collision, while
the blocks 2− [9, 9] and 1− [7, 8] form a critical collision. Furthermore, for L = aa · · · a$ any
block of width and height greater than one is self-colliding.

Now let us discuss the effect of the classifying criteria of collisions from Definition 10 a
bit further. By the criteria, a compensable collision always consists of a “wider” (outer) and
a “shorter but higher” (inner) block: The start and end interval of the outer block contain
no shared position (condition 1), which in conjunction with condition 3 implies that the
outer block must be wider than the inner one. For the inner block, at least one row must be
unshared (condition 2), what in conjunction with condition 3 analogously shows that the
inner block must be higher than the outer one. In the sense of visualization, these conditions
build kind of a cross overlay of blocks, as depicted in Figure 3a. Extending this idea to more
than two blocks, the criteria forms a natural hierarchy on colliding blocks, which will be
useful for invertibility issues.
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4 Invertibility

The purpose of this section is to show that a tunneled BWT can be inverted, i.e. the original
string from which a BWT was constructed from can be rebuilt. As a first step, we will
introduce a new generalized LF-mapping.

I Definition 11. Let L be the Burrows-Wheeler-Transformation of a string of length n and
let cntL and cntF be two bitvectors of size n. The generalized LF-mapping is defined by

LFcntL
cntF[i] := selectcntF(1︸ ︷︷ ︸

skip removed
positions

,

n∑
k=1

cntL[k] · 1L[k]<L[i]︸ ︷︷ ︸
=̂ CL[L[i]]

+
i∑

k=1
cntL[k] · 1L[k]=L[i]︸ ︷︷ ︸
=̂ rankL(L[i],i)

)

Definition 11 is almost equal to the normal LF-mapping–except that characters crossed
out in L are ignored, while characters crossed out in F are skipped. Next, we will see that this
definition is reasonable for tunneling, as it maintains its structure when removing positions
from L in the “right” manner.

I Lemma 12. Let L be the Burrows-Wheeler-Transformation of a string of length n with
LF-mapping LF and let cntL and cntF be two bitvectors of size n. Then following properties
hold for the generalized LF-mapping LFcntL

cntF:
1. Let cntF[i] = cntL[i] = 1 for all i ∈ [1, n]. Then, LFcntL

cntF is identical to the normal
LF-mapping LF.

2. Let cntF and cntL be two bitvectors such that LFcntL
cntF[j] = LF[j] for all j with cntL[j] = 1.

Let i be an integer with cntL[i] = cntF [LF[i]] = 1. Crossing out position i in L and position
LF[i] in F (setting cntL[i] = cntF [LF[i]] = 0) does not change the mapping: Define

c̃ntL[j] := cntL[j] · 1j 6=i and c̃ntF[j] := cntF[j] · 1j 6=LF[i]

Then, LFc̃ntL
c̃ntF

[j] = LF[j] for all j with c̃ntL[j] = 1.
3. Let i be an integer with cntL[i] = cntF[i] = 0. Removing position i (crossed out both in L

and F) from L, cntL and cntF does not change the mapping: Define

c̃ntL[j] := cntL[j + 1j≥i] , c̃ntF[j] := cntF[j + 1j≥i] and L̃[j] := L[j + 1j≥i]

Then, for the corresponding mapping L̃F
c̃ntL
c̃ntF the following holds:

L̃F
c̃ntL
c̃ntF[j] = LFcntL

cntF[j + 1j≥i]− 1LFcntL
cntF[j+1j≥i]≥i

Lemma 12 looks really bulky at the first moment, but reflects the operations required for
tunneling, as we will see by discussing its different properties. Property 1 says that the new
LF-mapping is identical to the old if we cross out nothing, and is straightforward. The more
interesting property 2 tells us that the LF-mapping stays identical if we cross out consecutive
positions in L and F in terms of text order. To explain why this works, think of a character
c at position i in a BWT. If we cross out c in L, it is ignored, and thus the LF-mapping
of all characters in L which are greater than c (or equal to c but placed below of i) gets
shifted one position upwards, and thus is modified. Now, as we also cross out LF[i] in F, and
crossed-out positions in F are skipped, all of the modified positions are shifted one position
downward, because their original LF-mapping was greater than LF[i], and thus, the mapping
stays identical. Property 3 also is easy to understand, as it says that a position which is
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Algorithm 1: Inverting a tunneled Burrows-Wheeler-Transform.
Data: Tunneled Burrows-Wheeler-Transform L of size n from string S of size ñ, bitvectors cntL and cntF

of size n + 1 with cntL[n + 1] = cntF[n + 1] = 1.
Result: String S from which L, cntL and cntF were build from.

1 let LF∗ be the generalized LF-mapping (Definition 11).
2 initialize an empty stack s

3 S
[

ñ
]
← $

4 j ← 1
5 for i← ñ− 1 to 1 do
6 if cntF[j + 1] = 0 then // end of a tunnel
7 j ← j + s.top()
8 s.pop()

9 S[i]← L[j]
10 if cntL[j] = 0 or cntL[j + 1] = 0 then // start of a tunnel
11 k ← max{l ∈ [1, j] | cntL[l] = 1} // uppermost row of block
12 s.push(j - k)

13 j ← LF∗[j]

ignored in L and skipped in F can be completely removed. A formal proof of the properties
is omitted due to reasons of space, for now let us concentrate on the reconstruction of the
original text.

The idea for reconstruction will be as follows: According to Lemma 12, tunneling will
leave the LF-mapping identical, so we need only to clarify how to deal with tunneled blocks.
As a remainder, tunneling means that we remove all of the characters except for the rightmost
and leftmost column and uppermost row of a block. In blocks, we know that each row of the
block is identical, and all of the rows run in parallel (in terms of the LF-mapping). Thus, if
we reach the start of a tunnel, we will save the offset to the uppermost row, proceed at the
uppermost row, and, once we leave the tunnel, use the saved offset to get back to the correct
“lane”, as shown Figure 2c and described in Algorithm 1.

The reconstruction process also inspired us to name the method tunneling: once the start
of a block is reached, the offset to the uppermost row gets saved, and we enter the “tunnel”,
namely the uppermost row. After the tunnel ended, the temporarily information is used to
get back to the correct “lane”, that is the row on which we entered the tunnel.

I Theorem 13. Let S be a string of length ñ, let B be a set of blocks in its BWT containing
no critical block collisions, and let L, cntL and cntF (each of size n) be the components
emerging by tunneling the blocks of set B. Then, Algorithm 1 reconstructs the string S from
the tunneled BWT in O(ñ) time.

Proof. First, note that the generalized LF-mapping in a tunneled BWT conforms to the
normal LF-mapping in a traditional BWT: Definition 9 tells us that for each marked position i

in cntL, the associated position LF[i] is marked in cntF during tunneling process. Furthermore,
tunneling only removes positions i with cntL[i] = cntF[i] = 0—note that this argumentation
still is true for any colliding blocks, with only the only difference that some of those “position
pairs” are marked more than once. Thus Lemma 12 ensures that a walk through the
generalized LF-mapping (Line 13 of Algorithm 1) will reproduce the same string during
character pickup (Line 9)—except for positions i with either cntL[i] or cntF[i] equal zero,
which are positions in a start or end interval of a block.

As we know that each row of a block is identical (in terms of characters), and that the
LF-mapping in a block runs in parallel (Lemma 5), for correct reconstruction, it’s sufficient
to store the relative offset to the top of a block when entering it, reconstruct any of the rows
of the block, and at the end of the block use the stored offset to step back to the relative
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position on which the block was entered—as performed by Algorithm 1. In case of block
collisions, by the hierarchy build from the condition of compensable collisions, a tunnel will
not be left until all its inner colliding block tunnels are left, thus the stack in Algorithm 1
correctly matches each tunnel end with the offset the tunnel was entered.

Finally, Algorithm 1 can be implemented to require O(ñ) time by precomputing the
generalized LF-mapping in O(n) time, and by implementing line 11 with an array mapping
each position to the nearest previous position i with cntL[i] = 1, which obviously also can be
computed in O(n) time, requiring O(1) time per query. J

In contrast, when dealing with critical collisions, Algorithm 1 will not be able to correctly
match a tunnel start or end to the corresponding tunnel due to the intersections of start
intervals or end intervals of blocks. In the case of self-collisions, the tunneling process from
Definition 9 will remove entries of the topmost row of the self-colliding block from the BWT,
thus falsifying the correctness proof of Algorithm 1.

5 Practical Implementation

This section’s purpose is to give a brief summary on how to use BWT tunneling practically.
Our first restriction therefore is to focus only on such-called run-blocks, what will make
tunneling easier to handle. A run-block is a block whose start and end intervals have the
same height as the runs in the BWT where the intervals occur. Furthermore, we will focus
only on width-maximal run-blocks having height and width both greater than one.

I Definition 14. Let S be a string of length n and L be its BWT. Furthermore, assume that
the border cases L[0] and L[n + 1] contain characters such that L[0] 6= L[1] and L[n] 6= L[n + 1].

A d− [i, j]-block is called a run-block if L[i] 6= L[i− 1], L[j] 6= L[j + 1],
L[LFd[i]] 6= L[LFd[i]− 1] and L[LFd[j]] 6= L[LFd[j] + 1] holds.

A run-block RB is called width-maximal if it is wider than any colliding run-block R̃B

with same height, i.e. RB and R̃B collide and hB = h
R̃B
⇒ wRB ≥ w

R̃B
.

An example of run-blocks is given in Figure 1: 0− [2, 3], 1− [7, 8] are run-blocks, 2− [9, 10]
is the only width-maximal run-block. As a counter example, 2− [9, 9] is no run-block, as
L[9] = L[10], thus the height is not identical to that of the run where the block starts.

Run-blocks with height greater than one will never be self-colliding3–also, any collision
between width-maximal run-blocks always is compensable: a run-block is height-maximal in
sense of its start- and end-interval, thus any collision enforces one block to be higher and on
the “inside” of the other, as required by Definition 10.

5.1 Block Computation
Our first concern is how blocks can be computed. For arbitrary blocks, a simple solution
would be to compute the pairwise longest common suffixes of S[1..SA[i]) and S[1..SA[i + 1]),
and afterwards enumerate the blocks using a stack-based approach–which is possible in O(n),
see [16] and [18]. However, as we want to compute the restricted set of width-maximal
run-blocks, we will choose a different approach.

3 Self-collisions are related to overlapping repeats in the text. Thus, a self-colliding block has to share
positions in its start interval with itself, what cannot happen in run-blocks: as the overlapping intervals
of a block cannot be equal (LF is a permutation), the start interval wouldn’t be height-maximal.
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Figure 4 Exemplary aux-vector generation from a tunneled BWT. “Run-heads” (first symbols of
runs) are marked using arrows, runs with height greater 1 by right square brackets.

We will describe the idea of the approach only; see the full version of this paper for an
algorithm. The idea is to use runs as a start point, and use the LF-mapping to proceed
over the BWT. Every time a run is reached which allows to width-extend the current block,
the current block is pushed on a stack and the run is used as new block. Then, as soon as
the current block cannot be extended (because the current run is not high enough), blocks
are popped from the stack until an extendable block is reached. During the removal of
blocks, the necessary conditions for width-maximal run-blocks can be checked. Also, to
increase efficiency, a side-effect similar to pointer jumping is used, which allows to skip
already processed blocks.

5.2 Tunneled BWT Encoding

The encoding of a tunneled BWT requires to encode three components: the remaining BWT
L, as well as the bitvectors cntL and cntF. To reduce a component, we merge cntL and
cntF to a new vector named aux by setting aux[i] := 2 · cntL[i] + cntF[i]. The vector aux
now contains 3 distinct symbols4, and is further shortened by removing all positions where
runs in L start (all of this positions must be unmarked as the topmost row of a run-block
stays unchanged) and by trimming the (identical) remaining symbols beside of each run of
height greater than one to just one symbol (reconstruction is possible as only run-blocks are
tunneled). An example is listed in Figure 4.

As the components L and aux originate from the same source and are quite similar,
we’ll encode both components with the same BWT backend encoder, like, for example,
Move-To-Front-Transformation + run-length-encoding of zeros + entropy encoding. This
not only simplifies the implementation, but also allows to uncouple the block choice from the
used backend encoder: As tunneling leaves the uppermost row of a block intact, the effect of
tunneling can be summarized as shortening runs in L at cost of increasing the number of
runs in aux due to the tunnel-marking symbols. For a good block-choice, it is useful to think
of a tax system: a good choice maximizes the net-benefit, which is given by gross-benefit
(amount of information removed from L) minus the tax (amount of information required to
encode aux). Now, as long as different backend encoders encode runs in a similar fashion,
an optimal block choice for a specific backend encoder will be near-optimal for all the other
backend encoders, as the efficiency of such encoders can be seen as a constant c which does
not affect the maximization of the net-benefit.

4 Positions i containing markings in both cntL[i] and cntF[i] were removed by tunneling.
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Algorithm 2: Greedy block choice
Data: a set RB of width-maximal run-blocks and a function score which for each block returns the

amount of run-characters it removes.
Result: the array BS and a number tbest, whereby BS[1..tbest] contains the blocks of a greedy block choice.

1 let BS be an array of size |RB|
2 tbest ← 0 // number of tunnels allowing best benefit
3 bbest ← 0 // best tunneling net-benefit in bits
4 tc← 0 // number of run-characters removed by tunneling
5 for t← 1 to |BS| do
6 let B ∈ RB be the block with score(B) maximal
7 reduce score(B̃) for all colliding blocks B̃ of B depending on the kind of collision
8 remove collisions between all inner and outer colliding blocks of B // intersecting area gets

tunneled

9 RB ← RB \ {B}
10 BS[t]← B
11 tc← tc + score(B) // update number of removed run-characters from tunneling

12 if gross-benefit− tax > bbest then // update block choice; see equations (1) and (2)
13 tbest ← t
14 bbest ← gross-benefit− tax

As most state-of-the-art compressors use run-length-encoding, we estimate net-benefit
and tax in terms of run-length-encoding. Consequently, the net-benefit between a normal
BWT L and a tunneled BWT L̃ is given by

gross-benefit := |rlencode(L)| ·H(rlencode(L))− |rlencode(L̃)| ·H(rlencode(L̃))

≈ n log
(

n

n− tc

)
− rc log

(
rc

rc− tc

)
+ tc

(
1 + log

(
n− tc

rc− tc

)) (1)

where n := |rlencode(L)| is the number of characters of the run-length-encoding of L, H is
the entropy function from Definition 6, rc is the number of run-characters in rlencode(L)
(all characters except for the run-heads) and tc is the number of removed run-characters in
rlencode(L̃). The tax is given by

tax := |rlencode(aux)| ·H(rlencode(aux))

≈ 2 · t · (1 + log(h2 − 1)) + 2 · t · h · log
(

1 + 2
h− 1

) (2)

where t is the number of tunneled Blocks and h := log
(

rh>1−2·t
2·t

)
with rh>1 being the

number of runs with height greater than 1.

5.3 Block Choice
The estimators from the last section give a clear indication that tunneling will not always
improve compression–picking too small blocks may result in a tax whose size overcomes the
gross-benefit. It is clear however that bigger blocks are preferable to smaller ones–thus a
greedy approach will produce best results. Algorithm 2 sketches our strategy for choosing
blocks, also considering that the gross-benefit and the tax do not grow in a likewise manner.

The collision handling of Algorithm 2 can be done using a collision graph, that is, a graph
connecting colliding blocks whose intersecting area is not overlaid by a third block. Line 7
then can be implemented using a graph traversal together with block information, while Line
8 can be performed by removing the node corresponding to block B from the graph.

Implementing block scores is a bit complicated, as run-length-encoding is used. Initially,
the score of a Block B gets to the sum of the run-lengths of all runs B points in minus the
sum of all reduced run-lengths, i.e. the sum of log(h)− log(h− hB) for each run of height
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h where B points in. Score updates of outer collisions are approximated by multiplying
the score with the ratio by which the block width was shortened. Score updates of inner
collisions can be done by subtracting the width-difference-ratio-multiplied score of B.5

By using a heap, Algorithm 2 can be shown to run in O(n log |RB|) time. Unfortunately,
we have to mention that the greedy strategy is not always optimal: think of three blocks
whose colliding picture forms a shape like a big “H”. If the middle block has a score bigger
than that of the outer blocks (but close enough), for t = 1, the middle block is the optimal
choice, while for t = 2 the outer blocks would be preferred, what is not covered by the
algorithm. These situations however should not occur often in practice, so we neglected
them.

6 Experimental Results

This section contains experimental results showing the effectiveness of our new technique.
We applied our technique as described in the last section to three different BWT compressors:

bwz : bzip2 [30] without memory limitations.
bcm : one of the strongest open-source-available BWT compressors [25, 19].
wt : BWT encoded in a huffman-shaped wavelet tree6 using hybrid bitvectors [11, 17]
(good compression for miscellaneous data [17]) provided by the sdsl-lite library [13].

Our test data comes from three different text corpora, namely 12 medium-sized files from
the Silesia Corpus [4] (6 – 49 MB), 6 bigger files from the Pizza & Chili Corpus [9] (54 –
1130 MB), as well as 9 repetitive files from the Repetitive Corpus [10] (45 – 446 MB). The
full benchmark and all results are available at [2].

Beside of compression improvements, it is important to see if tunneling exploits its full
potential not only in theory (as shown in the heuristics and approximations from last section)
but also in practice. Therefore, we measured how well the theoretical model fits to the
respective compressor by comparing the gross-net benefit ratios of model and compressor: as
the efficiency of a compressor can be seen as some constant which is canceled when dividing
two benefits from the same source, the gross-net benefit ratio should mostly be independent
from the efficiency of a compressor, making it nicely comparable. Figure 5 shows compression
improvements and the model fit as min-max distance min{x,y}

max{x,y} of both ratios.
As the box plots show, the compression improvements of tunneling are significant and the

theoretical model fits quite well. However, for half of the test files the encoding size decrease
lies below 4 − 11%–not very surprisingly, this half typically consists of small to medium-
sized files where the normal BWT-based compressors work very good already. Compression
improvements for the upper half of the data however are significant and range from 4− 11%
encoding size decrease up to 33−57% decrease. Also, it seems that the better the compressor
works (in terms of compression rate), the better the model fits.

The outliers in the model fit can be ignored for two reasons: first, as the figure shows,
tunneling never worsens compression by a serious amount; second, the potential of tunneling
in all those files (fraction of net-benefit of theoretical model and the size of the bwz encoding)

5 Let Bin be the inner colliding block of B. We set score(Bin) = score(Bin)− wBin
wB
· score(B), which is

motivated by the fact that log(h− hB)− log(h− hB − (hB − hBin )) = log(h− hB)− log(h− hBin ) =
(log(h)− log(h− hBin ))− (log(h)− log(h− hB)) for a single run in which Bin and B collide.

6 Note that this data structure is not capable of text indexing. By permuting the bits in cntL ac-
cording to the permutation induced by stably sorting column L, the generalized LF-mapping can be
computed using selectcntF(1, rankcntL(1, CL[L[i]] + rankL(L[i], i))), allowing backward steps using wavelet
trees. Unfortunately, more technical problems must be solved, outreaching the scope of this paper.
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Figure 5 Compression improvements and model fit of tunneling displayed as Tukey boxplots.
The boxplots contain the whole tested data set. Boxes consist of lower quantile, median, upper
quartile and average (red dashed line), whisker range is given by 1.5 times the interquartile range,
outliers are shown as diamond markers. Compression improvements use the untunneled versions as
baseline, model fits are given by the min-max distance of the gross-net benefit ratios of theoretical
model and compressor.

Table 1 Compression comparison of different compressors on a selection of the used test data.
All values are shown in bits per symbol, that is, original file size times bits per symbol gives the
compression size. Best compression results are marked bold.

Compressor Silesia Corpus Pizza & Chili Corpus Repetitive Corpus
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bwz 0.34 1.81 1.48 2.29 1.83 1.84 0.23 0.31 0.12
bwz -tunneled 0.33 1.75 1.48 2.00 1.81 1.66 0.17 0.21 0.11
bcm 0.29 1.49 1.24 2.33 1.72 1.56 0.23 0.32 0.13
bcm -tunneled 0.28 1.42 1.24 1.95 1.70 1.34 0.16 0.21 0.11
wt 0.61 2.70 2.08 3.97 2.05 2.45 0.69 0.49 0.40
wt -tunneled 0.54 2.45 2.07 2.72 2.03 1.99 0.38 0.42 0.29
xz -9e -M 100% [32] 0.35 1.38 1.61 2.22 1.78 1.93 0.14 0.11 0.09
zpaq isc [20] 0.36 1.20 1.21 2.61 1.86 1.64 0.62 1.85 0.09

is below 0.3%. The model fit itself however shouldn’t be overestimated, as we tested tunneling
with different models, always getting a quite similar compression result.

Table 1 shows a comparison of our technique with compressors following different
paradigms: xz [32] is a very effective Lempel-Ziv compressor similar to 7zip [27], while
zpaq [20] uses context-mixing. As the table shows, the tunneled version of bcm performs
best among all shown BWT compressors, xz remains the best choice for repetitive data.
Beside of pure compression, we want to note that tunneling has its price: the time and space
requirements for encoding roughly double, while decoding time and space requirements are
reduced by a small amount.

7 Conclusion

As we have seen in the last Section, compression gains due to our technique are a significant
improvement to BWT-based compression. The technique however is in early stage of
development, and therefore has some outstanding problems like making a good and economic
block choice. A solution might be to use heuristics for similar problems in the LCP array
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[5, 23], our presented approach is a nice baseline but too complicated and resource-expensive.
It also would be nice to get rid of the restriction of run-based blocks; Section 5.1 indicates
that this is possible, but collisions complicate the situation. In our opinion, the “big deal”
will be to build a compressed FM-index [8] with full functionality; the footnote on page 12
clearly indicates that this should be possible, although correct pattern counting might be a
bit tricky. Thinking of a text index with half of the size of the currently best implementations
seems utopian, but this paper shows that this goal should be achievable, giving a lot of
motivation for further research on the topic.
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Abstract
Tracing regularities plays a key role in data analysis for various areas of science, including coding
and automata theory, formal language theory, combinatorics, molecular biology and many others.
Part of the scientific process is understanding and explaining these regularities. A common notion
to describe regularity in a string T is a cover or quasi-period, which is a string C for which every
letter of T lies within some occurrence of C. In many applications finding exact repetitions is not
sufficient, due to the presence of errors. In this paper we initiate the study of quasi-periodicity
persistence under mismatch errors, and our goal is to characterize situations where a given quasi-
periodic string remains quasi-periodic even after substitution errors have been introduced to the
string. Our study results in proving necessary conditions as well as a theorem stating sufficient
conditions for quasi-periodicity persistence. As an application, we are able to close the gap in
understanding the complexity of Approximate Cover Problem (ACP) relaxations studied by [5, 4]
and solve an open question.
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1 Introduction

Tracing regularities plays a key role in data analysis for various areas of science, including
coding and automata theory, formal language theory, combinatorics, molecular biology and
many others. Part of the scientific process is understanding and explaining these regularities.
A typical form of regularity is periodicity, meaning that a “long” string T can be represented
as a concatenation of copies of a “short” string P , possibly ending in a prefix of P . Periodicity
has been extensively studied in Computer Science over the years (see [26]).

For many phenomena the definition of periodicity is too restrictive and it is necessary to
study wider classes of repetitive patterns. One common such notion is that of a cover or a
quasi-period, defined as follows.
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I Definition 1 (Cover). A length m substring C of a string T of length n, is said to be a
cover of T , if n > m and every letter of T lies within some occurrence of C.

Note that by the definition of cover, the string C is both a prefix and a suffix of the string
T . For example, consider the string T = abaababaaba. Clearly, T is “almost” periodic with
period aba, however, as it is not completely periodic, the algorithms that exploit repetitions
cannot be applied to it. On the other hand, the string C = aba is a cover of T , which
allows applying to T cover-based algorithms. In this paper we study quasi-periodicity under
mismatch errors.

Quasi-periodicity was introduced by Ehrenfeucht in 1990 (according to [8]). The earliest
paper in which it was studied is by Apostolico, Farach and Iliopoulos [9], which defined the
quasi-period of a string to be the length of its shortest cover and presented an algorithm
for computing the quasi-period of a given string in O(n) time and space. The new notion
attracted immediately several groups of researchers (e.g. [10], [27, 28], [25], [11]). An overview
on the first decade of the research on covers can be found in the surveys [8, 18, 31].

While covers are a significant generalization of the notion of periods as formalizing
regularities in strings, they are still restrictive, in the sense that it remains unlikely that
an arbitrary string has a cover shorter than the word itself. One direction to deal with
this is to study different variants of quasi-periodicity. Variants that were introduces include
seeds [20], maximal quasi-periodic substring [7], the notion of k-covers [19], λ-cover [32],
enhanced covers [16], partial cover [21]. Since the notion of a seed is necessary to our study,
we give its formal definition here.

I Definition 2 (Seed). A length m substring C of a string T of length n, is said to be a seed
of T , if n > m and there exists a superstring T ′ of T such that C is a cover of T ′.

Note that the definition of a seed allows the first and last occurrence of the seed C in
T to be incomplete. Other recently explored directions include the inverse problem for
cover arrays [14], extensions to strings in which not all letters are uniquely defined, such
as indeterminate strings [6] or weighted sequences [33]. Some of the related problems are
NP-hard (see e.g., [6, 12, 21]).

Another direction to deal with the restrictiveness of quasi-periodicity definition is to
consider the presence of errors. This direction was motivated by some applications, such
as molecular biology and computer-assisted music analysis, were finding exact repetitions
is not sufficient. In these applications, a more appropriate notion is that of approximate
repetitions, where errors are allowed (see, e.g., [13, 15]). This notion was first studied in 1993
by Landau and Schmidt [23, 24] who concentrated on approximate tandem repeats. Note
that, the natural definition of an approximate repetition is not clear. One possible definition
is that the distance between any two adjacent repeats is small. Another possibility is that all
repeats lie at a small distance from a single “original”. Such a definition of approximate seeds
is studied in [12, 29, 17]. Indeed, all these definitions along with other ones were proposed
and studied (see [1, 22, 30]). Yet another possibility is that all repeats must be equal, but
we allow a fixed total number of mismatches. The possibility presented in [1] is a global one,
assuming that an original unknown string is a sequence of repeats without errors, but the
process of sequence creation or transmission incurs errors to the sequence of repeats, and,
thus, the examined input string is not a sequence of repeats. [5] extend this approach to
quasi-periodicity and study the approximate cover problem (ACP), in which the input text is
a sequence of some cover repetitions with possible mismatch errors, and a string that covers
the text with the minimum number of errors is sought. We continue this line of research by
studying quasi-periodic strings that have been introduced to substitution errors.
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Our Results. In this paper we initiate the study of quasi-periodicity persistence under
mismatch errors, and our goal is to characterize situations where a given quasi-periodic
string remains quasi-periodic even after substitution errors have been introduced to the
string. An implicit study of this question was introduced by [3], while proving that two
strings with Hamming distance 1 cannot be both quasi-periodic. In our terminology this
means that quasi-periodicity does not persist under a single substitution error. Broadening
the study to situations where more than one substitution error may happen necessitates a
deep understanding of the structure of quasi-periodic strings as well as their behaviour under
mismatch errors. Our study results in proving necessary conditions as well as a theorem
stating sufficient conditions for quasi-periodicity persistence. As an application, we are
able to close the gap in understanding the complexity of ACP relaxations studied by [5, 4]
and solve an open question [5] regarding the complexity of the full-tiling relaxation of the ACP.

Paper Contributions. The main contributions of this paper are:
Giving a first explicit study of quasi-periodicity persistence, while broadening the know-
ledge on quasi-periodic strings under mismatch errors.
Proving that the full-tiling relaxation of the ACP is polynomial-time computable, which
was beyond the reach of current research prior to this paper. This result closes the gap
in understanding the complexity hierarchy of ACP relaxations, where the ACP itself was
proven to be NP-hard [5].
Proving properties of covers, seeds and quasi-periodic strings under mismatch errors that
can serve future research of approximate regularities.

The paper is organized as follows. In Section 2, we give formal definitions and basic
lemmas. Section 3 is devoted to the study of quasi-periodicity persistence under mismatch
errors. In Section 4, we give a description of the full-tiling relaxation of the ACP and prove
it is polynomial-time computable by applying the results from Section 3.

2 Preliminaries

In this section we give the needed formal definitions and prove some basic combinatorial
properties of covers and seeds.

I Definition 3 (Tiling). Let T be a string over alphabet Σ such that the string C over
alphabet Σ is a cover of T . Then, the sorted list of indices representing the start positions of
occurrences of the cover C in the text T is called the tiling of C in T .

In this paper we have a text T which may contain substitution errors and, therefore, is
not coverable. However, we would like to refer to a retained tiling of an unknown string C
in T although C does not cover T because of mismatch positions. The following definition
makes a distinction between a list of indices that may be assumed to be a tiling of the text
before mismatch errors occurred and a list of indices that cannot be such a tiling.

I Definition 4 (A Valid Tiling). Let T be an n-length string over alphabet Σ and let L be
a sorted list of indices L ⊂ {1, ..., n}. Let m = n+ 1− Llast, where Llast is the last index
in L. Then, L is called a valid tiling of T , if i1 = 1 and for every ik, ik+1 ∈ L, it holds that
ik+1 − ik ≤ m.

I Notation 5. Let C be an m length string over alphabet Σ. Denote by S(C) a string of
length n, n > m, such that C is a cover of S(C).

CPM 2018
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Note that S(C) is not uniquely defined even for a fixed n > m, since different valid tilings
of the m-length string C may generate a different n-length string S(C). A unique version is
obtained if a unique appropriate valid tiling L is also given.

I Notation 6. Let T be an n-length string over alphabet Σ and let L be a valid tiling of
T . Let m = n + 1 − Llast, where Llast is the last index in the tiling L. For any m-length
string C ′, let SL(C ′) be the n-length string obtained using C ′ as a cover and L as the tiling
as follows: SL(C ′) begins with a copy of C ′ and for each index i in L a new copy of C ′ is
concatenated starting from index i of SL(C ′) (maybe running over a suffix of the last copy of
C ′).

I Definition 7. Let T be a string of length n over alphabet Σ. Let H be the Hamming
distance. The distance of T from being covered is:

dist = min
C∈Σ∗,|C|<n,S(C)∈Σn

H(S(C), T ).

We will also refer to dist as the number of errors in T .

I Definition 8. Let T be a string of length n over alphabet Σ. An m-long string C over Σ,
m ∈ N, m < n, is called an m-length approximate cover of T , if for every string C ′ of length
m over Σ, minS(C′)∈Σn H(S(C ′), T ) ≥ minS(C)∈Σn H(S(C), T ), where H is the Hamming
distance of the given strings.
We refer to minS(C)∈Σn H(S(C), T ) as the number of errors of an m-length approximate
cover of T .

I Definition 9 (Approximate Cover). Let T be a string of length n over alphabet Σ. A string
C over alphabet Σ is called an approximate cover of T if:
1. C is an m-length approximate cover of T for some m ∈ N, m < n, for which

min
S(C)∈Σn

H(S(C), T ) = dist.

2. for every m′-length approximate cover of T , C ′, s.t. minS(C′)∈Σn H(S(C ′), T ) = dist, it
holds that: m′ ≥ m.

Primitivity. By definition, an approximate cover C should be primitive, i.e., it cannot be
covered by a string other than itself (otherwise, T has a cover with a smaller length). Note
that a periodic string can be covered by a smaller string (not necessarily the period), and
therefore, is not primitive.

I Definition 10. The Approximate Cover Problem (ACP) is the following:
INPUT: String T of length n over alphabet Σ.
OUTPUT: An approximate cover of T , C, and the number of errors in T .

2.1 Properties of Covers and Seeds
Our analysis of quasi-periodicity persistence under mismatch errors in Section 3 requires a
preliminary study of properties of covers and seeds. We use the following easy observations:

I Observation 11. If a string W is coverable but non-periodic then the shortest cover c of
W satisfies |c| < |W |/2.

I Observation 12. Coverability is transitive, i.e., a cover of a cover of W is a cover of W .
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I Observation 13. If a string c is a cover of a string W then c is a seed of every factor of
W of length at least |c|.

I Observation 14. If a string s is a seed of a string W then s is a seed of every factor of
W of length at least |s|.

I Lemma 15. A periodic string W is coverable, and one of the following must hold:
1. Its shortest cover is of length more than |W |/2. In this case, W = p2p′, where p′ is a

non-empty prefix of p.
2. Its shortest cover c is of length at most |W |/2 and |c| 6= |p|, where p is the period of W .
3. Its shortest cover c is of length at most |W |/2 and |c| = |p|, where p is the period of W .

In this case, c = p and W = pi.

Example: Consider the following periodic strings:
The stringW = abaabaa is periodic with period p = aba. It is coverable by c = abaa = pp′,
where |c| > |W |/2. Note that W = p2p′, where p′ = a is a prefix of p.
The string W = abaababaababa is periodic with period p = abaab. It is coverable by
the string pp′ = abaababa, however, its shortest cover is c = aba, where |c| < |W |/2 and
|c| < |p|. Note that c does not cover p.
The string W = abababa is periodic with period p = ab. It is coverable by c = pp′ = aba,
where |c| < |W |/2, and |c| > |p|.
The stringW = ababaababa is periodic with period p = ababa. It is coverable by its period
p since W = p2, however, its shortest cover is c = aba, where |c| < |W |/2 and |c| < |p|.
Note that c covers p. We can make a longer string with this period W1 = ababaababaaba

which is still periodic with p and covered by c. However, if we take W2 = ababaababaa

which is again still periodic with p but no longer coverable by aba (which remains its
seed). The shortest cover of W2 is c2 = ababaa.

The next properties require an additional notation:

I Notation 16. Let w be a string. Denote by wj the string w with the j-th symbol substituted
by some other symbol, i.e., |w(j)| = |w|, for all i = 1, . . . , |w|, i 6= j, wi = w

(j)
i , and wj 6= w

(j)
j .

In this case we also write w =j w
(j).

I Theorem 17. Let S be a length n periodic string with period P . Then for any j ∈ {1, . . . , n},
S(j) is not periodic.

Theorem 17 can be easily proven using a lemma proved in [2]. A similar result for covers is
also known [3]:

I Theorem 18. [Amir et al. [3]] For every string W of length n and index j ∈ {1, . . . , n}, at
most one of the strings W , W (j) is coverable.

We will also need the following auxiliary lemma from [3].

I Lemma 19. [Amir et al. [3]] Let w be a string and j be an index. Then w is not a seed of
w(j).

I Corollary 20. [Amir et al. [3]] Let U and V be two coverable strings of the same length
such that U 6= V . Then, H(U, V ) > 1.

We also make use of the following lemma.

I Lemma 21. Let W be a coverable string and let j be an index. Then no prefix (suffix) of
W (j) of length at most |W |/2 is a seed of W (j).

CPM 2018
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3 Quasi-Periodicity Persistence Under Mismatch Errors

In this section we analyze the extent to which quasi-periodicity may persist under mismatch
errors, and characterize the structure of strings, the number and positions of mismatch errors,
where such a persistence of quasi-periodicity is assured. First note that Corollary 20 means
that quasi-periodicity is not persistent under a single mismatch error, no matter its position.
Our analysis effort is, therefore, devoted to study the case where more mismatch errors occur.
In such situations the number of errors as well as their exact positions determine wether the
quasi-periodicity persists or not, as the following example shows.

Example: Consider the quasi-periodic (specifically, also periodic) string: S = abbbbabbbb.
Two mismatch errors in positions 2 and 3 give the primitive string S′ = aaabbabbbb. However,
two mismatch errors in positions 2 and 6 give the (quasi-)periodic string S′′ = aabbbaabbb.

We, therefore, need to refer to the structure of a quasi-periodic string, in order to analyze
persistence of quasi-periodicity. Since the structure of the special case of periodic strings
is known, giving sufficient conditions for periodicity persistence is easy, as the following
observation states.

I Observation 22. Let S be a periodic string with period length p. Let q = a · p, a ∈ N, such
that bnq c ≥ 2, and let S′ be the string obtained from S by k = bnq c errors of substitution to a
character σ ∈ Σ where the difference between each subsequent error positions is q, then S′ is
periodic.

We also want to give sufficient conditions for quasi-periodicity persistence, which is much
more complicated to understand. Our first goal is to give a formal characterization of a
structure of quasi-periodic strings. We begin by characterizing the structure of any string
that may serve as a cover of another string. We call this string of variables the free variable
scheme of the cover. We first give a definition of this term.

I Definition 23. Let Γ be an alphabet, called the free variables alphabet. A string in Γ∗ is
a free variable scheme. A free variable scheme α over alphabet Σ defines a subset Sα of Σ∗,
where s is in Sα if there is a function Φ : Σ→ Γ such that Φ(s) = α.

I Lemma 24. The free variable scheme representing any primitive cover is of the form αβα

where: β is a non empty string of distinct variables that do not occur in α, α is defined
recursively, as follows:
1. α is empty, or
2. α is of the form α′β′α′, where β′ is a, possibly empty, string of variables that do not

occur in α′, and α′ is recursively defined similarly as α.

Proof. There are two cases to consider:
1. If there are no overlaps of the cover in the string, then the cover is actually a period

(having only complete appearances in the string it covers). In this case, it has the form
αβα, where α is empty and β is a non empty string of distinct variables that do not
occur in α.

2. If there is at least one overlap of the cover in the string it covers, then the cover cannot
be a period. Such an overlap forces the structure of the cover to begin and end with the
same string, represented by the sequence of variables α. It is, therefore, of the form αβα

where β is a string of distinct variables that do not occur in α. The fact that the cover is
primitive, means that β is non empty. Otherwise, it is periodic, therefore, by Lemma 15
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it is coverable, contradiction to its primitivity. Now, if all the overlaps of the cover are
of the same length as α, then the recursion ends and we get α = β′ and α′ is empty.
Otherwise, any overlap of different length forces a recursive structure as follows. Assume
without loss of generality that the longer overlap is of length as α, then the existence
of a smaller overlap means that α begins and ends with the same string, represented by
the sequence of variables α′. These occurrences of α′ in α may be separated by another
string, represented by the sequence of variables β′. J

Example: The recursive structure of the following free variable scheme

WWYWWZWWYWWABCWWYWWZWWYWW

is:
level 1: α = WWYWWZWWYWW and β = ABC

level 2: α = WWYWW and β = Z

level 3: α = WW and β = Y

level 4: α = W and β is the empty string
level 5: α is the empty string and β = W .

Lemma 24 serves us in two directions. On the one hand, it is used to characterize the
structure of any primitive cover, and on the other hand, it serves to characterize the structure
of any quasi-periodic string with more than two occurrences of the cover. Note that, by
Lemma 15, any quasi-periodic string with only two occurrences of the cover is periodic, for
which Observation 22 applies. We, therefore, refer only to quasi-periodic strings having more
than two occurrences of their cover. We call such strings non-degenerate quasi-periodic. The
second direction is applied as formalized by Observation 25.

I Observation 25. The free variable scheme applies to any non-degenerate quasi-periodic
string S by defining C as follows. Take the longest prefix of S with length q0 smaller than
|S|/2, which equals the suffix of S with the same length. Define α to have length q0. The
length of β will be |S| − 2 · q0. Define α0 = α, β0 = β. The definition of C continues
recursively as long as Sαi

has a prefix of length at most |Sαi
|/2 which equals its suffix of

the same length. Let Sαi+1 be the prefix, and define: αi = αi+1βi+1αi+1. Otherwise, the
recursion stops with αi = βi+1. For all i, βi is defined to be a sequence of distinct variables
that do not occur elsewhere.

Example: Consider the string S = abaababaabaababaababa, which is quasi-periodic with
cover aba. Applying Observation 25 to S gives:
level 1: Sα0 = abaababa, |α0| = 8 and |β0| = 5
level 2: Sα1 = aba, |α1| = 3 and |β1| = 2
level 3: Sα2 = a, |α2| = 1 and |β2| = 1.
The free variable scheme we get is: C = Y1Y2Y1Y3Y4Y1Y2Y1Y5Y6Y7Y8Y9Y1Y2Y1Y3Y4Y1Y2Y1.
The assignment: Y1 = a, Y2 = b, Y3 = a, Y4 = b, Y5 = a, Y6 = b, Y7 = a, Y8 = a, Y9 = b,
to the variables of C gives the string S. Note that C has a structure of a primitive cover,
however, the above assignment results in a non-primitive string.

Observation 25 enables us to refer to any non-degenerate quasi-periodic string as an
assignment to its free variable scheme. Our analysis takes into account the positions of the
mismatch errors inserted to this string by referring to them as changing the assignment of a
set of variables in its free variable scheme. In order to continue with our analysis, we need
the following notation.

CPM 2018
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I Notation 26. Let C be a given free variable scheme. Denote by AC the string created by
an assignment A of alphabet symbols to the variables of C. Denote by AC(Xi1 , ..., Xij ) the
string created by assigning the variables Xi1 , ....Xij of C an alphabet symbol that is different
from the one assigned by A, and all other variables get assigned the same alphabet symbol as
in the assignment A.

We begin by showing that, assuming we already have an assignment A giving a quasi-
periodic string AC , then changing the assignment of any variable that appears once in the
α or β parts of the free variable scheme C results in a primitive string.

I Lemma 27. Let C be a given free variable scheme, and let Y be a variable that appears only
once in the α or β parts of C. Assume that AC is non-primitive, then AC(Y ) is primitive.

We can now proceed with checking the case of variables that appear more than once
in α. Changing the assignment of such a variable may in some cases result in a primit-
ive string, but in other cases result in another non-primitive string, as the next example shows.

Example: Consider C = XY V XY ZXY V XY , where α = XY V XY and β = Z. Note
that both X and Y appear twice in α. Now the string AC = aaaaaaaaaaa is non-primitive,
however, both AC(X) = baabaabaaba and AC(Y ) = abaabaabaab are also non-primitive with
covers baaba and abaab, respectively. Nonetheless, changing the assignment of both X and
Y also yields a non-primitive string AC(X,Y ) = bbabbabbabb with a cover bbabb.

Lemma 30 characterizes the case of a variable Y for which AC(Y ) is also non-primitive.
We need Definition 28 and Lemma 29 for the statement and proof of Lemma 30.

I Definition 28 (Superimposed Tiling). Let L1 and L2 be valid tilings over length n. Then,
L1 is said to be superimposed on L2, if for every index r in L2, let s be the greatest index in
L1 satisfying s ≤ r, then r +m2 ≤ s+m1, where m1, m2 are the lengths of the covers in L1
and L2, respectively (m = n− Llast, where Llast is the last index in a given tiling L).

I Lemma 29. Let AC = AαSAα and AC(Y ) = Aα(Y )SAα(Y ), where Aα is a sequence of
at least 2 appearances of W and Aα(Y ) is sequence of the same number of appearances of
W (j), then only one of the strings AC , AC(Y ) can be non-primitive and the other must be
primitive.

I Lemma 30 (Quasi-Periodicity Persistence Necessary Condition). If there exists a variable Y
in C such that both AC and AC(Y ) are non-primitive, then:
1. Y appears 2i times in C, where i ≥ 2.
2. If Y appears 2i times in C for some i ≥ 2, then C = αiβiαi, and for each 1 < ` ≤ i,

α` = α`−1β`−1α`−1, where Y appears once in α1.
3. There exists an `, 1 ≤ ` < i such that β` is non-empty.
4. Let Lc and Lc′ be the tiling of the cover c in AC and c′ in AC(Y ), respectively. Then, if
|c| ≤ |c′| then Lc′ is superimposed on Lc, else, Lc is superimposed on Lc′ .

Proof. First, by Lemma 27, Y must appear at least twice in α (and therefore, exactly twice
as that in C). Thus, by the recursive structure of C (Lemma 24), Y appears a power of 2
times in α and, therefore, a power of two times in C. Also, by Lemma 24, this recursive
structure is of the form C = αiβiαi, and for each 1 < ` ≤ i, α` = α`−1β`−1α`−1, where
Y appears once in α1. Denote by W the string Aα1 and by S` the string Aβ`

, for all `.
Note that since Y only appears once in α1 and doesn’t appear elsewhere, we have that
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Aβ`
(Y ) = Aβ`

= S`, for all `, and Aα1(Y ) = W (j) for the index j that indicates the position
of Y in α1.

We now prove that there exists an `, 1 ≤ ` < i such that β` is non-empty. Assume to the
contrary that only Si is nonempty (because βi must be nonempty by the definition of C),
then we have that AC = AαiSiAαi and AC(Y ) = Aαi(Y )SiAαi(Y ), where Aαi is a sequence
of 2i−1 appearances of W and Aαi

(Y ) is a sequence of 2i−1 appearances of W (j). Note that
since 2i−1 ≥ 2, then by Lemma 29, only one of the strings AC , AC(Y ) can be non-primitive
and the other must be primitive, contradiction. Therefore, there exists an `, 1 ≤ ` < i such
that β` is non-empty.

Since both AC and AC(Y ) are non-primitive, they have shortest covers c and c′, re-
spectively. Assume without loss of generality that |c| ≤ |c′|. It remains to show that Lc′ is
superimposed on Lc. Assume to the contrary that this is not the case, and let r be the first
index in Lc, such that for the greatest index s in Lc′ satisfying s ≤ r, we have r+ |c| > s+ |c′|.
First, note that s 6= r, otherwise, we necessarily have: r+ |c| ≤ s+ |c′|, since |c| ≤ |c′|, which
contradicts the assumption. Therefore, s < r.

Let ĉ be the |c′|-length prefix of AC . Since c covers AC then c is both a prefix and a
suffix of GC and a prefix of ĉ. Also, since c′ covers AC(Y ), then c′ is both a prefix and a
suffix of AC(Y ) and, therefore, ĉ is both a prefix and a suffix of AC . Thus, c is also a suffix
of ĉ. We get that the last complete occurrence of c, before r is at index s+ |c′| − |c|. Now,
any occurrence of c′ in AC(Y ) before index r (including r) contradicts the maximality of
s. Also, any occurrence of c′ in index greater than r and at most s + |c′| contradicts the
choice of r as the first index to contradict the assumption due to the occurrence of c in index
s+ |c′| − |c| < r. Therefore, the next occurrence of c′ in AC(Y ) is at index s+ |c′|+ 1. Thus,
we have in AC two consecutive occurrences of ĉ, where c is a suffix of the first occurrence
(due to the occurrence of c in index s+ |c′| − |c|) and a prefix of the second occurrence (due
to the fact that c is a prefix of ĉ), and there is an occurrence of c overlapping to suffix of the
first and the prefix of the second (due to the occurrence in in index r). However, this means
that c is periodic, which contradicts the minimality of c by Lemma 15. This concludes the
proof of the lemma. J

The following observations and lemma describe basic properties of the superimposition
relation between tilings and the equation systems that tilings impose. Lemma 34 follows.

I Observation 31. Any tiling L of the string created by an assignment A on the m-length
free variable scheme C imposes an equation system E on the variables of C. Moreover, if L1
is superimposed on L2, then E1 ⊆ E2, where E1 and E2 are the equation systems imposed by
L1 and L2, respectively.

I Observation 32. Assume that the strings AC(Y1) and AC(Y2) are both non-primitive, and
let L1 and L2 be the tilings of the strings AC(Y1) and AC(Y2), respectively. Let E1 and E2
be the equation systems imposed by L1 and L2, respectively. Then, AC(Y1, Y2) imposes the
equation system E = E1 ∩ E2 (which may be empty).

We need the following lemma for the proof of Lemma 34 below.

I Lemma 33. Assume that the strings AC , AC(Y1) and AC(Y2) are non-primitive, and let
L, L1 and L2 be the tilings of the strings AC , AC(Y1) and AC(Y2), respectively. Assume
that both L1 and L2 are superimposed on L. Then, L1 is superimposed on L2 or L2 is
superimposed on L1.
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I Lemma 34. If there exist variables Y1, . . . Yk, k ≥ 1, in C such that AC , AC(Yi), for
every i, 1 ≤ i ≤ k, are non-primitive, then AC(Y1, . . . , Yk) is also non-primitive. Moreover,
let L and L′ be the tilings of the covers in the strings AC and AC(Y1, . . . , Yk), respectively,
then L is superimposed on L′ or viceversa.

Proof. The proof is by induction on k. The case k = 1 follows trivially. Let Y1, . . . Yk+1,
k ≥ 1, be variables in C such that AC , AC(Yi), for every i, 1 ≤ i ≤ k + 1, are non-primitive.
By induction hypothesis, AC(Y1, . . . , Yk) is also non-primitive. Moreover, let L and L′ be
the tilings of the covers c, c′ in the strings AC and AC(Y1, . . . , Yk), respectively, then L is
superimposed on L′ or viceversa. Also, let L′′ be the tiling of the cover c′′ of the string
AC(Yk+1). By Lemma 30, we have that if |c| ≤ |c′′| then L′′ is superimposed on L, else, L is
superimposed on L′′.

Let Ec, Ec′ and Ec′′ be the equation systems imposed, according to Observation 31, by
the tilings L, L′ and L′′, respectively. There are four cases to consider:
1. If L′ is superimposed on L and L′′ is superimposed on L, then by Lemma 33, either L′ is

superimposed on L′′ or viceversa. Therefore, either Ec′ ⊆ Ec′′ ⊆ Ec or Ec′′ ⊆ Ec′ ⊆ Ec.
Thus, by Observation 32, AC(Y1, . . . , Yk+1) imposes the equation system E = Ec′ ∩Ec′′ =
Ec′ or E = Ec′ ∩Ec′′ = Ec′′ . Consequently, AC(Y1, . . . , Yk+1) is non-primitive. Moreover,
we have that L̂ is superimposed on L, where L̂ is the tiling defined by E.

2. If L′ is superimposed on L and L is superimposed on L′′, then Ec′ ⊆ Ec and Ec ⊆ Ec′′ .
Therefore, Ec′ ⊆ Ec′′ . Thus, by Observation 32, AC(Y1, . . . , Yk+1) imposes the equation
system E = Ec′ ∩Ec′′ = Ec′ . Consequently, AC(Y1, . . . , Yk+1) is non-primitive. Moreover,
we have that L̂ is superimposed on L, where L̂ is the tiling defined by E.

3. If L is superimposed on L′ and L′′ is superimposed on L, then Ec ⊆ Ec′ and Ec′′ ⊆ Ec.
Therefore, Ec′′ ⊆ Ec′ . Thus, by Observation 32, AC(Y1, . . . , Yk+1) imposes the equation
system E = Ec′∩Ec′′ = Ec′′ . Consequently, AC(Y1, . . . , Yk+1) is non-primitive. Moreover,
we have that L̂ is superimposed on L, where L̂ is the tiling defined by E.

4. If L is superimposed on L′ and L is superimposed on L′′, then Ec ⊆ Ec′ and Ec ⊆ Ec′′ .
Thus, by Observation 32, AC(Y1, . . . , Yk+1) imposes the equation system E = Ec′ ∩Ec′′ ⊇
Ec. Consequently, AC(Y1, . . . , Yk+1) is non-primitive. Moreover, we have that L is
superimposed on L̂, where L̂ is the tiling defined by E.

This concludes the proof of the lemma. J

Theorem 35 follows.

I Theorem 35. [Quasi-Periodicity Persistence Theorem]
Let S be a non-degenerate quasi-periodic string. Let C be the free variable scheme of S, A be
the assignment on the variables of C such that AC = S, and

V = {Y ∈ C| Y appears k(Y ) = 2i times, i ≥ 2, and AC(Y ) is quasi−periodic}.

Let V ′ ⊆ V and let S′ be the string obtained from S by k =
∑
Y ∈V ′ k(Y ) substitution errors

in positions where the variables Y ∈ V ′ appear in C by an assignment AC(V ′), then S′ is
quasi-periodic.

4 Application: Closing the Complexity Gap in ACP Relaxations Study

In this section we apply the analysis of quasi-periodicity persistence described in Section 3,
to study the full-tiling relaxation of the approximate cover problem, in which we are given
a retained tiling of the cover before the errors has occurred together with the input string
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itself. This relaxation was first introduced and studied in [5] and its complexity remained
open. Proving the correctness of this algorithm was beyond the reach of current research
of quasi-periodicity in the presence of mismatch errors prior to this paper. The results of
Section 3 enable proving its correctness, thus showing that the full-tiling relaxation of the
ACP is polynomial time computable, which closes the gap in understanding the complexity
hierarchy of ACP relaxations, presented in [5]. In order to formally define the relaxation we
need Definition 36.

I Definition 36. Let T be an n-length string over alphabet Σ and let L be a valid tiling
of T . Let m = n + 1 − Llast, where Llast is the last index in the tiling L. Then, an
L-approximate cover of T is a primitive string C such that for every string C ′ of length
m over Σ, H(SL(C ′), T ) ≥ H(SL(C), T ), where H is the Hamming distance of the given
strings.
minC∈Σm H(SL(C), T ) is the number of errors of an L approximate cover of T .

The formal definition of the full-tiling relaxation of the ACP is given below.

I Definition 37 (The Full-Tiling Relaxation of the ACP). INPUT: String T of length n over
alphabet Σ, and a valid tiling L of T .
OUTPUT: An L-approximate cover C of T .

[5] suggest a polynomial-time algorithm for the full-tiling relaxation of the approximate
cover problem in two parts. The algorithm has a mandatory part, called the Histogram
Greedy Algorithm. This algorithm does the main work in finding an approximate cover
subject to the tiling L. It returns a candidate for the final L approximate cover to be output.
This candidate is legal if it is primitive and illegal, otherwise. In the latter case, a second
part of the algorithm is needed: the Full-Tiling Primitivity Coercion. In this part, the
legality of the candidate is checked, and if needed, the candidate is corrected in order to
coerce the primitivity requirement. In order to give a self-contained presentation of our
results, we give a description of the Histogram Greedy Algorithm in Subsection 4.1 and the
Full-Tiling Primitivity Coercion Algorithm in Subsection 4.2. We then complete its analysis
in Subsection 4.3.

4.1 The Histogram Greedy Algorithm
This part of the algorithm performs the following steps given the text T and the valid tiling
L:
1. Find m, the length of an approximate cover subject to the tiling L, by computing the

difference between n + 1, and the last index in the tiling L, Llast, which indicates the
last occurrence of the cover in T .

2. Compute the m-length mask M of an approximate cover, by initializing M to zeroes,
settingM [1] = 1, then reading the tiling L from beginning to end and for each ik, ik+1 ∈ L
setting M [ik+1 − ik] = 1.

3. Compute the m-long string VC of variables from an auxiliary alphabet

ΣV = {v1, v2, . . . , vm}.

First, we initialize the m-long string VC to v1v2 . . . vm. Then, we read the mask M

from end to beginning, and for every j such that M [j] = 1, we update the string VC by
equalizing the substrings VC [1..m− j+ 1] and VC [j..m]. In the equalization process, when
we obtain an equation vk = v` for k < `, we replace both letters by vk. The resulting
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4:12 Quasi-Periodicity Under Mismatch Errors

string VC represents C in the following sense: for any pair of indices 1 ≤ i < j ≤ m, if
VC [i] = VC [j] then C[i] = C[j]. However, it can be that VC [i] 6= VC [j], while C[i] = C[j].
In other words, VC carries the information on equalities imposed by the mask M between
indices of C.

4. Compute the string of length n, VT , with variables from the auxiliary alphabet ΣV , which
is a string covered by VC according to the tiling L of T . VC is computed using the tiling
L and VC as follows: it begins with a copy of VC and for each index i in L a new copy of
VC is concatenated starting from index i of VT (maybe running over a suffix of the last
copy of VC).

5. Compute the histogram HistVC ,Σ using the alignment of T with VT and counting for each
variable V ∈ VC and each σ ∈ Σ, the number of indices i in T, VT for which VT [i] = V

and T [i] = σ.
6. Compute an L-approximate cover candidate C greedily according to the histogram

HistVC ,Σ, as follows: for every index 1 ≤ i ≤ m, set C[i] = σ0, whereHistVC ,Σ[VC [i], σ0] =
maxσ∈ΣHistVC ,Σ[VC [i], σ], i.e., for each index in C we choose the alphabet symbol that
minimizes the number of mismatch errors between SL(C) and T in the relevant indices
according to the tiling L.

The algorithm outputs the m-length string C from its last step and the histogram table
HistVC ,Σ.

As discussed in [5], the output C of the Histogram Greedy algorithm might not be an
L-approximate cover of T , because it might not be primitive, as the following example shows.

Example: Assume that VC = XY ZWXY and Σ = {a, b} and that the histogram HistVC ,Σ
computed by the algorithm is the following:

VC�Σ a b
X 4 1
Y 2 3
Z 2 1
W 0 3

Then, the Histogram Greedy algorithm chooses: X = a, Y = b, Z = a, W = b, and outputs
C = ababab, which cannot be considered a legal cover since it is not primitive, i.e., C itself
can be covered by the shorter string ab. Note, that the input tiling L requires an m-length
string as an output. Therefore, the (primitive) 2-length approximate cover ab is precluded as
an L-approximate cover. Assuming that the input tiling L is the retained tiling of the cover
of the original text before the errors occurred, such a case means that, though ab is a string
covering T subject to a partial tiling L with the least number of errors, it does not cover
T with L as a full tiling. In this sense, L is an evidence that the original cover is of larger
length than ab and that more errors actually happened.

In order to impose the requirement of the definition of an L-approximate cover of T to be
a primitive string such that all its repetitions to cover T (with minimum number of errors)
are marked in the tiling L, we need a primitivity coercion algorithm. This algorithm was
suggested by [5], and is described in Subsection 4.2.

4.2 The Full-Tiling Primitivity Coercion Algorithm
This part of the algorithm gets as input the string C returned by the Histogram Greedy
algorithm (Subsection 4.1) and performs the following steps:
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1. Check the primitivity of C (using the linear-time algorithm of [9]). If C is primitive,
return C.

2. Else, find Vk ∈ VC such that if the assignment of Vk is changed from the symbol with the
largest value in the row of Vk in HistVC ,Σ to the symbol with the second largest value
in this row, thus obtaining a new m-length candidate string C ′, such that the difference
H(SL(C ′), T )−H(SL(C), T ) is minimized and where C ′ is primitive.

Lemma 38 below describes the time complexity of the Full-Tiling Primitivity Coercion
algorithm and immediately follows from the linear-time complexity of the algorithm [9] used
in the first step and the description of the second step.

I Lemma 38 ([5]). The time complexity of the Full-Tiling Primitivity Coercion algorithm is
O(|Σ| ·m).

The following subsection is devoted to proving the correctness of the Full-Tiling Primitivity
Coercion algorithm, thus proving that the full-tiling relaxation of the ACP is polynomial-time
computable.

4.3 Correctness of the Full-Tiling Primitivity Coercion Algorithm
We begin by noting that the structure of the string of variables created by the Histogram
Greedy algorithm has the free variable scheme, as defined by Lemma 24.

If the cover generated by the assignment of the Histogram Greedy algorithm to this
scheme is not primitive, then Corollary 20 guarantees that changing the value of any free
variable in β results in a primitive cover. The problem is that this may not necessarily be
the cover with minimum cost. Checking, for every single free variable, if changing it for
the alphabet symbol with the second largest value in the histogram results in a primitive
cover, and choosing the cover that generates the smallest Hamming distance, will indeed
guarantee that we have a primitive cover with the smallest Hamming distance that results
from changing a single variable. We need to show that it is impossible to get a primitive
cover that generates an even smaller Hamming distance, by choosing the alphabet symbol
with the second highest histogram in a set of free variables. We prove that this situation
can not happen.

Note that if C is the free variable scheme generated be the Histogram Greedy algorithm.
Then AC can be the string created by the assignment of this algorithm to the variables of
C, and AC(Xi1 , ..., Xij ) can be the string created by assigning the variables Xi1 , ....Xij of
C an alphabet symbol whose histogram value is second highest, and all other variables get
assigned an alphabet symbol whose histogram value is the highest.

Theorem 39 follows.

I Theorem 39. Given a text T of length n over alphabet Σ and a valid tiling L. Let Llast
be the last index in L. Then, the full-tiling relaxation of the approximate cover problem of T
can be solved in O(Σ ·m+ n) time, where m = n+ 1− Llast.

Proof. First, note that an L-approximate cover of T must have length m = n+ 1− Llast,
where Llast is the last index in L. If the string C ′ returned by the Histogram greedy
algorithm is primitive, then C ′ is an L-approximate cover of T since by its construction, it is
the m-length primitive string such that its n-length tiled string according to the given tiling
L, SL(C ′) has the minimum Hamming distance from T . In this case C ′ is also the string C
returned by the Full-Tiling Primitivity Coercion algorithm.
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Assume then that C ′ is not a primitive string and, therefore, the second step of the
Full-Tiling Primitivity Coercion algorithm is performed. By Lemma 27, a change in a variable
that appear once in the β or α parts of the free variable form of C ′ results in a primitive
m-length string. Lemma 30 characterizes C ′ in case there exists a variable such that changing
its assignment does not yield a primitive string. Note that by Lemma 34 taking a set of such
variables and changing their assignment also does not yield a primitive string. Therefore,
any set of variables such that changing their assignment yields a primitive string, necessarily
contains a variable that changing its assignment only is enough to yield a primitive string.
However, it is obvious that changing this variable only gives a primitive string that covers
the input string with less mismatch errors.

The second step of the Full-tiling Primitivity Coercion algorithm chooses a character that
minimizes the difference H(SL(C ′), T ) −H(SL(C), T ). Therefore, the resulting m-length
string C is the m-length primitive string such that its n-length tiled string according to the
given tiling L, SL(C) has the minimum Hamming distance from T . J
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Abstract
We present a new approach to approximating the Maximum Duo-Preservation String Mapping
Problem (MPSM) based on massaging the constraints into a tractable matching problem. MPSM
was introduced in Chen, Chen, Samatova, Peng, Wang, and Tang [10] as the complement to the
well-studied Minimum Common String Partition problem (MCSP). Prior work also considers
the k-MPSM and k-MCSP variants in which each letter occurs at most k times in each string.
The authors of [10] showed a k2-appoximation for k ≥ 3 and 2-approximation for k = 2. Boria,
Kurpisz, Leppänen, and Mastrolilli [6] gave a 4-approximation independent of k and showed that
even 2-MPSM is APX-Hard. A series of improvements led to the current best bounds of a (2+ε)-
approximation for any ε > 0 in nO(1/ε) time for strings of length n and a 2.67-approximation
running in O(n2) time, both by Dudek, Gawrychowski, and Ostropolski-Nalewaja [16]. Here,
we show that a 2.67-approximation can surprisingly be achieved in O(n) time for alphabets of
constant size and O(n+ α7) for alphabets of size α.

Recently, Mehrabi [28] introduced the more general weighted variant, Maximum Weight Duo-
Preservation String Mapping (MWPSM) and provided a 6-approximation. Our approach gives
a 2.67-approximation to this problem running in O(n3) time. This approach can also find an
8/(3(1− ε))-approximation to MWPSM for any ε > 0 in O(n2ε−1 lg ε−1) time using the approx-
imate weighted matching algorithm of Duan and Pettie [15].

Finally, we introduce the first streaming algorithm for MPSM. We show that a single pass
suffices to find a 4-approximation on the size of an optimal solution using only O(α2 lgn) space.
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1 Introduction

String comparison is a fundamental problem in many fields such as bioinformatics and
data compression. The difference between two strings is often measured by some notion of
edit distance, the number of edit operations required to transform one string into another.
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The classic Levenshtein distance definition includes insertion, deletion, and/or substitution
operations on single characters. However, the more general edit distance with moves problem
studied in [13] allows an additional operation wherein an entire block of text is shifted within
a string.

Variations of these shift operations, also known as rearrangements, are commonly studied
in genomics [31, 11] with several biologically motivated twists on the above definition. String
comparison of DNA or protein sequences can provide an estimate of how closely related
different species are. In data compression, we may want to store many similar strings as a
single string along with the edits required to recover all strings. These two applications even
overlap naturally in the field of bioinformatics where extremely large datasets of biological
sequences are common. For example, the challenge of pan-genome storage is to store many
highly similar sequences from the same clade such as a bacterial species.

One way to capture just the “moves” operation on two strings which are permutations of
each other is the Minimum Common String Partition problem (MCSP). In that problem,
we cut (partition) each string into a multi-set of substrings such that the two multi-sets
are identical and the number of cuts is minimized. This paper studies the complementary
problem to MCSP, the Maximum Duo-Preservation String Mapping Problem (MPSM) and
its weighted variant (MWPSM). Our goal is to find a one-to-one mapping from the letters of
one string to the other. The objective is to maximize the pairs of consecutive letters (duos)
which map to pairs of consecutive letters in the other string (i.e. pairs that are not cut in
MCSP).

While MCSP has been well-studied for some time, a recent flurry of work on MPSM has
given us a deeper understanding of that problem. Mehrabi [28] introduced the Maximum
Weight Duo-Preservation String Mapping Problem (MWPSM) to better capture applications
in comparitive genomics. Beyond identifying the number of block moves, the weighted variant
allows us to address questions like, "How far did these blocks move?" This better captures the
concept of “synteny” in genetics [22, 29]. Also addressing practical considerations, Dudek, et
al [16] included a quadratic time version of their approximation algorithm whereas much of
the prior work has focused on improving the approximation in polynomial time.

1.1 Problem Description
The Maximum Duo-Preservation String Mapping Problem (MPSM) is defined as follows.
We are given two strings A = a1a2 . . . an and B = b1b2 . . . bn of length n such that B is a
permutation of A. Let ai and bj be the ith and jth characters of their respective strings. A
proper mapping π from A to B is a one-to-one mapping with ai = bπ(i) for all i = 1, . . . , n. A
duo is simply two consecutive characters from the same string. We say that a duo (ai, ai+1)
is preserved if ai is mapped some bj and ai+1 is mapped to bj+1. The objective is to return
a proper mapping from the letters of A to the letters of B which preserves the maximum
number of duos. Note that the number of duos preserved in each string is identical and by
convention we count the number of duos preserved in a single string rather than the sum
over both strings. Let OPTMPSM denote the number of duos preserved from a single string
in an optimal solution to the MPSM problem. Figure 1 shows an example of an optimal
mapping which preserves the maximum possible number of duos.

The complementary Minimum Common String Partition problem (MCSP) seeks to find
partitions of the strings A and B where a partition PA of A is defined as a set of substrings
whose concatenation is A. The objective is to find minimum cardinality partitions PA of A
and PB of B such that PB is a permutation of PA. Let OPTMCSP denote the cardinality of a
partition in an optimal solution. We can see that OPTMCSP = |PA| = |PB | = n−OPTMPSM .
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A: a b c d d c b a

B: b c a d d c a b

Figure 1 Illustration of a mapping π from A to B that preserves 3 duos: bc, dd, and dc. A solution
to the complementary MCSP problem on the same strings would be partitions PA = a, bc, ddc, b, a

and PB = bc, a, ddc, a, b with |PA| = |PB | = 5.

The variants, k-MPSM and k-MCSP, add the restriction that each letter occurs at most k
times in each string. For a given algorithm, let ALGMPSM be number of duos preserved by the
algorithm. The approximation ratio for that algorithm is defined as OPTMPSM/ALGMPSM .

In MWPSM, a weight is assigned to every pair of preservable duos and we seek to
maximize the weight of the solution. While [28], discusses using weights to capture the
positions of preserved duos within their respective strings, the weights in MWPSM can be
arbitrary and are not required to be a function of position.

1.2 Related Work
The Maximum Duo-Preservation String Mapping Problem (MPSM) was introduced in [10]
along with the related Constrained Maximum Induced Subgraph (CMIS) and Constrained
Minimum Induced Subgraph (CNIS) problems. They used a linear programming and
randomized rounding approach to approximate the k-CMIS problem which they show is a
generalization of k-MPSM. This led to a k2-approximation for k ≥ 3 and a 2-approximation
for k = 2. This was improved by [6] to a 4-approximation independent of k and running in
O(n3/2) time as well as approximation ratios of 3 for k = 3 and 8/5 for k = 2. [6] also showed
that k-MPSM is APX-hard even for k = 2, meaning no polynomial-time approximation
scheme (PTAS) exists assuming P 6= NP . The approximation was subsequently improved
to 3.5 using local search [5], 3.25 using a combinatorial triplet matching approach [7], and
finally 2 + ε for any ε > 0 in nO(1/ε) time, again using local search [16]. The work of [16] also
presented a 2.67-approximation running in O(n2) time.

The recent interest in MPSM led to the study of several variants including Maximum
Weight Duo-preservation String Mapping (MWPSM), k-MPSM, and fixed-parameter tractab-
ility (FPT). The weighted variant of MPSM was introduced in [28] along with an algorithm
achieving a 6-approximation. That work was the first to apply the local ratio technique
developed by Bar-Yehuda and Even [2] to an MPSM problem. Recent work on k-MPSM led
to a (1.4 + ε)-approximation for 2-MPSM [32]. On the FPT side, [3] showed that MPSM
is fixed-parameter tractable when parameterized by the number of preserved duos and [27]
achieved a faster running time with a randomized algorithm.

The Minimum Common String Partition problem (MCSP) has been extensively studied
from many angles including polynomial-time approximation [10, 12, 13, 20, 26, 25], fixed-
parameter tractability [8, 14, 23, 9], and heuristics [17, 4, 18]. FPT algorithms have been
parameterized by maximum number of times any character occurs, minimum block size, and
the size of the optimal minimum partition. Heuristic approaches range from an ant colony
optimization algorithm [17] to integer linear programming (ILP) based strategies [4, 18]
which in some cases solve the problem optimally for strings up to 2, 000 characters in length.

The problem was shown to be NP-hard (thus implying MPSM is also NP-hard) and
APX-hard even for 2-MCSP [20]. The current best approximations are an O(logn log∗ n)-
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approximation due to [13] for general MCSP bases on the related edit distance with moves
problem and an O(k)-approximation for k-MCSP due to [26]. Applications to evolutionary
distance and genome rearrangement can be found in [31, 11].

Unclaimed results in prior work: An analysis of prior work shows that 4-approximations
to both problems studied here can be achieved using slight modifications to existing work.
For MWPSM, the algorithm in [6] can be extended by choosing a maximum weight matching
and partition rather than maximum cardinality. For the unweighted problem, Goldstein and
Lewenstein [21] showed an O(n) time greedy algorithm for MCSP. Although not discussed in
their paper which pre-dated MPSM, we note that the greedy algorithm for MCSP achieves a
4-approximation for MPSM by a fairly straightforward charging argument. Formal proofs of
these claims are outside the scope of this paper and we leave them to the interested reader.
Additionally, we will not refer to these approximations when comparing our work to previous
best known results. We simply mention them here for completeness and to give a nod to two
nice papers in the area.

1.3 Our Contributions
We show a transformation of the Maximum Duo-Preservation String Mapping (MPSM)
problem into a related tractable problem. This transformation leads to new algorithms
for both weighted and unweighted MPSM. For the weighted case, we present an 8/3-
approximation running in O(n3) time. This improves upon the previous best 6-approximation
in polynomial time [28] (a tighter bound on the running time is not given in the paper).
It also matches the best quadratic time approximation for the unweighted problem of 2.67
and approaches the best unweighted approximation of 2 + ε for any ε > 0 in nO(1/ε) time,
both due to [16]. We further show in Corollary 2 that we can improve the running time at
the cost of a weaker approximation. For the unweighted case, we present the first linear
time algorithm with an 8/3-approximation again matching the previous best quadratic time
algorithm and coming fairly close to the best known (2 + ε)-approximation achieved by a
significantly larger running time. In particular, the move from quadratic to linear time in
length of the strings is significant for practical settings wherein the string length may be
long enough that quadratic time is prohibitive. Finally, we introduce the first streaming
algorithm for MPSM in the streaming model where each string is read one character at a
time. We show that a single pass suffices to find a 4-approximation on the size of an optimal
solution using only O(α2 lgn) space.

In addition, the techniques here are novel to this problem and may inspire future
improvements. While [7] also used a form of triplet matching, the structure of the triplet
matching is different as is the approach to achieving a feasible solution to MPSM. Our main
results are summarized in the theorems below.

I Theorem 1. There exists an algorithm which finds an 8/3-approximation to MWPSM on
strings of length n in O(n3) time.

I Corollary 2. Using the approximate weighted matching algorithm of [15], we can find an
8/(3(1−ε))-approximation to MWPSM on strings of length n for any ε > 0 in O(n2ε−1 lg ε−1)
time.

I Theorem 3. There exists an algorithm which finds an 8/3-approximation to MPSM on
strings of length n over alphabets of size α in O(n+ α7) time.
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I Corollary 4. There exists an algorithm which finds an 8/3-approximation to MPSM on
strings of length n over constant-sized alphabets in O(n) time.

I Theorem 5. There exists a single-pass streaming algorithm which finds a 4-approximation
to the size of an MPSM on strings of length n over alphabets of size α using only O(α2 lgn)
space.

1.4 Preliminaries
Let A = a1a2 . . . an and B = b1b2 . . . bn be two strings of length n with ai and bj being
the ith and jth characters of their respective strings. A duo DA

i = (ai, ai+1) contains
a pair of consecutive characters ai and ai+1. We use DA = (DA

1 , . . . , D
A
n−1) and DB =

(DB
1 , . . . , D

B
n−1) to denote the sets of duos for A and B, respectively. We similarly define a

triplet TAi = (ai, ai+1, ai+2) as a set of three consecutive characters ai, ai+1, and ai+2 in the
string and sets of triplets TA = (TA1 , . . . , TAn−2) and TB = (TB1 , . . . , TBn−2) for strings A and
B, respectively. Observe that the duos DA

i and DA
i+1 correspond to the first two and last

two characters, respectively, of the triplet TAi . We refer to duos DA
i and DA

i+1 as subsets of
the triplet TAi .

A proper mapping π from A to B is a one-to-one mapping from the letters of A to the
letters of B with ai = bπ(i) for all i = 1, . . . , n. Recall that a duo (ai, ai+1) is preserved if
and only if ai is mapped to some bj and ai+1 is mapped to bj+1. We call a pair of duos
(DA

i , D
B
j ) preservable if and only if ai = bj and ai+1 = bj+1. For MWPSM, let w(DA

i , D
B
j )

be the weight gained by mapping DA
i to DB

j .
For consistency, we define the concept of conflicting pairs of duos using the terminology

of [6]. Two preservable pairs of duos (DA
i , D

B
j ) and (DA

h , D
B
` ) are said to be conflicting if no

proper mapping can preserve both of them. These conflicts can be of two types type 1 and
type 2. In type 1 conflicts, either i = h ∧ j 6= ` or i 6= h ∧ j = `. In type 2 conflicts, either
i = h+ 1 ∧ j 6= `+ 1 or i 6= h+ 1 ∧ j = `+ 1.

The algorithms here only show how to map the characters of the preserved duos. In all
cases, note that any unmapped characters can be mapped arbitrarily to identical characters
in the other string in linear time.

2 Main techniques and algorithm for MWPSM

For both algorithms, we first solve a weighted bipartite matching problem we call Alternating
Triplet Matching (ATM). In this section, we define ATM, show that a solution to ATM has
weight at least 3/4 of an optimal solution to MWPSM, and finally show that we can convert
a solution to ATM to a feasible duo mapping while preserving 1/2 of its weight. Combining
these facts leads to an 8/3-approximation to MWPSM.

2.1 The Alternating Triplet Matching (ATM) problem
Here, we define this problem in terms of MWPSM. Modifications for the unweighted variant
(to admit a faster solution) will be defined in Section 3. Let TA′ = {TAi | i is odd}, TB

′ =
{TBi | i is odd} and TB

′′ = {TBi | i is even}. Throughout the paper, we refer to triplets
starting at odd indices in their respective strings as odd triplets and similarly use the term
even triplets. Note, we do not use the even triplets from A.

Using these subsets, we formulate bipartite matching problems on two separate graphs
G′ = {TA′

, TB
′
, E′} and G′′ = {TA′

, TB
′′
, E′′}. The edges of G′ depend on the letters in the

triplets. Consider triplets TA′

i = (DA
i , D

A
i+1) and TB′

j = (DB
j , D

B
j+1). For each pair of duos
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(1)
A: A A A C A G T C T. . . . . .

B: A A A G T C A T C. . . . . .

3 345 1 3 2 51

(2)
TA

′ :

TB
′ :

AAA ACA AGT TCT

AAA AGT TCA ATC

6 14 2 5

(3)
TA

′ :

TB
′′ :

AAA ACA AGT TCT

AAG GTC CAT

4 11 3 2

Figure 2 Illustration of how to generate an ATM instance from an MWPSM instance. (1)
Substrings of the original two strings, A and B, starting at some odd index and featuring weighted
edges representing the weight of preserving a pair of duos. (2) The graph G′ with thicker edges
representing an exact match between two triplets. In the case of multiple edges between a pair of
triplets (e.g. the five edges between the “AAA” triplets), we only show the heaviest weight edge. (3)
The graph G′′. Note that that the weight of a mapping which maps the two “AGTC” strings to
each other is 6, which can be achieved by a matching in G′, but not in G′′.

DA
h and DB

` with h ∈ {i, i+ 1}, ` ∈ {j, j+ 1}, and DA
h = DB

` , we add an edge e = (TA′

i , TB
′

j )
with weight w(e) = w(DA

h , D
B
` ). Additionally, if TA′

i = TB
′

j , we add an edge e = (TA′

i , TB
′

j )
between them with weight w(e) = w(DA

i , D
B
j ) + w(DA

i+1, D
B
j+1). In other words, the edge

gets the combined weight of the duo pairs preserved by mapping the substring TA′

i to the
substring TB′

j . The graph G′′ is defined similarly. There could be up to five edges total if
the triplets contain one letter repeated (e.g. “AAA”). In the case of multiple edges between
a pair of triplets, we only need to consider the heaviest edge among them since each triplet
can be matched at most once. However, we keep all edges for the sake of simplifying some of
the proofs. Figure 2 illustrates the procedure of generating an ATM instance.

2.2 MWPSM algorithm and analysis

Let OPTG′ and OPTG′′ be the weights of maximum weight matchings in G′ and G′′,
respectively. Note that we can find these matchings in the time it takes to compute maximum
weight bipartite matching. Since our graphs have O(n) vertices and could have O(n2) edges,
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this takes O(n2 lgn + n · n2) = O(n3) time [19]. Lemma 6 states that either OPTG′ or
OPTG′′ will be a (3/4)-approximation to the weight of an optimal solution to MWPSM,
OPTMWPSM . Let OPTATM = max(OPTG′ , OPTG′′).

I Lemma 6. OPTATM ≥ (3/4)OPTMWPSM .

Proof. We divide the edges of OPTMWPSM into two partitions. The first partition, P same,
includes mappings, in which both letters occur at odd indices or both letters occur at even
indices. The second partition, P diff , includes the remaining mappings wherein one letter is
at an odd index and the other is at an even index (this could be odd from A, even from B or
even from A, odd from B).

Note that the mapping of each preserved pair of duos (DA
i , D

B
j ) will be contained in one

of these two partitions. Without loss of generality, let the weight of P same be at least the
weight of P diff . We show how to transform OPTMWPSM into a feasible bipartite matching
in G′ while retaining the full weight of P same and at least half of the weight of P diff . Thus,
we retain at least 3/4 of the weight of OPTMWPSM .

For each triplet in the vertex set of G′ that contains one or two preserved duos from
P same, we can add an edge to our matching with weight equal to the weight of the preserved
duos. This works because consecutive pairs of preserved duos (DA

i , D
B
j ) and (DA

i+1, D
B
j+1)

with i and j both being odd will correspond to a “double” edge in the ATM instance with
weight equal to w(DA

i , D
B
j ) + w(DA

i+1, D
B
j+1). On the other hand, if i and j are both even,

then the duos of (DA
i , D

B
j ) and (DA

i+1, D
B
j+1) are contained in four different triplets and will

be added separately. Thus, we can maintain all of the weight of P same in a matching in G′.
A slightly trickier case arises with P diff . Any consecutive pairs of preserved duos

(DA
i , D

B
j ) and (DA

i+1, D
B
j+1) in P diff will have i and j of different parity. This results in

the duos being contained in three triplets, two from one partition and one from the other.
That means the edges in the ATM instance capturing the weights of the two pairs will be
conflicting. Thus we can only preserve the weight of one of the two pairs in our ATM solution.
To guarantee that we add at least half of the weight of P diff to our solution, we further
partition it into pairs (DA

i , D
B
j ) with i being odd and those with i being even. Then we

simply choose the heavier of those two partitions to add to our ATM solution.
For the case where P diff is heavier than P same, we can do a similar construction for G′′.

Thus, our ATM solution in either G′ or G′′ could have at least 3/4 the weight of an optimal
solution to MWPSM. J

We can now show how to transform an optimal solution to ATM (the heavier of the two
matchings) into a feasible string mapping which preserves at least half of the weight of the
ATM solution. Let G = (DA, DB , E) be a bipartite graph on the duos of A and B with edge
weights equal to the weight of preserving each pair of duos. We first show how to convert an
ATM solution into a matching M in G. Then, we show how to resolve conflicts of type 2
(conflicts of type 1 will not arise since M is a matching).

The transformation is simply a reversal of how we constructed the ATM graphs. For each
edge between triplets in our ATM solution (the heavier of the two matchings in G′ and G′′),
we add an edge or edges to M corresponding to the duos that “created” that triplet edge.

To resolve conflicts, we consider the conflict graph C wherein we have a node for each
edge in M and an arc between nodes if their corresponding edges are in conflict. We can
prove that C has maximum degree 2, meaning it will be a collection of paths and cycles.
Further, we note that each cycle will have even length due to Lemma 7 and the fact that
the underlying graph is bipartite. Thus, for each path or cycle, we choose the heavier of
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the two maximal independent sets in that path or cycle to add to our final MPSM solution.
Lemma 7 establishes that C has maximum degree 2.

I Lemma 7. Each edge in M conflicts with at most one other edge at each endpoint.

Proof. First, we note that each duo is contained in at most one triplet edge from the ATM
solution and therefore can only be matched once in M . In other words, M is a classical
matching in the bipartite graph of duos. This follows from the fact that consecutive triplets
in a string starting at only odd (or only even) indices will overlap at exactly one letter.

This ensures that no conflicts of type 1 can arise since that would require a duo to be
matched twice. We can also show that at most one conflict of type 2 arises at each endpoint.
Without loss of generality, consider the endpoint DA

i . Consider the duos DA
i−1 and DA

i+1
where such a conflict might arise. Notice that one of these duos must have come from the
same triplet as DA

i , while the other comes from a different triplet. The duo from the same
triplet will either be unmatched or matched as a non-conflicting parallel edge. Thus no
conflict arises from that duo. The duo from a different triplet could contribute at most one
conflicting edge by the above claim that each duo is matched at most once. Applying this
argument to both endpoints of a given edge completes the proof. J

I Lemma 8. M can be converted into M ′, a feasible solution to MWPSM, such that the
weight of M ′ is at least (1/2)OPTATM ≥ (3/8)OPTMWPSM .

Proof. The conflict graph on the edges of M must be a collection of paths and even length
cycles since it has maximum degree 2 and G is bipartite. We can simply decompose each
path or cycle into two independent sets and choose the heavier of the two. This operation
discards at most half of the weight of M while removing all conflicts and leaving us with a
feasible solution to MWPSM. J

The proofs of Theorem 1 and Corollary 2 follow from the preceding lemmas.

3 Linear time algorithm for unweighted MPSM

The basic approach follows roughly the same steps as the weighted algorithm from Section 2:
construct an ATM instance, solve the matching problem, transform the solution into a duo
matching on the strings, and resolve conflicts. We show that with a small modification, each
step can be done in linear time for the unweighted problem. The key insight that allows for
this speedup is that identical triplets can be collapsed into single vertices and we can solve a
b-matching problem we call b-ATM. In the b-matching variant of classical matching, each
vertex in the graph has a capacity and can be matched that many times. We will abuse
notation a bit and refer to each vertex as having capacity b, although we actually allow the
capacity of each node to be different. The following subsections illustrate how to perform
the aforementioned steps and bound the running time of each step.

3.1 Constructing the b-ATM instance in O(n+ α4) time
We construct a triplet matching problem as in Section 2.1 with one crucial adjustment:
identical triplets are collapsed into single vertices with capacity equal to the number of
occurrences of that triplet in its given set (TA′ , TB′ , or TB′′). The number of times each
vertex is allowed to be matched is equal to its capacity. Similarly, each edge can be matched
multiple times up to the smaller capacity among its two endpoints. Algorithm 1 shows how
to construct a b-ATM instance from the two input strings in linear time.
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Algorithm 1: Construct b-ATM
1 Traverse each string to build a set of triplets with counts for A′, B′, and B′′.
2 For G′ and G′′, create a vertex for each triplet with capacity equal to its count. Add

edges between the triplets as in Section 2.1 with the following modification. If two
triplets match exactly, give the edge weight 2 and if they only share a duo in
common, give the edge weight 1.

Algorithm 2: Solve b-ATM
1 Add each edge with weight 2, corresponding to two identical triplets, to the matching.
2 Find a maximum b-matching in the remaining “unweighted” graph using maximum

flow techniques.

As in Section 2.1, let OPTG′ and OPTG′′ be the weights of maximum weight b-matchings
in G′ and G′′, respectively. Lemma 9 states that either OPTG′ or OPTG′′ will be a (3/4)-
approximation to the size of an optimal solution to MPSM, OPTMPSM . Let OPTb-ATM =
max(OPTG′ , OPTG′′) as constructed by Algorithm 1.

I Lemma 9. OPTb-ATM ≥ (3/4)OPTMPSM .

Proof. This proof follows from Lemma 6. Suppose we constructed an ATM instance as in
Section 2.1, but for the unweighted problem. By Lemma 6, we would have OPTATM ≥
(3/4)OPTMPSM . Now note that we can collapse all identical triplet vertices in each partition
of OPTATM to get a feasible solution to the b-ATM problem without reducing the weight. J

I Lemma 10. Algorithm 1 constructs a graph with O(α3) vertices and O(α4) edges in
O(n+ α4) time.

Proof. Step 1 of the algorithm clearly runs in less than O(n+ α4) time. It simply traverses
each string once, storing the triplets in some appropriate data structure with constant insert
and query time.

To bound the running time of step 2, we first bound the number of edges created. Note
that the bipartite graph of b-ATM has O(α3) vertices in each partition since that is the
maximum number of 3-mers in an alphabet of size α. To bound the edge set, notice that
for any 3-mer, there exist at most 4α other 3-mers with a substring of length 2 in common.
Thus, the max degree of each node is O(α) and the size of the edge set E is at most O(α4).
When adding edges, we can check for the existence of each edge in constant time, again
assuming the triplet are stored in some appropriate data structure. J

3.2 Solving b-ATM quickly
Algorithm 2 shows how to solve b-ATM within our time constraints. Lemma 11 proves the
correctness of this algorithm while Lemma 12 bounds its running time.

I Lemma 11. Algorithm 2 finds a maximum weight b-matching in the b-ATM instance.

Proof. Here, we need to justify Step 1 of Algorithm 2 by showing that there always exists
some maximum b-matching which contains all of the edges corresponding to identical pairs
of triplets. First note that it is feasible to include all such edges since they can never conflict
with each other. For each triplet in one partition, there is at most one identical triplet in the
other partition.
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Algorithm 3: Transform b-ATM to MPSM
1 Assign each copy of a 3-mer and its edge from the b-ATM solution to a triplet from

the original strings to get an ATM solution.
2 Transform the ATM solution into a duo matching as detailed in Section 2.2
3 Resolve conflicts by traversing the paths/cycles of the conflict graph and discarding

every other edge.

We apply the following claim iteratively to complete the proof. Given a maximum weight
b-matching M which does not include all identical pair edges, we can always add one such
edge without decreasing the weight of the solution. Consider an arbitrary identical pair edge
e that is not in M . To add e to M we need to remove at most two edges from M , one for
each endpoint of e. Since e has a weight of 2 while the removed edges have weights of 1 each,
swapping those edges for e will not reduce the weight of the solution. J

I Lemma 12. Algorithm 2 runs in O(n) time plus the time to compute an unweighted
maximum b-matching on a graph with O(α3) vertices and O(α4) edges and total capacity
O(n). Using current maximum flow algorithms, Algorithm 2 can run in O(n+ α7) time.

Proof. If the graph were unweighted, we could find a maximum b-matching in O(|V ||E|) =
O(α7) time using the maximum flow approach in [30]. Fortunately, by Lemma 11, we can
first add all edges with weight 2 to our solution. Thus, we are left with an “unweighted”
residual problem that can be solved using a maximum flow algorithm. J

3.3 Transforming the b-ATM solution to a duo matching and resolving
conflicts

Now that we have solved our b-ATM problem we need transform it back to a duo matching.
The obvious challenge here is that each b-ATM vertex represents roughly b copies of a given
3-mer that must each be assigned to a triplet in the original string in linear time while
preserving the weight of the b-ATM solution. There are b! such assignments and b could be
on the order of n. However, the important observation here is that we can do this arbitrarily
and still preserve the size of the b-ATM solution.

I Lemma 13. Algorithm 3 constructs a feasible solution to MPSM with size equal to half
the weight of OPTb-ATM .

Proof. The proof follows from Lemma 8. Notice that we assign exactly one copy of a 3-mer
to each triplet and the result is a feasible solution to the ATM problem. J

I Lemma 14. Algorithm 3 runs in O(n) time.

Proof. Assigning each copy of a 3-mer and its edge to a triplet can be done in constant time
if we maintain lists of the indices at which each 3-mer occurs in each string, resulting in
O(n) time overall. Similarly, generating the duo-matching can easily be done in O(n) time.
Resolving conflicts in the unweighted problem involves traversing O(n) edges and removing
every other one which can be done in O(n) time as well. J

The proofs of Theorem 3 and Corollary 4 follow from the preceding lemmas.
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4 A streaming algorithm for MPSM

We observe that the algorithm of [6] can be adapted into a single-pass streaming algorithm
in the streaming model where each string is read one character at a time. We present an
algorithm using O(α2 lgn) space and giving a 4-approximation of the size of an MPSM
solution without providing an explicit mapping. In [6], they upper bound MPSM by a
maximum matching in the duo graph. Then they show that a feasible MPSM solution can
be found while preserving at least 1/4 of the edges in the matching.

The algorithm is simple. Maintain a counter for each 2-mer in the alphabet and a
counter for the size of the matching. While processing the first string, count the number
of occurrences of each 2-mer. For the second string, each time you encounter a duo with
a nonzero count, decrease its count by 1 and increase the size of the matching by 1. At
the end, divide the size of the matching by 4 to get a 4-approximation to the size of the
optimal MPSM. The following Lemmas establish the space-efficiency and correctness of the
the algorithm.

I Lemma 15. The streaming algorithm uses only O(α2 lgn) space where α is the alphabet
size and n is the length of the strings.

Proof. The number of 2-mers from an alphabet of size α is α2. We require only O(lgn)
bits of space for each 2-mer counter since no 2-mer could appear more than O(n) times
where n is the length of the strings. Similarly, we keep just one counter for the size of the
matching which requires only O(lgn) bits of space since the size of the matching is at most
n. In addition to the counters, we must store the previously seen letter since our streaming
model involves reading one character at a time, but we are counting duos. However, this
only requires O(lgα) space. J

I Lemma 16. The streaming algorithm achieves a 4-approximation to MPSM.

Proof. We first show that the size of a maximum matching in a bipartite duo graph G as
defined in [6] is equal to the sum of the minimum number of occurrences of each duo among
the two strings. Notice that G can be decomposed into a set of connected components for
each 2-mer since each vertex only has edges to other vertices corresponding to the same
2-mer. Further, each of these connected components is a complete bipartite graph with
maximum matching size equal to the minimum size of the two partitions.

Thus, computing the above sum gives us the size of the maximum matching. We note
that the number of times the matching size counter increase due to vertices of a given 2-mer
is exactly equal to the minimum number of times that 2-mer appears in either of the two
strings.

Finally, as shown in [6], a maximum matching in the duo graph is an upper bound on
the optimal solution to MPSM and can always be converted into a feasible MPSM solution
while preserving at least 1/4 of its size. J

The proof of Theorem 5 follows from Lemmas 15 and 16.

5 Conclusion and future directions

We showed a transformation of the Maximum Duo-Preservation String Mapping (MPSM)
problem into a related tractable problem. This led to new algorithms for both MWPSM
and MPSM. For the weighted case, we presented a tighter approximation closing in on
the best unweighted result using a reasonably fast algorithm. We also showed that the
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running time could be improved at the expense of a slightly weaker approximation. For
the unweighted case, we presented the first linear time algorithm with an approximation
matching the previous best quadratic time algorithm and fairly close to the best known
approximation achieved by a significantly larger running time. Finally, we presented the first
streaming algorithm for MPSM showing that a constant approximation is achievable in the
single-pass streaming model.

We believe the most pressing future direction is to explore the applications and utility
of this problem further. The complementary relationship with Minimum Common String
Partition (MCSP) has driven much of the current interest in MPSM. However, given their
relationship, new approximations for MPSM do not directly lead to any improvements for
MSCP. It is reasonable to ask if the study of MPSM can teach us anything about MCSP
or at least inspire new heuristics. We note that some current linear-time algorithms for
MCSP are greedy algorithms [21] with a proven lower bound of Ω(n0.46) [24] (Although this
bound arises from carefully constructed strings over a (logn)-sized alphabet). This is in
contrast to the best known approximation for MCSP, O(logn log∗ n) [13]. Perhaps the linear
time MPSM algorithm presented here could be combined with greedy approaches leading to
better, more robust heuristics. Further, since MPSM currently appears to be “easier” than
MCSP, it would be fruitful to explore more applications for MPSM itself in bioinformatics,
data compression, and beyond.

On the theoretical side, the biggest questions revolve around the factor of 2 approximation.
Is this tight for MPSM conditioned on some hardness conjecture or can we do better? It
surely seems like a natural bound. Regardless, can we achieve a 2-approximation in linear
time? Likewise, for MWPSM, a 2-approximation could be seen as the next major goal. All of
this seems within reach, using existing ideas or different tools such as LP rounding techniques.
Another direction would be to add edit operations. It seems that MWPSM could be adapted
to handle the cost of substitutions. However, this is nontrivial since existing algorithms
assume that letters which do not belong to preserved duos can be mapped at no penalty.

Finally, we propose variants of MWPSM that may admit a faster approximation than
we see in this paper. Suppose the weights are not arbitrary, but follow some “rules”. [28]
suggested the weight of a duo-preservation could be a function of the “closeness” of the
mapping in terms of the positions of the characters in their respective strings. However, [28]
and this paper consider only arbitrary weights. One could imagine a weight function like
w(DA

i , D
B
j ) = n− |i− j| that does not require us to examine every edge in the duo graph.

Of course, the function need not be so naive as any metric or geometric weight functions
admit faster matching algorithms [1].
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1 Introduction

The profusion of circular molecular DNA sequences (plasmids, mitochondrial DNA, bacterial
chromosomes, etc.) and the need to compare them have opened the way to the elaboration
of time efficient algorithms for the alignment problem of circular words. The first efficient
algorithm for this problem was presented by Maes in 1990 [8] and uses a divide-and-conquer
approach to find the edit or Levenshtein distance [6] between two circular words of lengths
m and n in O(nm log(n)) time. It is based on the classical Wagner and Fischer algorithm
that finds an alignment and edit distance between two words [12]. Since then, more time
efficient algorithms have been developed, using dynamic programming [3], branch-and-bound
techniques [9], exploring either approximate or suboptimal solutions [1, 10] or alignment-free
methods [2, 4]. In this article, we focus on a related problem which is to find a constrained
circular word as close as possible of a given circular word according to the Manhattan
distance. This problem comes from currently explored brachytherapy techniques.

Brachytherapy is a form of internal radiotherapy involving short distance (brachys in
Greek) irradiation. A treatment is performed by placing small sealed radiation sources, also
called seeds, near or into the tumor site [11]. The seed is moved step by step through a
catheter, to irradiate the whole tumor. The radiation dose received at each point depends
on the time spent by the seed at this position. The resulting irradiation field is uniform
around the seed, regardless of the shape and position of the tumor. Therefore, the use of
shields is conceptually considered to modulate more precisely this field. A cylindrical shield
encapsulating the seed would block radiation, except through some prescribed openings. Let
us associate each stopping position of the seed with the prescription doses for its surrounding
circular area. This area of interest is divided, as precisely as possible, in n equal sections.
The dose for each section is either a positive integer x (tumor tissue; irradiation prescribed
for x units of time) or a 0 (healthy tissue; no irradiation needed) so that each stopping
position of the seed is represented by a circular integer word w of length n.

Let us imagine a process, such as 3D printing, allowing us to easily produce customized
cylindrical shields for brachytherapy. For a given tumor, we want to irradiate during a
selected time through an adequate cylindrical shield, such that each tissue section receives
a radiation dose as close as possible to its prescription. Moreover, let us assume that the
physical precision of our process is limited: the smallest possible closed (resp. open) sector
of a produced shield is still covering several sections of the surrounding area. Then, our
algorithmic problem can be formalized as follows: given a circular integer word w of length
n, the cylindrical shield to be designed can be seen as a constrained circular binary word of
length n where, when we replace each 1 by the selected irradiation time t, the Manhattan
distance to w is minimal.

This article is organized as follows. In Section 2, we introduce the notation and mathe-
matically describe our problem. Section 3 is dedicated to computing the minimal distance for
a fixed irradiation time, using a dynamic programming algorithm. In Section 4 we provide an
algorithm to compute the optimal solutions of the problem. Section 5 considers a particular
case of the problem where overdoses are forbidden. Finally, we give perspectives for future
work in Section 6.

2 Preliminaries

We now introduce the usual notation on words, as well as a formal definition of the considered
problem.
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2.1 Words
We briefly introduce the basic terminology on words. More details can be found in [7]. An
alphabet is a non-empty set Σ; its elements are called letters. It is called binary if |Σ| = 2. A
word w = w1 · · ·wn over Σ is a finite sequence of letters of Σ, where wi is the i-th letter of w.
The empty word is denoted by ε. We denote by Σ∗ the set of all words over Σ. A language L

over Σ is a subset of Σ∗.
The length of a word w is the number of its letters and is denoted by |w|. For a positive

integer n, we denote by Σn the set of all words of length n over Σ.
Given a word y ∈ Σ∗, we say that y is a factor of w ∈ Σ∗ if there exist two words x, z ∈ Σ∗

such that w = xyz. In particular, if x = ε (resp. z = ε), then y is called a prefix (resp. suffix)
of w. For two words w and u, let LCP(w, u) (resp. LCS(w, u)) denote the longest common
prefix (resp. suffix) of w and u. We denote by Pref(w) the set of all prefixes of a word w.
For an integer i, we write prefi(w) (resp. suffi(w)) the length-i prefix (resp. suffix) of w.

Given an integer n ≥ 0, we denote by wn the word ww · · ·w (n times). If w = xyz and
y = an, for some letter a ∈ Σ and some integer n ≥ 1, we say that y is an a-run in w. In the
sequel, each a-run y considered is maximal, that is, the last letter of x and the first one of z

are both different from a. Let P ⊂ Σ∗ be a finite set of words over Σ. A language L ⊆ Σ∗ is
said to avoid P if, for any w ∈ L and any y ∈ P , y is not a factor of w.

Two words w and w′ are conjugate, denoted by w ∼ w′, if there exist two words x and
y such that w = xy and w′ = yx. For w = w1 · · ·wn ∈ Σn, the j-th conjugate of w, for
1 ≤ j ≤ n, is the word wj · · ·wnw1 · · ·wj−1. It is easy to verify that the relation ∼ is an
equivalence relation. Any equivalence class of ∼ is called a circular word. For instance,
{01001, 10010, 00101, 01010, 10100} is a circular word.

2.2 Problem definition
For a given tumor, we want to design a cylindrical shield with openings, both enabling us
to apply the most accurate treatment possible to the patient and taking into account the
production process limitations. Assuming that the irradiation time is t, we represent this
shield by a circular word over the alphabet {0, t}, where each t stands for an opened section
and each 0 for a closed section. Let `1 be the minimal length for an opening, and `0 the
one for a closed sector between two openings. Then, in any word representing a producible
shield, each 0-run (resp. t-run) must be of length at least `0 (resp. `1). Thus, any such word
belongs to the following language of admissible words.

I Definition 1. For three positive integers `0, `1, t, let At be the language over the alphabet
{0, t} that avoids t0m0t and 0tm10 for all 0 < m0 < `0, 0 < m1 < `1. We say that a word u

is t-admissible if u ∈ At.

To reduce the amount of notation, we do not write `0, `1 as indices in Definition 1
since `0, `1 are fixed. So we write At instead of A`0,`1,t. Moreover, from now on, we fix
` = max{`0, `1}.

I Example 2. Let `0 = 3, `1 = 5 and t = 2. We have 02222200022 ∈ At, but the word
02222200222 is not t-admissible since it contains the factor 2022 and `0 = 3.

The doses applied through a shield depend on the associated irradiation time t. Therefore,
we select the most accurate shield for each relevant value of t.

I Definition 3. Let `0, `1, t be three positive integers. A word u ∈ At is said to be t-circularly
admissible if all of its conjugates are in At. The set of all t-circularly admissible words is
denoted by Ct.
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Table 1 Comparison of the results of a naive algorithm (ugreedy and ugreedy&circ) with an optimal
solution (uoptimal) for ` = `0 = `1 = 3 and w = 111100111000. Each difference with w is underlined.
The last two runs of ugreedy are merged into a 0-run in ugreedy&circ. Only uoptimal is a proper solution.

w 1 1 1 1 0 0 1 1 1 0 0 0 d(u, w) u ∈ C1 ? u ∈ Sol(w) ?

ugreedy 1 1 1 1 0 0 0 1 1 1 0 0 2
ugreedy&circ 1 1 1 1 0 0 0 0 0 0 0 0 3 X

uoptimal 1 1 1 0 0 0 1 1 1 0 0 0 1 X X

I Example 4. Let `0 = 3, `1 = 5 and t = 2. We have 02222200022 ∈ At but it is
not t-circularly admissible since its conjugate 22222000220 is not t-admissible. We have
02222200000 ∈ Ct.

At last, we use a distance metric to assess the accuracy of the considered treatments.

I Definition 5. The Manhattan distance d between two words u and v ∈ Nn is d(u, v) =∑n
i=1 |ui − vi|, where |ui − vi| denotes the absolute value of ui − vi.

Our problem can formally be stated as follows.

I Problem 1. Given a word w over the alphabet N and two integers `0, `1, find t ∈ N+ and
u ∈ Ct that minimizes d(u, w).

Note that a solution to Problem 1 always exists (since u = 0|w| is t-circularly admissible
for any t), but is not necessarily unique. Therefore, we set the following notation. Let us
denote the set of all solutions to Problem 1 for w by

Sol(w) = {u ∈ ∪tSolt(w) | d(u, w) is minimal},

where Solt(w) = {u ∈ Ct | d(u, w) is minimal}. Observe that if ` = max{`0, `1} ≤ 1,
Problem 1 is trivial. Hence, in practice, we always consider ` ≥ 2.

Also, we always assume in the following that |w| ≥ `0 + `1. Indeed, the case where
|w| = n < `0 + `1 is also trivial since any solution for such a word w is either 0n or tn.

It is worth mentioning that the following naive, greedy strategy fails to solve Problem 1.
Let us consider the simple case where w is a binary word, and hence t = 1. Let ugreedy be
the word obtained by reading through w and beginning a new 0-run (resp. 1-run) as soon
as both a 0 (resp. 1) occurs in w and the length of the previous 1-run (resp. 0-run) is at
least `1 (resp. `0). Else, the last created run is extended. Then, there exist instances of
Problem 1 such that ugreedy /∈ C1, hence is not a proper solution. For such an instance, let
ugreedy&circ ∈ C1 be the word obtained by merging the last two runs of ugreedy into one run
of either 0 or 1 (the one giving the lowest distance to w). An instance such that neither
ugreedy nor ugreedy&circ minimizes the distance with w is presented in Table 1.

In what follows, we show that, in practice, Problem 1 can be solved by a polynomial
dynamic programming algorithm.

3 Computing the optimal distance for a fixed irradiation time

To solve Problem 1 for a given w, we first fix the irradiation time t and compute the optimal
distance for this fixed t. In other words, we compute d(u, w) for some u ∈ Solt(w).
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3.1 Distance matrix
Let `, `0, `1, n, t be positive integers such that ` = max{`0, `1} and n ≥ `0 + `1. Let w be
a word of length n over the alphabet N. In this section, we describe an algorithm that
computes the set Solt(w) for a fixed irradiation time t.

To compute the set Solt(w), we build a dynamic matrix using the possible prefixes of
u ∈ Solt(w), that is, the set

Pt = {0it | 1 ≤ i ≤ `0} ∪ {ti0 | 1 ≤ i ≤ `1} ∪ {0`0+1, t`1+1}.

In particular, for any word u ∈ At, |Pt ∩Pref(u)| = 1, i.e., there exists a unique word p ∈ Pt

such that p is a prefix of u. Note that |Pt| = `0 + `1 + 2 ≤ 2` + 2.

I Example 6. For `0 = 3 and `1 = 5, Pt = {0t, 00t, 000t, 0000, t0, tt0, ttt0, tttt0, ttttt0, tttttt}.

The following definition generalizes the notion of t-circularly admissible words, to describe
the (shorter) words yet to be extended into ones.

I Definition 7. Let n ∈ N, i ∈ {1, . . . , n}, p ∈ Pt and v ∈ At ∩ {0, t}`. Then a word u is
called t-circularly preadmissible (with respect to p and v) if it satisfies the following properties:
(i) (admissibility) u ∈ At and |u| = i;
(ii) (circular extendability) There exists a word x such that ux ∈ Ct;
(iii) (prefix compatibility) LCP(u, p) ∈ {u, p};
(iv) (suffix compatibility) LCS(u, v) ∈ {u, v}.
The set of t-circularly preadmissible words of length i with respect to p and v is denoted by
Ct,p(v, i).

Roughly speaking, u ∈ Ct,p(v, i) if u is t-admissible, starts with p, ends with v (whenever
u is long enough) and can be extended into at least one t-circularly admissible word. In
particular, we need to consider the longest common prefix (resp. suffix) of u and p (resp. u

and v) to take care of the cases where u is shorter than p (resp. shorter than v). Note that
each word of Pt is circularly preadmissible since n ≥ `0 + `1.

We now define a matrix whose entries indicate the minimum distance between increasingly
longer prefixes u′ of both w and u, so that u′ is preadmissible with respect to its unique
prefix p ∈ Pt. The columns of the matrix correspond to the length of these prefixes while
the rows correspond to the possible suffixes of these prefixes.

I Definition 8 (Distance matrix). For p ∈ Pt, let Dw,t,p be the matrix of size |At∩{0, t}`|×n

such that

Dw,t,p[v, i] = min{d(u, w1 · · ·wi) | u ∈ Ct,p(v, i)}.

for each v ∈ At ∩ {0, t}` and each i ∈ {1, . . . , n}, with the convention that min ∅ =∞.

I Example 9. Consider for instance, the word w = 013331102230313210 with `0 = 3 and
`1 = 5. Let t = 2 and p = 02. Figure 3 depicts the matrix Dw,t,p.

Note that the size of the matrix Dw,t,p, which is equal to |At ∩ {0, t}`| × n, is polynomial
with respect to ` and n. This comes from the following lemma.

I Lemma 10. The language At ∩ {0, t}` contains 2` +
(

`−min{`0,`1}
2

)
words.
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6:6 Nearest constrained circular words

Proof. Let v ∈ At ∩ {0, t}`. By Definition 1, v does not contain t0m0t and 0tm10 for all
0 < m0 < `0, 0 < m1 < `1. Recall that ` = max{`0, `1}. If `0 = `1 = `, the fact that |v| = `

implies that v either is a 1-run followed by a 0-run or vice-versa. Since there are ` positions
where this first run can end, this gives us ` words beginning by 1 and ` words beginning by
0. Now, if ` = `0 > `1, v can also begin and end with a 0-run, and have a 1-run of length at
least `1 in the middle. In this case, we need to decide where the first 0-run ends and where
the last 0-run begins. Hence we have ` − `1 possible positions to choose from. The case
` = `1 is symmetric and so we have that the language At ∩{0, t}` contains 2` +

(
`−min{`0,`1}

2
)

words. J

Moreover, it follows from Definition 8 that the matrices Dw,t,p keep track of the optimal
values. More precisely, let

Dw,t = min{Dw,t,p[v, n] | p ∈ Pt, v ∈ At ∩ {0, t}`}.

Then, the next theorem states that any word u such that d(u, w) = mint Dw,t is a solution
to Problem 1. Indeed, Definition 7 implies that all prefixes of a circularly admissible word u

are preadmissible.

I Theorem 11. Let u ∈ {0, t}n and i ∈ {1, . . . , n}. If u ∈ Ct, then there exist p ∈ Pt and
v ∈ At ∩ {0, t}` such that prefi(u) ∈ Ct,p(v, i). Consequently, for any u ∈ Solt(w),

d(u, w) = min{Dw,t,p[v, n] | v ∈ At ∩ {0, t}`, p ∈ Pt}.

Proof. Assume first that u ∈ Ct. Let p be the only word in Pt ∩Pref(u) and v ∈ At ∩{0, t}`

such that LCS(u, v) ∈ {prefi(u), v}. For i ≥ `, it is obvious that such a v always exists since
u ∈ Ct implies prefi(u) ∈ At. For i < `, let a be the first letter of u and v = a`−iprefi(u).
Then, all the conditions of Definition 7 are satisfied and prefi(u) ∈ Ct,p(v, i).

For the last part of the statement, we only need to show that u ∈ Ct,p(v, n) for some
v ∈ At ∩ {0, t}` and p ∈ Pt implies u ∈ Ct. Assume that u ∈ Ct,p(v, n) for adequate p and
v. Thus, u is admissible and |u| = n, so that u · ε = u ∈ Ct, by the circular extendability
property. The result then follows from the definition of Solt(w). J

In the next subsection, we show that, for a fixed t, for all p ∈ Pt, v ∈ At and i ∈
{|p|+ 1, . . . , n}, the value Dw,t,p[v, i] can be computed in constant time from at most two
values of the form Dw,t,p[v′, i− 1], where v′ ∈ At.

3.2 Dynamic programming
We describe now the dynamic computation of such matrices Dw,t,p. We begin by taking care
of the initialization.

I Lemma 12. Let p ∈ Pt and D = Dw,t,p. For v ∈ At ∩ {0, t}` and 1 ≤ i ≤ |p|, we have

D[v, i] =
{

d(prefi(w), prefi(p)), if LCS(v, prefi(p)) ∈ {v, prefi(p)};
∞, otherwise.

Proof. We first prove that u ∈ Ct,p(v, i) implies u = prefi(p). Indeed, assume that there
exists some u ∈ Ct,p(v, i). Then, by Definition 7, we have in particular that u is admissible,
|u| = i and LCP(u, p) ∈ {u, p}. Since i ≤ |p|, we deduce that LCP(u, p) = u, i.e. u = prefi(p).
Therefore, either Ct,p(v, i) = {prefi(p)} or Ct,p(v, i) = ∅.
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Figure 1 Circularly admissible words of length 12 with `0 = `1 = 3, t = 1 that have p = 01 as
prefix. They are constructed by successive extensions of admissible words complying with the prefix.
In blue is highlighted the prefix p; in yellow is the suffix of any such circularly admissible words; and
in red are the discarded extensions.

It remains to check under which conditions prefi(p) ∈ Ct,p(v, i). Clearly, prefi(p) is
admissible, since p is, and |prefi(p)| = i. Also, note that prefi(p) is circularly extendable,
since p ∈ Pt is circularly extendable whenever n ≥ `0 +`1. The prefix compatibility is trivially
verified since LCP(prefi(p), p) = prefi(p). Therefore, if LCS(v, prefi(p)) ∈ {v, prefi(p)}, then
Ct,p(v, i) = {prefi(p)} and the result follows. Otherwise, Ct,p(v, i) = ∅. J

To compute the other part of the table, we need to focus on words that are admissible
for w and that comply with the given prefix p ∈ Pt. Near the end of the table, we need to
add extra conditions to take into account the fact that suffixes of the circularly admissible
words are prescribed by p.

I Example 13. Let us consider the word w = 001100001111, t = 1, `0 = `1 = 3 and the
prefix p = 01 ∈ Pt. Figure 1 depicts all words considered in the computation of Dw,t,p, that
is, all admissible words that can be extended to a circularly admissible word complying with
the prefix p. This prefix condition is highlighted in blue. Starting from the left, we write
the possible extensions of an admissible word of length i to one of length i + 1. Observe
that this rule of extension sometimes leads to dead ends. Indeed, to be circularly admissible,
any admissible word of length |w| has to end with two 0’s since `0 = 3 and the prescribed
prefix p = 01 begins with only one 0 (this condition is highlighted in yellow). Therefore, the
extensions highlighted in red are not prefixes of any circularly admissible words, so that such
words need to be discarded.

In Theorem 14, the yellow condition corresponds to the case n − cp < i ≤ n and the
red dead ends are taken care of in the case n − cp − `a < i ≤ n − cp. In the remaining
case, Equation (1) translates the fact that any admissible word is the extension of a shorter
admissible word.

I Theorem 14. Let p = p1 . . . pk ∈ Pt and D = Dw,t,p. If p1 = 0, we set cp = `0 − |p|+ 1,
p1 = t and a = 1. Otherwise, we set cp = `1−|p|+1, p1 = 0 and a = 0. For v = v1 . . . v` ∈ At

and |p|+ 1 ≤ i ≤ n, we have

D[v, i] = d(wi, v`) + min{D[v′, i− 1] | v′ ∈ V ′}
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6:8 Nearest constrained circular words

where

V ′ =
{
∅, if n− cp < i ≤ n and suffi−n+cp

(v) 6∈ p∗1
or if n− cp − `a < i ≤ n− cp, suffi−(n−cp−`a)(v) 6∈ (p1)∗ and suff1(v) 6= p1;

and otherwise

V ′ =
{
{v′ ∈ {0v1 . . . v`−1, tv1 . . . v`−1} | v′v` ∈ At ∩ {0, t}`+1}, if i > `;
{(v`−i+1)`−i+2 v`−i+2 · · · v`−1}, if i ≤ `.

(1)

Proof. By Definition 8, D[v, i] is the minimum distance d(u, w1 . . . wi) over words u ∈
Ct,p(v, i). We begin by focusing on the circular extendability of such words (Condition (ii)
in Definition 7).

For any circularly admissible word x ∈ Ct, if x has prefix p with first letter p1, then x

must end with a suffix p
cp

1 since p begins with |p| − 1 times the letter p1 and the constant
cp = `p1 − (|p| − 1). Therefore, for n − cp < i ≤ n, any u ∈ Ct,p(v, i) is the prefix of a
circularly admissible word and it must end with p

i−n+cp

1 . Thus, if suffi−n+cp
(v) 6∈ p∗1, then

Ct,p(v, i) = ∅ and D[v, i] =∞. In this case, we set V ′ = ∅.
Consider now the case where n− cp − `a < i ≤ n− cp. Any circularly admissible word

x ∈ Ct which has prefix p, has suffix p
cp

1 . So the suffix s of length cp + `a of x ends with
cp times the letter p1. Since s has to be admissible, the factor p1p1 can not occur in s.
In particular, it can not occur in position in {n − cp − `a + 1, . . . , n − cp} in x. Thus,
u ∈ Ct,p(v, i) implies that u has a suffix of the form (p1)i−(n−cp−`a) or u ends with p1. Hence,
if suffi−(n−cp−`a)(v) 6∈ (p1)∗ and suff1(v) 6= p1, then Ct,p(v, i) = ∅ and D[v, i] = ∞. So we
set V ′ = ∅ in this case too.

Note that when |p| < i ≤ n− cp − `a, then any word u satisfying Conditions (i,iii,iv) of
Definition 7 always satisfies Condition (ii). Indeed, if u ends with p1, then we can concatenate
u and pn−i

1 to obtain a circularly admissible word. If u ends with p1, we can concatenate u

with (p1)`apn−i−`a
1 to get a circularly admissible word since cp ≤ n− i− `a.

We now turn our attention to the other cases where Condition (ii) is always satisfied. We
assume now that i and v are such that one of the following holds:
|p| < i ≤ n− cp − `a;
n− cp − `a < i ≤ n− cp and (suffi−(n−cp−`a)(v) ∈ (p1)∗ or suff1(v) = p1);
n− cp < i ≤ n and suffi−n+cp(v) ∈ p∗1.

We discuss two cases according to whether i ≤ ` or i > `.
Firstly, if i ≤ `, then u ∈ Ct,p(v, i) implies that u is admissible such that LCS(u, v) = u

and LCP(u, p) = p (as i ≥ |p|+ 1). In particular, u has a prefix prefi−1(u) that belongs to
Ct,p(v′, i− 1) for some v′ ∈ At ∩ {0, t}`. We claim that we can always choose v′ such that
v′v` ∈ At. Indeed, v′ has suffix prefi−1(u) and prefi−1(u) begins with at least |p|−1 times the
letter p1. Therefore, we can choose v′ to be the length-` word of p∗1prefi−1(u). Since u ∈ At,
we have prefi−1(u)v` ∈ At and v′v` ∈ At. As p1 = v`−i+1 and prefi−1(u) = v`−i+1 · · · v`−1,
the result follows. Similarly if Ct,p(v, i) = ∅, then Ct,p(v′, i) = ∅ for the length-` word
v′ ∈ v∗`−i+1v`−i+1 · · · v`−1. Hence, the equation ∞ = D[v, i] = d(v`, wi) + D[v′, i − 1] = ∞
holds also in this case.

Thus, we set V ′ = {v′ ∈ {0, t}`−i+1prefi−1(u) | v′v` ∈ At ∩ {0, t}`+1} and we have

D[v, i] = min{d(u, w1 · · ·wi) | u ∈ Ct,p(v, i)}
= d(v`, wi) + min{d(prefi−1(u), w1 · · ·wi−1) | u ∈ Ct,p(v, i)}
= d(v`, wi) + min{d(u′, w1 · · ·wi−1) | u′ ∈ Ct,p(v′, i− 1) s.t. v′ ∈ V ′}

and the result follows.
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Algorithm 1 Finding an optimal solution
1: function FindSolution(w : integer word, `0, `1: integers): integer word
2: Let tmax be the largest letter occurring in w

3: `← max{`0, `1}; m← min{`0, `1}
4: Let Dmin be a table of size 2` +

(
`−m

2
)
× |w|

5: dmin ← +∞
6: for t← 1, . . . , tmax do . tmax iterations
7: for p ∈ Pt do . O(`) iterations
8: D ← ComputeMatrix(w, t, p, `0, `1) . O(|w| · `2)
9: for v ∈ At ∩ {0, t}` do . O(`2) iterations
10: dist← D[v, |w|]
11: if dist < dmin then
12: (optimal, time, prefix, dmin, Dmin)← (v, t, p, dist, D)
13: end if
14: end for
15: end for
16: end for
17: u← Backtracking(Dmin, v, time, prefix) . O(|w|)
18: return u

19: end function

Secondly, if i > `, then u ∈ Ct,p(v, i) implies that u ∈ At ∩ {0, t}i, LCP(u, p) = p

and LCS(u, v) = v. In particular u ends either with 0v1 · · · v` or with tv1 · · · v` where
v = v1 · · · v`. As u ∈ At, its suffix of length ` + 1 belongs to At. Therefore we have
D[v, i] = d(wi, v`) + min{D[v′, i− 1]} where v′ ∈ {0v1 . . . v`−1, tv1 . . . v`−1} such that v′v` ∈
At ∩ {0, t}`+1 as required. J

4 Computing an optimal solution

Now, given any circular word with representative w, we are ready to solve Problem 1, i.e. to
give an algorithm to find a word u ∈ Sol(w). For each irradiation time t, we compute the
optimal distance d(u, w) for u ∈ Solt(w). We consider the minimum value obtained while t

is varying and we store the distance matrix associated to this minimum value (Algorithm 1).
As for the complexity of the algorithm, note that line 8 is computed using Lemma 12 and

Theorem 14 in O(|w| · `2) since |At ∩ {0, t}`| = 2` +
(

`−min{`0,`1}
2

)
. This gives us a pseudo

polynomial time algorithm of complexity O(|w| · tmax · `3) to compute an optimal distance.
An important note is that since tmax represents, in our context, the maximal time of an
irradiation, it should be kept as small as possible and in fact be a lot smaller than |w|. So,
in practice, we have a polynomial time algorithm. Finally, we obtain an optimal solution by
backtracking in O(|w|) with Algorithm 2.

A simple experimentation shows (see Figure 2) that, as expected, our algorithm becomes
quickly faster than a naive approach, which enumerates all the words in At of length |w|,
checks whether they are circularly admissible and computes their distance from w, and which
is exponential.

I Example 15 (Example 9 continued). Let w = 013331102230313210, `0 = 3 and `1 = 5. For
t ∈ {1, 2, 3}, let Pt = {0t, 00t, 000t, 0000, t0, tt0, ttt0, tttt0, ttttt0, tttttt}. Among the matrices
Dw,t,p, the one with t = 2 and p = 02 contains the minimum value in its last column and is
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6:10 Nearest constrained circular words

Algorithm 2 From distance to solution
1: function Backtracking(D : table , v = v1 . . . v` : integer word, t : integer, p : integer

word): integer word
2: n← number of columns of D

3: u← [v`]
4: for i← n− 1, . . ., `+1 do
5: x← v1 . . . v`

6: if D[0x1 . . . x`−1, i] ≤ D[tx1 . . . x`−1, i] then
7: x← 0x1 . . . x`−1; u← [x`−1] + u

8: else
9: x← tx1 . . . x`−1; u← [x`−1] + u

10: end if
11: end for
12: for i← `, . . . , |p|+ 1 do
13: x← x`−i+1 . . . x`−i+1︸ ︷︷ ︸

`−i+2 times

x`−i+2 . . . x`−1

14: u← [x`−1] + u

15: end for
16: u← p + u.
17: return u

18: end function
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Figure 2 Comparison of the efficiency between Algorithm 1 and a naive algorithm, based on the
exhaustive enumeration of all circularly admissible factors. The computation times were obtained by
generating 5 random conformations for each n ∈ {5, 6, . . . , 30}, choosing the parameters (w, t, `0, `1)
in each case with uniform probability such that 0 ≤ wi ≤ 20 for i = 1, 2, . . . , n, 1 ≤ t ≤ 20, 2 ≤ `0 ≤ 5
and 2 ≤ `1 ≤ 5. Although the dynamic programming strategy is initially more costly, it rapidly
becomes faster than the naive strategy, as expected.
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A2 ∩ {0, 2}5
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w 0 1 3 3 3 1 1 0 2 2 3 0 3 1 3 2 1 0

∞ ∞ ∞ ∞ ∞ 5 6 8 8 8 9 11 12 13 14 14 ∞ ∞

0 ∞ ∞ ∞ ∞ ∞ 6 6 10 10 11 9 14 13 16 16 15 ∞

0 ∞ ∞ ∞ ∞ ∞ ∞ 6 8 12 13 11 12 15 16 18 17 15

0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ 8 10 15 13 14 13 18 18 19 17

∞ 1 ∞ ∞ ∞ ∞ ∞ ∞ ∞ 8 11 17 ∞ ∞ ∞ ∞ ∞ ∞

0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 10 13 15 16 15 16 20 19 19

∞ ∞ ∞ ∞ 4 ∞ ∞ ∞ ∞ ∞ ∞ ∞ 12 15 18 ∞ ∞ ∞

∞ ∞ ∞ 3 ∞ ∞ ∞ ∞ ∞ ∞ ∞ 11 14 17 ∞ ∞ ∞ ∞

∞ ∞ 2 ∞ ∞ ∞ ∞ ∞ ∞ ∞ 9 13 16 ∞ ∞ ∞ ∞ ∞

∞ 1 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 11 15 ∞ ∞ ∞ ∞ ∞ ∞

0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 13 13 16 17 18 18 19 19

Figure 3 Matrix for the word w = 013331102230313210 with `0 = 3, `1 = 5, t = 2 and p = 02.
An arrow between two cells indicates that the value in the arrival cell is calculated from the one in
the origin cell. For ease of reading, the corresponding arrows of cells containing +∞ are not drawn.
In bold is a path corresponding to an optimal solution (not necessarily unique) for the irradiation
time 2.

represented in Figure 3. The path corresponding to the optimal solution, 022222000222222200
is drawn in bold. Note that it is not the only optimal solution. For instance, we also have
022222222222222200 ∈ Sol(w).

5 Forbidding overdoses

Let us now consider a subproblem by imposing an additional condition: no tissue section
can receive a dose greater than the one prescribed. That is, overdoses are forbidden. We
then need the following stronger condition on our previous admissible words. By abuse of
notation, and for the sake of simplicity, we use, in what follows, the same notation as in
Sections 2 and 3.

Let `, `0, `1, n be positive integers such that ` = max{`0, `1} and n ≥ `0 + `1. Let w be a
word of length n over the alphabet N. In this section, we show that the algorithm presented
in Section 4 can also be used here, but with more efficiency, when we replace Definitions 1
and 3 by the following one.

I Definition 16. Let us write w = w1 · · ·wn with wi ∈ N. Let t be a letter in N. A word
u ∈ Nn is t-admissible for w if u ∈ At and ui ≤ wi for i = 1, . . . , n. The set of all t-admissible
words for w is denoted by At(w). In addition, if u ∈ Ct, then u is said to be t-circularly
admissible for w. The set of all t-circularly admissible words for w is denoted by Ct(w).

This stronger requirement affects the values of the distance matrices. We have Dw,t,p[v, i] =
∞ if the last letter of v is greater than the i-th letter wi of w. Otherwise, Dw,t,p[v, i] is
computed according to Lemma 12 and Theorem 14.

By abuse of notation, we denote the set of all solutions to Problem 1 for w, under these
new conditions, by Sol(w) = {u ∈ ∪tSolt(w) | d(u, w) is minimal}, where Solt(w) = {u ∈
Ct(w) | d(u, w) is minimal} as before.

The “overdose-free” condition gives us the opportunity to do an efficient preprocessing
of w and have a smaller set of valid prefixes Pt which produces a significant gain in time
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complexity. Firstly, the “overdose-free” and `1 constraints imply that we cannot irradiate
specific sections of w. So we apply the following preprocessing on w that does not affect the
solutions of Problem 1.

I Preprocessing. The first step is to set to 0 in w all letters that are smaller than t. Then
all non-zero factors4 that are too short, i.e. of length less than `1, are replaced by 0-runs.

Secondly, since it is best to work with words beginning with a 0-run and the preprocessed
w clearly does not always have that property, we need the following trivial lemma showing
that optimal solutions to Problem 1 are preserved by conjugacy.

I Lemma 17. Let t be a positive integer and u ∈ Solt(w). Let v be the j-th conjugate of u

and w′ be the j-th conjugate of w, for an integer j such that 1 ≤ j ≤ n. Then v ∈ Solt(w′).

Proof of Lemma 17. We have u ∈ Solt(w). Then, d(u, w) = d(u1, w1) + . . . + d(un, wn)
is minimal. Since v is the j-th conjugate of u and w′ be the j-th conjugate of w we
have that v = uj . . . unu1 . . . uj−1 and w′ = wj . . . wnw1 . . . wj−1, which gives us d(v, w′) =
d(uj , wj) + . . . + d(un, wn) + d(u1, w1) + . . . + d(uj−1, wj−1) = d(u, w), which is minimal. So
v ∈ Solt(w′). J

As a consequence, we can choose to work with a particular conjugate of the preprocessed
input. If it contains at least one 0, let j ∈ N be such that the j-th conjugate w′ of w begins
with a 0-run of length x, where x is maximal. The “overdose-free” condition implies that the
possible prefixes of a solution u′ ∈ Solt(w′) begin with a 0-run of length at least x. So we
can now compute an optimal solution u′ for this w′ using Algorithm 1 with the smaller set
of prefixes Pt = {0it | x ≤ i ≤ `0} ∪ {0`0+1} of length |Pt| = `0 − x + 2. Then, our optimal
solution u ∈ Solt(w) is obtained by taking the (n− j + 2)-th conjugate of u′. Finally, if the
preprocessed input w does not contain any 0, then Solt(w) = {tn}.

Though the complexity in the worst case is not improved, in many cases the number
of distance matrices to be computed is significantly lowered. For instance, the following
example shows that instead of 30 distance matrices needed to find the optimal solution in
the original settings, only one distance matrix is needed for the “overdose-free” problem.

I Example 18 (Example 9 continued). For the word w = 013331102230313210 with `0 = 3 and
`1 = 5, the preprocessing for the irradiation time t = 1 gives the word 013331100000313210.
We apply our dynamic programming algorithm to the 8-th conjugate of w that is w′ =
000003132100133311. Then Pt contains only one word and the associated matrix Dw′,1,0000
is given in Figure 4. The word u′ = 000001111100011111 belongs to Sol1(w′). Since the
minimum value in the last column of Dw′,1,0000 is 12 and d(w′, w) = 7, any u ∈ Sol1(w) is at
distance 12 + 7 from w.

For t = 2, the first step of the preprocessing of w leads to the word 003330000000303200
and the second step gives 018. Hence, we have Sol2(w) = {018}. It follows that Sol3(w) =
{018} too. Hence, Sol(w) = Sol1(w) and it contains the 12-th conjugate of u′.

6 Perspectives

Interesting extensions of the original problem could be considered. First, say that we have
several stopping positions of our irradiation seed and that each of these stopping positions

4 Here, factors are considered circularly. For instance, for `1 = 3 and t = 1, the word w = 100340022 has
only one too short non-zero factor, the one occurring in position 4.



G. Blin, A. Blondin Massé, M. Gasparoux, S. Hamel, and É. Vandomme 6:13

A1 ∩ {0, 1}5

11111

11110

11100

11000

10001

10000

01111

00111

00011

00001

00000

w′ 0 0 0 0 0 3 1 3 2 1 0 0 1 3 3 3 1 1

∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 5 ∞ ∞ ∞ ∞ ∞ ∞ 16 12

0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 5 ∞ ∞ ∞ ∞ ∞ ∞ 17

0 0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 5 ∞ ∞ ∞ ∞ ∞ ∞

0 0 0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 6 ∞ ∞ ∞ ∞ ∞

∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 8 ∞ ∞ ∞ ∞

0 0 0 0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 9 ∞ ∞ ∞ ∞

∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 5 6 ∞ ∞ ∞ ∞ ∞ 16 12 ∞

∞ ∞ ∞ ∞ ∞ ∞ ∞ 4 6 7 ∞ ∞ ∞ ∞ 14 12 ∞ ∞

∞ ∞ ∞ ∞ ∞ ∞ 2 5 7 8 ∞ ∞ ∞ 12 10 ∞ ∞ ∞

∞ ∞ ∞ ∞ ∞ 2 3 6 8 9 ∞ ∞ 10 13 ∞ ∞ ∞ ∞

0 0 0 0 0 3 4 7 9 10 10 10 11 14 12 15 16 17

Figure 4 Matrix for the word w′ = 000003132100133311 with `0 = 3, `1 = 5, t = 1 and p = 0000,
in the case where overdoses are forbidden. An arrow between two cells indicates that the value in
the arrival cell is calculated from the one in the origin cell. For ease of reading, the corresponding
arrows of cells containing +∞ are not drawn. In bold is a path corresponding to an optimal solution
(not necessarily unique) for the irradiation time 1.

is represented by a different word, depicting the conformation of the tumor in that exact
position. If our cylindrical shield allows only one conformation of open and close sectors, the
problem considered here is to find the shield conformation that is as close as possible to all
the given tumor conformation words. A good heuristic here could be to find a consensus of
these given words and then to use our dynamic programming algorithm to find the best shield
conformation for this word. Some works has already been done on this idea of consensus of
circular words. Indeed, in [5], Lee et al. give an O(n2 log n) algorithm to compute, given
a set of three strings, a consensus for this set under the Hamming distance, i.e. a string
minimizing the sum of distances to all strings in the given set.

Another extension would be to be able to use several different irradiation times on one
tumor conformation (integer word w). Note that to be able to apply various irradiation
doses, we would either need a modified device able to close each open sector after a certain
irradiation time, or need to use several shield configurations (optimally, a minimal number
of them) for each stopping position among the catheter.

References

1 Horst Bunke and Urs Bühler. Applications of approximate string matching to 2d shape
recognition. Pattern Recognition, 26(12):1797–1812, 1993. doi:10.1016/0031-3203(93)
90177-X.

2 Maxime Crochemore, Gabriele Fici, Robert Mercas, and Solon P. Pissis. Linear-time se-
quence comparison using minimal absent words & applications. In Evangelos Kranakis,
Gonzalo Navarro, and Edgar Chávez, editors, LATIN 2016: Theoretical Informatics -
12th Latin American Symposium, Ensenada, Mexico, April 11-15, 2016, Proceedings, vol-
ume 9644 of Lecture Notes in Computer Science, pages 334–346. Springer, 2016. doi:
10.1007/978-3-662-49529-2_25.

3 Jens Gregor and Michael G. Thomason. Dynamic programming alignment of sequences
representing cyclic patterns. IEEE Trans. Pattern Anal. Mach. Intell., 15(2):129–135, 1993.
doi:10.1109/34.192484.

CPM 2018

http://dx.doi.org/10.1016/0031-3203(93)90177-X
http://dx.doi.org/10.1016/0031-3203(93)90177-X
http://dx.doi.org/10.1007/978-3-662-49529-2_25
http://dx.doi.org/10.1007/978-3-662-49529-2_25
http://dx.doi.org/10.1109/34.192484


6:14 Nearest constrained circular words

4 Roberto Grossi, Costas S. Iliopoulos, Robert Mercas, Nadia Pisanti, Solon P. Pissis, Ahmad
Retha, and Fatima Vayani. Circular sequence comparison: algorithms and applications.
Algorithms for Molecular Biology, 11:12, 2016. doi:10.1186/s13015-016-0076-6.

5 Taehyung Lee, Joong Chae Na, Heejin Park, Kunsoo Park, and Jeong Seop Sim. Finding
consensus and optimal alignment of circular strings. Theor. Comput. Sci., 468:92–101, 2013.
doi:10.1016/j.tcs.2012.11.018.

6 V. I. Levenshtein. Binary codes capable of correcting insertions and reversals. Sov. Phys.
Dokl., 10:707–710, 1966.

7 M. Lothaire. Combinatorics on words. Cambridge Mathematical Library. Cambridge Uni-
versity Press, Cambridge, 1997. doi:10.1017/CBO9780511566097.

8 Maurice Maes. On a cyclic string-to-string correction problem. Inf. Process. Lett., 35(2):73–
78, 1990. doi:10.1016/0020-0190(90)90109-B.

9 Andrés Marzal and Sergio Barrachina. Speeding up the computation of the edit distance
for cyclic strings. In 15th International Conference on Pattern Recognition, ICPR’00,
Barcelona, Spain, September 3-8, 2000., pages 2891–2894. IEEE Computer Society, 2000.
doi:10.1109/ICPR.2000.906217.

10 Ramón Alberto Mollineda, Enrique Vidal, and Francisco Casacuberta. Cyclic sequence
alignments: Approximate versus optimal techniques. IJPRAI, 16(3):291–299, 2002. doi:
10.1142/S0218001402001678.

11 R. Pötter, C. Haie-Meder, E. Van Limbergen, I. Barillot, M. De Brabandere, J. Dimopou-
los, I. Dumas, B. Erickson, S. Lang, A. Nulens, P. Petrow, J. Rownd, and C. Kirisits.
Recommendations from gynaecological (GYN) GEC-ESTRO working group (ii): Concepts
and terms in 3D image-based treatment planning in cervix cancer brachytherapy—3D dose
volume parameters and aspects of 3D image-based anatomy, radiation physics, radiobiology.
Radiotherapy and Oncology, 78(1):67–77, 2006. doi:10.1016/j.radonc.2005.11.014.

12 Robert A. Wagner and Michael J. Fischer. The string-to-string correction problem. J.
ACM, 21(1):168–173, 1974. doi:10.1145/321796.321811.

http://dx.doi.org/10.1186/s13015-016-0076-6
http://dx.doi.org/10.1016/j.tcs.2012.11.018
http://dx.doi.org/10.1017/CBO9780511566097
http://dx.doi.org/10.1016/0020-0190(90)90109-B
http://dx.doi.org/10.1109/ICPR.2000.906217
http://dx.doi.org/10.1142/S0218001402001678
http://dx.doi.org/10.1142/S0218001402001678
http://dx.doi.org/10.1016/j.radonc.2005.11.014
http://dx.doi.org/10.1145/321796.321811


Online LZ77 Parsing and Matching Statistics with
RLBWTs

Hideo Bannai
Department of Informatics, Kyushu University, Japan
RIKEN Center for Advanced Intelligence Project, Japan
bannai@inf.kyushu-u.ac.jp

https://orcid.org/0000-0002-6856-5185

Travis Gagie1

Diego Portales University and CeBiB, Chile
travis.gagie@gmail.com

Tomohiro I2

Frontier Research Academy for Young Researchers, Kyushu Institute of Technology, Japan
tomohiro@ai.kyutech.ac.jp

https://orcid.org/0000-0001-9106-6192

Abstract
Lempel-Ziv 1977 (LZ77) parsing, matching statistics and the Burrows-Wheeler Transform (BWT)
are all fundamental elements of stringology. In a series of recent papers, Policriti and Prezza (DCC
2016 and Algorithmica, CPM 2017) showed how we can use an augmented run-length compressed
BWT (RLBWT) of the reverse TR of a text T , to compute offline the LZ77 parse of T in O(n log r)
time and O(r) space, where n is the length of T and r is the number of runs in the BWT of
TR. In this paper we first extend a well-known technique for updating an unaugmented RLBWT
when a character is prepended to a text, to work with Policriti and Prezza’s augmented RLBWT.
This immediately implies that we can build online the LZ77 parse of T while still using O(n log r)
time and O(r) space; it also seems likely to be of independent interest. Our experiments, using an
extension of Ohno, Takabatake, I and Sakamoto’s (IWOCA 2017) implementation of updating,
show our approach is both time- and space-efficient for repetitive strings. We then show how
to augment the RLBWT further – albeit making it static again and increasing its space by a
factor proportional to the size of the alphabet – such that later, given another string S and
O(log logn)-time random access to T , we can compute the matching statistics of S with respect
to T in O(|S| log logn) time.
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1 Introduction

Indexes based on the Burrows-Wheeler Transform [4, 8] (BWT) have been in popular
use for over a decade, particularly in bioinformatics, for dealing with datasets that are
moderately large and compressible. Indexes based on the run-length compressed BWT [17]
(RLBWT) can achieve drastically better compression on massive and highly repetitive
datasets, such as databases of human genomes, but until recently their apparently inability
to support fast locating queries in small space stood in the way of their widespread use.
There have still been promising results published about RLBWTs, however, such as Policriti
and Prezza’s [23, 24, 25] recent demonstrations that we can use an augmented RLBWT
of the reverse of a text to compute offline the LZ77 parse of the text quickly in space
proportional to the number of runs in the BWT of the reversed text; and Ohno, Takabatake,
I and Sakamoto’s [20] recent practical implementation of an RLBWT that supports efficient
prepending of characters. Notably, Policriti and Prezza’s work led directly to Gagie, Navarro
and Prezza’s [10] very recent development of an RLBWT that supports fast locating while
still taking space proportional to the number of runs in the BWT.

In this paper we strengthen Policriti and Prezza’s result by showing how we can compute
online the LZ77 parse of T , while still using O(n log r) time and O(r) space. To do this, we
first extend a well-known technique for updating an unaugmented RLBWT when a character
is prepended to a text, to work with Policriti and Prezza’s augmented RLBWT. This result
seems likely to be of independent interest since, as we will show in the full version of this
paper, it can be applied to Gagie, Navarro and Prezza’s RLBWT as well. Assuming that
index will be used to store massive genomic databases to which new genomes will sometimes
be added, the cost of even occasional rebuilding could be prohibitive. We have implemented
our method of updating Policriti and Prezza’s augmented RLBWT on top of Ohno et al.’s
implementation of updating an RLBWT, and used it to compute the LZ77 parse online for
various datasets. Our experiments show our approach is both time- and space-efficient for
repetitive strings.

In the second part of this paper we show how to augment the RLBWT further – albeit
making it static again and increasing its space by a factor proportional to the size of the
alphabet – such that later, given another string S and O(log logn)-time random access to T ,
we can compute the matching statistics of S with respect to T in O(|S| log logn) time. We
note that there are practical compressed data structures supporting O(log logn)-time random
access to T in theory, that also usually perform well in practice. Matching statistics are a
popular tool in bioinformatics and so calculating them is of independent interest [16, 19],
but in this case we are motivated by a particular application to rare-disease detection, which
involves finding the minimal substrings in a genome that do not occur in a genomic database.
Our result is similar to Belazzougui and Cunial’s [2, 1] with two notable differences: first,
they use succinct space (i.e., O(n log σ) bits, where σ is the alphabet size), whereas we use
compressed space, bounded in terms of r; second, they do not consider pointers to longest
matches in T as part of the matching statistics of S with respect to T , which we do.

Indexes based on the BWT, not run-length compressed, have been augmented to support
functionalities far beyond standard pattern matching, but their “killer app” was DNA
assembly. That may not be the case for RLBWTs: high-throughput sequencing is resulting
in massive genomic databases and – although assembling genomes using entire databases as
references may be interesting for, e.g., pan-genomics [26] – there are many other things we
might want to do with those databases and some of them require rich query functionalities.
We note that another primary task in pan-genomics, parsing a given genome into the
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minimum number of phrases that can each be found in a database or, similarly, computing
the genomes RLZ [13] of the genome with respect to the database, is also straightforward
with an RLBWT. If we want the phrases to be aligned, we can use a combination of the
RLBWT and PBWT [6].

There are already compact data structures with rich functionalities, such as straight-line
programs [14], CDAWGS [3] and compressed suffix trees [18, 9], but none of them has caught
on among practitioners the way BWTs did. At the same time as we try to improve the
theoretical and practical time- and space-bounds of those data structures, therefore, we
should try to extend the functionalities of the RLBWT (while keeping it practical). Even
apart from the specific results we present in this paper, we hope it provides momentum for
that effort.

2 Preliminaries

For the sake of brevity, we assume the reader is familiar with LZ77 (we consider the original
version, with which phrases end with mismatch characters), matching statistics, the BWT
and RLBWT and how to search with them, etc. In this section we first briefly describe
our simplification of Policriti and Prezza’s augmented RLBWT (without going into their
algorithm for LZ77 parsing) and then we review how to update a standard BWT or RLBWT
when a character is prepended to the text.

2.1 Policriti and Prezza’s augmented RLBWT
In addition to all the data structures associated with the unaugmented RLBWT for a text,
Policriti and Prezza’s augmented RLBWT stores the suffix-array entries SA[i] and SA[j]
that are the positions in the text of the first and last characters in each run BWT[i..j]. They
showed how, with this extra information, a backward search for a pattern can be made to
return the location of one of its occurrence (assuming it occurs at all).

We can simplify and strengthen Policriti and Prezza’s result slightly, storing only the
position of the first character of each run and finding the starting position of the lexicographi-
cally first suffix starting with a given pattern. When we start a backward search for a pattern
P [1..m], the initial interval is all of BWT[1..n] and we know SA[1] since BWT[1] must be
the first character in a run. Now suppose we have processed P [i..m], the current interval is
BWT[j..k] and we know SA[j]. If BWT[j] = P [i− 1] then the interval for P [i− 1..m] starts
with BWT[LF(j)], where LF(j) = SA−1[SA[j]− 1] can be found as usual, and so we know
SA[LF(j)] = SA[j] − 1. Otherwise, the interval for P [i − 1..m] starts with BWT[LF(j′)],
where j′ is the position of the first occurrence of P [i − 1] in BWT[j..k]; since BWT[j′] is
the first character in a run, j′ is easy to compute and we have SA[j′] stored and can thus
compute SA[LF(j′)].

I Lemma 1. We can augment an RLBWT with O(r) words, where r is the number of runs
in the BWT, such that after each step in a backward search for a pattern, we can return the
starting position of the lexicographically first suffix prefixed by the suffix of the pattern we
have processed so far.

2.2 Updating an RLBWT
Suppose we have an RLBWT for $T [i + 1..n], where $ does not occur in T , and know
the position d of $ in the current BWT. To obtain an RLBWT for $T [i..n], we compute
rankT [i](d) and use it to compute LF(p), where p is the position (which we need not compute)

CPM 2018
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of the occurrence before $ of T [i] in the current BWT. We replace $ by T [i] in the RLBWT,
which may require merging that copy of T [i] with the preceding run, the succeeding run, or
both. We then insert $ after BWT[LF(p)], which may require splitting a run. Updating the
RLBWT for TR is symmetric when we append a character to T . Ohno et al. gave a practical
implementation that supports updates in O(r) time and backward searches in O(log r) time
per character in the pattern.

I Lemma 2 (see [20]). We can build an RLBWT for TR incrementally, starting with the
empty string and iteratively prepending T [1], . . . , T [n] – so that after i steps we have an
RLBWT for (T [1..i])R – using a total of O(n log r) time. Backward searches always take
O(log r) time per character in the pattern.

3 Online LZ77 Parsing

Our first idea is to extend the technique from Subsection 2.2 for updating an unaugmented
RLBWT, to apply to an augmented RLBWT. Then we can build an augmented RLBWT for
TR incrementally, starting with the empty string and iteratively prepending T [1], . . . , T [n].
Our second idea is to mix prepending characters to a suffix of TR with backward searching
for a prefix of that suffix, which is equivalent to appending characters to a prefix of T while
searching for a suffix of that prefix.

3.1 Updating an augmented RLBWT

Suppose we have an augmented RLBWT for $T [i+ 1..n], where $ does not occur in T , and
know the position d of $ in the current BWT. To obtain an augmented RLBWT for $T [i..n],
we compute rankT [i](d) and use it to compute LF(p), where p is the position (which we
need not compute) of the occurrence before $ of T [i] in the current BWT. At this point we
perform some calculations that were not necessary in Subsection 2.2 since, if we will split a
run when we reinsert $, we should know the position in T of the character after where we
will reinsert it.

If there is a copy of T [i] after $ in the current BWT, we find the first such copy BWT[q],
which must be the first character of a run so we have SA[q] stored. If there is no such copy,
then we find the first copy BWT[q] of the smallest character lexicographically larger than
T [i], which again must be the first character of a run so we have SA[q] stored. If there is no
such character, then BWT[LF(p)] is the last character in the current BWT, in which case
we can proceed as in Subsection 2.2.

We replace $ by T [i] in the RLBWT, which may require merging that copy of T [i] with
the preceding run, the succeeding run, or both. We then insert $ after BWT[LF(p)], which
may require splitting a run. If so, the position in T of the character now after $ is SA[q]− 1.
Updating the augmented RLBWT for TR is symmetric when we append a character to T .
We can extend Ohno et al.’s implementation to support updates to the augmented RLBWT
for TR in O(r) time and backward searches still in O(log r) time per character in the pattern.

I Lemma 3. We can build an augmented RLBWT for TR incrementally, starting with the
empty string and iteratively prepending T [1], . . . , T [n] – so that after i steps we have an
RLBWT for (T [1..i])R – using a total of O(n log r) time. Backward searches always take
O(log r) time per character in the pattern.
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3.2 Computing the parse
Suppose we currently have an augmented RLBWT for (T [1..j])R and the following informa-
tion:

the phrase containing T [j + 1] in the LZ77 parse of T starts at T [i];
the non-empty interval I for (T [i..j])R in the BWT for (T [1..j − 1])R;
the position in (T [1..j − 1])R of the first character in I;
the interval I ′ for (T [i..j + 1])R in the BWT for (T [1..j])R;
the position in (T [1..j])R of the first character in I ′, if I ′ is non-empty.

If I ′ is empty, then the phrase containing T [j + 1] is T [i..j + 1] with T [j + 1] being the
mismatch character, and we can compute the position of an occurrence of T [i..j] in T [1..j−1]
from the position of the first character in I. We then prepend T [j + 1] to (T [1..j])R, update
the augmented RLBWT, and start a new backward search for T [j + 1].

If I ′ is non-empty, then we know the phrase containing T [j + 2] starts at T [i], so we
prepend T [j + 1] to (T [1..j])R, update the augmented RLBWT (while keeping track of the
endpoints of I ′), and perform a backward step for T [j + 2] to obtain the interval I ′′ for
(T [i..j + 2])R in the BWT for (T [1..j + 1])R. If I ′′ is non-empty, the augmented RLBWT
returns the position in (T [1..j + 1])R of the first character in I ′′.

Continuing like this, we can simultaneously incrementally build the augmented RLBWT
for TR while parsing T . Each step takes O(log r) time and we use constant workspace on
top of the augmented RLBWT, which always contains at most r runs, so we use O(r) space.
This gives us our first main result:

I Theorem 4. We can compute the LZ77 parse for T [1..n] online using O(n log r) time and
O(r) space, where r is the number of runs in the BWT for TR.

3.3 Experimental results
We implemented in C++ the online LZ77 parsing algorithm of Theorem 4 (the source
code is available at [21]). We evaluate the performance of our method comparing with the
state-of-the-art implementations for LZ77 parsing that potentially can work in the peak
RAM usage smaller than n lg σ + n lgn bits. A brief explanation and setting of each method
we tested is the following:

LZscan [12, 15]. It runs in O(nd log(n/d)) time and (n/d) lgn bits in addition to the
input string, where d is a parameter that can be used to control time-space tradeoffs. We
set d so that (n/d) lgn is roughly half of the input size.
h0-lz77 [22, 7]. Online LZ77 parsing based on BWT running in O(n logn) time and nH0+
o(n log σ) +O(σ logn) bits of space. The current implementation runs in O(n logn log σ)
time.
rle-lz77-1 [25, 7]. Offline LZ77 parsing algorithm based on RLBWT with two sampled
suffix array entries for each run. In theory it runs in O(n log r) time and 2r lgn+ r lg σ +
o(r lg σ) +O(r lg(n/r) + σ lgn) bits of working space. The current implementation runs
in O(n log r log σ) time.
rle-lz77-2 [25, 7]. Offline LZ77 parsing algorithm based on RLBWT that theoretically
runs in O(n log r) time and z(lgn+ lg z) + r lg σ+ o(r lg σ) +O(r lg(n/r) + σ lgn) bits of
working space. The current implementation runs in O(n log r log σ) time.
rle-lz77-o [Theorem 4]. To make the parsing done in a reasonable time, our online
RLBWT implementation is based on [20], which runs faster (actually in O(n log r) time)
than [7] but needs 2r lg r extra bits. Online LZ77 parsing can be done in O(n log r) time
and 2r lg r + r lgn+O(r lg(n/r) + σ lgn) bits of working space.
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For the above methods other than rle-lz77-2, the output space is not counted in the working
space since they compute LZ77 phrases sequentially. On the other hand, rle-lz77-2 counts
z lgn bits of working space to store the starting positions of the phrases as they are not
computed sequentially.

We tested on highly repetitive datasets in repcorpus3, well-known corpus in this field,
and some larger datasets created from git repositories. For the latter, we use the script [11]
to create 1024MiB texts (obtained by concatenating source files from the latest revisions of a
given repository, and truncated to be 1024MiB) from the repositories for boost4, samtools5
and sdsl-lite6 (all accessed at 2017-03-27). The programs were compiled using g++6.3.0 with
-Ofast -march=native option. The experiments were conducted on a 6core Xeon E5-1650V3
(3.5GHz) machine using a single core with 32GiB memory running Linux CentOS7.

In Table 1, we compare our method rle-lz77-o with rle-lz77-2, which is the most
relevant to our method as well as the most space efficient one. The result shows that our
method significantly improves the running time while keeping the increase of the space within
4 times. It can be observed that the working space of rle-lz77-o gets worse as the input is
less compressible in terms of RLBWT (especially for Escherichia_Coli).

Figure 1 compares all the tested methods for some selected datasets. It shows that
rle-lz77-o exhibits an interesting time-space tradeoff: running in just a few times slower
than LZscan while working in compressed space.

4 Matching Statistics

The matching statistics of S[1..m] with respect to T tell us, for each suffix S[i..m] of S, what
is the length `i of the longest substring S[i..i + `i − 1] that occurs in T and the position
pi of one of its occurrences there. We can compute `i and pi using Policriti and Prezza’s
augmented RLBWT for TR by performing a backward search for each (S[i..m])R – i.e.,
performing a backward step for S[i], then another for S[i + 1], etc. – until the interval in
the BWT becomes empty, and then undoing the last backward step. However, to compute
all the matching statistics this way takes time proportional to the sum of all the ` values –
which can be quadratic in m – times the time for a backward step.

Suppose we use Policriti and Prezza’s augmented RLBWT for T (which stores the
positions in T of both the first and last character of each run) to perform a backward search
for S – i.e., performing a backward step for S[m], then another for S[m− 1], etc. – until the
interval in the BWT becomes empty, and then undo the last backward step. This gives us
the last few ` and p values in the matching statistics for S, and the interval BWT[i..j] for
some suffix S[k..m] of S such that S[k − 1..m] does not occur in T (meaning S[k − 1] does
not occur in BWT[i..j]). Consider the suffixes of T starting with the occurrences of S[k − 1]
preceding BWT[i] and following BWT[j] in the BWT, which are the last and first characters
in runs, respectively. By the definition of the BWT, one of these two suffixes has the longest
common prefix with S[k− 1..m] – and, equivalently, with S[k− 1]T [pk..n] – of all the suffixes
of T . Therefore, if we know which of those two suffixes has the longer common prefix with
S[k − 1]T [pk..n], we can deduce pk−1.

3 See http://pizzachili.dcc.uchile.cl/repcorpus/statistics.pdf for statistics of the datasets.
4 https://github.com/boostorg/boost
5 https://github.com/samtools/samtools
6 https://github.com/simongog/sdsl-lite
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Table 1 Comparison of LZ77 parsing time and working space (WS) between rle-lz77-o (short-
ened as -o) and rle-lz77-2 (shortened as -2), where |T | is the input size (considering each character
takes one byte), z is the number of LZ77 phrases for T and r is the number of runs in RLBWT for
T R.

dataset |T | (MiB) z r
time (sec) WS (MiB)
-o -2 -o -2

fib41 255.503 40 42 131 1334 0.065 0.071
rs.13 206.706 39 76 111 1402 0.065 0.072
tm29 256.000 54 82 104 1889 0.065 0.072
dblp.xml.00001.1 100.000 48,882 172,195 94 4754 2.694 2.258
dblp.xml.00001.2 100.000 48,865 175,278 94 4786 2.744 2.273
dblp.xml.0001.1 100.000 58,180 240,376 97 4823 3.791 2.714
dblp.xml.0001.2 100.000 58,171 269,690 97 4804 4.253 2.860
dna.001.1 100.000 198,362 1,717,162 114 3951 27.537 9.672
english.001.2 100.000 216,828 1,436,696 112 4884 23.115 10.177
proteins.001.1 100.000 221,819 1,278,264 111 4288 20.481 9.246
sources.001.2 100.000 178,138 1,211,104 105 4886 19.524 9.007
cere 439.917 1,394,808 11,575,582 737 17883 199.436 73.154
coreutils 195.772 1,286,069 4,732,794 252 9996 78.414 51.822
einstein.de.txt 88.461 28,226 99,833 82 4098 1.606 1.618
einstein.en.txt 445.963 75,778 286,697 437 21198 4.675 3.773
Escherichia_Coli 107.469 1,752,701 15,045,277 233 4674 255.363 72.527
influenza 147.637 557,348 3,018,824 168 5909 49.319 23.078
kernel 246.011 705,790 2,780,095 291 12053 46.036 28.426
para 409.380 1,879,634 15,635,177 734 17411 272.722 91.515
world_leaders 44.792 155,936 583,396 43 2002 9.092 5.932
boost 1024.000 20,630 63,710 925 46760 1.094 1.344
samtools 1024.000 158,886 562,326 1020 48967 9.445 7.190
sdsl 1024.000 210,501 758,657 1010 47964 12.677 9.138

Our first idea is to further augment Policriti and Prezza’s RLBWT such that, for any
position i in the BWT and any character c, we can tell whether cT [SA[i]] has a longer
common prefix with the suffix of T starting with the occurrence of c preceding BWT[i], or
with the one starting with the occurrence of c following BWT[i]. Although it sounds at first
like this should use Ω(n) space, in fact it takes O(σ) space per run in the BWT, where σ
is the alphabet size. With this information, we can compute the p values for the matching
statistics, using a right-to-left pass over S.

Once we have the p values, we use a left-to-right pass over S to compute the ` values.
Notice that it would again take time at least proportional to the sum of the ` values, to start
at each T [pi] and extract characters until finding a mismatch. Since `i+1 cannot be less than
`i − 1, however, if we have a compact data structure that supports O(log logn)-time random
access to T – such as the RLZ parse implemented with a y-fast trie or a bitvector [13, 5] –
then we can compute all the ` values in O(m log logn) total time using small space. Since
the size of the RLZ parse is generally comparable to that of the RLBWT when there is a
natural reference sequence, which is the case when dealing with databases of genomes from
the same species, using random access to T seems unlikely to be an obstacle in practice.

CPM 2018
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Figure 1 Comparison of LZ77 parsing time and working space.

4.1 Further augmentation

For each run BWT[i..k] and each character c except the one in that run, we add to Policriti
and Prezza’s augmented RLBWT the threshold position j between i and k such that, for
i ≤ i′ < j, each string cT [SA[i′]..n] has a longer common prefix with the suffix of T starting
at the copy of c preceding BWT[i] but, for j ≤ k′ ≤ k, each string cT [SA[k′]..n] has a longer
common prefix with the suffix of T starting at the copy of c following BWT[k]. By the
definition of the BWT, the length of the longest common prefix with the suffix of T starting
at the copy of c preceding BWT[i], is non-increasing as we go from BWT[i] to BWT[k],
and the length of the longest common prefix with the suffix of T starting at the copy of c
following BWT[k] is non-decreasing; therefore there is at most one such threshold j. Dealing
with special cases, such as when even cT [SA[i]..n] has a longer common prefix with the suffix
of T starting at the copy of c following BWT[k], takes a constant number of extra bits, so in
total we use O(rσ) space for this additional augmentation, where r is now the number of
runs in the BWT for T (not TR).

I Lemma 5. We can augment an RLBWT for T with O(rσ) words, where r is the number
of runs in the BWT for T and σ is the size of the alphabet, such that for any position i in the
BWT and any character c, in O(1) time we can tell whether cT [SA[i]] has a longer common
prefix with the suffix of T starting with the occurrence of c preceding BWT[i], or with the
one starting with the occurrence of c following BWT[i].
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Algorithm 1 Computing p values for the matching statistics of S with respect to T , using
an augmented RLBWT for T . For simplicity we ignore special cases, such as when some
character in S does not occur in T .

procedure computePs(S)
q ← position of the first or last character in any run
t← position of BWT[q] in T
for i← m. . . 1 do

if BWT[q] 6= S[i] then
if BWT[q] is before the threshold for its run then

q ← position of the preceding occurrence of S[i] in the BWT
else

q ← position of the following occurrence of S[i] in the BWT
t← position of BWT[q] in T

pi ← t

q ← LF(q)
t← t− 1

4.2 Algorithm
As we have said, our algorithm consists of first computing all the p values in the matching
statistics using a right-to-left pass over S, then computing all the ` values using a left-to-right
pass. We first choose q to be the position of the first or last character in any run and set
t to be its position in T . We then walk backward in S and T until we find a mismatch
S[i] 6= BWT[q], at which point we reset q to be the position of either the copy of S[i]
preceding BWT[q] or of the one following it, depending on whether BWT[q] is before or
after the threshold position for S[i] in its run. The time is dominated by backward-stepping,
which can be made O(log logn) with Policriti and Prezza’s RLBWT, so we use a total of
O(m log logn) time. Algorithm 1 shows pseudocode.

Once we have the p values, we make a left-to-right pass over S to compute the ` values.
We start with S[1] and T [p1] and walk forward, comparing S to T character by character,
until we find a mismatch S[1 + `1 − 1] 6= T [p1 + `1 − 1], and set `1 appropriately. We
know `2 ≥ `1 − 1, so S[2..2 + `1 − 2] = T [p2..p2 + `1 − 2] and we can jump directly to
comparing S[2 + `1 − 1..m] to T [p2 + `1 − 1..m] character by character until we find a
mismatch, S[2 + `2 − 1] 6= T [p2 + `2 − 1], and set `2 appropriately. Continuing like this with
O(log logn)-time random access to T , we compute all the ` values in O(m log logn) time.
Algorithm 2 shows pseudocode. This gives us our second main result:

I Theorem 6. We can augment an RLBWT for T with O(rσ) words, where r is the number
of runs in the BWT for T and σ is the size of the alphabet, such that later, given S[1..m]
and O(log logn)-time random access to T , we can compute the matching statistics for S with
respect to T in O(m log logn) time.

4.3 Application: Rare-disease detection
Each substring S[i..i+`i−1] is necessarily a right-maximal substring of S that has a match in
T , but not necessarily a left-maximal one. We can easily post-process the matching statistics
of S in O(m) time to find the maximal substrings with matches in T : if `i = `i+1 + 1, then
we discard `i+1 and pi+1. Similarly, in O(m) time we can find all the minimal substrings

CPM 2018
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Algorithm 2 Computing ` values for the matching statistics of S with respect to T , using
the p values and random access to T . Again, for simplicity we ignore special cases, such as
when some character in S does not occur in T .

procedure computeLs(S, p1, . . . , pm)
`0 ← 1
for i← 1 . . .m do

`i ← `i−1 − 1
while S[i+ `i] = T [pi + `i] do

`i ← `i + 1

of S that have no matches in T : for each maximal matching substring of S, extending it
either one character to the right or one character to the left yields a minimal non-matching
substring; assuming each character in S occurs in T , this yields all the minimal non-matching
substrings of S.

Finding all the non-matching substrings of a string relative to a large database of strings
has applications to bioinformatics, specifically, in rare-disease discovery. For example, we
might want to preprocess a large database of human genomes such that when a patient
arrives with an unknown disease we suspect to be genetic, we can quickly find all the minimal
substrings of his or her genome that do not occur in the database.

5 Recent and Future Work

We noticed recently (after the submission deadline) that we can easily remove the σ from
the space bound in Theorem 6: between two consecutive runs of a character, we need store
only a single position where suffixes switch from having a longer common prefix with the
suffix following the last character in the earlier run, to having a longer common prefix with
the suffix following the first character in the later run. Given a position in the BWT and a
character c, we find the preceding and following runs of c’s and simply check on which side
of the threshold between them the given position lies.

We think we have also found an efficient way to build the augmented RLBWT from
Theorem 6, by first storing the length of the longest common prefix (LCP) of the suffixes
following the characters on either side of each run boundary in the BWT. To find these
LCP values, we start at the position in the BWT of the first character of the text, find the
positions in the text of its neighbours in the BWT, and use random access to walk backwards
in the text, performing character-by-character comparisons until we know the LCP values.
We then move to the position in the BWT of the second character in the text. This time,
however, we know the LCP values are not less than the previous LCP values minus 1 each,
and we can use random access to skip pairs of characters we already know match, avoiding
unnecessary comparisons. Repeating this for each character of the text, from left to right, we
calculate all the LCP values in O(n log logn) total time, but we store only those at the ends
of runs in the BWT. We can then support access to the array of all LCP values at the same
time we support access to the suffix array. For each pair of consecutive runs of a character,
we scan the LCP array entries between then to find the position of the threshold between
them. This takes a total of O(σn log logn) time.

We will update Section 4 appropriately in the full version of this paper. Now that we
have a reasonable way of constructing the data structure from Theorem 6, we also plan to
implement and test it, working toward a prototype for our target application of rare-disease
detection.
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Abstract
The non-overlapping indexing problem is defined as follows: pre-process a given text T[1, n] of
length n into a data structure such that whenever a pattern P [1, p] comes as an input, we can
efficiently report the largest set of non-overlapping occurrences of P in T. The best known
solution is by Cohen and Porat [ISAAC, 2009]. Their index size is O(n) words and query time is
optimal O(p+nocc), where nocc is the output size. We study this problem in the cache-oblivious
model and present a new data structure of size O(n logn) words. It can answer queries in optimal
O( pB + logB n+ nocc

B ) I/Os, where B is the block size.
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1 Introduction and Related Work

Text indexing is fundamental to many areas in Computer Science such as Information
Retrieval, Bioinformatics, etc. The primary goal here is to pre-process a long text T[1, n]
(given in advance), such that whenever a shorter pattern P [1, p] comes as query, all occ
occurrences (or simply, starting positions) of P in T can be reported efficiently. Such queries
can be answered in optimal O(p+occ) time using the classic Suffix tree data structure [14, 15].
It takes O(n) words of space. In this paper, we focus on a variation of the text indexing
problem, known as the non-overlapping indexing. Here we are interested in finding the largest
set of occurrences of P in T (denote its size by nocc), such that any two (distinct) text
positions in the output are separated by at least p characters. This primitive is central to
data compression [2, 5]. The above task can be easily reduced to a set of geometric range
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queries, specifically (1 + nocc) number of orthogonal range next value queries on the suffix
array [12] of T. Although efficient, the solutions based on this approach are not optimal
in terms of query time [11, 13]. The first space-efficient (linear) and optimal O(p + nocc)
time solution is due to Cohen and Porat [5]. They took an alternative strategy in which
the periodicity of both text and the pattern are exploited. Subsequently, Ganguly et al. [9]
showed that the problem can also be solved in succinct space.

Unfortunately, all the aforementioned indexes heavily relay on random access over the
data structure, therefore efficient only when resides in the internal memory (usually RAM,
the random access memory). To this end, we revisit this problem in the secondary memory
model in the context of very large input data. Here we assume that the data (and the data
structure) is too big to fit within the main memory, therefore deployed in a (much larger, but
slower) secondary memory. Popular models of computation are (i) the cache-aware model
and (ii) the cache-oblivious model. We now preset a brief description of both models.

In the cache-aware model (a.k.a. external memory model, I/O model and disk access
model), introduced by Aggarwal and Vitter [1] the CPU is connected directly to an internal
memory (of size M words), which is then connected to a very large external memory (disk).
The disk is partitioned into blocks/pages and the size of each block is B words. The CPU
can only work on data inside the internal memory. Therefore, to work on some data in
the external memory, the corresponding blocks have to be transferred to internal memory.
The transfer of a block from external memory to internal memory (or vice versa) is referred
as an I/O operation. The operations inside the internal memory are orders of magnitude
faster than the time for an I/O operation. Therefore, they are considered free, and the
efficiency of an algorithm is measured in terms of the number of I/O operations. The
cache-oblivious model is essentially the same as above, except the following key twist: M
and B are unknown at the time of the design of algorithms and data structures [8, 7]. This
means, if a cache-oblivious algorithm performs optimally between two levels of the memory
hierarchy, then it is optimal at any level of the memory hierarchy. Lastly, cache-oblivious
algorithms are usually more intricate than cache-aware algorithms.

Contribution. We present the first I/O-optimal solution for the non-overlapping indexing
problem. To the best of our knowledge, this is the first of its kind over both cache-oblivious
and cache-aware models of computation. The main result is summarized below.

I Theorem 1. There exists an O(n logn) space data structure for the non-overlapping
indexing problem in the cache oblivious model, where n is the length of the input text T. It
can report the largest set of non-overlapping occurrences of an input pattern P [1, p] in their
sorted order in optimal O( pB + logB n+ nocc

B ) I/Os, where nocc is the output size.

The main component of our index is the suffix tree data structure and its cache-oblivious
counter part [4]. The suffix tree of T (denoted by ST) is a compact trie of all n suffixes of
T. It has n leaves and at most (n − 1) internal nodes (each having at least two children).
Corresponding to each leaf in ST, there is a unique suffix in T. Specifically, the ith leftmost
leaf `i corresponds to the ith lexicographically smallest suffix of T, denoted by T[SA[i], n].
Edges are labeled and the concatenation of edge labels on the path from root to a node
u is called its path, denoted by path(u). The locus of a pattern P , denoted by locus(P )
is the node closest to root, such that P is a prefix of its path. The array SA is called
the suffix array of T. The suffix range of a pattern P , denoted by [sp(P ), ep(P )] is the
range of (contiguous) leaves in the subtree of locus(P ). Therefore, the set of occurrences
of P is {SA[i] | sp(P ) ≤ i ≤ ep(P )} and ep(P ) − sp(P ) + 1 = occ. The suffix range can
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be computed in O(p) time. The space is O(n) words for both suffix array and suffix tree.
For our problem, we maintain both the suffix tree and its cache-oblivious equivalent by
Brodal and Fagerberg [4], which occupies O(n) space and can compute locus(P ) in optimal
O(p/B + logB n) I/Os. Moreover, we design a data structure for reporting occurrences in
the sorted order (see Theorem 2), which may be of independent interest. We remark that all
results in this paper assumes M > B2+Θ(1) as in [4].

I Theorem 2. A given text T[1, n] can be indexed in O(n logn) words in the cache oblivious
model, such that we can report all occ occurrences of an input pattern P [1, p] in their sorted
order in optimal O( pB + logB n+ occ

B ) I/Os.

We arrive at Theorem 1 by exploring the periodicity of query pattern. Let Q be the
shortest prefix of P such that P can be written as the concatenation of α ≥ 1 copies of
Q and a (possibly empty) prefix R of Q. i.e., P = QαR. Then, the period of P , denoted
by period(P ) is |Q|. For example, Q = cat, R = ca and α = 3 when P = catcatcatca. The
period can be computed in O(p) time [6]. Note that nocc ≤ occ ≤ (α+ 1)nocc.

2 An Overview of Our Non-Overlapping Indexing Framework

In this section, we present a high level description of our query algorithm with some key steps
summarized as lemmas (long proofs are deferred to later sections). We maintain a suffix tree
ST of T, however all pattern matching tasks are performed using its cache-oblivious counter
part [4]. The structure in Theorem 2 is also maintained.

We say that the input pattern P is periodic if period(P ) ≤ |P |/2 (equivalently α ≥ 2),
else we say P is aperiodic (i.e., α = 1). The first step of our algorithm is to verify if P is
periodic or not, and we rely on the result in Lemma 3. We handle both cases separately.

I Lemma 3. Given a pattern P [1, p] which appears at least once in T, we can find if P is
periodic or not in in O(p/B + logB n) I/Os using an O(n logn) space structure. Also, it
returns period(P ) if P is periodic.

2.1 Handling aperiodic case
When P is aperiodic, occ = Θ(nocc) and we answer queries using the structure in Theorem 2
as follows. First obtain all occurrences of P in their sorted order. Then, scan them in
the ascending order and do the following: report the first occurrence and report any other
occurrence iff it is not overlapping with the last reported occurrence. This step can be
implemented in occ/B = Θ(nocc/B) I/Os. Thus O(p/B + logB n+ nocc/B) I/Os overall.

2.2 Handling periodic case
For periodic case, we start with the following simple observation.

I Observation 4. If we list all the occurrences of P = QαR in T in the ascending order,
we can see clusters of occurrences holding the following property: two consecutive occurrences
1. within a cluster, are exactly period(P ) distance apart
2. not within a cluster cannot have an overlap of length period(P ) or more.

I Lemma 5. The number of clusters, denoted by π is O(nocc).

Proof. Two occurrences i, j not within the same cluster overlap only if i is the last occurrence
in a cluster and j is the first occurrence within the next cluster (follows from Observation 4(2)).
Clearly, only one of them can be a part of the final output. Therefore, nocc ≥ π/2. J
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Figure 1 Here P = catcatca, x is the cluster-head and y = x + 21 is the cluster-tail. Then, the
largest set of non-overlapping occurrences with the first occurrence included, and the first occurrence
excluded are {x, x + 9, x + 18} and {x + 3, x + 12, x + 21}, respectively.

Algorithm 1 Reports the largest set of non-overlapping occurrences of P in T.
1: report S1
2: for (i = 2 to π) do
3: if (the last reported occurrence and L′[i] are non-overlapping) then report Si
4: else report S∗i
5: end for

I Definition 6. An occurrence is a cluster-head (resp., cluster-tail) iff it is the first (resp.,
last) occurrence within a cluster. Also, let L′ (resp., L′′) be the list of all cluster heads (resp.,
tails) in their ascending order.

Observe that the distance between two consecutive non-overlapping occurrences within
the same cluster, denoted by λ is period(P ) × dp/period(P )e. Let Ci be the ith leftmost
cluster and Si (resp., S∗i ) be the largest set of non-overlapping occurrences in Ci including
(resp., excluding) the first occurrence L′[i] in Ci. Specifically (see Figure 1 for an illustration),

Si = {L′[i] + kλ | for k = 0, 1, 2, 3, ... until L′[i] + kλ ≤ L′′[i]}

S∗i = {period(P ) +L′[i] +kλ | for k = 0, 1, 2, 3, ... until (period(P ) +L′[i] +kλ ≤ L′′[i])}

Then, the final output can be generated by just examining L′ and L′′ using the procedure
in Algorithm 1. Correctness follows from Observation 4. In short, the periodic case can be
handled in O(nocc/B) I/Os, given L′ and L′′. What remains to show is, how to obtain the
arrays L′ and L′′ in optimal I/Os and we rely on the following lemmas for this crucial step.

I Lemma 7. By maintaining an O(n logn) space structure, the array L′′ corresponding to
any query pattern P [1, p] can be obtained in O(p/B + logB n+ π/B) I/Os.

I Lemma 8. By maintaining an O(n logn) space structure, the array L′ corresponding to
any query pattern P [1, p] can be obtained in O(p/B + logB n+ π/B) I/Os.

By combining all pieces together, we obtain O(n logn) total space and p/B + logB n+
π/B + nocc/B = O(p/B + logB n + nocc/B) query I/Os. This completes the proof of
Theorem 1. The rest of this paper is dedicated to missing proofs.

3 Preliminaries for Missing Proofs

3.1 Heavy Path Decomposition
We first categorize the nodes in ST into light and heavy. The root is light. For each internal
node u, its heaviest child is the one with the maximum number of leaves, denoted by size(·),
in its subtree, breaking ties arbitrarily. Therefore, the size of a light node is at most half of
the size of its parent. Thus we have the following result.
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I Lemma 9 (Harel and Tarjan [10]). The number of light nodes on any root to leaf path is at
most (logn).

I Corollary 10. The sum of sub-tree sizes of all light nodes in ST is ≤ n logn.

A heavy path is a downward path in the tree, starting from a light node with all other
nodes on the path are heavy. Each heavy path ends at a unique leaf node. Also, each node
intersect with exactly one heavy path. For brevity, we shall use the following terminologies:
for any node u in ST, let

hp_root(u) be the first light node on the path from u to root. Equivalently, hp_root(u)
is the root of the heavy path that intersects with u.
hp_leaf(u) = `j , where u and `j are on the same heavy path. Note that `j is unique for
u.

3.2 Right-Maximally-Periodic Prefixes
I Definition 11. We call a substring T[i, i+ l − 1] right-maximally-periodic iff T[i, i+ l − 1]
is periodic and T[i, i+ l] is aperiodic.

I Lemma 12. For a fixed suffix T[i, n], let l1, l2, ..., lk be the length of all right-maximally-
periodic prefixes in their ascending order and q1, q2, ..., qk be their respective periods. A p-long
prefix of T[i, n] is periodic (with period qj) iff 2× qj ≤ p ≤ lj for some j.

I Lemma 13. The number of right-maximally-periodic prefixes of T[i, n] is O(logn).

Proof. From the definition of periodic and aperiodic, qj ≥ lj−1 and lj ≥ 2× qj . Therefore,
lj ≥ 2× lj−1 and lk ≥ 2k−1l1. Hence k ≤ 1 + log(n− i+ 1). J

3.3 1-Sided Sorted Range Reporting
We now prove two useful results.

I Lemma 14. Let S = {(x1, y1), (x2, y2), ..., (xm, ym)} be a set of m points in 2D. A 1-Sided
range sorted range reporting query “r” asks to return the points in S(r,−) = {(xi, yj) ∈ S |
xi ≤ r} in the sorted order of their y-coordinates. The query can be answered in optimal
O(1 + k/B) I/Os using an O(m) space data structure, where k is the size of S(r,−).

Proof. Without loss of generality, assume x1 ≤ x2 ≤ x3 ≤ ... ≤ xm. Let A[1,m] be an array
of length m, such that A[i] = xi. We maintain a Cache-Oblivious B-tree [3] over A, so that
for any query r, we can find k = max{i | A[i] ≤ r} in O(logBm) I/Os. Let D be an array of
points in the ascending order of x-coordinates (i.e., D[i] = (xi, yi)) and Dj be an array of
first j-points in D in the ascending order of y-coordinates. We explicitly maintain Dj for
j = 1, 2, 4, 8, ...,m. Total space is O(m).

Now to answer a query r, first find k using a predecessor search query. Then, simply scan
through the array Dk′ (in the left to right order) and report only those points (xi, yj) with
xi ≤ r, where k′ = 2dlog ke. I/Os required is k′/B = O(k/B). J

I Lemma 15. Let S = {(x1, y1), (x2, y2), ..., (xm, ym)} be a set of m points in 2D. A 1-Sided
range sorted range reporting query “r” asks to return the points in S(r,+) = {(xi, yj) ∈ S |
xi ≥ r} in the sorted order of their y-coordinates. The query can be answered in optimal
O(1 + k/B) I/Os using an O(m) space data structure, where k is the size of S(r,+).

Proof. Maintain the data structure in Lemma 14 over the set S∗ = {(−xi, yj) | (xi, yj) ∈ S}.
When r comes as an input, obtain S∗(−r,−) in y-sorted order and report them in the same
order after replacing each point (a, b) by (−a, b). J
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4 Proof of Theorem 2

Our data structure is simple. For each light node w in the suffix tree, define a set Hw of
two-dimensional points, where

Hw = {(δ(i), SA[i]) | `i is under w}

Here δ(i) is the string depth of the lowest common ancestor (lca) of `i and hp_leaf(w).
Note that |Hw| = size(w). For each light node w, we maintain a 1-sided sorted range
reporting structure (in Lemma 15) over the set Hw. The total space is O(n logn) words
(from Corollary 10).

To answer a query P , we first find the locus of P via searching in the cache-oblivious
suffix tree in O(p/B + logB n) I/Os [4]. The remaining task is to report the set {SA[i] |
`i is under locus(P )} with its elements sorted. Let w be the first light node on the path from
locus(P ) to the root of ST. Specifically, w = hp_root(locus(P )). Then, the following holds.

{SA[i] | `i is under locus(P )} = {SA[i] | string depth of lca(`i, hp_leaf(w)) is ≥ p}

The remaining part of the query can be completed via a single 1-sided sorted range reporting
query “p” over the set of points in Hw. The total number of I/Os required is O(p/B +
logB n+ occ/B).

5 Proof of Lemma 3

The design of our data structure is straightforward from the discussion in Section 3.2. For
each T[i, n], we maintain the lengths and periods of all its right-maximally-periodic prefixes.
The space required is O(n logn) words (refer to Lemma 13).

When a pattern P comes, we first find an occurrence i of P in T. Then examine lengths of
all right-maximally-periodic prefixes (and their periods) of T[i, n] and decide if P is periodic
or not in (logn)/B = O(logB n) I/Os. Also, retrieve its period if it is periodic.

6 Proof of Lemma 7

We use the following observation [9]: a text position y is the rightmost occurrence of P within
a cluster (i.e., cluster-tail) iff T[y, n] is prefixed by P = QαR, but not by QP = Q1+αR.
This means, L′′ is the sorted list of all elements in the following set of size π (see Figure 2).

{SA[i] | i ∈ [sp(P ), ep(P )] ∧ i /∈ [sp(QP ), ep(QP )]}

We consider the following two cases separately.

6.1 Case 1: locus(P ) and locus(QP ) are on different heavy paths
Here hp_root(locus(P )) 6= hp_root(locus(QP )) (we perform this check in O(1) I/Os). The
following lemma is the key.

I Lemma 16. When locus(P ) and locus(QP ) are on different heavy paths, occ = Θ(nocc).

Proof. Let u be the first node on the path from locus(QP ) to root, such that locus(P )
and the parent of u are on the same heavy path and u′ be the heavy sibling of u. Then,
clearly, size(locus(QP )) ≤ size(u) ≤ size(u′) ≤ π and π + size(locus(QP )) = occ. Therefore,
π ≥ occ/2 and π ≤ nocc, hence occ = Θ(nocc). J
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Figure 2 Suffix tree with the region corresponding to L′ highlighted.

In the light of the above lemma, when the query P falls in this case, we can in fact
generate the final output directly instead of generating L′′ first and using it. First obtain
all occurrences of P in the sorted order (using the structure in Theorem 2) and extract the
largest set of non-overlapping occurrences from it by following the exact same procedure as
in aperiodic case. I/Os required is p/B + logB n+ occ/B = O(p/B + logB n+ nocc/B).

6.2 Case 2: locus(P ) and locus(QP ) are on the same heavy path

We start with two definitions and a crucial observation based on them.

I Definition 17. A pattern P is a power (or perfectly periodic) iff P = Qα for an integer
α ≥ 2.

For example, aabaabaab is a power, whereas aabaaba is not.

I Definition 18. We call a node in the suffix tree special if it is the locus of at least one
power. Note that a special node can be the locus of a pattern which is not a power.

I Observation 19. Let P be a periodic pattern with Q being its period(P )-long prefix. Then,
among all nodes on the path from locus(QP ) to locus(P ), excluding locus(QP ), exactly one
node is special.

6.2.1 The Data Structure

For each light node w in the suffix tree, we maintain the following structure.
Let v0 = w, v1, v2, v3, .., vh be the special nodes on the heavy path corresponding to w (in

the ascending order of pre-order rank) and let vh+1 = hp_leaf(w) if it is not special. Define
sets Gw(vj) for j = 0, 1, 2, ..., h, such that Gw(vh) = {(δ(i), SA[i]) | `i is under vh} and for
j < h,

Gw(vj) = {(δ(i), SA[i]) | `i is under vj , but not under vj+1}

We then maintain the 1-sided sorted range reporting structures (in Lemma 14 and Lemma 15)
over the set of points in each Gw(vj). The space required for a fixed w is O(size(w)) words.
Hence, the space over all lights nodes is O(n logn).
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6.2.2 The Algorithm
When P is a power, L′′ can be obtained via a single 1-sided sorted range reporting query
“(p+|Q|−1)” on the structure in Lemma 14 over the set Gw(vj), where w = hp_root(locus(P ))
and vj = locus(P ).

For the other case, choose w = hp_root(locus(P )) and vj = locus(Qα+1). Then obtain
elements in the following two sets, in the sorted order of SA[·] via 1-sided sorted range
reported queries.
1. {(δ(i), SA[i]) | `i is under vj , but not under locus(QP )} via a query “(p + |Q| − 1)” on

the structure in Lemma 14 over Gw(vj).
2. {(δ(i), SA[i]) | `i is under locus(P ), but not under vj} via a 1-sided sorted range report-

ing query “p” on the structure in Lemma 15 maintained over Gw(vj−1).

By scanning both arrays in linear I/Os, specifically O(π/B) I/Os, we obtain L′′.

7 Proof of Lemma 8

For L′, we use the following observation: for each cluster of P in T, there is a corresponding
cluster of ←−P in

←−
T . Here

←−
T (resp., ←−P ) is the reverse of T (resp.., P ). Then, we have the

following simple observation.

I Observation 20. Suppose z is the last occurrence of ←−P within a cluster of ←−P in ←−T , then
(n+ 2− p− z) is the first occurrence of P within the corresponding cluster of P in T.

Therefore, we simply construct and maintain our previous data structure for computing L′′,
but on ←−T . When P comes as input to the original problem, we find L′′ corresponding to ←−P
in ←−T . Then, simply report (n+ 2− p− L′′[i])’s in the descending order of i. Note that we
need to maintain the suffix tree (and its cache-oblivious version) of ←−T as well. However, the
total space is still O(n logn).

8 Concluding Remarks

We present the first I/O optimal data structure for the non-overlapping indexing problem in
both cache-award and cache-oblivious models of computation. We remark that by combining
our framework with standard techniques, we can design an I/O optimal, O(n log2 n) space
structure for the range non-overlapping problem in the cache-aware model. However, it is
not clear if the same is possible in cache-oblivious model. An interesting question is: Can we
improve the space (yet, keeping the query I/Os optimal), at least in the cache-award model ?
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Abstract
An Elastic-Degenerate String [Iliopoulus et al., LATA 2017] is a sequence of sets of strings, which
was recently proposed as a way to model a set of similar sequences. We give an online algorithm
for the Elastic-Degenerate String Matching (EDSM) problem that runs in O(nm

√
m logm+N)

time and O(m) working space, where n is the number of elastic degenerate segments of the text,
N is the total length of all strings in the text, and m is the length of the pattern. This improves
the previous algorithm by Grossi et al. [CPM 2017] that runs in O(nm2 +N) time.
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1 Introduction

The degenerate string matching problem [7, 1] is a variant of the string matching problem
when a position in the text may contain uncertainties; the text string, called a degenerate
string, can be regarded as a string over an extended alphabet that consists of non-empty
subsets of the original alphabet. A string matches a degenerate string if the subset at each
position of the degenerate string contains the character of the pattern at the corresponding
position. The Elastic Degenerate String Matching (EDSM) problem, first proposed by
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Iliopoulos et al. [9], is a further generalization of this setting, where substrings of the text
may contain uncertainties; the text string, called an elastic degenerate string (ED string), can
be regarded as a sequence of non-empty sets of strings. A string matches an ED string if it is
a substring of a string that can be obtained by taking a string from each position of the ED
string, and concatenating them. The motivation behind these problems is in bioinformatics,
where multiple genomic sequences from individuals of the same species can be obtained.
Recently, rather than than considering a single reference sequence, it is increasingly more
common to consider the multiple sequences [4], and ED strings is one way to model them.

Iliopoulos et al. [9], gave an (offline) algorithm which runs in O(N + αγnm) time, where
m is the length of the given pattern, n and N are respectively the length and total size
of the given elastic-degenerate text, α and γ respectively represent the maximum number
of strings in any elastic degenerate symbols and the largest number of elastic-degenerate
symbols spanned by any occurrence of the pattern in the text.

The online version of the problem was considered by Grossi et al. [8], where they gave
an algorithm which runs in O(nm2 + N) time. They also give an algorithm which runs
in O(Ndmw e) time, where w is the computer word size. Furthermore, Bernardini et al. [3]
consider the EDSM problem with errors, and presented an on-line algorithm that runs in
O((k + 1)2

mG+ (k + 1)N) time and O(m) space, where k is the number of allowed errors
(insertion/deletion/substitution), and n ≤ G ≤ N is the total size of the sets of subsets (i.e.,
the total number of strings) in the ED string. They also present a faster O((k+ 1)(mG+N))
time and O(m) space algorithm when considering only substitution errors.

In this paper, we improve the first algorithm by Grossi et al., and give a faster on-
line algorithm for EDSM that runs in O(nm

√
m logm+N) time and O(m) working space,

assuming that the alphabet size is constant, as in previous work. For the space complexity, we
will also assume that the strings at each position of the ED string are given in lexicographically
sorted order. We note that the algorithm can be considered better than that of Bernardini et
al. (with k = 0), when each subset in the ED string may contain many strings, which could
be the case as more sequences from many individuals become increasingly available.

2 Preliminaries

2.1 Strings

For any set Σ, an element of Σ∗ is called a string over alphabet Σ. We will assume that |Σ| is
constant. The empty string is denoted by ε. For any string w ∈ Σ∗, if w = xyz for (possibly
empty) strings x, y, z, then, x, y, and z are respectively called a prefix, substring, suffix of w.
The length of w is denoted by |w|. Let Pref (w),Sub(w),Suf (w) respectively denote the set
of prefixes, substrings, and suffixes of w. For any integers 1 ≤ i ≤ j ≤ |w|, w[i] denotes the
ith symbol of w, i.e., w = w[1] · · ·w[|w|], and w[i..j] = w[i] · · ·w[j] denotes a substring of w
that starts at position i and ends at position j. For convenience, let w[i..j] = ε when i > j,
w[i..j] = w[1..j] when i < 1, and w[i..j] = w[i..|w|] when j > |w|.

If w = xu = vx for non-empty strings u, v and possibly empty x, then x is called a border
of w. The border array of w is an array B[1..|w|] of integers such that B[i] stores the length
of the longest border of w[1..i]. It is well known that the border array of w can be computed
in linear time in an on-line fashion. Also, given the border array of w, the length of all
borders of w can be computed in linear time.
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2.2 Elastic-Degenerate Strings
Let Σ̃ denote the set of all finite non-empty subsets of Σ∗ excluding {ε}. An Elastic-
Degenerate string, or ED string, over alphabet Σ, is a string over Σ̃, i.e., an ED string is an
element of Σ̃∗. Below is an example of an ED string over Σ = {A,C, T}.

I Example 1 (Elastic-Degenerate String).

T̃ =
{
A,

C

}
·


C,

CA,

TACA

 ·


ε,

AC,

C

 ·
{
AT,

C

}

Let T̃ denote an ED string of length n, i.e. |T̃ | = n. We assume that for any 1 ≤ i ≤ n,
the set T̃ [i] is implemented as an array and can be accessed by an index, i.e., T̃ [i] =
{T̃ [i][k] | k = 1, . . . , |T̃ [i]|}. We will also make the assumption that the strings in T̃ [i], i.e.,
T̃ [i][1], . . . , T̃ [i][|T̃ [i]|], are sorted in lexicographic order. For any c̃ ∈ Σ̃, ‖c̃‖ denotes the
total length of all strings in c̃, and for any ED string T̃ , ‖T̃‖ denotes the total length of all
strings in all T̃ [i] for i = 1, . . . , |T̃ |, i.e., ‖c̃‖ =

∑
s∈c̃ |s| and ‖T̃‖ =

∑n
i=1 ‖T̃ [i]‖. We note

that Grossi et al. define |ε| = 1 when computing ‖T̃‖, but this only increases the value of
‖T̃‖ by at most n (which is less than ‖T̃‖, in our definition, since ‖c̃‖ ≥ 1 for any c̃ ∈ Σ̃) and
thus does not affect the asymptotic complexities.

An ED string T̃ can be thought of as a representation of the set of strings A(T̃ ) =
T̃ [1]× · · · × T̃ [n], where A×B = {xy | x ∈ A, y ∈ B} for any sets of strings A and B. The
string in Example 1 can be viewed as a representation of a of 2× 3× 3× 2 = 36 strings.

For any ED string T̃ and string P , we say that P matches T̃ if
1. |T̃ | = 1 and P is a substring of some s ∈ T̃ [1], or,
2. |T̃ | > 1 and P = p1 · · · p|T̃ | where p1 is a suffix of some string in T̃ [1], p|T̃ | is a prefix of

some string in T̃ [|T̃ |], and pi ∈ T̃ [i] for all 1 < i < |T̃ |.
We say that an occurrence of P in T̃ starts at position i and ends at position j, if P matches
T̃ [i..j]. Below is the problem we solve.

I Problem 2 (Elastic-Degenerate String Matching (EDSM) [8]). Given a string P of length
m, and an ED string T̃ of length n and size N ≥ m, output all positions j in T̃ where at
least one occurrence of P ends.

We will measure space complexity in terms of working space, and exclude the input pattern
and ED string, which we assume to be stored in read-only memory, as well as the space for
output, which is write-only.

3 Tools

3.1 Suffix Trees
A suffix tree [11] ST (w) of a string w is a compacted trie of all suffixes of w$, where $ is
a special symbol that does not occur in w. In other words, the suffix tree of w is a rooted
tree where each edge has string labels, where all and only suffixes of w$ are represented
in the concatenation of all labels on a root to leaf path. Furthermore, each internal node
has at least two outgoing edges where the first character of the label of the outgoing edges
are distinct. We assume that each leaf is labeled by an integer that represents the starting
position of the suffix that corresponds to the root to leaf path. Although the total length
of all labels in a suffix tree is not O(|w|), each label can be represented in constant space,
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i.e., two integers representing positions in w, since any edge label is a substring of w. It
is well known that the suffix tree of w can be constructed in O(|w|) time for constant size
alphabets [11] (as well as integer alphabets [6]).

For any node u in the suffix tree, let str(u) denote the concatenation of all edge labels on
the root to u path, and let len(u) = |str(u)|. Let parent(u) denote the parent of u, and anc(u),
desc(u) respectively, the set of nodes in the suffix tree that are ancestors and descendants of
u, including u itself. A position in the suffix tree can be represented a a pair (u, d), where u
is a node and d ≥ 0 is an integer such that d ≤ |str(u)| and d > |str(parent(u))| (if parent(u)
exists). For any substring s of w, the locus of s in ST (w) is a position (u, d) in ST (w) where
s = str(u)[1..d]. For any string s, the locus of the longest prefix s′ of s that is a substring of
w can be obtained in O(|s′|) time by simply traversing the suffix tree from the root.

We denote by L(u), the set of integers that are labels on the leaf nodes that are descendants
of u. Let Occ(w, s) denote the set of occurrences of s in w, i.e. Occ(w, s) = {i | w[i..i+ |s| −
1] = s}. Suffix trees can be used to compute this set efficiently, since Occ(w, s) = L(vs),
where (vs, |s|) is the locus of s in ST (w), if it exists, and Occ(w, s) = ∅ otherwise.

I Lemma 3 ([11]). Given the suffix tree ST (w) of string w, Occ(w, s) for any string s can
be computed in O(|s|+ Occ(w, s)) time.

3.2 Sum Set and FFT
For any sets of integers A,B, we denote by A⊕B = {a+ b | a ∈ A, b ∈ B} the sum set of A
and B.

I Lemma 4 (Efficient Computation of SumSet). For any integer m and sets of integers
A,B ⊆ [1..m], A⊕B can be computed in O(m logm) time and O(m) space.

Proof. For any set X ⊆ [1..m], let I(X) denote an array of Boolean (true or false) values
where I(X)[i] = true if and only if i ∈ X. For any 1 ≤ i ≤ m, I(A⊕B) can be computed
by the Boolean convolution:

I(A⊕B)[i] =
m∨
j=1

(I(A)[i− j] ∧ I(B)[j]).

It is well known that these values can be done in total O(m logm) time and O(m) space for
all 1 ≤ i ≤ m, using the Fast Fourier Transform [5]. The set A⊕B can easily be obtained in
O(m) time by scanning I(A⊕B)[1..m]. J

4 Algorithm

We first give an overview of the algorithm of Grossi et al. [8] which our algorithm is based
on, and then describe our improvements to it.

4.1 Overview of Algorithm
The algorithm is on-line, i.e., for each ED string position i = 1, . . . , n, it outputs i as an
answer if there is an occurrence of P that ends at i, i.e., P matches T̃ [l..i] for some l ≤ i.
Although the total number of strings in A(T̃ [1..i]), and thus the total number of occurrences
of P in all these strings, can be exponential in i, the problem can be solved efficiently since
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we only consider whether there is an end of an occurrence of P in position i of the ED string.
To this end, the key of the algorithm is to compute for each i, the set

S≤i = {j | 1 < j ≤ m,∃s ∈ A(T̃ [1..i]) s.t. P [1..j − 1] is a suffix of s}

which represents the positions j in P such that P [1..j − 1] occurs as a suffix of some string
in A(T̃ [1..i]). In other words, the set corresponds to potential positions j in P that can
result in a match later, if P [j..m] is a prefix of some string in A(T̃ [i+ 1..n]). For each i, the
computation performs the following steps:
1. Determine whether P matches T̃ [i].
2. If i > 1, determine whether P matches T̃ [l..i] for some l < i.
3. Compute S≤i .
Position i is output as an ending position of an occurrence of P , if and only if a match is
found in either Step 1 or 2. We basically follow previous work for computing Steps 1 and 2,
but consider the space usage. Our main contribution is the improvement of Step 3. We note
that the set S≤i , or more generally any subset of {1, . . . ,m} can be represented as a bit array
of size m, and determining membership, as well as adding/deleting elements, can be done in
O(1) time. Also, set union can be performed in O(m) time.

4.2 Computing Step 1

In Step 1, we simply determine whether P is a substring of some s ∈ T̃ [i].

I Lemma 5. Step 1 can be computed in total of O(m+ ‖T̃‖) time for all 1 ≤ i ≤ n, using
O(m) space.

Proof. For Step 1, we can use a linear time pattern matching algorithm such as KMP [10].
Since the pattern does not change, the preprocessing of the pattern is done once in O(m)
time. The matching can be done in O(‖T̃‖) time and O(m) space. J

4.3 Computing Step 2

Steps 2 (as well as Step 3) is computed using the suffix tree ST (P ) of P , and also uses S≤i−1.

I Lemma 6. Given S≤i−1, Step 2 can be computed in total of O(m + ‖T̃‖) time for all
1 ≤ i ≤ n, using O(m) space.

Proof. We first construct the suffix tree ST (P ) of P , which takes O(m) time and space.
Since, by definition, a value j ∈ S≤i−1 if and only if j > 1 and P [1..j − 1] is a suffix of some
s ∈ A(T̃ [1..i− 1]), we have, as observed previously, an occurrence of P that ends at position
i if and only if there exist j ∈ S≤i−1 and t ∈ T̃ [i] such that P [j..m] is a prefix of t.

This can be checked as follows: For each string t ∈ T̃ [i], traverse the suffix tree from
the root with t. We will detect such an occurrence of P , if, at any point in the traversal,
we reach a position corresponding to a suffix P [j..m] for some j ∈ S≤i−1, i.e., when we are
at the locus (u, d) of a prefix t′ = t[1..d] of t during the traversal, either (1) u is a leaf that
corresponds to the suffix P [j..m] for some j ∈ S≤i−1, and d = m − j + 1, or, (2) u has an
outgoing edge labeled by $ that leads to a leaf that corresponds to the suffix P [j..m] for
some j ∈ S≤i−1. Since the traversal can be done in O(|t|) time for each t, the total time for
all 1 ≤ i ≤ n is O(‖T̃‖). J
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4.4 Computing Step 3
To compute S≤i , we will compute the two sets:

S=
i = {j | 1 < j ≤ m,∃s ∈ T̃ [i] s.t. P [1..j − 1] is a suffix of s}
S<i = {j + |t| : P [j..j + |t| − 1] = t, j ∈ S≤i−1, t ∈ T̃ [i], j + |t| ≤ m}.

Then, it is clear that S≤i = S=
i ∪ S<i .

4.4.1 Computing S=
i

We first describe how to compute S=
i .

I Lemma 7. S=
i can be computed in total of O(m+ ‖T̃‖) time for all 1 ≤ i ≤ n, using O(m)

space.

Proof. Consider the string P#T̃ [i][k] for each k = 1, . . . , |T̃ [i]|, where # is a character that
does not occur in P or T̃ [i][k]. Then, it is easy to see that

S=
i = {|b|+ 1 | 1 ≤ b < m, b is a proper border of P#T̃ [i][k]}.

Since the border array of a string can be computed in an on-line fashion and in linear
time [10], the border array of P# can be computed in O(m) time once. Furthermore, since
the last element of the border array of P# is 0, the remaining elements of the border array of
P#T̃ [i][k], and thus, the lengths of all borders of P#T̃ [i][k] can be computed in O(|T̃ [i][k]|)
time for any 1 ≤ k ≤ |T̃ [i]|. Thus, the total time for computing S=

i is O(m+ ‖T̃‖).
We note that the above description is slightly different from that of Grossi et al. [8],

where they describe the computation by computing the border array of the string

X = P#1T̃ [i][1]#2 · · ·#|T̃ [i]|T̃ [i][|T̃ [i]|].

Although Grossi et al. mention that the time and space complexities for the preprocessing
(for computing the border array of P ) are O(m), they do not explicitly mention the space
complexity of their matching algorithm. A naive implementation of their description would
take O(m + max{‖T̃ [i]‖ | 1 ≤ i ≤ n}) extra space for computing the border array of X,
but this can easily be reduced to O(m) extra space, since (1) we can compute the borders
separately for each T̃ [i][k] as described above, and (2) P#T̃ [i][k] can be replaced with P#Y ,
where Y = T̃ [i][k][l −m+ 2..l] and l = |T̃ [i][k]|, to obtain the same result. J

4.4.2 Computing S<
i

We first describe how Grossi et al. compute S<i . Basically, their algorithm is a fairly
straightforward approach that uses ST (P ). For each t ∈ T̃ [i], compute the set {|t|} ⊕
(Occ(P, t) ∩ S≤i−1). Then, S<i is the union of this set for all t ∈ T̃ [i], i.e.,

S<i =
⋃
t∈T̃ [i]

(
{|t|} ⊕ (Occ(P, t) ∩ S≤i−1)

)
. (1)

By Lemma 3, each {|t|}⊕ (Occ(P, t)∩S≤i−1) can be computed in O(|t|+ |Occ(P, t)|) time, and
thus the total time is O(

∑
t∈T̃ [i](|t|+ |Occ(P, t)|)) = O(‖T̃ [i]‖+

∑
t∈T̃ [i] |Occ(P, t)|). Since

all strings in T̃ [i] are distinct,
∑
t∈T̃ [i] |Occ(P, t)| = O(m2), thus, giving an algorithm that

computes S<i in O(‖T̃ [i]‖+m2) time.
Next, we describe how to improve the running time. Our main idea is: rather than

compute the sum set independently for each element t ∈ T̃ [i], we appropriately group together
elements in T̃ [i] so that the efficient sum set computation of Lemma 4 can be used.
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Figure 1 Example of a partition of ST(P ) for P = aababaabbabccac with τ = 4. There are 25
nodes (including leaves) in total. The black nodes represent the root of each component, and the
dotted edges represent boundary edges. By construction, each component contains at least τ = 4
nodes, so there are 5 ≤ 25/4 components, and any sub-component rooted at a node that is not a
root of a component contains less than τ = 4 nodes.

I Lemma 8. S<i can be computed in O(‖T̃ [i]‖ + m
√
m logm) time using O(m) working

space.

Proof. To improve the running time, we first partition ST (P ) into subtrees as follows, similar
to the micro-macro decomposition [2].

Let τ > 1 be a parameter that will be chosen later. Define the weight W (v) of a node v
as

W (v) =


1 v is a leaf
W ′(v) W ′(v) < τ

0 W ′(v) ≥ τ or v is the root.

where W ′(v) = 1+
∑
u∈chldr(v) W (u). The tree is partitioned into subtrees so that all nodes v

such that W (v) = 0 are roots of the subtrees that comprise the partition, i.e., each incoming
edge to a node v with W (v) = 0 is a boundary of the partition. Such an edge will be called
a boundary edge. For all nodes v, it is clear that W (v) — and thus the partition, can be
computed in linear time by a post-order traversal on ST (P ). We will call each such subtree
in the partition a component. For any node v, we denote by C (v), the set of nodes that are
descendants of v, including v itself, and are in the same component as v. Also, let Cr(P )
denote the set of all roots of components of ST (P ). Figure 1 shows an example of a partition.
The important properties of such a partition are:
1. The total number of nodes (including leaves) contained in each component is Ω(τ).
2. The number of components is bounded by O(m/τ).
3. For any node u that is not a root of a component, |C (u)| = O(τ).

Now, since Occ(P, t) = L(vt), where (vt, |t|) is the locus of t in ST (P ), we can rewrite
Equation (1) as follows, by partitioning L(vt) according to the component that each leaf
belongs to:
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⋃
t∈T̃ [i]

(
{|t|} ⊕ (Occ(P, t) ∩ S≤i−1)

)

=

 ⋃
t∈T̃ [i],vt 6∈Cr(P )

(
{|t|} ⊕ (L(vt) ∩ C (vt) ∩ S≤i−1)

) ∪ (2)

 ⋃
t∈T̃ [i]

⋃
v∈desc(vt)∩Cr(P )

(
{|t|} ⊕ (L(v) ∩ C (v) ∩ S≤i−1)

) (3)

Furthermore, by grouping together all t that correspond to ancestors of each component
when computing the sum set, we can rewrite Term (3) as follows:⋃

v∈Cr(P )

(
{|t| : t ∈ T̃ [i] ∩ vt ∈ anc(v)} ⊕ (L(v) ∩ C (v) ∩ S≤i−1)

)
(4)

First, we consider how to compute Term (2). For any t ∈ T̃ [i], its locus (vt, |t|) in ST (P )
can be computed in O(|t|) time, if it exists (we can simply ignore any t that does not occur
in P ). Since we only consider t such that vt is not a root of a component, |C (vt)| = O(τ)
(Property 3). Then, all elements in L(vt)∩C (vt)∩S≤i−1 can be obtained by a simple traversal
on C (vt), and thus {|t|} ⊕ (L(vt) ∩ C (vt) ∩ S≤i−1) can be obtained in O(τ) time. Note that
this can also be bounded by the size of the subtree of ST (P ) rooted at vt. Thus, the total
time for this traversal for all t ∈ T̃ [i] is O(

∑
t∈T̃ [i] min{τ, |Tvt

|}), where |Tvt
| denotes the size

of the subtree of ST (P ) rooted at vt. Now, let XS = {t | t ∈ T̃ [i], |t| ≤ τ}, XL = T̃ [i] \XS =
{t | t ∈ T̃ [i], |t| > τ}, i.e., XS is the set of strings in T̃ [i] shorter than or equal to τ , and XL

is the set of strings in T̃ [i] longer than τ . Then,∑
t∈T̃ [i]

min{τ, |Tvt |} =
∑
t∈XS

min{τ, |Tvt |}+
∑
t∈XL

min{τ, |Tvt |}

≤
∑
t∈XS

|Tvt
|+

∑
t∈XL

τ

=
τ∑
`=1

∑
t∈XS ,|t|=`

|Tvt
|+

∑
t∈XL

τ

= O(τm+ ‖T̃ [i]‖).

Here, the last inequality uses
∑
t∈XS ,|t|=` |Tvt | = O(m), which is true because all substrings

in XS are distinct, implying that all subtrees rooted at a given depth ` of the suffix tree are
disjoint and therefore their total size is O(m). Also,

∑
t∈XL

τ <
∑
t∈XL

|t| ≤ ‖T̃ [i]‖.
The total time for computing Term (2) is therefore O(τm+ ‖T̃ [i]‖).

Next, we consider how to compute Term (4). Notice that for any v ∈ Cr(P ), the size of
set {|t| : t ∈ T̃ [i] ∩ vt ∈ anc(v)} is O(m), since len(v) ≤ m+ 1, and can be obtained in O(m)
time provided that all loci of strings in T̃ [i] are marked on ST (P ). Also, L(v) ∩ C (v) ∩ S≤i−1
can also be computed in O(m) time. Since the sets can be computed in O(m) time, the sum
set can be computed in O(m logm) time using Lemma 4. The total time for all components
is therefore O(mτ m logm) (Property 2).

From the above arguments, the total time for computing Equation (1) is O(‖T̃ [i]‖+ τm+
m2

τ logm). By choosing τ =
√
m logm, we obtain O(‖T̃ [i]‖+m

√
m logm).

Concerning the space complexity, it is easy to implement the above algorithm in O(m+
|T̃ [i]|) space. The term |T̃ [i]| exists because in the above description, we assumed that we
had marked the locus of each t ∈ T̃ [i] on the suffix tree. If we assume that the strings
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Algorithm 1: Pseudo code of algorithm for computing S<i .
Input: P , T̃ [i], S≤i−1, ST (P )
Output: S<i
// assumes T̃ [i] is lexicographically sorted.

1 S = ∅;
2 Function dfs(ancl, k, (vk, `k), v):
3 while vk = v do
4 ancl.push(`k);
5 k ← k + 1;
6 (vk, `k)← locus of T̃ [i][k] ; // (null, 0) if k > |T̃ [i]|
7 if W (v) = 0 then // v is a root of a component
8 S← S ∪ (ancl⊕ (L(v) ∩ C (v) ∩ S≤i−1));
9 for c ∈ chldr(v) do // in lexicographic order of children

10 dfs(ancl, k, (vk, `k), c); // recurse on child
11 while ancl.top() > len(c) do // discard visited descendants
12 ancl.pop();

13 ancl← empty stack;
14 r ← root of ST (P );
15 (v1, `1)← locus of T̃ [i][1];
16 dfs(ancl, 1, (v1, `1), r);
17 return S;

T̃ [i][1], . . . , T̃ [i][|T̃ [i]|] are lexicographically sorted, we can reduce the space by doing the
computation through a depth-first traversal on the suffix tree from left to right, during
which we only maintain the loci on the path we are considering. The space requirement
follows, since the length of this path is O(m). This is illustrated in the pseudo-code shown
in Algorithm 1. J

I Theorem 9. Problem 2 can be solved in O(N + nm1.5√logm) time using O(m) working
space.

Proof. For each i = 1 . . . , n, all computations other than Step 3 take O(‖T̃ [i]‖) time, while
Step 3 takes O(‖T̃ [i]‖ + m

√
m logm) time. Thus, for all 1 ≤ i ≤ n, the total time is

O(
∑n
i=1 ‖T̃ [i]‖+ nm

√
m logm) = O(N + nm

√
m logm). J

If we cannot assume that the strings in each T̃ [i] are sorted in lexicographic order, the
space complexity becomes O(m+ maxi=1,...,n |T̃ [i]|).

5 Conclusion

We present a new algorithm for the elastic degenerate string matching problem which runs
in O(nm

√
m logm+N) time using O(m) working space. While previous algorithms for the

EDSM problem are basically applications of now “standard” string matching techniques, our
algorithm applies a novel technique combining FFT and the suffix tree.

On a side note, it seems interesting that while Boolean convolution was the key technique
that Fischer and Paterson [7] used to solve the degenerate pattern matching problem, we
solve a generalized version of the problem with the same tool (Boolean convolution) but
applying it in a different way.
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Abstract
We present a simple linear-time algorithm for computing the topological centroid and the canon-
ical form of a plane graph. Although the targets are restricted to plane graphs, it is much simpler
than the linear-time algorithm by Hopcroft and Wong for determination of the canonical form
and isomorphism of planar graphs. By utilizing a modified centroid for outerplanar graphs, we
present a linear-time algorithm for a geometric version of the maximum common connected edge
subgraph (MCCES) problem for the special case in which input geometric graphs have outer-
planar structures, MCCES can be obtained by deleting at most a constant number of edges from
each input graph, and both the maximum degree and the maximum face degree are bounded by
constants.
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1 Introduction

Comparison of geometric objects is an important topic in various fields including pattern
recognition, computational geometry, and combinatorial pattern matching [7, 8, 17, 18]. In
many cases, geometric objects are given as graphs having geometric information. Therefore,
comparison of geometric objects are often modeled as pattern matching problems on graphs
possibly with geometric information.

Among various problems on graph pattern matching, the most fundamental one is the
graph isomorphism problem, which asks whether or not two given graphs are isomorphic.
Although extensive studies have been done on determining the complexity class of graph
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isomorphism, it is still unclear for general graphs [5], Polynomial-time algorithms are known
for special graph classes, which include graphs of bounded degree [14] and graphs of bounded
treewidth [16]. In particular, it is known that planar graph isomorphism can be tested
in O(n logn) time [10] and in linear time [11], where n is the number of vertices on each
given graph, and the former one was modified for testing the congruity of polyhedra [19].
Furthermore, both algorithms can be modified for computation of the canonical form of a
given graph, where the canonical form is a unique representation of a graph that is invariant
under isomorphic transformations. Although the algorithm in [10] is conceptually simple, that
in [11] is complicated. In this paper, we focus on plane graphs, which is a planar graph with
planar embedding, and present a (conceptually) simple linear-time algorithm for computing
the canonical form of a plane graph. The algorithm first computes the topological centroid
of a given graph, then transforms the graph into a circular string, and finally computes a
canonical form of this circular string [6, 12]. Since it is known that there is a close relationship
between planar and related graph isomorphism problems and the circular string problem
[11, 15], the approach is reasonable. Of course, it seems possible to modify the algorithm
in [11] for computation of the canonical form of a plane graph with keeping the linear time
complexity. However, our algorithm is much simpler and, as far as we know, no simple
algorithm has been known for determination of the canonical form or isomorphism of plane
graphs. In addition, our algorithm constructs a tree representation of an input plane graph.
By combining with grammar-based tree compression algorithm [3, 9], plane graphs having
many local symmetries might be efficiently compressed.

We also apply the (modified) centroid to the maximum common connected edge subgraph
(MCCES) problem for two geometric plane graphs, which seeks for a graph with the max-
imum number of edges that is identical to a subgraph of each input graph under isometric
transformations. Note that MCCES for geometric plane graphs is practically important
because various kinds of maps (e.g., roadmaps) are often represented as geometric planar
graphs. Although the MCCES problem is NP-hard for considerably restricted classes of
graphs [1, 2, 4, 13], it can trivially be solved in polynomial time if graphs are restricted to
geometric graphs and isomorphism is restricted to those by isometric transformations. We
present a linear-time algorithm for the MCCES problem for the special case in which input
geometric graphs have outerplanar structures, MCCES can be obtained by deleting at most
a constant number of edges from each input graph, and both the maximum degree and the
maximum face degree are bounded by constants.

2 Preliminaries

Let G(V,E) be an undirected graph. We assume that G is connected and its planar embedding
is given. Such a graph is called a plane graph. We use n to denote the size of V (i.e., n = |V |).
Since we only consider plane graphs, |E| is Θ(n). Two plane graphs G1 and G2 are called
isomorphic if there exists an isomorphic mapping from G1 to G2 such that outer faces
correspond to each other and the circular ordering of edges connected to each vertex is
preserved. If G1 and G2 are isomorphic, we write G1 ∼= G2.

Let φ(G) be a function that maps a given undirected graph G(V,E) to a string over an
alphabet of size O(n). Then, φ(G) is called a canonical form of G(V,E) if the following
conditions are satisfied:
|φ(G)| (i.e., the length of φ(G)) is O(n),
G can be reconstructed from φ(G),
φ(G1) = φ(G2) if and only if G1 ∼= G2.
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Figure 1 Example for cano(G, u, v).

We assume that a plane graph is given in a form of the doubly-connected-edge-list (DCEL)
[17] so that deletion of an edge can be done in a constant time and deletion of a face can be
done in time proportional to the number of surrounding edges.

For a string A = a0a1 . . . an−1, aiai+1 . . . ai+n−1 is called the canonical form of a circular
string A if it is lexicographycally smallest among i = 0, · · · , n−1, where indices are calculated
modulo n [6, 12].

3 O(n2) time canonical form computation

We begin with a simple O(n2) time algorithm for computing a canonical form. It is a known
fact (e.g., see [18]) but a part of this algorithm is used as a subroutine in the next section.

Let G(V,E) be a plane graph. Suppose that we are given a pair of vertices (u, v) such
that {u, v} ∈ E. We construct a string cano(G, u, v) by using the following procedure.
1. Perform depth first search (DFS) starting from u with choosing (u, v) as the first edge

(with the direction from u to v) and regarding it as the leftmost edge from u. In DFS, we
visit edges emanating from each vertex from left to right (i.e., anti-clockwise order).

2. Rename the vertices according to the visited DFS order. Let the resulting vertices be
v1, v2, . . . , vn.

3. Construct the Euler string by concatenating edges in the visited order, where each edge
is represented as (i, j) when vj is visited just after vi.

I Example 1. Consider a plane graph G(V,E) shown in Figure 1. If DFS is started from
(u, v), vertices are renamed as in Figure 1. The resulting cano(G, u, v) will be

(1, 2)(2, 3)(3, 4)(4, 2)(2, 4)(4, 3)(3, 2)(2, 5)(5, 6)(6, 7)(7, 1)(1, 7)(7, 2)(2, 7)
(7, 6)(6, 5)(5, 8)(8, 9)(9, 5)(5, 9)(9, 8)(8, 5)(5, 2)(2, 1)

It is seen from Example 1 that in cano(G, u, v), each edge appears exactly twice in
the opposite directions, which further means that cano(G, u, v) is a kind of Euler string.
Clearly, cano(G, u, v) can be computed in O(n) time and |cano(G, u, v)| is O(n). Since the
original plane graph is reconstructed from cano(G, u, v), we can see that cano(G1, u1, v1) =
cano(G2, u2, v2) holds if and only if there exists an isomorphic mapping from G1 to G2 that
maps u1 and v1 to u2 and v2, respectively. cano(G, u, v) is called an edge-specified canonical
form.

Let cano0(G) be the edge-specified canonical form which is lexicographycally smallest
among cano(G, u′, v′)s such that {u′, v′} ∈ E. Then, we have

I Proposition 2. cano0(G) is a canonical form of a plane graph G and can be computed in
O(n2) time.

CPM 2018
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4 Linear time canonical form computation

As shown in Section 3, we can have a canonical form in O(n) time if some unique edge is
identified. However, it is quite difficult to efficiently identify the unique edge because the
canonical form problem intrinsically includes the canonical form problem on circular strings.
Therefore, we will reduce the canonical form problem on plane graphs into the canonical
form problem on circular strings.

Our idea is to identify the (topological) centroid of a given plane graph G, where the
centroid is either a vertex, an edge, or a face. Once the centroid is found, we can create a
circular string using the method given in Section 3.

For an unordered tree T , v is called a centroid if the longest path from v to leaves is the
shortest. It is known that there exist either one centroid, or two centroids connected by an
edge. In the former case, this unique vertex is called the centroid vertex. In the latter case,
this unique edge is called the centroid edge. It is well known that for a tree T , the centroid
vertex/edge can be determined in linear time. We extend this concept for plane graphs.

In the following, we show how to construct a canonical form of a plane graph based on the
centroid and the trees connected to the centroid that are constructed in the determinization
process of the centroid. To this end, we first determine the centroid of a plane graph. It is
known that the connected plane graph has the unique outer face. We consider the directed
cycle consisting of the edges of the outer face, where edges are visited in the clockwise order.
Let C be this directed cycle (see Figure 2 (A)). An inner face (i.e., a face that is not the
outer face) of a plane graph G is called exposed if it includes an edge in C (with ignoring the
direction). Furthermore, an inner face is called singly exposed if the outer edges in this face
are connected in C. Similarly, an edge not belonging to an inner face is called singly exposed
if one of its endpoints is of degree 1. A graph consisting of a vertex, an edge, or a face
(including adjunct subgraphs) is not regarded as singly exposed. In addition, each maximally
connected subgraph GS that is surrounded by a singly exposed face with sharing only one
vertex v that is an outer one is called an adjunct subgraph (see Figure 2 (B)). Each adjunct
subgraph is ignored and removed along with its surrounding face because information on this
part can be easily included in the final canonical form as follows. According to the ordering
of C, we can define the parent vertex u of v. Then, the leftmost child w of v in the subgraph
can be uniquely determined and thus cano(GS , v, w) can be computed (see Figure 3). We
can insert this cano(GS , v, w) (delimited by a special symbol ’&’ not appearing in other
parts) into a part the canonical form corresponding to removed outer edges.

After identification of the singly exposed faces and edges, all of them will be removed.
This removal is done by deleting outer edges included in these faces and edges. However, we
keep information about all these edges in order to reconstruct tree structures at the final
stage. To this end, we virtually detach the last outer edge from the last endpoint in each
singly exposed face, where the last means that in the order of C (see Figure 2 (B)).

We use the following procedure (denoted as PEELING) to identify the centroid ver-
tex/edge/face (see Figure 4).
1. Repeat Steps 2-3 until there does not exist a singly exposed face/edge.
2. Identify all singly exposed faces and edges.
3. Delete outer edges and adjunct subgraphs in these exposed faces and edges.

The correctness of PEELING is guaranteed by the following two propositions.
I Proposition 3. After each removal step, the resulting graph is connected.
Proof. Since each face is doubly connected by its surrounding edges and only consecutive
outer edges are removed from each face, we do not lose the connectedness. J
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(A)

(B)

C

Figure 2 Example of face removal operations. (A) Directed cycle C is shown by a dashed curve.
Gray regions and bold edges correspond to singly exposed faces and edges, respectively. (B) Deleted
outer edges and adjunct subgraphs are shown by dotted lines and dashed lines, respectively.

I Proposition 4. If there does not exist a singly exposed face or edge in G, G is either a
vertex, an edge, or a face (possibly including adjunct subgraphs inside).

Proof. Suppose that G is not a vertex, an edge, or a face. Then, consider the directed cycle
C consisting of outer edges. Each edge in C belongs to a face or an edge (not in a face).
Then, C must include at least one edge in a singly exposed face or edge. J

After determining the centroid of a plane graph, we construct a canonical form using
the centroid as follows. Since the other cases are easier, we assume w.l.o.g. (without loss of
generality) that a single face fc (possibly including adjunct subgraphs inside) is finally left.
Then, we add trees and adjunct subgraphs deleted by PEELING to the centroid fc. Let G′
be the resulting graph. As mentioned before, we assume w.l.o.g. that there does not exist
any adjunct subgraph. Therefore, the resulting graph consists of the centroid and trees. Let
v1, v2, . . . , vd be the vertices of fc arranged in the clockwise order, starting from an arbitrary
one (see Figure 5). For each vertex vi, let vi

1, . . . , v
i
dv

be the neighboring vertices (not in fc)
in the clockwise order. For each subtree T i

j rooted at (vi, vi
j), we construct cano(T i

j , v
i, vi

j)
and then construct the string cano(vi) by concatenating these as

cano(vi) = #cano(T i
1, v

i, vi
1)#cano(T i

2, v
i, vi

2)# · · ·#cano(T i
dv
, vi, vi

dv
)#,

where ‘#’ is a special symbol not appearing in other parts.
Since trees in the canonical form may be obtained by decomposing cycles of the original

plane graph, leaves may need information about from which vertices they are detached.

CPM 2018
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u

v

w

C

Figure 3 Example of an adjunct subgraph.

centroid

G’

Figure 4 Illustration of the PEELING procedure. Deleted edges are shown by dotted lines.
Adjunct subgraphs are shown by dashed lines.

Therefore, in computation of cano(T i
j , v, v

i
j), we need to add the information about other

trees because the disconnected edge shares a vertex in T i
j , another tree, or the centroid. In

order to cope with this problem, we renumber T i
j s to be T1, . . . , Tm in the clockwise order

starting from an arbitrary tree (we only use the difference of the indices modulo m). We
consider the following three cases (see Figure 5):

if the disconnected endpoint vj of an edge (vh, vj) in Ti is actually a vertex vj′ in the
same subtree Ti, we replace j in cano(...) with (T, j′),
else if the disconnected endpoint vj of an edge (vh, vj) in Ti is actually a vertex vj′ in Ti′ ,
we replace j in cano(...) with (T + (i′ − i), j′), where i′ − i is computed modulo m,
otherwise (i.e., vj is actually a vertex vk′ in the centroid), we replace j in cano(...) with
(C + (k′ − k)). where vk is the root of Ti and k′ − k is computed modulo d.

Then, we construct cano(F ) by concatenating cano(vi)s by

cano(F ) = cano(v1)!cano(v2)! · · ·!cano(vk)!,

where ‘!’ is a special symbol not appearing in other parts. Finally, we regard cano(F ) as a
circular string and define cano(G) to be the canonical form of this circular string.

I Theorem 5. cano(G) is a canonical form of a plane graph G and can be computed in O(n)
time.
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Figure 5 Illustration of replacement of labels for disconnected vertices.

Proof. The correctness follows from the following facts:
The peeling process is invariant under isomorphic transformations, that is, the same set
of edges is always deleted at each time step for isomorphic plane graphs.
After the peeling process, only one face, edge, or vertex remains.
cano(vi) is invariant under isomorphic transformations.

Next, we analyze the time complexity. We maintain plane graphs using DCEL data structure
with adding information about exposed/not exposed. We also maintain lists of consecutively
exposed edges and pointers from each list to the corresponding face and from each face to the
corresponding lists. Each list/face also has a flag showing whether or not it is singly exposed
one. The peeling process can be done by deleting edges in lists with singly exposed flags. Of
course, all data structures must be updated, which can be done in time proportional to the
number of deleted edges and the number of newly exposed edges. Since each edge is newly
exposed only once and is deleted only once, the total time complexity is proportional to the
number of edges (i.e., the total complexity is O(n)). It is straightforward to see that cano(F )
can be obtained in O(n) time. Since the canonical form of a circular string over a general
alphabet can be computed in O(n) time [6, 12], the total time complexity is O(n). J

5 Canonical form of geometric plane graphs

The algorithm in Section 4 can be modified for computing the canonical form of a given
geometric plane graph so that the canonical form is invariant under isometric transformations.
We say that G1 and G2 are isomorphic under isometric transformations if there is an isometric
transformation T (i.e., combination of translation, rotation, and mirror image) such that
T (shape(G1)) = shape(G2), where shape(G) denotes the set of line segments in G. We may
omit shape(...) and write this relation as T (G1) = G2. Since inclusion of mirror images in
isometric transformation can be done by multiplying a constant factor to the time complexity,
we ignore them in the following.

In order to include geometric information, it is enough to add geometric information to
cano(G, u, v). Suppose that (u, v) and (v, w) are consecutive edges. Let L2(v, v′) denote the
square of the Euclid distance between v and v′, the exact value of which can be computed
from the coordinates of v and v′. Then, we add the following information to (v, w).

L2(u, v), L2(v, w), L2(u,w),
whether w is located left or right of ~uv.

It is straightforward to see the correctness of this modified procedure to define the
canonical form. Since it does not increase the order of the size of the canonical form and the
time complexity, the following holds.

CPM 2018
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I Proposition 6. The canonical form of a geometric plane graph be computed in O(n) time.

It might be possible to use the geometric centroid (which can be easily computed), in
place of the topological centroid, to compute the canonical form in linear time. However, it
is unclear whether or not the circular string can be constructed easily.

6 Maximum common connected edge subgraph of geometric plane
graphs

We consider the problem of finding a maximum common connected edge subgraph (MCCES)
Gc of two geometric plane graphs G1 and G2: G has the maximum number of edges such
that G = T (G1) ∩G2 for some isometric transformation T . For simplicity, we assume that
G1 and G2 have O(n) edges. We also assume Real RAM (Random Access Machine) as a
computation model in which each arithmetic computation can be done in a constant time.
This problem can be solved by the following procedure (SimpleMCCES):
1. Let G0 be an empty graph.
2. For all directed edge pairs (e1, e2) ∈ E(G1)× E(G2), repeat steps 3-6.
3. Determine isometric transformation T uniquely (except mirror image) that maps e1 to e2.
4. Let G← T (G1) ∩G2.
5. Let Ec(G) be the set of edges in the connected component of G having the maximum

number of edges.
6. If |Ec(G)| > |Ec(G0)|, then let G0 ← G.
7. Output G0.

In computation of T (G1) ∩G2, edges remain only if two corresponding edges completely
overlap. Furthermore, T is examined only if the lengths of e1 and e2 are the same. Then,
the correctness of the procedure is obvious.

Next, we analyze the time complexity. Suppose that Gc has O(k) edges. Step 4 can be
done in O(n) time by performing DFS using edges common to T (G1) and G2. If the maximum
degree is bounded by a constant, it can be done in O(k) time. Since we may examine all
edge pairs, Steps 3-6 are repeated O(n2) times. Therefore, the total time complexity is O(n3)
in a general case and is O(kn2) if the maximum degree is bounded by a constant.

When the maximum degree is bounded by a constant, we can improve the time complexity
to O(n2 logn) (it is an improvement when k > c logn for some constant c) using a geometric
hashing [20]. For each directed edge pair (e1, e2) ∈ E(G1)× E(G2) having the same length,
we compute the unique isometric transformation T such that T (e1) = e2, and put this pair
into the bin labeled with T . Then, we find the bin containing the maximum number of
pairs connected in both G1 and G2, which corresponds to MCCES. Since O(n2) pairs are
examined and finding the bin (where a respective edge pair is to be put in) needs O(logn)
time using binary search, the total computation time to create all bins is O(n2 logn). Since
we assumed that the maximum degree is bounded by a constant, connected components in
all bins can be computed in linear time of the total number of edge pairs. Therefore, the
total time complexity is O(n2 logn).

The above results are almost trivial. Here we present a faster algorithm for a special case
of geometric MCCES in which graphs are outerplanar, both the maximum degree and the
maximum face degree (i.e., maximum number of edges of a face) are bounded by constants,
and Gc is very similar to G1 and G2 (precisely, Gc is obtained by deleting at most K edges
from G1 and also by deleting at most K edges from G2). In the following, a plane graph
with outerplanar graph structure is called an outer-plane graph. Suppose that the maximum
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Figure 6 Determination of the centroid for an outer-plane graph. In this case, tG(f1) = tG(f3) =
tG(f5) = tG(f6) = tG(e1) = 1, tG(e2) = G(e3) = tG(e4) = 2, tG(f2) = G(f4) = 3, and e5 is the
centroid.

degree and the maximum face degree are bounded by constants Dv and Df , respectively.
We will show that the position of the centroid changes for a constant amount by addition (or
deletion) of an edge.

To this end, we use a simpler definition of the centroid for an outer-plane graph G, where
it can also be applied to an outerplanar graph. We use the following simple procedure (see
Figure 6), where the resulting face/edge/vertex is the centroid and is denoted by cO(G).

1. Repeat Step 2 until there remains only one face, edge, or vertex.
2. Identify all faces and edges each of which overlaps with other face(s)/edge(s) at one edge

(including its endpoints) or one vertex.
3. Delete all faces and edges identified in Step 2.

It is straightforward to see that this procedure works in O(n) time and the centroid is
determined uniquely for isomorphic outer-plane graphs. For two edges e1 and e2, d(e1, e2)
denotes the shortest distance between endpoints of e1 and endpoints of e2, where the distance
between vertices is defined as the length of the shortest path connecting u and v. For the
centroid C in a graph G, let e(x) denote the set of edges in x if x is a face or an edge, and
the set of edges connecting to x otherwise (i.e., x is a vertex). In addition, let e(x, d) denote
the set of edges each of which has an edge in x within distance d in G. Then, we apply
SimpleMCCES only for the edge pairs (each with two directions) between e(cO(G1), dK)
and e(cO(G2), dK), where dK is to be determined later so that at least one edge in e(cO(Gc))
is included in both e(cO(G1), dK) and e(cO(G2), dK).

I Lemma 7. Suppose that G2 is obtained by adding an edge to G1 with keeping outerplanarity
and connectivity. Then, the minimum distance between e(cO(G1)) and e(cO(G2)) is at most
Df

2/2.

Proof. For each face or edge (not in a face), we consider the time step (the number of
repeats) at which the face/edge is deleted in the procedure determining the centroid, where
the time step for the firstly deleted faces/edges is regarded to be 1. For each face or edge x
in graph G, tG(x) denotes this deletion time step (see Figure 6).

We classify an addition of an edge into the following three cases (see Figure 7).
(a) One endpoint is a new vertex.
(b) An existing face is divided into two faces.
(c) A new face (not in an existing face) is created.

CPM 2018
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(a) (b) (c)

Figure 7 Classification of edge addition patterns. Added edges are shown by bold lines.

Let G2 be the graph obtained by addition of an edge to G1.
It is straightforward to see that the following properties hold.
In case (a), |tG2(x)− tG1(x)| ≤ 1 holds for each face/edge x.
In case (b), |tG2(x)− tG1(x)| ≤ 1 holds for each face/edge x.
In case (c), |tG2(x)− tG1(x)| ≤ Df holds for each face/edge x.

Since the centroid must have an overlap with the lastly deleted face(s)/edge(s) (i.e., face(s)/edge(s)
with the maximum tGi

(x)) and the distance between two vertices in the same face is at most
Df/2, the lemma holds. J

I Theorem 8. Suppose that both the maximum degree and the maximum face degree of
geometric outer-plane graphs G1 and G2 are bounded by constants Dv and Df , respectively.
Suppose also that a maximum common connected edge subgraph is obtained by deletion of at
most K edges from each of G1 and G2. Then, a maximum common connected edge subgraph
can be computed in O(f(Df , Dv,K)n) time, where f(Df , Dv,K) = D2

f ·D
KDf

2+Df +4
v .

Proof. From Lemma 7 and the assumption on Gc, the minimum distance between edges
in cO(Gc) and cO(Gi) is at most KDf

2/2. Then, all edges in e(cO(Gc)) are included
in e(cO(Gi), (KDf

2 + Df )/2) for each Gi. Therefore, by letting dK = (KDf
2 + Df )/2, a

maximum common connected edge subgraph can be found for two geometric graphsG1 andG2,
Since the vertex degree is bounded by Dv, the number of edges in e(cO(Gi), (KDf

2 +Df )/2)
is at most Df ·D

(KDf
2+Df )/2+1

v . Since we examine all pairs in e(cO(G1), (KDf
2 +Df )/2)

and e(cO(G2), (KDf
2 + Df )/2), the number of directed edge pairs examined is at most

2D2
f ·D

KDf
2+Df +2

v . For each pair, computation of T (G1) ∩G2 can be done in O(D2
vn) time

using DFS. Therefore, the theorem holds. J

It is unclear whether Lemma 7 or a similar lemma holds for outer-plane graphs if the
centroid c(Gi) defined in Section 3 is used. However, it is easy to see that a similar lemma
does not hold for plane graphs by considering a graph including large adjunct subgraphs.
Therefore, defining a centroid for plane graphs so that a property similar to Lemma 7 holds
is left as an open problem.
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Abstract

There has been recent interest in dynamic string algorithms, i.e. string problems where the input
changes dynamically. One such problem is the longest common factor (LCF) problem. It is well
known that the LCF of two strings S and D of length n over a fixed constant-sized alphabet Σ can
be computed in time linear in n. Recently, a new challenge was introduced - finding the LCF of
two strings in a dynamic setting. The problem is the fully dynamic one sided LCF (FDOS-LCF)
problem. In the FDOS-LCF problem we get q consecutive queries of the form < i, α >, where
each such query means: “replace D[i] by α, α ∈ Σ and output the LCF of S and (the updated)
D. The goal is to initially preprocess S and D so that we do not need O(n) time to compute an
LCF for each such query.

The state-of-the-art is an algorithm that preprocesses the two strings S and D in time
O(n log4 n). Subsequently, the algorithm answers in time O(log3 n) a single query of the form:
Given a position i on D and a letter α, return an LCF of S and D′, where D′ is the string
resulting from D after substituting D[i] with α. That algorithm is not extendable to multiple
queries. In this paper we present a tool - Locally Maximal Common Factors (LMCF) - that
proves to be quite useful in solving some restricted versions of the FDOS-LCF problem . The
versions we solve are the Decremental FDOS-LCS problem, where every change < i, α > is of
the form < i, ω >, ω 6∈ Σ, and the Periodic FDOS-LCS problem, where S is a periodic string
with period length p.

For the decremental problem we provide an algorithm with linear time preprocessing and
O(log logn) time per query. For the periodic problem our preprocessing time is linear and the
query time is O(p log logn).
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1 Introduction

Recently, there has been a growing interest in dynamic pattern matching algorithms. A
particular problem that received attention is finding the longest common factor (LCF) of
two strings. Let S and D be strings of lengths n1 and n2, respectively, over a constant
size alphabet Σ. Their longest common factor (substring) is the longest string F that is a
sunstring of both S and D. The LCF can be computed in O(n1 + n2) time [10].

As mentioned in [13], the LCF problem is not robust and its solution can vary significantly
when the input strings are changed even by one letter. It is, therefore, important to study
the dynamic instance of the problem, i.e. finding the LCF between two strings after an
arbitrary number of changes in one of the two sequences. Other than the purely theoretical
interest, the problem has applications in the field of molecular biology. For instance, when
we wish to find the LCFs by incorporating the single nucleotide polymorphisms (SNPs)
observed in a population in one of the two sequences. The longest common factor with
k-mismatches problem has also received much attention recently, in particular due to its
applications in bioinformatics [11]. We refer the interested reader to [2, 7, 9, 13].

Recently, a solution to the restricted case, where a single edit operation (substitution,
insertion or deletion) is allowed, was presented [1]. In that paper, two strings, S and D, of
length n over a finite fixed alphabet Σ, are given. The strings are preprocessed in O(n log4 n)
time and O(n log3 n) space. After preprocessing, the answer to a query replacing the symbol
in index i of string D by α is computed in O(log3 n) time.

The solution in [1] is not extendable to more substitutions. The goal is solving the
fully dynamic one sided LCF (FDOS-LCF) problem. Specifically, suppose we get q
consecutive queries of the form < i, α >, where each such query means: “replace D[i] by
α, α ∈ Σ and output the LCF of S and (the updated) D. The goal is to initially preprocess
S and D so that we do not need O(n) time to compute an LCF for each such query.

This problem, as well as many other dynamic string problems, would be efficiently solv-
able in a straight-forward manner if one could efficiently maintain a suffix tree of a changing
string. Alas, a fully dynamic suffix tree seems like a very difficult challenge. In this paper
we present a tool – Locally Maximal Common Factors (LMCF) – that proves to be quite
useful in solving some restricted versions of the FDOS-LCF problem .

The first problem we solve is the dynamic LCF problem for the decremental dynamic
model. In this model, every substitution in D is of a symbol ω 6∈ Σ. We provide an algorithm
with two implementations. The first does a linear time preprocessing and answers a query
in time O(logn). It is presented for pedagogical reasons, to describe the power of the LMCF
idea in a simple manner. The second implementation uses data structures such as the van
Emde Boaz tree, or y-fast tries that enable solving the problem in time O(log logn) per
query, following a linear time preprocessing.

The second problem we solve is the FDOS-LCF problem in the special case where S is
periodic. Our solution has a linear time preprocessing and subsequent O(p log logn) time
queries.

2 Preliminaries

We begin with basic definitions and notation generally following [4]. Let S = S[1]S[2]...S[n]
be a string of length |S| = n over a finite ordered alphabet Σ of size |Σ| = O(1). By ε we
denote an empty string. For two positions i and j on S, we denote by S[i . . j] = S[i] . . S[j]
the factor (sometimes called substring) of S that starts at position i and ends at position
j (it equals ε if j < i). We recall that a prefix of S is a factor that starts at position 1
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(S[1 . . j]) and a suffix is a factor that ends at position n (S[i . . n]). We denote the reverse
string of S by SR, i.e. SR = S[n]S[n − 1] . . . S[1]. We denote the concatenation of two
strings, S1 and S2, by S1S2.

Let Y be a string of length m with 0 < m ≤ n. We say that there exists an occurrence
of Y in S, or, more simply, that Y occurs in S, when Y is a factor of S. Every occurrence
of Y can be characterised by a starting position in S. Thus we say that Y occurs at the
starting position i in S when Y = S[i . . i+m− 1].

Given two strings S and D, a string Y that occurs in both is a longest common factor
(LCF) of S and D if there is no longer factor of D that is also a factor of S; note that S
and D can have multiple LCF strings. We introduce a natural representation of an LCF of
S and T as a triple (m, p, q) such that S[p . . p + m− 1] = T [q . . q + m− 1] is an LCF of S
and T . The decremental dynamic LCF problem is formally defined as follows;

Decremental Dynamic LCF
Input: Two strings S and D of length n over an alphabet Σ, symbol ω 6∈ Σ.
Let < i1, ω >,< i2, ω >, ..., < ik, ω > be a sequence of substitution operations in D, and
let D′ be the result of these k substitutions.
Output: An LCF of S and D′.

Clearly, the problem can be solved by computing an LCF after every change. We will
see that such a computation can be done in linear time. We show an algorithm whose
preprocessing time is linear, and where an LCF computation after each substitution can be
done more efficiently. In Section 4 we present an implementation whose query complexity
is logarithmic. In Section 5 we present an implementation whose query processing time is
O(log logn).

3 Algorithm’s Idea

We need some additional tools and definitions:

I Definition 1. Let S and D be two strings of length n over fixed finite alphabet Σ. A
locally maximal common factor (LMCF) of S in D is a factor D[i..j] of D that satisfies the
following two conditions:
1. D[i..j] is a factor of S.
2. Neither D[i..j + 1] nor D[i− 1..j] are factors of S.

The following observations are crucial.

I Observation 2. An LCF of two strings S and D is an LMCF of S in D. Moreover, a
longest LMCF of S in D is an LCF.

I Observation 3. There are at most n LMCF’s of S in D.

Proof. It is clear that only one LMCF can start at any index i of D. Otherwise, let i be
an index such that both D[i..j] and D[i..`] are LMCF’s, and wlog assume j < `. Then
D[i..j + 1] is a factor of S, contradicting D[i..j]’s maximality.
Since D is of length n there are no more than n indices where an LMCF can start. J

I Observation 4. Let D[i1..j1] and D[i2..j2] be LMCF’s of S in D. Then i1 < i2 iff j1 < j2.

Proof. Otherwise, one is contained in the other contradicting the fact that both are LMCF’s.
J

To achieve our goal, we will show that we can update and maintain a sorted list of
LMCF’s in logarithmic time per substitution. One more tool is needed.
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3.1 The Suffix Tree
The suffix tree T (S) of a non-empty string S of length n is a compact trie representing all
suffixes of S. The branching nodes of the trie as well as the terminal nodes, that correspond
to suffixes of S, become explicit nodes of the suffix tree, while the other nodes are implicit.
Each edge of the suffix tree can be viewed as an upward maximal path of implicit nodes
starting with an explicit node. Moreover, each node belongs to a unique path of that kind.
Thus, each node of the trie can be represented in the suffix tree by the edge it belongs to
and an index within the corresponding path. We let L(v) denote the path-label of a node
v, i.e., the concatenation of the edge labels along the path from the root to v. We say that
v is path-labelled L(v). Additionally, D(v) = |L(v)| is used to denote the string-depth of
node v. Node v is a terminal node if its path-label is a suffix of S, that is, L(v) = S[i . . n]
for some 1 ≤ i ≤ n; here v is also labelled with index i. It should be clear that each factor
of S is uniquely represented by either an explicit or an implicit node of T (S), called its
locus. In standard suffix tree implementations, we assume that each node of the suffix tree
is able to access its parent. Once T (S) is constructed, it can be traversed in a depth-first
manner to compute the string-depth D(v) for each node v. For every two nodes, v, u, where
L(u) = αL(v), α ∈ Σ, there is a pointer from v to u called a suffix link. It is known that the
suffix tree, with the suffix links, of a string of length n, over a fixed-sized ordered alphabet,
can be computed in time and space O(n) [16, 12, 14]. The suffix tree of an integer alphabet
can also be built in linear time [5].

3.2 Preprocessing
Our algorithm has two parts: a preprocessing part, to set up the data structures; and a
query part that maintains the data structures upon every substitution in a manner allowing
to efficiently pull a maximum LMCF at every instant.

Finding All LMCF’s:

The first preprocessing step is finding all LMCF’s. This is easily done via the suffix tree.
Algorithm AllLMCF (S,D) computes, for each index i, the longest factor starting at D[i]
that occurs in S. Then, starting from D[1], output every factor whose ending position is
farther than the previous one.

Algorithm 1: Algorithm AllLMCF(S,D) – Finding all LMCF’s
1. Construct suffix tree T (S$D) for the string S$D, where $ 6∈ Σ.
2. For every leaf, indicate whether it represents a suffix starting in S or a suffix starting

in D.
3. Traverse T (S$D) (using, e.g., DFS) and mark as blue every node that has in its

subtree at least one leaf from D and one leaf from S.
4. For every leaf representing suffix D[i], mark the lowest blue node on its path from

the root, i.e. the ending index of the longest factor that starts at D[i] and appears
in S. Denote it by LD[i].

5. Set F to be LD[1]. {F will be the farthest common factor so far. }
< 1, LD[1] > is an LMCF.

6. For i=2 to n do:
If LD[i] > F then < i, LD[i] > is an LMCF and LD[i] is the new value of F .
endFor
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Correctness: The algorithm simply follows the definition of LMCF.

Time: The construction and size of the suffix tree, as well as the tree traversals, are done
in time O(n).

Let us now examine the effects on the LMCF’s of a substitution of ω for the symbol in
index k of D. Clearly, all LMCF’s that end before index k and all those that start after
index k are not affected. Let CMk be the set of LMCF’s D[i..j] such that i ≤ k ≤ j. Since
ω 6∈ S then each of the LMCF’s in CMk is cut at index k. But because of local maximality,
for any two LMCF’s D[i1..j1] and D[i2..j2] where i1 < i2 ≤ k ≤ j1 < j2, only D[i1..k − 1]
and D[k + 1..j2] are potentially LCMF’s after the substitution in k. We can conclude:

I Observation 5. After a replacement of ω in index k of D, if CMk is empty, there is no
change to the LMCF’s. Otherwise, all LMCF’s that are elements in CMk should be deleted
and the following two strings should be inserted to the set of LMCF’s:

L1 = D[i′..k − 1], where i′ = min{i|D[i, j] ∈ CMk}
L2 = D[k + 1..jw], where j′ = max{j|D[i, j] ∈ CMk}

We now have an idea of what our algorithm should look like. We need a data structure
that allows us to efficiently delete the appropriate sets of LMCF’s, to add the two new
LMCF’s, if necessary, and to efficiently find the maximum. In particular, let LCMF D[i..j]
be represented by the pair < i, j >. We need a data structure that supports the following
operations:
1. Costruct LMCF structure
2. Given index k, Delete CMk

3. Insert LMCF < i, j >

4. Find maximum length LMCF.

4 Implementation 1: O(log n) Query Processing

Consider a balanced binary search tree T of the pairs < i, j > that represent LMCF’s, sorted
by the smaller index in every pair. Given a substitution index k, we can efficiently find the
subtree of all indices i for which i ≤ k. The problem is that some of the LMCF’s in this
subtree are not cut by k, i.e. their second index j has j < k, thus they should not be deleted.
However, Observation 4 guarantees that the second indices of all LMCF’s are sorted by the
same order as the first indices. This means that the binary search tree allows us to find i1,
the smallest i for which D[i, j] is cut by k. Similarly, we can find i2, the largest i for which
D[i, j] is cut by k. We delete all the LMCF’s starting between i1 and i2 and add L1 and
L2. We will say a few words about maintaining the tree balanced.

As for the maximum. For each node in the tree write the maximum length LMCF in its
subtree. Updating the maximum after every change means running up the tree, thus the
time is O(logn). Answering a query means starting from the root and running down the
tree towards the maximum, again having time O(logn).

Implementation Details: There are O(n) LMCF’s in total, and each one is a pair < i, j >

starting at a unique i, 1 ≤ i ≤ n. Therefore, we use the balanced binary tree of {1, ..., n},
but for every node we indicate (a) whether the node is “full”, i.e., whether there is an LMCF
that starts at the node of index i, and (b) whether the subtree rooted at node i is empty.
Since the height of the tree is O(logn), the search is bounded by the tree height even in the
tree with “empty” nodes.
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Time:
1. Preprocessing: The balanced tree for {1, ..., n} can be constructed in linear time. The

LMCF’s can be found on the suffix tree as shown in Subsection 3.2 in linear time. The
appropriate nodes are marked and denoted “full” and the rest of the nodes as well as the
appropriate subtrees are marked “empty” in linear time using DFS. Every LMCF node
also has a “length” field and every subtree maintains in its root the maximum length in
the subtree. This is also done by DFS in linear time.

2. Deleting CMk: The j’s of the < i, j > LMCF’s are sorted in the same order as the
i’s. Thus finding the largest and smallest i for which D[i, j] includes k is done in time
O(logn). The appropriate subtrees are marked “empty”. Because the tree is balanced
this requires only O(logn) nodes to be marked. The appropriate maximum length fields
along the modified paths are also updated appropriately, also in time O(logn).

3. Inserting LMCF < i, j >: simply turn on the appropriate “full” field of node i in the
tree, as well as the appropriate j and length. Walk up the path updating the subtree
emptiness indicators and the maximum subtree length.

4. Finding Maximum Length LMCF: The maximum length appears in the subtree
max length field of the root, and can be output in constant time. All LCF’s can be
found by going down the tree. The time is then O(tocc logn), where tocc is the number
of LCF’s. A single representative LCF can be found in time O(logn).

5 Implementation 2: O(log log n) Query Processing

The implementation we suggested to our algorithm was based on a balanced search tree.
The height of such a tree is generally O(logn). However, the are data structures that allow
searching in time O(log log u), where u is the size of the universe of keys [15, 17]. Our set of
keys is {1, ..., n}, which would make the search time O(log logn). In this section we describe
an implementation that uses a data structure that supports the following operations on a
set S ⊂ {1, ..., n}: insert, delete, lookup, findnext, findprev. Using such a data structure we
show how to implement the four operations described in Section 3.

Constructing the tree, searching for a key, and inserting a constant number of LMCF’s,
can be done naturally on the vEB tree as well as the y-fast trie. The challenge is imple-
menting the deletion of CMk and the maintenance of the maximum lengths. The difficulty
arises in the fact that these trees don’t have a constant number of children per node, as does
a balanced search tree, thus these updates are more complex.

5.1 Data Structures
As mentioned, we assume a data structure that supports the following operations on a set
S ⊂ {1, ..., n}: insert, delete, lookup, findnext, findprev. We call this a fast tree. The
vEB tree [15] and the y-fast trie [17] can achieve this in space O(n) and time per oper-
ation O(log logn). Nevertheless, our algorithm can use any dynamic priority queue with
predecessor and successor query capability.

In order to implement our four operations, we will need a number of fast trees. We define
them below.

I Definition 6.
1. The LMCF tree is a fast tree of the pairs < i, j > that represent LMCF’s, sorted by the

smaller index in every pair.
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2. The Interval tree is a fast tree sorted by the starting indices of valid intervals in the
range {1, ..., n}. Each such element also holds its length. Initially, the entire range is
valid, so there is a single element starting at the first index and whose length is n, the
length of the entire range. As our algorithm progresses, we may need to delete entire
intervals of the range, in which no LMCF’s start. We implement it by “cutting” them
out of the interval tree.

3. The max length tree is a fast tree whose entries are the maximum length of the LMCF’s
in the valid intervals. There is also a link between each valid interval entry in the interval
tree and the entry of its length in the max length tree. The max length tree is sorted by
the length.

Our algorithm makes use of the range maximum query algorithm. The problem is defined
as follows:

I Definition 7. The Range Maximum Query (RMQ) problem has as its input an array
A[1..n] of natural numbers. We wish to preprocess the array in a manner that will enable
efficient solution to:

Query: Given [i, j], where 1 ≤ i ≤ j ≤ n. Return index k, i ≤ k ≤ j such that A[k] ≥
A[`], ∀` s.t. i ≤ ` ≤ æ.

Time: It was shown [8, 3, 6] that the RMQ problem can be solved using linear time and
space preprocessing and constant query time.

Space: Since both the fast tree, and the RMQ preprocessing are done in linear space, our
constructions uses linear space.

5.2 The Algorithm
We show the implenmentation of each of our operations using the fast trees.

Preprocessing - Construct the fast trees: We find the LMCF pairs as in Implementation
1 in Section 4. We construct two sets of fast trees: (a) MFT1: sorted by the starting
position of the LMCF’s, along with the length of each LMCF. The lengths are entered into
an M array which is preprocessed for RMQ queries. The length of the m array is n. M [i]
gets the value of the LMCF that starts in D[i], if such an LMCF exists, otherwise M [i]
gets the value −∞. The Interval and the max length fast trees are initialized. (b) MFT2
Sorted by the ending positions of the LMCF’s. Each entry has its length. It comes with
its accompanying interval and max length fast trees. MFT2 is symmetric to MFT1 and
thus in the rest of the paper we will describe operations on MFT1. Similar operations are
symmetrically done in MFT2.

Time: Construction time of the fast trees, and RMQ preprocessing: O(n).

Given Index k, Delete CMk: Computing CMk is straightforward in the LMCF fast trees.
For any k, let j1 be the smallest entry larger than k in the MFT2 set of trees. Initially, it is
found in the LMCF tree. Subsequently, it is checked in the LMCF tree in the closest valid
interval, as found in the interval fast tree. j represents an LMCF < i1, j1 >. If i1 < k then
i1 is the starting position of the LMCF with the smallest index that is cut by k. Therefore
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all LMCF’s starting between indices i1 and k − 1 should be removed and replaced by the
new LMCF < i1, k − 1 >. Now, let i2 be the largest entry smaller than k in MFT1. It
represents an LMCF < i2, j2 >. If j2 > k then a new LMCF < k + 1, j2 > needs to be
added. Deleting an entry from a fast tree is simple. However, we need to efficiently delete
many entries, as well as maintain the maximum. As mentioned before, we describe how to
handle MFT1, the operations on MFT2 are symmetrical.

Recall that the interval fast tree is initialized to the entire range. Assume that [i1, k] is
the first interval to be deleted, then the interval fast tree will have a node starting at the
beginning of the interval and ending at i1−1, a node starting at k+1 and ending at the end
of the interval, and a node of length 1 at location i1. In general, the interval fast tree only
has non-overlapping intervals. Additionally, since LMCF’s are cut at the insertion point,
the following holds.

I Observation 8. An interval is deleted from the interval fast tree only if it is entirely
contained in a previous valid interval.

Another crucial observation is the following:

I Observation 9. Only intervals of length 1 (points) may be added and deleted in an interval
that was declared “invalid”.

From the above two observations we get:

I Conclusion 10. The interval tree is composed of intervals and points. Once an interval is
deleted, the activity in the entire deleted interval consists only of adding and deleting single
points.

The deletion of an lnterval requires updating the maximum lengths of the remaining
LMCF’s. If the interval was a point, this is a single operation on the max length fast tree on
the path of the change. If CMk is an interval, then it caused a range change in the interval
fast tree. We need to delete from the max length fast tree the maximum length of the range
that is cut, and add the max length LMCF in the shortened range, as well as k − i1, the
length of the new LMCF. Note that because of Conclusion 10 the only non-point interval
changes are the results of cuts in the initial ranges. But the initial ranges were preprocessed
for RMQ queries. Consequently, we can, in time O(1) update the max length fast tree.

Time: Handling points clearly takes time O(log logn) since these are regular fast tree
operations. Deleting an interval of LMCF’s consists of a fast tree operation. which takes
time O(log logn). Similarly, updating the max length fast tree takes time O(log logn), for
a total of O(log logn) time.

Insert LMCF: Done at the LMCF tree and each of the interval and max length trees.

Time: O(log logn) on the fast trees.

Find Maximum Length LMCF: Find the maximum element in the root max length fast
tree.

Time: O(log logn).
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6 Dynamic LCF for a Static Periodic String

The LMCF’s are an efficient tool for handling other dynamic versions of the problem. Our
next result is an algorithm for the fully dynamic case. The changes to the text may replace
a character in index i of D with some other character in Σ. We still assume that S is static
and D is dynamic, however, we assume that S is a periodic string whose period length is p.

I Definition 11. Let S be a string of length n. S is called periodic if S = P ipref(P ), where
i ∈ N, i ≥ 1, P is a substring of S such that |P | < n, P i is the concatenation of P to itself
i times, and pref(P ) is a prefix of P . The smallest such substring P is called the period of
S. If S is not periodic it is called aperiodic.

I Remark. Throughout the paper we use p to denote a period length and P the period
string, i.e., p = |P |.

Formally our problem is:

Periodic Dynamic LCF
Input: Two strings S and D of length n over an alphabet Σ, S is periodic with period
length p.
Let < i1, σ1 >,< i2, σ2 >, ..., < ik, σk > be a sequence of substitution operations in D,
where the symbol D[ij ] is replaced by σj ∈ Σ, j = 1, ..., k, and let D′ be the result of
these k substitutions.
Output: An LCF of S and D′.

Our algorithm has linear preprocessing time and takes time O(p log logn) for a substi-
tution and LCF query.

6.1 Algorithm’s Idea
The periodic static string algorithm also maintain the LMCF’s and their maximum length, as
the deremental algorithm did. In order to limit the maintenance time at every substitution,
we need to prove some properties of LMCF’s in a periodic string.

I Observation 12. Every substring of S whose length is larger than p also has a period of
size p. In particular this, of course, applies to the LMCF’s of S in D.

I Lemma 13 (Periodicity unity). Let D1 =< i1, j1 > and D2 =< i2, j2 > be two LMCFs of
S in D. If the length of the overlap of D1 and D2 is at least p then D1 = D2 (i1 = i2 and
j1 = j2 ).

Proof. Let D1 = D[i1..j1] and D2 = D[i2..j2] be two LMCF’s of S in D s.t the overlap of D1
and D2 is an interval of at least p characters. We assume, wlog, that i1 ≤ i2. That means
that i1 ≤ j1 − p , i2 ≤ j2 − p and, because the overlap is of length at least p, i2 ≤ j1 − p.
As substrings of S, both D1 and D2 have a period of size p. Let S[i3..j3] be an instance
of D1 in S. According to the local maximum property of D1 - it must be satisfied that
D[j1 + 1] 6= S[j3 + 1]. Otherwise D1 could have been extended. S has a period of size p
so S[j3 + 1] = S[j3 + 1 − p]. The index j1 + 1 − p is still within the range of D1 because
i1 ≤ j1−p . so S[j3 +1−p] = D[j1 +1−p]. The index j1+1−p is also within the Range of
D2 because i2 ≤ j1 − p. Assuming that D1 6= D2, The index j1 + 1 is within the range of
D2 as well because j2 > j1 (Otherwise, D2 is fully contained in D1). On top of all, D2 is a
common factor of S that is larger than p. so it has a period of size p as well and it satisfies:
D[j1 + 1− p] = D[j1 + 1]. According to transitivity : D[j1 + 1] = S[j3 + 1], in contradiction
to D1’s local maximum property. J
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I Lemma 14 (Periodicity singular extention). Let D1 = D[i..j] be a common factor of D and
S of length greater than p. Then D[i..j + 1] is also a factor of S iff D[j + 1] = D[j + 1− p].

Proof. ⇒ Assume D[i..j + 1] is a factor of S. Its length is greater than p, therefore it has
a period of size p. D1 has length greater than p so j − p + 1 is within its range. From the
indexes presence in the interval and the period we get : D[j + 1] = D[j + 1− p].
⇐ Assume D[j+1] = D[j+1−p]. Let S[i3..j3] be an insance of D1 in S. With the same

reasoning as in the proof of Lemma 13 we get that D[j + 1− p] = S[j3 + 1− p] = S[j3 + 1].
The final conclusion is derived from transitivity. J

Note: Both proofs assume that there is an index j3 + 1 in S, which is not necessarily true.
However, every substring starting after the first p letters of S is equal to a substring that
begins in the first p symbols, and thus there is an instance that can be extended to j3 + 1.
There are only at most p possible substrings where this shift can not be done - those that
already start within the first p symbols of S and extend all the way to the end. The lemmas
don’t hold for these strings, but there are only at most p of them and they are handled
separately by the algorithm.

The above lemmas indicate that given a change in index x in D, the number of LMCF’s
that are affected by this change and are “far” from x is small. “Far” means starting or
ending in an index whose distance from x exceeds O(p). The algorithm will handle “far”
LMCF’s and “close” LMCF’s separately. There are only O(p) “close” LMCF’s, thus they
can be handled in a brute force manner and still cost only O(p) per query. The two lemmas
guarantee a constant number of affected “far” LMCF’s, so they also are handled efficiently.

7 The algorithm

Preprocessing: The preprocessing stage consists of finding all of the LMCF’s, and putting
them in a convenient data structure. The LMCF’s are found using algorithm
AllLMCF (S,D), as presented in Subsection 3.2. The LMCF’s are put in an efficient dy-
namic priority queue data structure, (e.g. the fast tree mentioned above) containing the
indexes, sorted by the i value. Additionally, each node contains extra information about the
maximum value of j− i in the subtree rooted in this node. Denote this priority queue by T .

Handling an Edit Operation: Assume a change is made at location x of D. We can
apply algorithm AllLMCF on the area D[x−p..x+p] and, in time O(p) get all the LMCF’s
starting in that area and ending in D[x+p]. This is almost all we need. The only corrections
necessary are: (1) LMCF’s that started before D[x−p] and extended past D[x]; (2) LMCF’s
that started before D[x− p] and ended at D[x− 1] (maybe they need to be extended); and
(3) new LMCF’s that start at the interval D[x− p..x] and extend past D[x+ p].

Because of the Periodicity Unity Lemma, we know that there is at most one LMCF that
starts before D[x−p] and reaches to or past D[x−1]. If it passed D[x] (Case (1) above), its
endpoint should be replaced by x− 1. If it ends at x− 1 (Case (2) above), then its endpoint
should be extended. We can spend p time to see how much ahead it can be extended. If it
can be extended by more than p positions, then by the Periodicity Unity Lemma, we can
merge it with the previous LMCF that started at D[x + 1]. This leaves us with Case (3) -
all LMCF’s that start at the interval D[x − p..x] and extend past D[x + p]. Again, due to
the Periodicity Unity Lemma, there is at most one such LMCF. We merge it with the old
LMCF that started at D[x+1]. All old LMCF’s that started in D[x−p..x] are deleted. The
total number of changes is O(p) and, for each change the maximum length in the subtree is
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Algorithm 2: pseudocode for algorithm UpdateLMCF
Algorithm UpdateLMCF(x,α) – substitute location D[x] with α

1. Update D : D[x]← α.
2. Find a pair π1 =< i1, j1 > in T that satisfies j1 ≥ x− 1 and i1 ≤ x− p. If there

isn’t one: π1 ← nill.
3. Find a pair π2 =< i2, j2 > in T that satisfies i2 ≤ x+ 1 and j2 ≥ x+ p. If there

isn’t one: π2 ← nill.
4. Set two binary flags fi, i ∈ {1, 2}. fi = 1 ⇐⇒ πi = nill.
5. For c = 0, 1, 2...p do:

a. If D[x + c] 6= D[x + c − p] and f1 = 0 : Remove π1 from T and add the pair
< i1, x+ c− 1 >. Then set f1 = 1.

b. If D[x − c] 6= D[x − c + p] and f2 = 0 : Remove π2 from T and Add the pair
< x− c+ 1, j2 >. Then set f2 = 1.

6. If both flags are 0 in the end of the loop: Remove both π1 and π2 from T and add
< i1, j2 >.

7. Remove from T all the pairs < i, j > s.t i ≥ x− p and j ≤ x+ p.
8. Use ALLLMCF (S[1..p]3, D[x−p..x+p]) to get all the LMCF’s contained in this

interval. Add all the new LMCF’s found to T . Except the one with the minimal i
value and the one with the maximal j value, denoted as πleft and πright respectively.

9. Check if there is an LMCFs that contains πright in T (smaller i value and greater
j value). If there is not then add πright to T . Do the same for πleft.

end Algorithm

maintained in O(log logn))time, for the fast tree data stucture used. A pseudocode of the
algorithm can be found in Algorithm 2.

7.1 Correctness
As previously indicated, the algorithm handles two types of LMCF’s separately - “far”
LMCFs and “close” ones. A far LMCF is an LMCF that is cut (or touched) by x, the
location of the edit operation, but the diffenece between x and either i or j is at least p. An
important observation is that according to the Periodicity Unity Lemma, there is no more
than one such possible LMCF from each side of x (left and right).

Consequently, our algorithm finds the, possibly, single “far” LMCF from each side of x
and figures out how it should be modified after D has changed.

Another useful property of the “far” LMCF’s is that even if the edit operation cuts them
- they are still at least of size p in the updated D. That property enables the use of the
Singular Extention Lemma to check how far they extend in the modified D.

The final observation to be made in dealing with the “far” LMCF’s is that checking p+1
matches after (or before) x is enought. If a mismatch was found - that’s as far as the LMCF
can extend (Singular Extention Lemma). If the p first letters after x match, that means that
there were “far” LMCFs from both sides of x, and that after the edit operation, they overlap
within an interval greater than p. That makes them the same LMCF due to the Periodicity
Unity Lemma. At that point the algorithm will stop checking symbol by symbol. Rather,
it will combine the two “far” LMCF’s.

Handling the close LMCF’s is done in straightforward way - using AllLMCF on the
small interval in wich “close” LMCF’s can be found. It is easy to observe that they must be
a substring of S[1..p]3.
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The algorithm, witout any modifications, accually answers a slighly different question
from the one asked. It finds the LCF of the dynamic string D and some infinite period
of the first p letters of S. if S is in size |D| + p, the questions are equivalent. Any other
size of S will bring into play the issue mentioned in the note that follows the proof of the
two lemmas in Subsection 6.1. For simplicity’s sake we presented the algorithm with the
assumption of the appropriate length of S. However, a slight adjustment, that can be done
without changing the time complexity, can solve this problem. Every time we add to T an
LMCF larger than n− p , wich can only happen twice in a single change, we should check if
it is an actual factor of S and fix it if its not. This can be done by locating the first instance
in S of the new LMCF and use its known size to detect if it is accually a factor. If it is not
- then the starting index of S in the LMCF and its length can be used to deduce the way it
should be partitioned, in O(1) time.

7.2 Complexity
Lines 2 and 3 are standard priority queue searches. Since the size of the LMCF collection
is bounded by n, they take O(log logn) time.
The loop in line 5 repeats at most p times. The operations in every repeat are a constant
amount of symbol comparison or priority queue manipulations, for a total of O(p+
loglogn).
Line 6 is also a priority queue manipulation.
Line 7 requires a few priority queue manipulations. There are no more than O(p) LMCF’s
starting at that area so the total time complexity is O(p log logn).
Line 8 uses AllLMCF on two inputs of size O(p). that has O(p) time complexity. Adding
the O(p) new LMCF’s to the priority queue takes time O(p log logn).
Line 9 makes a constant amount of balanced tree searches and additions for a total of
O(log logn).
Every change or addition causes a percolation up of the changes in the maximum LMCF
length in the subtree. In a balanced search tree, this is O(log logn) time per change.

Total Query Time: O(p log logn).

8 Conclusions

We have presented a tool - the LMCF - that enables efficient solutions to two variants of the
dynamic longest common factor problem. In both variants we have a static string S and a
dynamic string D. For the decremental case, i.e. where symbols of D are substituted by a
new symbol not in the alphabet, the update time is O(log logn), and for the case where S
is periodic with period p, the update time is O(p log logn). In both cases the preprocessing
is linear.

Our algorithm is designed for strings over a constant-sized alphabet. However, with a
O(n logn) pre-sorting of the strings, and converting to the alphabet {1, ..., n}, the same
algorithms will apply.

An open question is to extend this result to a fully dynamic case, that is, to propose a
data structure that allows subsequent edit operations on one or both of the strings S and D
for a general S, and reports the LCF after each operation in an efficient time complexity. Of
course the ultimate challenge is a fully dynamic suffix tree algorithm. That problem seems
hard. In the meanwhile it is important to consider dynamic versions of specific pattern
matching problems. We believe that the LMCF idea can prove useful in other dynamic
string algorithms as well.
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Abstract
It is known that the length of the longest substring palindromes (LSPals) of a given string T
of length n can be computed in O(n) time by Manacher’s algorithm [J. ACM ’75]. In this
paper, we consider the problem of finding the LSPal after the string is edited. We present an
algorithm that uses O(n) time and space for preprocessing, and answers the length of the LSPals
in O(log(min{σ, logn})) time after single character substitution, insertion, or deletion, where σ
denotes the number of distinct characters appearing in T . We also propose an algorithm that
uses O(n) time and space for preprocessing, and answers the length of the LSPals in O(`+ logn)
time, after an existing substring in T is replaced by a string of arbitrary length `.
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1 Introduction

Palindromes are strings that read the same forward and backward. The problems of finding
palindromes or palindrome-like structures in a given string are fundamental tasks in string
processing, and thus have been extensively studied (e.g., see [2, 14, 8, 12, 16, 11, 15, 6] and
references therein).

One of the earliest problems regarding palindromes is the longest substring palindrome
(LSPal) problem, which asks to find (the length) of the longest palindromes that appear in a
given string. This problem dates back to 1970’s [13], and since then it has been popular as a
good algorithmic exercise. Observe that the longest substring palindrome is also a maximal
(non-extensible) palindrome in the string, whose center is an integer position if its length
is odd, or a half-integer position if its length is even. Since one can compute the maximal
palindromes for all such centers in O(n2) total time by naïve character comparisons, the
LSPal problem can also be easily solved in O(n2) time.
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Manacher [13] gave an elegant O(n)-time solution to the LSPal problem. Manacher’s
algorithm uses symmetry of palindromes and character equality comparisons only, and
therefore works in O(n) time for any alphabet. It was pointed out in [2] that Manacher’s
algorithm actually computes all the maximal palindromes in the string. In case where the
input string is drawn from a constant size alphabet or an integer alphabet of size polynomial
in n, there is an alternative suffix tree [19] based algorithm which takes O(n) time [9]. This
algorithm also computes all maximal palindromes.

There is a simple O(n)-space data structure representing all of these computed maximal
palindromes; simply store their lengths in an array of length 2n− 1 together with the input
string T . However, this data structure is apparently not flexible for string edits, since even
a single character substitution, insertion, or deletion can significantly break palindromic
structures of the string. Indeed, Ω(n2) substring palindromes and Ω(n) maximal palindromes
can be affected by a single edit operation (E.g., consider to replace the middle character
of string an with another character b). Hence, an intriguing question is whether there
exists a space-efficient data structure for the input string T which can quickly answer the
following query: What is the length of the longest substring palindrome(s), if single character
substitution, insertion, or deletion is performed? We call this as a 1-ELSPal query.

In this paper, we present an algorithm which uses O(n) time and space for preprocessing
and O(log(min{σ, logn})) time for 1-ELSPal queries, where σ is the number of distinct
characters appearing in T . We also consider a more general variant of 1-ELSPal queries,
where an existing substring in the input string T can be replaced with a string of arbitrary
length `, called an `-ELSPal queries. We present an algorithm which uses O(n) time and
space for preprocessing and O(`+ logn) time for `-ELSPal queries. Our results are valid for
string of length n over an integer alphabet of size polynomial in n. All bounds in this paper
are in the worst case unless otherwise stated.

Related work
This line of research was recently initiated by Amir et al. [1] for the longest common factor
(LCF) of two strings. For two strings S and T of length at most n, they proposed a data
structure of O(n log3 n) space which answers in O(log3 n) time the length of the LCF of S
and the string T ′ obtained by a single character edit operation on T . Their data structure
can be constructed in O(n log4 n) expected time.

2 Preliminaries

Let Σ be the alphabet. An element of Σ∗ is called a string. The length of a string T is
denoted by |T |. The empty string ε is a string of length 0, namely, |ε| = 0. For a string
T = xyz, x, y and z are called a prefix, substring, and suffix of T , respectively. For two
strings X and Y , let lcp(X,Y ) denote the length of the longest common prefix of X and Y .

For a string T and an integer 1 ≤ i ≤ |T |, T [i] denotes the i-th character of T , and for
two integers 1 ≤ i ≤ j ≤ |T |, T [i..j] denotes the substring of T that begins at position i and
ends at position j. For convenience, let T [i..j] = ε when i > j. An integer p ≥ 1 is said to
be a period of a string T iff T [i] = T [i+ p] for all 1 ≤ i ≤ |T | − p.

The run length (RL) factorization of a string T is a sequence f1, . . . , fm of maximal runs
of the same characters such that T = f1 · · · fm (namely, each RL factor fj is a repetition of
the same character aj with aj 6= aj+1). For each position 1 ≤ i ≤ n in T , let RLFBeg(i) and
RLFEnd(i) denote the beginning and ending positions of the RL factor that contains the
position i, respectively. One can easily compute in O(n) time the RL factorization of string
T of length n together with RLFBeg(i) and RLFEnd(i) for all positions 1 ≤ i ≤ n.
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Let TR denote the reversed string of T , i.e., TR = T [|T |] · · ·T [1]. A string T is called a
palindrome if T = TR. For any non-empty substring palindrome T [i..j] in T , i+j

2 is called its
center. It is clear that for each center q = 1, 1.5, . . . , n− 0.5, n, we can identify the maximal
palindrome T [i..j] whose center is q (namely, q = i+j

2 ). Thus, there are exactly 2n − 1
maximal palindromes in a string of length n.

Let PrePals(T ) and SufPals(T ) denote the sets of prefix palindromes and suffix palin-
dromes of T , respectively. A non-empty substring palindrome T [i..j] is said to be a maximal
palindrome of T if T [i − 1] 6= T [j + 1], i = 1, or j = |T |. Clearly, prefix palindromes and
suffix palindromes of T are maximal palindromes of T .

A rightward longest common extension (rightward LCE) query on a string T is to compute
lcp(T [i..|T |], T [j..|T |]) for given two positions 1 ≤ i 6= j ≤ |T |. Similarly, a leftward LCE
query is to compute lcp(T [1..i]R, T [1..j]R). We denote by RightLCET (i, j) and LeftLCET (i, j)
rightward and leftward LCE queries for positions 1 ≤ i 6= j ≤ |T |, respectively. An outward
LCE query is, given two positions 1 ≤ i < j ≤ |T |, to compute lcp((T [1..i])R

, T [j..|T |]). We
denote by OutLCET (i, j) an outward LCE query for positions i < j in the string T .

Manacher [13] showed an elegant online algorithm which computes all maximal palin-
dromes of a given string T of length n in O(n) time. An alternative offline approach is to
use outward LCE queries for 2n − 1 pairs of positions in T . Using the suffix tree [19] for
string T$TR# enhanced with a lowest common ancestor data structure [10, 17, 3], where $
and # are special characters which do not appear in T , each outward LCE query can be
answered in O(1) time. For any integer alphabet of size polynomial in n, preprocessing for
this approach takes O(n) time and space [5, 9]. LetM be an array of length 2n− 1 storing
the lengths of maximal palindromes in increasing order of centers. For convenience, we allow
the index forM to be an integer or a half-integer from 1 to n, so thatM[i] stores the length
of the maximal palindrome of T centered at i.

A palindromic substring P of a string T is called a longest substring palindrome (LSPal)
if there are no palindromic substrings of T which are longer than P . Since any LSPal of T is
always a maximal palindrome of T , we can find all LSPals and their lengths in O(n) time.

In this paper, we consider the three standard edit operations, i.e., insertion, deletion, and
substitution of a character in the input string T of length n. Let T ′ denote the string after
one of the above edit position was performed at a given position. A 1-edit longest substring
palindrome query (1-ELSPal query) is to answer (the length of) a longest palindromic
substring of T ′. In the next section, we will present an O(n)-time and space preprocessing
scheme such that subsequent 1-ELSPal queries can be answered in O(log(min{σ, logn}))
time. For any integer ` ≥ 0, an `-block edit longest substring palindrome query (`-ELSPal
query), which is a generalization of the 1-ELSPal query, asks (the length of) a longest
palindromic substring of T ′′, where T ′′ denotes the string after an interval (substring) of T
is replaced by a string of length `. In the following section, we will propose an O(n)-time
and space preprocessing scheme such that subsequent `-ELSPal queries can be answered in
O(`+logn) time. We remark that in both problems string edits are only given as queries, i.e.,
we do not explicitly rewrite the original string T into T ′ nor T ′′ and T remains unchanged
for further queries.

3 Algorithm for 1-ELSPal

In this section, we will show the following result:

I Theorem 1. There is an algorithm for the 1-ELSPal problem which uses O(n) time and
space for preprocessing, and answers each query in O(log(min{σ, logn})) time for single
character substitution and insertion, and in O(1) time for single character deletion.
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3.1 Periodic structures of maximal palindromes
Let T be a string of length n. For each 1 ≤ i ≤ n, let MaxPalEndT (i) denote the set
of maximal palindromes of T that end at position i. Let Si = s1, . . . , sk be the sequence
of lengths of maximal palindromes in MaxPalEndT (i) sorted in increasing order, where
k = |MaxPalEndT (i)|. Let dj be the progression difference for sj , i.e., dj = sj+1 − sj for
1 ≤ j < k. We use the following lemma which is based on periodic properties of maximal
palindromes ending at the same position.

I Lemma 2.
(i) For any 1 ≤ j < k, dj+1 ≥ dj.
(ii) For any 1 < j < k, if dj+1 6= dj, then dj+1 ≥ dj + dj−1.
(iii) Si can be represented by O(log i) arithmetic progressions, where each arithmetic progres-

sion is a tuple 〈s, d, t〉 representing the sequence s, s+ d, . . . , s+ (t− 1)d with common
difference d.

(iv) If t ≥ 2, then the common difference d is a period of every maximal palindrome which
end at position i in T and whose length belongs to the arithmetic progression 〈s, d, t〉.

Each arithmetic progression 〈s, d, t〉 is called a group of maximal palindromes. Similar
arguments hold for the set MaxPalBegT (i) of maximal palindromes of T that begin at
position i.

To prove Lemma 2, we use arguments from the literature [2, 7, 14]. Let us for now
consider any string W of length m. In what follows we will focus on suffix palindromes in
SufPals(W ) and discuss their useful properties. We remark that symmetric arguments hold
for prefix palindromes in PrePals(W ) as well. Let S′ = s′1, . . . , s

′
k′ be the sequence of lengths

of suffix palindromes of S′ sorted in increasing order, where k′ = |SufPals(W )|. Let d′j be
the progression difference for s′j , i.e., d′j = s′j+1 − s′j for 1 ≤ j < k′. Then, the following
results are known:

I Lemma 3 ([2, 7, 14]).
(A) For any 1 ≤ j′ < k′, d′j′+1 ≥ d′j′ .
(B) For any 1 < j′ < k′, if d′j′+1 6= d′j′ , then d′j′+1 ≥ d′j′ + d′j′−1.
(C) S′ can be represented by O(logm) arithmetic progressions, where each arithmetic pro-

gression is a tuple 〈s′, d′, t′〉 representing the sequence s′, s′ + d′, . . . , s′ + (t′ − 1)d′ of
lengths of t′ suffix palindromes with common difference d′.

(D) If t′ ≥ 2, then the common difference d′ is a period of every suffix palindrome of W
whose length belongs to the arithmetic progression 〈s′, d′, t′〉.

The set of suffix palindromes ofW whose lengths belong to the same arithmetic progression
〈s′, d′, t′〉 is also called a group of suffix palindromes. Clearly, every suffix palindrome in the
same group has period d′, and this periodicity will play a central role in our algorithms.

We are ready to prove Lemma 2.

Proof. It is clear that MaxPalEndT (i) ⊆ SufPals(T [1..i]), namely,

MaxPalEndT (i) = {s′ ∈ SufPals(T [1..i]) | T [i− s′] 6= T [i+ 1], i− s′ = 1, or i = n}.

The case where i = n is trivial, and hence in what follows suppose that i < n. Let
c = T [i + 1], and for a group 〈s′, d′, t′〉 of suffix palindromes let a = T [i − s′] and b =
T [i − s′ − (t′ − 1)d′], namely, a (resp. b) is the character that immediately precedes the
shortest (resp. longest) palindrome in the group (notice that a = b when t′ = 1). Then, it
follows from Lemma 3 (D) that s′, s′+d′, . . . , s′+ (t′− 2)d′ ∈ MaxPalEndT (i) iff a 6= c. Also,
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s′ + (t′ − 1)d′ ∈ MaxPalEndT (i) iff b 6= c. Therefore, for each group of suffix palindromes of
T [1..i], there are only four possible cases: (1) all members of the group are in MaxPalEndT (i),
(2) all members but the longest one are in MaxPalEndT (i), (3) only the longest member is
in MaxPalEndT (i), or (4) none of the members is in MaxPalEndT (i).

Now, it immediately follows from Lemma 3 that (i) dj+1 ≥ dj for 1 ≤ j < k and (ii)
dj+1 ≥ dj + dj−1 holds for 1 < j < k. Properties (iii) and (iv) also follow from the above
arguments and Lemma 3. J

For all 1 ≤ i ≤ n we can compute MaxPalEndT (i) and MaxPalBegT (i) in total O(n)
time: After computing all maximal palindromes of T in O(n) time, we can bucket sort all
the maximal palindromes with their ending positions and with their beginning positions in
O(n) time each.

3.2 Algorithm for substitutions
In what follows, we will present our algorithm to compute the length of the LSPals after
single character substitution. Our algorithm can also return the occurrence of an LSPal.

Let i be any position in the string T of length n and let c = T [i]. Also, let T ′ =
T [1..i − 1]c′T [i + 1..n], i.e., T ′ is the string obtained by substituting character c′ for the
original character c = T [i] at position i. To compute the length of the LSPals of T ′, it suffices
to consider maximal palindromes of T ′. Those maximal palindromes of T ′ will be computed
from the maximal palindromes of T .

The following observation shows that some maximal palindromes of T remain unchanged
after character substitution at position i.

I Observation 4 (Unchanged maximal palindromes after single character substitution). For
any position 1 ≤ j < i, MaxPalEndT ′(j) = MaxPalEndT (j). For any position i < j ≤ n,
MaxPalBegT ′(j) = MaxPalBegT (j).

By Observation 4, for each position i (1 ≤ i ≤ n) of T , we precompute the largest element
of

⋃
1≤j<i MaxPalEndT (j) and that of

⋃
i<j≤n MaxPalBegT (j), and store the larger one in

the ith position of an array U of length n. U [i] is a candidate for the solution after the
substitution at position i. For each position i,

⋃
1≤j<i MaxPalEndT (j) contains the lengths of

all maximal palindromes which end to the left of i, and
⋃

i<j≤n MaxPalBegT (j) contains the
lengths of all maximal palindromes which begin to the right of i. Thus, by simply scanning
MaxPalEndT (j) for increasing j = 1, . . . , n and MaxPalBegT (j) for decreasing j = n, . . . , 1,
we can compute U [i] for every position 1 ≤ i ≤ n. Since there are only 2n − 1 maximal
palindromes in string T , it takes O(n) time to compute the whole array U .

Next, we consider maximal palindromes of the original string T whose lengths are extended
in the edited string T ′. As above, let i be the position where a new character c′ is substituted
for the original character c = T [i]. In what follows, let σ denote the number of distinct
characters appearing in T .

I Observation 5 (Extended maximal palindromes after single character substitution). For any
s ∈ MaxPalEndT (i − 1), the corresponding maximal palindrome T [i − s..i − 1] centered at
2i−s−1

2 gets extended in T ′ iff T [i− s− 1] = c′. Similarly, for any p ∈ MaxPalBegT (i+ 1),
the corresponding maximal palindrome T [i+ 1..i+ p] centered at 2i+p+1

2 gets extended in T ′
iff T [i+ p+ 1] = c′.

I Lemma 6. Let T be a string of length n over an integer alphabet of size polynomial in
n. It is possible to preprocess T in O(n) time and space so that later we can compute in
O(log(min{σ, logn})) time the length of the longest maximal palindromes in T ′ that are
extended after substitution of a character.
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bbaabaabaacaabaabaaaaacaabab
i

b

b

c

b

Figure 1 Example for Lemma 6, with string bbaabaabaacaabaabaaaaacaabab where the character
a at position i = 20 is to be substituted. There are four maximal palindromes ending at position 19,
whose lengths are represented by two groups 〈2, 3, 3〉 and 〈17, 9, 1〉. For the first group, c precedes
the longest maximal palindrome and b precedes all the other maximal palindromes. The second
group contains only one maximal palindrome and b precedes it. The largest extended lengths are 21
for b, and 14 for c. Thus we have Ei = [(b, 21), (c, 14), (ĉ, 17)], where 17 is the length of the longest
maximal palindrome ending at position 19 in the original string.

Proof. By Observation 5, we consider maximal palindromes corresponding to
MaxPalEndT (i − 1). Those corresponding to MaxPalBegT (i + 1) can be treated similarly.
Let 〈s, d, t〉 be an arithmetic progression representing a group of maximal palindromes in
MaxPalEndT (i− 1). Let us assume that the group contains more than 1 member (i.e., t ≥ 2)
and that i−s ≥ 2, since the case where t = 1 or i−s = 1 is easier to deal with. Let Pj denote
the jth shortest member of the group, i.e., P1 = T [i−s..i−1] and Pt = T [i−s−(t−1)d..i−1].
Then, it follows from Lemma 2 (iv) that if a is the character immediately preceding the
occurrence of P1 (i.e., a = T [i− s− 1]), then a also immediately precedes the occurrences of
P2, . . . , Pt−1. Hence, by Observation 5, Pj (2 ≤ j < t) gets extended in the edited text T ′ iff
c′ = a. Similarly, Pt gets extended iff c′ = b, where b is the character immediately preceding
the occurrence of Pt. For each 1 ≤ j ≤ t the final length of the extended maximal palindrome
can be computed in O(1) time by a single outward LCE query OutLCE(i−s−(j−1)d−2, i+1).
Let P ′j denote the extended maximal palindrome for each 1 ≤ j ≤ t.

The above arguments suggest that for each group of maximal palindromes, there are
at most two distinct characters that can extend those palindromes after single character
substitution. For each position i in T , let Σi denote the set of characters which can extend
maximal palindromes w.r.t. MaxPalEndT (i− 1) after character substitution at position i.
It now follows from Lemma 2 and from the above arguments that |Σi| = O(min{σ, log i}).
Also, when any character in Σ \ Σi is given for character substitution at position i, then no
maximal palindromes w.r.t. MaxPalEndT (i− 1) are extended.

For each maximal palindrome P of T , let (i, c, l) be a tuple such that i is the ending
position of P , and l is the length of the extended maximal palindrome P ′ after the immediately
following character T [i+1] is substituted for the character c = T [i−|P |−1] which immediately
precedes the occurrence of P in T . We then radix-sort the tuples (i, c, l) for all maximal
palindromes in T as 3-digit numbers. This can be done in O(n) time since T is over an
integer alphabet of size polynomial in n. Then, for each position i, we compute the maximum
value lc for each character c. Since we have sorted the tuples (i, c, l), this can also be done in
total O(n) time for all positions and characters. See Figure 1 for a concrete example.

Let ĉ be a special character which represents any character in Σ \Σi (if Σ \Σi 6= ∅). Since
no maximal palindromes w.r.t. MaxPalEndT (i− 1) are extended by ĉ, we associate ĉ with
the length `ĉ of the longest maximal palindrome w.r.t. MaxPalEndT (i− 1). We assume that
ĉ is lexicographically larger than any characters in Σi. For each position i we store pairs
(c, lc) in an array Ei of size |Σi|+ 1 = O(min{σ, log i}) in lexicographical order of c. Then,
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given a character c′ to substitute for the character at position i (1 ≤ i ≤ n), we can binary
search Ei for (c′, lc′) in O(log(min{σ, logn})) time. If c′ is not found in the array, then we
take the pair (ĉ, lĉ) from the last entry of Ei. We remark that

∑n
i=1 |Ei| = O(n) since there

are 2n− 1 maximal palindromes in T and for each of them at most two distinct characters
contribute to

∑n
i=1 |Ei|. J

Finally, we consider maximal palindromes of the original string T whose lengths are
shortened in the edited string T ′ after substituting a character c′ for the original character
at position i.

I Observation 7 (Shortened maximal palindromes after single character substitution). A
maximal palindrome T [b..e] of T gets shortened in T ′ iff b ≤ i ≤ e, T [b + e − i] 6= c′, and
i 6= b+e

2 .

I Lemma 8. It is possible to preprocess a string T of length n in O(n) time and space so
that later we can compute in O(1) time the length of the longest maximal palindromes of T ′
that are shortened after substitution of a character.

Proof. Let S be an array of length n such that S[i] stores the length of the longest maximal
palindrome that is shortened by the character substitution at position i. To compute S,
we preprocess T by scanning it from left to right. Suppose that we have computed S[i].
By Observation 7, we have that S[i] = 2(i − b+e+1

2 ) where T [b..e] is the longest maximal
palindrome of T satisfying the conditions of Observation 7. In other words, T [b..e] is the
maximal palindrome of T of which the center b+e

2 is the smallest possible under the conditions.
For any position i < i′ ≤ e, we have that S[i′] = S[i]. For the next position e + 1, we

can compute S[e+ 1] in amortized O(1) time by simply scanning the arrayM from position
b+e+1

2 to the right until finding the first (i.e., leftmost) entry ofM which stores the length
of a maximal palindrome whose ending position is at least e+ 1. Hence, we can compute S
in O(n) total time and space. J

Remark that maximal palindromes of T which do not satisfy the conditions of Observa-
tions 5 and 7 are also unchanged in T ′.The following lemma summarizes this subsection:

I Lemma 9. Let T be a string of length n over an integer alphabet of size polynomial in
n. It is possible to preprocess T of length n in O(n) time and space so that later we can
compute in O(log(min{σ, logn})) time the length of the LSPals of the edited string T ′ after
substitution of a character.

3.3 Algorithm for deletions
Suppose the character at position i is deleted from the string T , and let T ′i denote the
resulting string, namely T ′i = T [1..i− 1]T [i+ 1..n]. Now the RL factorization of T comes
into play: Observe that for any 1 ≤ i ≤ n, T ′i = T ′RLFBeg(i) = T ′RLFEnd(i). Thus, it suffices
for us to consider only the boundaries of the RL factors for T .

It is easy to see that an analogue of Observation 4 for unchanged maximal palindromes
holds, as follows.

I Observation 10 (Unchanged maximal palindromes after single character deletion). For
any position 1 ≤ j < RLFEnd(i), MaxPalEndT ′(j) = MaxPalEndT (j). For any position
RLFBeg(i) < j ≤ n, MaxPalBegT ′(j) = MaxPalBegT (j).

CPM 2018
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abcaaaabaaaaaacbb

i RLFEnd(i)

abcaaaabaaaaacbb

Figure 2 Example for Observation 10. The maximal palindrome aaaabaaaa do not change if the
character a at position i is deleted. The result is the same if the character a at position RLFEnd(i)
is deleted.

abcaaaabaaaaacbb

i RLFEnd(i)

abcaaaabaaaacbb

Figure 3 Example for Observation 11. The maximal palindrome aaaabaaaa gets extended to
bcaaaabaaaacb if the character a at position i is deleted. The result is the same if the character a
at position RLFEnd(i) is deleted.

accaaaaabaaaaaccb

i RLFEnd(i)

accaaaaabaaaaccb

Figure 4 Example for Observation 12. The maximal palindrome ccaaaaabaaaaacc gets shortened
to aaaabaaaa if the character a at position i is deleted. The result is the same if the character a at
position RLFEnd(i) is deleted.

See Figure 2 for a concrete example of Observation 10.
By the above observation, we can compute the lengths of the longest unchanged maximal

palindromes for the boundaries of all RL factors in O(n) time, in a similar way to the case
of substitution.

Clearly the new character at position RLFEnd(i) in the string T ′ after deletion is
always T [RLFEnd(i) + 1], and a similar argument holds for RLFBeg(i). Thus, we have the
following observation for extended maximal palindromes after deletion, which is an analogue
of Observation 5.

I Observation 11 (Extended maximal palindromes after single character deletion). For any
s ∈ MaxPalEndT (RLFEnd(i)− 1), the corresponding maximal palindrome T [RLFEnd(i)−
s..RLFEnd(i)−1] centered at 2RLFEnd(i)−s−1

2 gets extended in T ′ iff T [RLFEnd(i)−s−1] =
T [RLFEnd(i) + 1]. Similarly, for any p ∈ MaxPalBegT (RLFBeg(i) + 1), the correspond-
ing maximal palindrome T [RLFBeg(i) + 1..RLFBeg(i) + p] centered at 2RLFBeg(i)+p+1

2 gets
extended in T ′ iff T [RLFBeg(i) + p+ 1] = T [RLFBeg(i)− 1].

See Figure 3 for a concrete example for Observation 11.
Since the new characters that come from the left and the right of each deleted position

are always unique, for each RLFEnd(i) and RLFBeg(i), the longest maximal palindrome
that gets extended after deletion is also unique. Overall, we can precompute their lengths for
all positions 1 ≤ i ≤ n in O(n) total time by using O(n) outward LCE queries in the original
string T .

Next, we consider those maximal palindromes which get shortened after single character
deletion. We have the following observation which is analogue to Observation 7.

I Observation 12 (Shortened maximal palindromes after deletion). A maximal palindrome
T [b..e] of T gets shortened in T ′ iff b ≤ RLFBeg(i) and RLFEnd(i) ≤ e.

See Figure 4 for a concrete example for Observation 12.
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By Observation 12, we can precompute the length of the longest maximal palindrome
after deleting the characters at the beginning and ending positions of each RL factors in
O(n) total time, using an analogous way to Lemma 8.

Summing up all the above discussions, we obtain the following lemma:

I Lemma 13. It is possible to preprocess a string T of length n in O(n) time and space so
that later we can compute in O(1) time the length of the LSPals of the edited string T ′ after
deletion of a character.

3.4 Algorithm for insertion
Consider to insert a new character c′ between the ith and (i+ 1)th positions in T , and let
T ′ = T [1..i]c′T [i+ 1..n]. If c′ 6= T [i] and c′ 6= T [i+ 1], we can find the length of the LSPals in
T ′ in a similar way to substitution. Otherwise (if c′ = T [i] or c′ = T [i+ 1]), then we can find
the length of the LSPals in T ′ in a similar way to deletion since c′ is merged to an adjacent
RL factor. Thus, we have the following.

I Lemma 14. Let T be a string of length n over an integer alphabet of size polynomial in n.
It is possible to preprocess in O(n) time and space string T so that later we can compute in
O(log(min{σ, logn})) time the length of the LSPals of the edited string T ′ after insertion of
a character.

3.5 Hashing
By using hashing instead of binary searches on arrays, the following corollary is immediately
obtained from Theorem 1.

I Corollary 15. There is an algorithm for the 1-ELSPal problem which uses O(n) expected
time and O(n) space for preprocessing, and answers each query in O(1) time for single
character substitution, insertion, and deletion.

4 Algorithm for `-ELSPal

In this section, we consider the `-ELSPal problem where an existing block of length `′ in the
string T is replaced with a new block of length `. This generalizes substitution when `′ > 0
and ` > 0, insertion when `′ = 0 and ` > 0, and deletion when `′ > 0 and ` = 0.

This section presents the following result:

I Theorem 16. There is an O(n)-time and space preprocessing for the `-ELSPal problem
such that each query can be answered in O(`+ logn) time, where ` denotes the length of the
block after edit.

Note that the time complexity for our algorithm is independent of the length `′ of the original
block to edit. Also, the length ` of a new block can be arbitrary.

Consider to substitute a substring X of length ` for the substring T [ib..ie] beginning at
position ib and ending at position ie, where ie − ib + 1 = `′ and X 6= T [ib..ie]. Let T ′′ =
T [1..ib−1]XT [ie +1..n] be the string after edit. For ease of explanation, we assume that there
exist two positions j1 < j2 in X such that j1 is the smallest position with T [ib +j1−1] 6= X[j1]
and j2 is the greatest position with T [ie−`+j2] 6= X[j2]. The other cases (e.g., X or T [ib..ie]
is the empty string, j1 and j2 do not exist, or j1 = j2) can be treated similarly. Given the
above assumption, we can restrict ourselves to the case where the first and last characters
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accbaabaabaabaabaabaabaabaabccc

α

γ

β

Figure 5 Example for Lemma 19, where Y = accbaabaabaabaabaaba and Z = abaabaabccc.
Here we have α = 8, β = 2, and γ = 10.

of T [ib..ie] differ from those of X: Otherwise, then let pb = lcp(T [ib..ie], X) = j1 − 1 and
pe = lcp((T [ib..ie])R

, XR) = `− j2. We can compute pb and pe in O(`− ˆ̀+ 1) time by naïve
character comparisons, where ˆ̀= `− pb − pe = j2 − j1 + 1. Then, the above `-ELSPal query
reduces to an ˆ̀-ELSPal query with edited string T [1..ib + pb]X[pb + 1..`− pe]T [ie − pe..n].

We have the following observation for those of maximal palindromes in T whose lengths
do not change, which is a generalization of Observation 4.

I Observation 17 (Unchanged maximal palindromes after block edit). For any position 1 ≤ j <
ib, MaxPalEndT ′′(j) = MaxPalEndT (j). For any position ie < j ≤ n, MaxPalBegT ′′(j) =
MaxPalBegT (j).

Hence, we can use the same O(n)-time preprocessing and O(1) queries as the 1-ELSPal
problem: When we consider substitution for an existing block T [ib..ie], we take the length of
the longest maximal palindrome ending before ib and that of the longest maximal palindrome
beginning after ie as candidates for a solution to the `-ELSPal query.

Next, we consider the maximal palindromes of T that get extended after block edit.

I Observation 18 (Extended maximal palindromes after block edit). For any s ∈
MaxPalEndT (ib−1), the corresponding maximal palindrome T [ib−s..ib−1] centered at 2ib−s−1

2
gets extended in T ′′ iff OutLCET ′′(ib−s−1, ib) ≥ 1. Similarly, for any p ∈ MaxPalBegT (ie+1),
the corresponding maximal palindrome T [ie + 1..ie + p] centered at 2ie+p+1

2 gets extended in
T ′′ iff OutLCET ′′(ie, ie + p+ 1) ≥ 1.

It follows from Observation 18 that it suffices to compute outward LCE queries efficiently
for all maximal palindromes which end at position ib − 1 or begin at position ie + 1 in the
edited string T ′′. However, there can be Ω(n) maximal palindromes beginning or ending at
each position of a string of length n. Yet, we can compute the length of the longest maximal
palindromes that get extended after edit using periodic structures of maximal palindromes.

Let 〈s, d, t〉 be an arithmetic progression representing a group of maximal palindromes
ending at position ib − 1. For each 1 ≤ j ≤ t, let sj denote the jth shortest element for
〈s, d, t〉, namely, sj = s+ (j − 1)d. For simplicity, let Y = T [1..ib − 1] and Z = XT [ie + 1..n].
Let Ext(sj) denote the length of the maximal palindrome that is obtained by extending sj

in Y Z.

I Lemma 19. Let α = lcp((Y [1..|Y | − s1])R
, Z) and β = lcp((Y [1..|Y | − st])R

, Z). If there
exists sh ∈ 〈s, d, t〉 such that sh + α = st + β, then let γ = lcp((Y [1..|Y | − sh])R

, Z). Then,
for any sj ∈ 〈s, d, t〉 \ {sh}, Ext(sj) = sj + 2 min{α, β + (t − j)d}. Also, if sh exists, then
Ext(sh) = sh + 2γ ≥ Ext(sj) for any j 6= h.

See Figure 5 for a concrete example of Lemma 19.
Lemma 19 can be proven immediately from Lemma 12 of [14]. However, for the sake of

completeness we here provide a proof. We use the following known result:
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Figure 6 Illustration for the proof of Lemma 19, where a1 = s, a2 = s+t1d, and a3 = s+(t1+t2)d.

I Lemma 20 ([14]). For any string Y and {sj | sj ∈ 〈s, d, t〉} ⊆ SufPals(Y ), there exist
palindromes u, v and a non-negative integer k, such that (uv)t+k−1u is a suffix of Y , |uv| = d

and |(uv)ku| = s.

Now we are ready to prove Lemma 19 (see also Figure 6).

Proof. Let us consider Ext(sj), such that sj ∈ 〈s, d, t〉. By Lemma 20, Y [|Y | − s1 − (t −
1)d+ 1] = (uv)t+k−1u, where |uv| = d and |(uv)ku| = s.

Let x be the largest integer such that (Y [|Y | − x+ 1..|Y |])R has a period |uv|. Namely,
(Y [|Y | − x+ 1..|Y |])R is the longest prefix of Y R that has a period |uv|. Then x is given as
x = lcp(Y R, (Y [1..|Y | − d])R + d. Let y be largest integer such that (uv)y/d is a prefix of Z.
Then y is given as y = lcp(Y R, Z).

Let el = |Y | − x+ 1 and er = |Y |+ y. Then, clearly string T ′′[el..er] has a period d. We
divide 〈s, d, t〉 into three disjoint subsets as

〈s, d, t〉 = 〈s, d, t1〉 ∪ 〈s+ t1d, d, t2〉 ∪ 〈s+ (t1 + t2)d, d, t3〉,

such that
|Y | − el − sj + 1 > er − |Y | for any sj ∈ 〈s, d, t1〉,
|Y | − el − sj + 1 = er − |Y | for any sj ∈ 〈s+ t1d, d, t2〉,
|Y | − el − sj + 1 < er − |Y | for any sj ∈ 〈s+ (t1 + t2)d, d, t3〉,
and t1 + t2 + t3 = t.

Then, for any sj in the first sub-group 〈s, d, t1〉, Ext(sj) = sj +2(er−|Y |) = sj +2y. Also,
for any sj in the third sub-group 〈s+ (t1 + t2)d, d, t3〉, Ext(sj) = sj + 2(|Y | − el − sj + 1) =
sj + 2(x− sj). Now let us consider sj ∈ 〈a2, d, t2〉, in which case sj = sh (see the statement
of Lemma 19). Note that 0 ≤ t2 ≤ 1, and here we consider the interesting case where
t2 = 1. Since the palindrome sh can be extended beyond the periodicity w.r.t. uv, we have
Ext(sh) = sh + 2γ, where γ = lcp((Y [1..|Y | − sh])R

, Z).
Additionally, we have that y = lcp(Y R, Z) = lcp((Y [1..|Y | − s1])R

, Z) = α where the sec-
ond equality comes from the periodicity w.r.t. uv, and that x−sj = lcp((Y [1..|Y | − st])R

, Z)+
(t− j)d = β+ (t− j)d. Therefore, for any sj ∈ 〈s, d, t〉, Ext(sj) can be represented as follows:

Ext(sj) =


sj + 2α (α < β + (t− j)d)
sj + 2(β + (t− j)d) (α > β + (t− j)d)
sj + 2γ (α = β + (t− j)d)

This completes the proof. J
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T [1..ib-1] T [ie+1..n]X

s

s+(t-1)d

τ ’

s α

β

Figure 7 Illustration for Lemma 21, where solid arrows represent the matches obtained by naïve
character comparisons, and broken arrows represent those obtained by LCE queries. Here we consider
the case where 0 < τ < `. To compute α, we first perform a leftward LCE query. Here, the LCE
value is less than τ and thus it is α. To compute β, we also perform a leftward LCE query. Here,
the LCE value is at least τ , and thus we perform naïve character comparisons to determine the
remainder of β. Other cases can be treated similarly.

Due to Lemma 19, provided that α, β, and γ (if sh exists) are already computed, then it
is a simple arithmetic to calculate the length of the longest extended maximal palindrome
from 〈s, d, t〉 in T ′′ = Y Z.

I Lemma 21. Let T be a string of length n over an integer alphabet of size polynomially
bounded in n. It is possible to preprocess T in O(n) time and space so that later we can
compute in O(`+ logn) time the length of the longest maximal palindromes of T ′′ that are
extended after replacing an existing block with a new block of length `.

Proof. Let 〈s, d, t〉 be any arithmetic progression representing a group of MaxPalEndT (ib−1),
and α, β, and γ be the lcp values for this group as defined in Lemma 19. Suppose that we have
already processed all groups of shorter maximal palindromes. Let s′ be one of the already
processed maximal palindromes which has the longest extension of length τ (i.e., s′+2τ is the
length of the extended maximal palindrome for s′). See also Figure 7. There are three cases:
(1) If τ = 0, then we compute α by naïve character comparisons between (T [1..ib − s− 1])R

and X. (2) If 0 < τ < `, then we first compute δ = LeftLCET (ib − s − 1, ib − s′ − 1).
(2-a) If δ < τ , then α = δ. (2-b) Otherwise (δ ≥ τ), then we know that α is at least as
large as τ . We then compute the remainder of α by naïve character comparisons. If the
character comparison reaches the end of X, then the remainder of α can be computed by
OutLCET (ib − s − ` − 1, ie + 1). Then we update τ with α. (3) If τ ≥ `, then we can
compute α by LeftLCET (ib − s − 1, ib − s′ − 1), and if this value is at least `, then by
OutLCET (ib − s− `− 1, ie + 1). β and γ (if it exists) can also be computed similarly.

After processing all arithmetic progressions representing the groups for MaxPalEndT (ib−
1), the total number of matching character comparisons is at most ` since each position of
X is involved in at most one matching character comparison. Also, the total number of
mismatching character comparisons is O(logn) since for each arithmetic progression there
are at most three mismatching character comparisons (those for α, β, and γ). The total
number of LCE queries in the original text T is O(logn), each of which can be answered in
O(1) time. Thus, together with Lemma 19, it takes O(`+ logn) time to compute the length
of the longest maximal palindromes of T ′′ that are extended after block edit. J

I Remark. An alternative method to Lemma 21 would be to first build the suffix tree of
T#TR$ enhanced with a dynamic lowest common ancestor data structure [4] using O(n)
time and space [5], and then to update the suffix tree with string T#TR$X#′XR$′ using
Ukkonen’s online algorithm [18], where #′ and $′ are special characters not appearing in T
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T [1..ib-1] T [ie+1..n]X

p1

p2

p3
α3

α1

α2

α 3’

Figure 8 Illustration for Lemma 24, where solid arrows represent the matches obtained by
naïve character comparisons, and broken arrows represent those obtained by LCE queries. Here
are three prefix palindromes of X of length p1, p2, and p3. We compute α1 naïvely. Here, since
p1 +α1 < p2, we compute p2 naïvely. Since p2 +α2 > p3, we compute LeftLCET (ib−1, ib−α2 +α′

3−1).
Here, since its value reached α′

3, we perform naïve character comparison for X[p3 + α′
3 + 1..`] and

(T [1..ib − α′
3 − 1])R. Here, since there was no mismatch, we perform OutLCET (ib− `+ p3− 1, ie + 1)

and finally obtain α3. Other cases can be treated similarly.

nor X. This way, one can answer LCE queries between any position of the original string
T and any position of the new block X in O(1) time. Since we need O(logn) LCE queries,
it takes O(logn) total time for all LCE queries. However, Ukkonen’s algorithm requires
O(` log σ) time to insert X#′XR$′ into the existing suffix tree, where ` = |X|. Thus, this
method requires us O(` log σ + logn) time and thus is slower by a factor of log σ than the
method of Lemma 21.

Finally, we consider the maximal palindromes that get shortened after block edit.

I Observation 22 (Shortened maximal palindromes after block edit). A maximal palindrome
T [b..e] of T gets shortened in T ′′ iff b ≤ ib ≤ e and ib 6= b+e

2 , or b ≤ ie ≤ e and ie 6= b+e
2 .

The difference between Observation 7 and this one is only in that here we need to consider
two positions ib and ie. Hence, we obtain the next lemma using a similar method to Lemma 8:

I Lemma 23. We can preprocess a string T of length n in O(n) time and space so that later
we can compute in O(1) time the length of the longest maximal palindromes of T ′′ that are
shortened after block edit.

Finally, we consider those maximal palindromes whose centers exist in the new block X
of length `. By symmetric arguments to Observation 18, we only need to consider the prefix
palindromes and suffix palindromes of X. Using a similar technique to Lemma 21, we obtain:

I Lemma 24. We can compute the length of the longest maximal palindromes whose centers
are inside X in O(`) time and space.

Proof. First, we compute all maximal palindromes in X in O(`) time. Let p1, . . . , pu be
a sequence of the lengths of the prefix palindromes of X sorted in increasing order. For
each 1 ≤ j ≤ u, let αj = lcp(X[pj + 1..`], (T [1..ib − 1])R), namely, pj + 2αj is the length
of the extended maximal palindrome for each pj . Suppose we have computed αj−1, and
we are to compute αj . See also Figure 8. If pj−1 + αj−1 ≤ pj , then we compute pj by
naïve character comparisons. Otherwise, then let α′j = pj−1 + αj−1 − pj . Then, we can
compute lcp(X[pj + 1..pj + α′j ], (T [1..ib − 1])R) by a leftward LCE query in the original
string T . If this value is less than α′j , then it equals to αj . Otherwise, then we compute
lcp(X[pj + α′j + 1..`], (T [1..ib − 1])R) by naïve character comparisons. The total number of
matching character comparisons is at most ` since each position in X can be involved in
at most one matching character comparison. The total number of mismatching character

CPM 2018



12:14 Longest substring palindrome after edit

comparisons is also `, since there are at most ` prefix palindromes of X and for each of
them there is at most one mismatching character comparison. Hence, it takes O(`) time to
compute the length of the longest maximal palindromes whose centers are inside X. J
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Abstract
The classical Four Russians speedup for computing edit distance (a.k.a. Levenshtein distance),
due to Masek and Paterson [15], involves partitioning the dynamic programming table into k-by-
k square blocks and generating a lookup table in O(ψ2kk2|Σ|2k) time and O(ψ2kk|Σ|2k) space
for block size k, where ψ depends on the cost function (for unit costs ψ = 3) and |Σ| is the size
of the alphabet. We show that the O(ψ2kk2) and O(ψ2kk) factors can be improved to O(k2 lg k)
time and O(k2) space. Thus, we improve the time and space complexity of that aspect compared
to Masek and Paterson [15] and remove the dependence on ψ.

We further show that for certain problems the O(|Σ|2k) factor can also be reduced. Using this
technique, we show a new algorithm for the fundamental problem of one-against-many banded
alignment. In particular, comparing one string of length m to n other strings of length m with
maximum distance d can be performed in O(nm + md2 lg d + nd3) time. When d is reasonably
small, this approaches or meets the current best theoretic result of O(nm + nd2) achieved by
using the best known pairwise algorithm running in O(m + d2) time [17, 22] while potentially
being more practical. It also improves on the standard practical approach which requires O(nmd)
time to iteratively run an O(md) time pairwise banded alignment algorithm.

Regarding pairwise comparison, we extend the classic result of Masek and Paterson [15] which
computes the edit distance between two strings in O(m2/ logm) time to remove the dependence
on ψ even when edits have arbitrary costs from a penalty matrix. Crochemore, Landau, and
Ziv-Ukelson [8] achieved a similar result, also allowing for unrestricted scoring matrices, but
with variable-sized blocks. In practical applications of the Four Russians speedup wherein space
efficiency is important and smaller block sizes k are used (notably k < |Σ|), Kim, Na, Park, and
Sim [13] showed how to remove the dependence on the alphabet size for the unit cost version,
generating a lookup table in O(32k(2k)!k2) time and O(32k(2k)!k) space. Combining their work
with our result yields an improvement to O((2k)!k2 lg k) time and O((2k)!k2) space.
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1 Introduction

Edit distance (a.k.a. Levenshtein distance) is one of the most natural and ubiquitous
measures of similarity between two strings. In the most common variant, unit cost, it counts
the minimum number of edits needed to transform one string into another. Here, we use
the Levenshtein definition of edits which include insertions, deletions, or substitutions of a
single character. However, in some cases edit operations may be assigned differring costs
from a penalty matrix and additional operations (e.g. inversions or transpositions) may be
considered. Computing this distance is a fundamental problem with applications in many
areas such as computation biology, natural language processing, and information theory.

The most well known algorithms use dynamic programming to solve the problem in
O(m2) time where m is the length of the strings. The only improvement to this has been the
Four Russians algorithm [15], running in O(m2/ logm) time. While the conditional hardness
results, such as [3], suggest this is unlikely to be improved further for arbitrary strings even
on small alphabets [5].

The problem of comparing a string against a large set of sequences is of central importance
in domains such as computational biology, information retrieval, and databases. The banded
alignment variant (a.k.a. the d differences approximate string matching problem), in which
we only report the distance when it is at most some parameter d is also highly relevant.
It’s useful in numerous settings wherein we only care about finding small distances or the
maximum distance between any two strings in known to be small. In gene clustering for
example, solving this problem is a key subroutine in many greedy clustering heuristics wherein
we iteratively choose a cluster center and form a cluster by recruiting all strings which are
within some small maximum distance d of the center [6]. With the development of faster
and cheaper DNA sequencing technologies, metagenomic sequencing datasets can contain
over 1 billion sequences [7].

Another area of research surrounding the Four Russians speedup is how to apply it in
practice. While the theoretical result uses a block size of logm, such a large block size is
impractical due the size of the lookup table exceeding hardware constraints. For the unit
cost version, [13] showed how to drastically reduce the required space, especially for large
alphabets, by avoiding redundant string comparisons. We show that our approach can be
combined with theirs to reduce the space (and preprocessing time) requirement even further.

1.1 Related Work
The edit distance problem is extremely well-studied and the following related work is by no
means exhaustive. We focus primarily on the aspects most related to this paper: pairwise
comparison, the Four Russians speedup, and one-against-many comparison. For simplicity,
we describe all results in the context wherein all strings have length exactly equal to m.

The most well-known approach for computing the edit distance between a pair of strings
of length m uses dynamic programming and requires O(m2). This was later improved to
O(m2/ logm) in 1980 using the Four Russians speedup [15, 14] and [8] achieved O(m2/ logm)
for unrestricted scoring matrices. The Four Russians speedup, originally proposed for matrix
multiplication, has been adapted to many problems besides edit distance including: RNA
folding [10], transitive closure of graphs [20], and matrix inversion [4]. On the negative
side, [3] recently showed that no algorithm for edit distance can do better than m2−ε time
unless the Strong Exponential Time Hypothesis (SETH) is false and [5] extended this to
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include strings on a binary alphabet. They accomplished this by reducing a satisfiability
problem to edit distance and showing that a subquadratic algorithm for edit distance implies
a subexponential algorithm for satisfiability. However, if we fix a maximum distance d and
only care about reporting the exact distance when it’s less than d, we call this the banded
alignment problem. This problem has seen improvements to O(md) time [9] and the current
best algorithm takes only O(m+ d2) time [17, 22].

One-against-many edit distance comparison involves comparing a single string to a set
of n other strings. Here, we consider only the banded alignment version of the problem
wherein we seek to find the distance to all strings within maximum distance d. This problem
can be solved in O(nm+ nd2) or O(nmd) time by iteratively applying the pairwise banded
alignment algorithms discussed above. Heuristic approaches may run much faster in practice
by exploiting properties of the input strings such as prefix similarity and storing the set of
strings in a clever data structure such as a trie or BK-tree [9]. However, little theoretical
progress has been made. A popular approach to this problem in the context of spell checkers
employs Levenshtein automata and/or transducers [21, 16, 12]. Assuming d is a fixed constant,
these algorithms run in O(nm) time. However, in practice they consider extremely small
values of d (at most 3 or 4) and their runtime appears to grow exponentially in d. In the
context of gene clustering in computational biology, [6] show that all pairs banded alignment
can be performed in O(n2m) time under the assumption that all strings are extremely
similar. They also use an extension of the Four Russians speedup to one-against-many
banded alignment, but our approach to this problem requires no assumptions on the input
strings.

The Four Russian speedup is well-studied in context of the regular expression membership
problem where the goal is to determine if a particular string matches a given regular
expression. Myers[18] showed that for a regular expression of length P and a string of length
m, the exact regular expression membership problem (no mismatches are allowed) can be
solved in O(mP/ logm) time using the Four Russian speedup compared to the naive O(mP )
runtime. Wu, Manber, and Myers [23] extended this result for approximate regular expression
membership problem where the goal is to check if a string is within an edit distance d from
the given regular expression. They showed that approximate regular expression matching
problem can be solved in O(mP/ logd+2m) time.

Space efficiency is also a major concern in practical applications of the Four Russians
speedup since the entire lookup table must be stored in main memory. Thus, block sizes
as small as k = 4 or 5 may be used. The classical approach for the unit cost variant uses
O(32kk|Σ|2k) space. Kim, Na, Park, and Sim [13] showed how to remove the dependence on
the alphabet size, generating a lookup table in O(32k(2k)!k2) time and O(32k(2k)!k) space.
This offers a significant improvement, for example, when |Σ| = 20 for protein sequences or
|Σ| = 26 for the English language.

1.2 Preliminaries

For simplicity of presentation, we assume all strings have equal length m. However, the
results extend easily to the case where strings have different lengths. We assume the lookup
table is any data structure that can perform lookups and insertions in O(k) time for blocks
which are identified by distinct keys of length O(k).
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Figure 1 Example of classic Four Russians. Left: a single block. Notice that for any input in the
upper left corner, we can sum that value with one path along the edges of the block to recover the
value in the lower right corner. Note that the offset value in the lower right corner may be different
for the row and column vectors overlapping at that cell. In this case, the lower right cell is one more
than its left neighbor and one less than its above neighbor. Right: the full dynamic programming
table divided into sixteen 5 × 5 blocks. Note that the offset values in the example block may not
correspond to the optimal alignment of the two substrings shown since they depend on the global
alignment between the two full length strings.

1.2.1 The classical Four Russians speedup
In the classical Four Russians speedup of edit distance computation due to [15, 14], the
dynamic programming table is broken up into square blocks of size k-by-k as shown in the
right of Fig. 1. These blocks are tiled such that they overlap by one column/row on each
side (for a thorough description see [11]).

The high level idea of the Four Russians speedup is to precompute all possible solutions
to a block function and store them in a lookup table. The block function takes as input the
two substrings to be compared in that block and the first row and column of the block itself
in the dynamic programming table. It outputs the last row and column of the block. We
can see in Figure 1 that given the two strings and the first row and column of the table,
such a function could be applied repeatedly to compute the lower right cell of the table and
therefore, the edit distance.

There are several tricks that reduce the number of inputs to the block function to bound
the time and space requirements of the lookup table. For example, when the edits have unit
cost, the input row and column for each block can be reduced to vectors in {−1, 0, 1}k. These
offset vectors encode only the difference between one cell and the next (see Fig. 1) which is
known to be in in {−1, 0, 1}. It has also been shown that the upper left corner does not need
to be included in the offset vectors. This bounds the number of possible row and column
inputs at 3k each [15]. More generally, when edit costs are derived from a penalty matrix,
the number of row/column inputs is bounded by ψk where ψ is the number of possible offset
values and depends on the penalty matrix.

1.3 Our Contributions
We show a new way to store and query block functions. For a given pair of strings cor-
responding to a k-by-k block in the dynamic programming table, we store an entry in the
lookup table using only O(k2 lg k) time and O(k2) space. We show how to query this entry
in O(k) time. By contrast, the classical approach requires O(ψ2kk2) time and O(ψ2kk) space,
where ψ is the number of possible offset values and depends on the costs of edits, to store a
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lookup entry for a pair of strings since it computes the function for all possible row/column
offset vectors and O(k) time per query. Thus, we improve the time and space complexity of
that aspect by a factor of at least ψ2k/k and remove the dependence on ψ. This result is
stated in Theorem 1.

I Theorem 1. Given two strings corresponding to a k-by-k block, we can store a lookup
entry using O(k2 lg k) time and O(k2) space such that given any values for the first row and
column of the block, we can compute the last row and column of the block in O(k) time.

We demonstrate the power of our technique for block functions by designing an algorithm
for the fundamental problem of one-against-many banded alignment. In particular, comparing
one string of length m to n other strings of length m where we only need to report distances
within a maximum distance threshold d can be performed in O(nm+md2 lg d+ nd3) time.
When d is reasonably small, this improves on the common, naive approach which requires
O(nmd) time to iteratively run an O(md) time pairwise banded alignment algorithm. It also
approaches the best theoretic result of O(nm+nd2) achieved by using the best known pairwise
algorithm running in O(m+ d2) time [17, 22]. We note that the author of [17], describes the
O(m+ d2) time algorithm as “impractical” and “primarily of theoretical interest”. We are
somewhat more optimistic, observing that our algorithm blends neatly with approaches such
as [6] for comparing genetic sequences and as discussed in Section 4.3 can be implemented in
a way that exploits the prefix similarity occurring in practice.

I Theorem 2. Performing banded alignment with maximum distance d between a string of
length m and n other strings also of length m can be done in O(nm+md2 lg d+ nd3) time.

We extend the classic result of [15] which computes the edit distance between two strings
in O(m2/ logm) time to remove the dependence on ψ even when edits have costs derived
from a penalty matrix. Here, the number of entries in the lookup table does not depend on
the penalty matrix. We acknowledge that [8] also achieves the same O(m2/ logm) running
time on unrestricted scoring matrices. However, there are some differences between our
approach and theirs which may make one or the other more advantageous in different settings.
Most notably our approach adheres more closely to the classic Four Russians speedup and
uses a uniform block size which is necessary for our one-against-many algorithm. Uniform
block sizes also allow our technique to be combined easily with the space-efficient approach
in [13] and the gene clustering technique in [6] since both rely on splitting the dynamic
programming table into uniform size blocks. In the case of [6], this is crucial to exploiting the
prefix similarity among highly conserved genomic sequences. On the other hand, the blocks
in [8] vary in size in a clever way to take advantage of the compressibility of the strings being
compared. This yields a faster running time for pairwise comparison of strings with small
entropy, O(hn2/ logn), where h ≤ 1 is the entropy of the text.

I Theorem 3. Given a penalty matrix for edit operations, the edit distance between two
strings can be computed in O(m2/ logm) time.

In practical applications of the Four Russians speedup wherein space efficiency is important
and smaller block sizes k are used (notably k < |Σ|), [13] showed how to remove the
dependence on the alphabet size for the unit cost version, generating a lookup table in
O(32k(2k)!k2) time and O(32k(2k)!k) space. Combining their work with our result yields an
improvement to O((2k)!k2 lg k) time and O((2k)!k2) space.

I Theorem 4. For a block size k, a lookup table can be generated in O((2k)!k2 lg k) time
and O((2k)!k2) space such that we can find the unit cost edit distance between two strings of
length m in O(m2/k) time.
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2 Storing and querying the block function

Here, we consider the crucial subroutine in our algorithms and prove Theorem 1. For a
block size k, we first show how to store a lookup entry for any two strings of length k in
O(k2 lg k) time and O(k2) space. Then, we show how, given two strings of length k and the
first row and column of the block, we can compute the last row and column in O(k) time
by querying the corresponding lookup entry. Notice that in contrast to the classical Four
Russians speedup, the information we precompute and store for a block function is based
only on the two strings being compared. Thus, we avoid having to store an entry for each of
the 32k possible input vectors considered in [15] (For unit costs, they encode rows/columns
as offset vectors in {-1, 0, 1} since the values in adjacent cells differ by at most 1, yielding 3k
possible inputs each for the row and column vectors).

2.1 Notation
We start by defining some notation, illustrated in Figure 2. Let U = {u1, u2, . . . , u2k−1} be an
ordered set of the cells in the first row and column of the block and let V = {v1, v2, . . . , v2k−1}
be an ordered set of the cells in the last row and column of the block. For both sets, the
ordering starts with the upper right corner and ends in the lower left corner. Thus, both
u1 and v1 correspond to the upper right corner, uk corresponds to the upper left corner, vk
corresponds to the lower right corner, and both u2k−1 and v2k−1 correspond to the lower left
corner.

For each pair of cells (u, v), we store the least cost cu,v of any path through the block
from u to v. If no such path exists, we set cu,v =∞ and if u and v correspond to the same
cell, we set cu,v = 0. Note that cu,v is not necessarily based on the optimal alignment within
the entire block. It corresponds to an alignment of the subset of the block with u as the
upper left corner and v as the lower right. Also, recall that this block will be part of a larger
dynamic programming table and the path through the block corresponding to the best global
alignment may not be the same as the path corresponding to the best local alignment within
the block.

We can think of this set of costs as a complete, weighted bipartite graph G = {U, V, U×V }
with weights cu,v on the edges. We also use cu and cv to denote the values stored in the
corresponding cells of the block within the dynamic programming table. When we query a
block function for two strings, the cu values (input row and column) will be given as input
and our goal will be to compute the cv values (output row and column). Thus, if we consider
the values stored in the cells after the full dynamic programing table has been computed, we
have that cv = minu∈U (cu + cu,v).

2.2 Storing lookup entries
For every pair of substrings we wish to query eventually, our lookup table will simply store
the cost cuv for every edge in the graph G defined by comparing those substrings. These
cost values will be stored in a |V | × |U | matrix M with a row for each v ∈ V and a column
for each u ∈ U . Cell Mji will contain cuivj . We now show that computing G and storing M
for any pair of substrings of length k can be done in O(k2 lg k) time.

I Lemma 5. Given a pair of strings of length k, we can compute all cu,v in O(k2 lg k) time.

Proof. Note that each cu,v can be seen as the weight of the shortest path in a grid graph
of dimension k × k. Thus the algorithm of [19] can be applied. That algorithm requires
O(k2 lg k) preprocessing time and can then compute each of the O(k2) cu,v entries in O(lg k)
time. This leads to an overall running time of O(k2 lg k). J
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Figure 2 Illustration of how the dynamic programming table is represented as a bipartite graph
of least cost paths. Left: The dynamic programming table for a block comparing the strings “ACAT”
and “TAGA” with all u, v, cu, and cv labeled. Right: The bipartite graph representation. Note
that this will be a complete, weighted bipartite graph with costs cu,v for all pairs in U × V .

For completeness, we also state the simple fact that the space requirement for an entry is
O(k2).

I Lemma 6. Given a pair of strings of length k, storing the entry requires O(k2) space.

Proof. The proof follows directly from the fact that we are simply storing the edges of a
complete, weighted bipartite graph G = {U, V, U × V } with |U | = |V | = 2k − 1. J

2.3 Querying a block function

Given the two substrings and the input row and column vectors, we now show how to use
our lookup entry matrix M to compute the output row and column (a.k.a all cv for v ∈ V )
in O(k) time.

I Lemma 7. Given the input row and column vectors and the O(k) × O(k) lookup entry
matrix M , we can compute the output row and column in O(k) time using the SMAWK
algorithm [2].

Proof. Let ~w be the vector of all cu values generated from the input row and column vectors.
Scaling each column ofM by the corresponding cell in ~w gives us a new matrixM ′ wherein the
minimum value in each row j is our desired output value cvj = minu∈U (cu+cu,vj ). It is known
that M ′ is totally monotone [1, 19] and thus we can find row minima in O(|U |) = O(k) time
using the classic SMAWK algorithm [2]. Note that we need not explicitly generate M ′ since
the value of any cell we wish to query can be computed fromM and ~w asM ′ji = Mji+ ~wi. J

The proof of Theorem 1 follows from Lemmas 5, 6, and 7.
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2.4 Alternatives to query a block function without SMAWK

While our algorithm for banded alignment in Section 3 uses larger block sizes than the typical
pairwise Four Russians approach, in many cases, the blocks will be small enough for SMAWK
to be inefficient in practice. As such, we introduce a simpler query algorithm here and briefly
discuss the potential for future work to speed up the query function in practice.

This simpler query algorithm achieves a slightly worse asymptotic running time of O(k lg k)
and can be described as follows. Recall that our goal is to find the minimum value of each
row in the totally monotone matrix M ′ with |U | columns and |V | rows. We first find the
minimum value in row |V |/2 and let mincol be the column containing that cell. We then
perform the same operation recursively on two submatrices of M ′. The first submatrix
includes all rows up to |V |/2 and all columns up to (and including) mincol. The second
includes the rows after |V |/2 and columns from mincol to |U |. We do not claim this simpler
algorithm is a novel approach to finding row minima and include it merely to illustrate
possible alternatives to SMAWK.

I Lemma 8. The algorithm described here runs in O(k lg k) time and outputs the correct
result.

Proof. For the running time, note that each recursive call nearly partitions the columns
of M ′ (pairs of submatrices overlap at single columns), resulting in O(|U |) = O(k) time
spent at each level of recursion. Since we split the rows in half at each level, there will be
O(lg |V |) = O(lg k) levels total, giving a final running time of O(k lg k).

The correctness follows directly from the properties of totally monotone matrices also
utilized in the analysis of SMAWK. J

Looking to the future, we note that neither SMAWK nor the algorithm in this section
leverage all of the specific properties of the matrix M ′. For example, M ′ is not an arbitrary
totally monotone matrix. It comes from M , a matrix which we can afford to spend k2 time
preprocessing, scaled by ~w, a vector with the property that adjacent cells differ by at most 1
in the unit cost setting.

3 One-against-many comparison

3.1 Extending the Four Russians approach to banded alignment

For our algorithm for one against many banded alignment, we use the extension to banded
alignment from [6] which simplifies both the analysis and practical implementation. The
extension uses a slightly different block function and way of tiling blocks to cover the relevant
diagonal “band” of the dynamic programming table. The blocks now overlap on a square of
size d+ 1 at the upper left and lower right corners. We will call these overlapping regions
overlap squares. The block function still takes as input the two substrings to be compared.
The set U contains only the first row and column of the the upper left overlap square and
V contains only the first row and column of the lower right overlap square as well as the
difference between the upper left corners of the two overlap squares.

Thus, we can move directly from one block to the next, storing a sum of the differences
between the upper left corners. In this case, reaching the final lower right cell of the table
requires an additional O(d2) operation to fill in the last overlap square, but this adds only a
negligible factor to the running time.
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Figure 3 Example of our approach to the Four Russians speedup. Left: a block for maximum
edit distance d = 2. The output δ represents the offset from the upper left corner of one block to
the upper left corner of the next block. Note that we only need to consider a diagonal band of the
block itself. Right: using these blocks to cover the diagonal band of the dynamic programming
table in the context of banded alignment.

3.2 Our algorithm
We start with some notation and definitions. For a string s, let si,i+k be a length k

substring starting at index i of s. We define two types of block comparisons, identities and
differences, based on the strings being compared. An identity comparison is between the
substring si,i+k and another substring that is identical to one of the substrings sj,j+k for
j ∈ {i − d, i − d + 1, . . . , i, . . . , i + d}. All other comparisons are difference comparisons.
In other words, identity comparisons between two strings will come from long common
subsequences between the two strings. Difference comparisons will come from the locations
where an edit occurs. Note that we can stop comparing two strings once we’ve encountered
more than d differences among their prefixes. Let S be a set of strings and let p be the single
string we wish to compare to all strings in S.

The algorithm can be summarized as follows. We first compute and store lookup entries for
all possible identity comparisons for each block in p. We then perform pairwise comparisons
between p and each string in S. A pairwise comparison is computed as follows. For each
block, we first query the lookup table using the corresponding substrings. If we find an
entry (similarity comparison), we query it as described in Section 2. Otherwise (difference
comparison), we perform standard banded alignment on the two strings with the first row
and column of the table initialized to the values of the input row and column of the block.
If at any time during a pairwise comparison the distance accumulated exceeds d, then we
immediately halt and move on to the next pair.

We divide the analysis into three parts: the time to compute and store the lookup table,
the time to query the lookup table during pairwise comparison, and the time to compute the
block function for difference comparisons.

I Lemma 9. The time to compute and store the lookup table for all block identity comparisons
in a single string p of length m and max distance d is O(md2 lg d).

Proof. Let the block size k = 2d. Then p will be divided into m/d − 1 blocks. For any
given block, let pi,i+k be the substring of p corresponding to that block. Then, for every
j ∈ {i− d, i− d+ 1, . . . , i, . . . , i+ d}, we need to store the comparison between pi,i+k and
pj,j+k. We need not compare pi,i+k to any substrings outside this range since that would
imply an alignment of distance greater than d. Thus, for each block we need to store lookups
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for at most 2d+ 1 = O(d) different identity comparisons. Computing the lookup entry for
each comparison takes O(k2 lg k) = O(d2 lg d) time by Theorem 1. Putting it all together,
we have O(m/d · d · d2 lg d) = O(md2 lg d). J

I Lemma 10. Excluding the time to compute block functions for difference comparisons, the
time to compare a string p of length m to n other strings using the precomputed lookup table
is O(nm).

Proof. Each pairwise comparison involves computing m/d− 1 block functions. If a block
corresponds to an identity comparison querying the block function takes O(k) = O(d) time
by Theorem 1. Otherwise, if it’s a difference comparison block, the only time will come from
checking the lookup table which we’ve assumed takes O(d) time. It follows that the running
time for each pairwise comparison is O(m) and comparing p to all n strings requires O(nm)
time. J

I Lemma 11. The time needed to compute block functions for difference comparisons between
p and all n other strings is O(nd3).

Proof. Notice that each edit is present in at most two overlapping blocks. It follows that
for a given pair of strings, the number of block queries corresponding to differences can be
at most 2(d+ 1) = O(d) since we will halt a comparison if the distance ever reaches d+ 1
or more. Thus, the running time to compute the full dynamic programming for difference
blocks for all n pairwise comparisons is O(n · d · d2) = O(nd3). J

The proof of Theorem 2 follows from combining Lemmas 9, 10, and 11.

4 Extensions and applications

In this section, we briefly show how the results of Section 2 can be applied to other settings
in which the Four Russians speedup is used for computing string edit distance.

4.1 Comparing two arbitrary strings with a penalty matrix
As with the classical Four Russians, when the alphabet size is constant, we can choose the
block length k to be an appropriate logarithmic function of the string length m such that
the lookup table can be computed efficiently. For an alphabet Σ, there are |Σ|2k pairs of
string of length k. By Theorem 1, each pair requires O(k2 lg k) time to compute the lookup
entry regardless of the costs of the edits. Thus, the preprocessing for k = (log|Σ|m)/2 takes
O(m log2m log logm) time. Since the total number of blocks in the dynamic programming
table is O(m2/k2) and computing each block function from the lookup table takes O(k)
time by Theorem 1, the running time to compute the distance using the lookup table is
O(m2/ logm). This completes the proof of Theorem 3.

4.2 Improved space-efficiency
The approach in Section 2 can be combined with the work of [13] to achieve the improved
time and space bound in Theorem 4 for computing the lookup table. Notice that Theorem 1
gives a time and space bound for each pair of substrings for which we need to compute
a block function. Specifically, each pair of strings contributes O(k2 lg k) time and O(k2)
space. As a complement, [13] showed how to encode strings in such a way that we reduce the
number of redundant string comparisons. There, the number of strings compared is reduced
to O((2k)!). Theorem 4 follows from these simple observations.
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4.3 Exploiting prefix similarity in one-against-many comparison
Since the one-against-many banded alignment algorithm in Section 3 uses the same extension
to banded alignment as [6], it can be combined with other techniques from that paper. In
particular, they divide all of the strings in the database S into blocks and store the blocks in
a trie-like data structure. This allows them to exploit prefix similarity of the strings of S and
further improve the running time in practice. Additionally, that uses lazy computation, the
technique of computing and storing the lookup table on-the-fly rather than precomputing it
to heuristically avoid comparing substrings which don’t actually appear in the dataset. In
the context of Theorem 2, that could potentially reduce the md3 factor.

5 Conclusion and future directions

In this paper, we provided an approach to storing and querying block functions in the
Four Russians speedup for edit distance computation using less time and space than the
original method. We demonstrated how this approach can lead to an algorithm for the
one-against-many banded alignment problem. Finally, we showed how our approach can
easily be combined with prior work to gain additional improvements such as space-efficiency.

The problems of comparing two similar strings and one-against-many comparison of
highly similar strings have applications in variety of domains. For example, searching a query
sequence against the database of multiple sequence within a certain similarity threshold is
one of the basic tasks in designing database management systems. In the case of document
plagiarism detection, the task is to compare two documents which are assumed to be highly
similar to each other. In the case of computational biology, sequence similarity detection is a
ubiquitous task in most analysis. Although there have been efficient algorithms proposed in
literature, they are not very easy or practical to implement on a routine basis. Our algorithm
may bridge this gap and be easier to implement while yielding similar theoretical bounds.

There are many questions and potential future directions following this work. One natural
question is whether the techniques in this paper can be applied to other problems yielding a
Four Russians speedup. In many cases, such as boolean matrix multiplication, the answer is
no. However, problems more closely related to edit distance may yield some improvement.
Regarding the specific problems in this paper, the O(nd3) term in the one-against-many
result can likely be improved to O(nd2) to match [17] and doing so using practical techniques
would be a nice addition to this work. Similarly, improving the constant factors in the
query by using a more specialized algorithm than SMAWK (even an asymptotically worse
algorithm) could enhance the practical applications of our approach. On the hardness side,
which of these results are tight?
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A short swap switches two elements with at most one element caught between them. Sorting per-
mutation by short swaps asks to find a shortest short swap sequence to transform a permutation
into another. A short swap can eliminate at most three inversions. It is still open for whether a
permutation can be sorted by short swaps each of which can eliminate three inversions. In this
paper, we present a polynomial time algorithm to solve the problem, which can decide whether
a permutation can be sorted by short swaps each of which can eliminate 3 inversions in O(n)
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14:2 Can a permutation be sorted by best short swaps?

1 Introduction

A short swap on a permutation represents an operation which switches two elements with at
most one element caught between them in the permutation. Sorting by short swaps asks
to find a shortest sequence of short swaps which can transform a given permutation into
another. This problem was first proposed by Heath and Vergara, who also proposed an
approximation algorithm which can achieve a performance ratio 2 for this problem [9].

Short swap can be thought of as a kind of rearrangement operations on permutations,
where a rearrangement has been being used to account for the gene order variations in a
genome [3], and can be formalized as some basic operations such as reversal, translocation,
and transposition [15]. Sorting permutation by rearrangements can be used to trace the
evolutionary path between genomes [14], and plays important roles in computational biology
and bioinformatics [13][8].

A short swap can be thought of as a two or three element consecutive subsequence
reversal on a permutation [9]. Sorting a signed permutation by reversals was introduced
by Bafna and Pevzner[1]. Hannenhalli and Pevzner proposed a polynomial time algorithm
for this problem [8]. Other algorithmic progresses can be looked up in [11][6][7]. Sorting
unsigned permutation by reversals turns to be NP-hard [4]. Thus people have been engaging
in designing approximation algorithms for this problem [16][12][2].

Moreover, a short swap can be thought of as a swap of length 2 to 3 on a permutation.
Jerrum has shown that minimum sorting by swaps can be solved in polynomial time [10].
The complexity of sorting by short swaps remains open up to now. Heath and Vergara
proposed an upper bound (n

2

4 ) +O(n logn) for the minimum number of short swaps to sort
an n-element permutation [9]. Feng et. al. improved the bound to ( 3

16 )n2 +O(n logn) later
[5].

In fact, the time complexity of deciding whether a permutation can be sorted by short
swaps which eliminate three inversions, is still open. In this paper, we present a sufficient
and necessary condition for a permutation to be sorted by short swaps which eliminate three
inversions, based on which, we can propose an algorithm to recognize a permutation which
can be sorted by short swaps which eliminate three inversions in O(n) time, and if so, sort
the permutation by short swaps to eliminate three inversions, in O(n2) time.

In the 2-approximation algorithm for sorting by short swaps [9], Heath and Vergara
proposed to use an element vector to indicate how long a distance the element is from that
element position it aims to be moved to, and showed that a short swap can cause two element
vector’s length sum to decrease by at most 4. Thus a so-called best cancellation refers to a
short swap which can cause two element vector’s length sum to decrease by 4. Heath and
Vergara also presented an O(n2) algorithm to decide whether a permutation can be sorted
by best cancellations. In this paper, we further propose a sufficient and necessary condition
for a permutation to be sorted by best cancellations. Based on this observation, we propose
an algorithm to recognize a permutation which can be sorted by best cancellations in O(n)
time, and if so, sort the permutation by best cancellations, in O(n2) time.

2 Preliminaries

Let π = [π1, π2, ..., πn] be a permutation of {1, 2, ..., n}. A swap on π switches πi with πj ,
where πi and πj are two elements in π. The swap is short, if there is at most one element
between πi and πj in π. Let ρ be an arbitrary swap on π. We denote by π · ρ the permutation
ρ transforms π into. For example, let ρ be a swap which switches 7 with 4 in π = [5, 3, 1, 7,
6, 4, 2]. Then π · ρ = [5, 3, 1, 4, 6, 7, 2]. The problem of sorting a permutation by short
swaps can be formulated as follows.
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Instance: A permutation π
Solution: A sequence of short swaps ρ1, ρ2, ..., ρk, such that π · ρ1 · ρ2, ..., · ρk = [1, 2, ...,
n] and k is minimized.

As usually used, let ι denote the identity permutation [1, 2, ..., n]. The minimum number
of short swaps which transform π into ι is referred to as the short swap distance of π, and
denoted by sw3(π).

2.1 Happy permutation
An inversion in π refers to a pair of elements that are not in their correct relative order.
Formally, the pair composed of πi and πj is an inversion of πi and πj in π, if i < j and
πi > πj . Let invπ be the set of inversions in π. A short swap ρ is said to eliminate |invπ|
− |invπ·ρ| inversions (of π), if |invπ| ≥ |invπ·ρ|, and add |invπ·ρ| − |invπ| inversions (of π)
otherwise.

A short swap can eliminate at most 3 inversions of π. If π 6= ι, at least 1 inversion of
two adjacent elements occurs in π, which can be eliminated by a short swap. Thus the short
swap distance of π can be bounded by,

I Lemma 1. d |invπ|3 e ≤ sw3(π)≤ |invπ|

Proof. See Theorem 3 in [9]. J

Due to Lemma 1, a short swap is referred to as best (resp. worst), if it can eliminate (resp.
add) 3 inversions of π. A permutation, say π is referred to as happy, if sw3(π) = |invπ|

3 . A
permutation is happy, if and only if it can be transformed into ι by none other than best
short swaps.

A consecutive sub sequence π[x→ y] ≡ [πx, ..., πy] of π is referred to as an independent
sub-permutation (abbr. ISP) in π, if for 1 ≤ l < x ≤ i ≤ y < h ≤ n, πl < πi < πh. An ISP
is referred to as minimal, if none of its sub sequence, other than itself, is an ISP. A minimal
ISP in π is abbreviated as an MISP. Since no inversion happens between two distinct ISPs,
it suffices to pay attention to sorting an MISP by best short swaps.

For an element πi in π, we refer to the integer interval [i, πi] as the vector of πi in π
and denote it as vπ(πi), where |vπ(πi)| = |πi − i| is referred to as the length of vπ(πi). The
element vector length indicates the difference between the element index and its correct
index. The element πi is referred to as vector-right, if πi− i > 0; vector-left, if πi− i < 0; and
vector-zero, if πi − i = 0. An MISP is isolated, if it contains just one element. An isolated
MISP must admit one and only one vector-zero element. Let π[x→ y] be an arbitrary MISP.
If π[x→ y] is not isolated, then πx must be vector-right, and πy vector-left.

2.2 Lucky permutation
Let Vπ = {vπ(πi) | 1 ≤ i ≤ n}. We denote by L(Vπ) the length sum of all those vectors in
Vπ. A short swap always involves two element vectors. An element can be caused by one
short swap to change its vector’s length by at most 2. Thus a short swap can cause L(Vπ) to
decrease by at most 4. If π 6= ι, Heath et. al. have shown in [9] that it can always find two
elements in π and a sequence of short swaps to switch them, such that if switching the two
elements uses m short swaps which transform π into π′, then L(Vπ) − L(Vπ′) ≥ 2m. This
leads to another short swap distance bound of π, which can be described as,

I Lemma 2. L(Vπ)
4 ≤ sw3(π) ≤ L(Vπ)

2

Proof. See Theorem 10 in [9]. J

A permutation π is referred to as lucky, if sw3(π) = L(Vπ)
4 .
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3 How to recognize a happy permutation

We denote by ρ〈i, j〉 (i < j) a swap on π, which switches πi with πj . If ρ〈i, j〉 is short, then
i+ 1 ≤ j ≤ i+ 2. The short swap ρ〈i, j〉 affects an ISP in π, if at least one of πi, πi+1, πj
occurs in the ISP. The short swap ρ〈i, j〉 acts on an ISP, if all of πi, πi+1 πj occur in the
ISP. To check if a permutation is happy, we present a sufficient and necessary condition for a
short swap to be worst. A best or worst short swap must switch two elements with another
element caught between them. Thus ρ〈i, i+ 2〉 will usually be used to represent a best or
worst short swap.

I Lemma 3. A short swap, say ρ〈i, i+ 2〉 on π is worst, if and only if πi < πi+1 < πi+2.

Let π[x→ y] be an ISP in π. If a short swap ρ〈i, j〉 which acts on π[x→ y] transforms π
into π′, then π′[x→ y] must be an ISP in π′.

I Lemma 4. If a worst short swap acts on an MISP, it must transform the MISP into an
ISP which remains an MISP.

For an arbitrary ISP π[x→ y] in π, an element πj in π[x→ y] is referred to as position-
odd, if j − x is zero or even; position-even, otherwise. An ISP is referred to as sorted if no
inversion occurs in the ISP; unsorted, otherwise. An ISP π[x → y] in π is referred to as
happy, if it can be transformed into ι[x→ y] by none other than best short swaps. By the
following theorem, we present a sufficient and necessary condition for an MISP to be happy.

I Theorem 5. An unsorted MISP is happy if and only if, (1) an element in the MISP is
vector-zero if it is position-even; not vector-zero otherwise; and (2) for any two vector-left
(resp. vector-right) elements, say πi, πj in the MISP, if i > j, then πi > πj.

To prove Theorem 5, let’s start with a couple of lemmas. Although in Theorem 5, those two
properties are mentioned for an MISP to meet, it cannot refuse an ISP in π to meet those
two properties. Thus an ISP is said to meet the Theorem-5 property (1), if all position-even
elements are vector-zero, while all position-odd elements in the ISP are not; and said to meet
the Theorem-5 property (2), if all those vector-left as well as vector-right elements increase
monotonously. To show Theorem 5, we insist to show that a worst short swap can always
transform a sorted ISP or an ISP which meets those two Theorem-5 properties into an ISP
which meets those two Theorem-5 properties. This asks to observe on if a worst short swap
acts on an ISP which meets those two Theorem-5 properties, and transform it into an MISP,
whether this MISP meets those two Theorem-5 properties. No matter how many MISPs a
short swap affects, we always treat those MISPs a short swap affects as an ISP.

I Lemma 6. If a worst short swap acts on an ISP which meets those two Theorem-5 properties,
it must transform the ISP into an ISP which meets those two Theorem-5 properties.

If the ISP the worst short swap acts on is an MISP, Lemma 6 can be redescribed as:

I Corollary 7. If a worst short swap acts on an MISP with those two Theorem-5 properties,
it must transform the MISP into an MISP with those two Theorem-5 properties.

I Lemma 8. A short swap cannot be worst, if it affects just two MISPs each of which is
isolated or meets those two Theorem-5 properties.

I Lemma 9. If a worst short swap affects three MISPs, each of which is isolated or meets
those two Theorem-5 properties, it must transform the ISP which consists only these three
MISPs into an MISP with those two Theorem-5 properties.
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Proof. Let ρ〈i,i+ 2〉 be a worst short swap which affects three MISPs in π, each of which
is isolated or meets those two Theorem-5 properties. Then πi < πi+1 < πi+2. That MISP
caught between the other two MISPs in π must be isolated. Thus without loss of generality,
let π[x→ i], [i+ 1] and π[i+ 2→ y] be those three MISPs ρ〈i,i+ 2〉 affects. Let π′ = π ·
ρ〈i,i+ 2〉.

Proof for π′[x → y] to be an MISP. Note that π′i = πi+2, π′i+2 = πi and π′j = πj for j 6=
i and j 6= i+ 2. We show that if π′[x1 → y1] is an MISP with x ≤ x1 ≤ y1 ≤ y, then x
= x1 and y = y1.
Otherwise, let on one hand, x 6= x1. (1) If x < x1 < i + 1, then in π′[x → x1 − 1], an
arbitrary element is less than an arbitrary element in π′[x1 → y]. Since π[x → x1 − 1]
= π′[x→ x1 − 1], π[x→ x1 − 1] must be an ISP. The assumption for π[x→ i] to be an
MISP is contracted. (2) If i+ 2 < x1 ≤ y, it can follow (1) to show that π[i+ 2→ x1 − 1]
must be an ISP. The assumption for π[i+ 2→ y] to be an MISP is contracted. (3) If x1
= i+ 1 or x1 = i+ 2, then π′[x1 → y1] cannot be an MISP because π′i > π′i+1 > π′i+2.
That is the proof for x = x1. For the same reason, y = y1.

Proof for π′[x → y] to meet those two Theorem-5 properties. Since [i + 1] is isolated,
πi+1 = i+ 1, and for x ≤ l ≤ i and i+ 2 ≤ h ≤ y, πl < πi+1 < πh.

(1) If π[x→ i] and π[i+ 2→ y] are both isolated, then i = x and y = i+ 2, and π′[x→ y]
= [i+ 2, i+ 1, i] meets those two Theorem-5 properties trivially.

(2) If one of π[x→ i] and π[i+ 2→ y] is isolated, then i = x and y 6= i + 2 or i 6= x and y
= i + 2. We only focus on the former subcase, where i = x and y 6= i + 2, to present
the proof. In this subcase, πi = π′i+2 = i < i + 2, πi+1 = π′i+1 = i + 1, which means
π′i+1 is vector-zero and π′i+2 vector-left. Since π[i+ 2→ y] is not isolated, π′i and πi+2
are vector-right. All position-odd (resp. position-even) elements in π[i+ 2→ y] remain
position-odd and not vector-zero (resp. position-even and vector-zero) in π′[x→ y].
The proof for π′[x→ y] to meet Theorem-5 property (1), is done.
The vector-zero element πi in π[x → y] turns into the vector-left element π′i+2 in
π′[x → y], and all elements in π[i + 2 → y] turn into elements in π′[x → y] in the
the same relative order as they are in π[i + 2 → y]. Thus to show that π′[x → y]
meets Theorem-5, it suffices to show that π′i+2 is the leftmost vector-left element in
π′[x→ y], and less than any other vector-left element in π′[x→ y]. Of course this is
true, because π′i is vector-right, π′i+1 is vector-zero and π′i+2 = πi < πi+1 < πh for h
> i + 1. The proof for π′[x→ y] to meet Theorem-5 property (2), is done.

(3) If none of π[x→ i] and π[i+ 2→ y] is isolated, then i 6= x and y 6= i + 2. By Lemma
6, to make sure for π′[x→ y] to meet those two Theorem-5 properties, it suffices to
show that π[x → y] meets those two Theorem-5 properties.
Since π[x→ i] and π[i+ 2→ y] meet Theorem-5 property (2), and πl < πi+1 < πh for
x ≤ l ≤ i and i+ 2 ≤ h ≤ y, π[x→ y] meets the Theorem-5 property (2).
Since π[x→ i] meets the Theorem-5 property (1), i−x is even. Then, (1)the vector-zero
element πi+1 is position-even in π[x→ y]; (2)each position-odd (resp. position-even)
element in π[x→ i] and π[i+ 2→ y], remains position-odd (resp. position-even) in
π[x→ y]. This implies that π[x→ y] meets the Theorem-5 property (1). J

The proof of Theorem 5 can be given by Corollary 7 and Lemma 8, 9.

Proof. Only if: Let π[x→ y] be an unsorted and happy MISP, which can be transformed
into ι[x → y] by m best short swaps, say ρ1, ρ2, ..., ρm. Then (π · ρ1 · ρ2 ... ρm−1 ·
ρm)[x→ y] = ι[x→ y]. Let πk[x→ y] = (ι · ρm · ρm−1 ... ρm+2−k · ρm+1−k)[x→ y] for
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1 ≤ k ≤ m. Then πm[x→ y] = π[x→ y]. By induction for k, we show every unsorted
MISP in πk[x→ y] meets those two Theorem-5 properties.

(1) Without loss of generality, let ρm = ρ〈i, i+ 2〉(1 ≤ i ≤ n − 2). Then ρ〈i, i+ 2〉 must
be a worst short swap which acts on ι. It follows that π1[x → y] = (ι · ρm)[x → y]
= [x, x+ 1, ..., i− 1, i+ 2, i+ 1, i, i+ 3, ..., y], where [x], ..., [i− 1], [i+ 3], ..., [y]
are isolated MISPs and [i+ 2, i+ 1, i] is an unsorted MISP, which meets those two
Theorem-5 properties trivially.

(2) By inductive assumption, let all unsorted MISPs in πk−1[x → y] meet those two
Theorem-5 properties. Assume again ρm+1−k = ρ〈i,i + 2〉(x ≤ i ≤ y − 2) with
πk[x→ y] = (πk−1 · ρ 〈i,i+ 2〉)[x→ y]. Note that ρ〈i, i+ 2〉 must be a worst short
swap which acts on πk−1[x→ y]. By Lemma 8, ρ〈i, i+ 2〉 cannot affect two MISPs.
By Corollary 7 and Lemma 9, all unsorted MISPs in πk[x→ y] must meet those two
Theorem-5 properties.

If: Let π[x→ y] be an MISP in π which meets those two Theorem-5 properties. The proof
for π[x→ y] to be happy, is to show that one can find a best short swap which can act
on π[x→ y] and transform it into an ISP in which each MISP either is isolated or meets
those two Theorem-5 properties.

Identify a best short swap: Let πi be the biggest element in π[x→ y]. Then ρ〈i,i+ 2〉 can
be shown to be a best short swap which acts on π[x→ y]. The proof can be stated as:

(1) Since π[x→ y] meets those two Theorem-5 properties and πi is the biggest in π[x→ y],
πi must be vector-right and position-odd in π[x→ y] and no vector-right element can
occur on the right side of πi, which implies πi+1 is position-even and equal to i + 1.

(2) Then πi ≥ i + 2 follows from that πi is vector-right, πi+2 ≤ i follows from that no
vector-right element can occur on the right side of πi. Thus πi > πi+1 > πi+2.

Let π′[x→ y] = (π · ρ〈i, i+ 2〉)[x→ y]. We devote to show that all unsorted MISPs in
π′[x→ y] must meet those two Theorem-5 properties.

The proof to meet the Theorem-5 property (2): Since πi ≥ i+ 2 is vector-right, πi+2 ≤ i

is vector-left, π′i = πi+2 ≤ i is either vector-zero or vector-left, π′i+2 = πi ≥ i+ 2 is either
vector-zero or vector-right. This indicates that no vector-left (resp. vector-right) element
in π[x→ y] can turn into vector-right (resp. vector-left) in π′[x→ y]. Moreover, no two
vector-left (resp. vector-right) elements in π[x→ y] can occur in π′[x→ y] in the other
order than they are in π[x→ y]. It follows that all unsorted MISPs in π′[x→ y] meet
the Theorem-5 property (2).

The proof to meet the Theorem-5 property (1): All position-even elements in π′[x→ y]
are vector-zero because ρ〈i, i + 2〉 switches only πi with πi+2. The first element in an
unsorted MISP in π′[x→ y] must be vector-right, then must be position-odd in π′[x→ y].
Thus to make sure for all unsorted MISPs in π′[x→ y] to meet the Theorem-5 property
(1), it suffices to show that for all π′j in π′[x→ y], if π′j is position-odd and vector-zero,
then [π′j ] is an isolated MISP. Since π[x→ y] meets the Theorem-5 property (1), only π′i
and π′i+2 can be position-odd and vector-zero in π′[x→ y].
If π′i+2 is vector-zero, [π′i+2] must be an isolated MISP, because π′i+2 is the biggest element
in π′[x→ y].
If π′i is vector-zero, it must be the smallest in π′[i→ y]. The reason is, (1)since π[x→ y]
meets the Theorem-5 property (1) and πi+2 = i, an element in π[i→ y] is bigger than
πi+2 = π′i, if it is position-even in π[x → y]; (2)since π[x → y] meets the Theorem-5
property (2) and πi+2 is vector-left, an element in π[i+ 3→ y] is bigger than πi+2 = π′i,
if it is vector-left in π[x→ y]; (3)πi is the unique vector-right element in π[i→ y] and
bigger than πi+2 = π′i. It follows that [π′i] is an isolated MISP. J
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Algorithm 1: How to recognize a happy permutation.
Algorithm Happy permutation
Input: A permutation π.
Output: The best short swap sequence ρ if π is happy; no, otherwise.
1 lb ← 0; rb ← 0; x ← 1; b ← 0;
2 For i from 1 to n do
3 if (i > b) then x ← i; (an MISP starts with πx)
4 if (i− x mod 2 = 1 and πi = i) then i ← i+ 1; (πi is position-even, vector-zero.)
5 if (i− x mod 2 = 0 and πi < i and πi > lb)
6 then lb ← πi; i ← i+ 1; (πi is position-odd, vector-left.)
7 if (i− x mod 2 = 0 and πi > i and πi > rb)
8 then rb ← πi; i ← i+ 1; b ← πi; (πi is position-odd, vector-right.)
9 if (i = x and πi = i) then b ← πi, i ← i+ 1; ([πi] is isolated.)
10 else return no;
11 end for
12 Return Sort(π);

In fact, an MISP in π can be recognized by,

I Lemma 10. An MISP in π starts with πi, if and only if i = 1 or for 1 ≤ j ≤ i− 1, i >
πj.

To decide if π is happy, it suffices to check if all MISPs in π, if unsorted, meet those two
Theorem-5 properties.

An element in an MISP can be decided to be position-odd or position-even by the first
element index of the MISP and its index. Then an MISP can be decided to meet the
Theorem-5 property (1) by the value of |πi − i| for all πi in this MISP.

An element in π can be decided to be vector-right, vector-left or vector-zero by the value
of πi − i. To check if all unsorted MISPs in π meet the Theorem-5 property (2), it suffices
to check if π meets the Theorem-5 property (2). Fortunately, π can be decided to meet
the Theorem-5 property (2) by checking if all those vector-left (resp. vector-right) elements
increase monotonously in the order from π1 to πn.

We present an algorithm to recognize and sort a happy permutation π in Algorithm
1. If π is happy, the algorithm returns a best short swap sequence which can transform π

into ι by invoking a subroutine named as Sort(π); returns no, otherwise. In the algorithm
description, we use the integer parameter lb (resp. rb) to maintain the biggest vector-left
(resp. vector-right) element in π[1 → i− 1], b the biggest element in π[1 → i− 1], x the
starting index of the MISP in which πi is an element.

Running the algorithm from Step 1 to Step 11 can decide if π is happy or not. This can
take O(n) time, where n is the number of elements in π. Later, let π be happy. We present
on how to find a sequence of best short swaps to transform π into ι. To identify a best short
swap which switches πi with πi+2, it suffices to record the integer i. Thus in Sort(π), we will
employ a linear integer array ρ[1 ∼ X] to maintain the best short swap sequence to sort π,
where X ≤ n(n−1)

6 , ρ[j] indicates to switch πρ[j] with πρ[j]+2.
The rightmost vector-right element in π must be the rightmost vector-right element in an

MISP in π. Let πi be the rightmost vector-right element in π. Then it follows the proof of
the Theorem 5 sufficient condition that the short swap which switches πi with πi+2 is best.
By Theorem 5 again, this operation must transform π into a happy permutation. Thus the
trick for finding the rightmost vector-right element in π to identify a best short swap can be
done repeatedly until π is transformed into ι. The algorithm Sort(π) is depicted in Figure 2.
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Algorithm 2: How to sort a happy permutation.
Algorithm Sort(π)
1 x ← 0;
2 while π 6= ι

3 find the rightmost vector-right element πi;
4 while πi > i

5 ρ[x] ← i; π ← π · ρ[x]; x ← x + 1;
6 i ← i+ 2;
7 end while
8 end while
9 Return ρ.

A rightmost vector-right element, say πi, remains rightmost and vector-right in the
permutation the short swap which switches πi with πi+2 transforms π into, until it turns
into vector-zero. So it takes O(n) time to find all the rightmost vector-right elements. On
the other hand, each best short swap can eliminate 3 inversions, the total inversion number
is O(n2). Thus the time complexity of Sort(π) is O(n2). It follows that the time complexity
of recognizing a happy permutation is O(n2).

4 How to recognize a lucky permutation

A short swap on π is referred to as a best cancellation, if it cause L(Vπ) to decrease by
4 [9]. The permutation π is referred to as lucky, if it can be transformed into ι by none
other than best cancellations. A short swap is referred to as a promising cancellation (resp.
promising addition), if it switches two adjacent elements in π and causes L(Vπ) to decrease
(resp. increase) by 2.

An ISP π[x → y] is referred to as sub-lucky, if it can be transformed into ι[x → y] by
none other than promising cancellations. To check if a permutation is lucky, we set about to
check if an ISP is sub-lucky. This asks us to observe what kind of a short swap is a promising
addition or cancellation.

I Lemma 11. The short swap ρ〈i, i+ 1〉 on π is a promising addition, if and only if πi ≤ i

and πi+1 ≥ i+ 1.

Following Lemma 11, a promising cancellation can be identified by,

I Corollary 12. The short swap ρ〈i, i+ 1〉 on π is a promising cancellation, if and only if
πi ≥ i+ 1 and πi+1 ≤ i.

By the following theorem, we state for what an MISP is sub-lucky.

I Theorem 13. An unsorted MISP is sub-lucky if and only if, (1) all elements in the MISP
are not vector-zero; and (2) for any two vector-left (resp. vector-right) elements, say πi, πj
in the MISP, if i > j, then πi > πj.

The second property of the theorem implies that those vector-left as well as vector-right
elements increase monotonously. In fact, we can use the same way as used to show Theorem
5 to show the theorem. Although in Theorem 13, those two properties are mentioned for an
MISP to meet, it cannot refuse an ISP in π to meet those two properties. Thus an ISP is said
to meet the Theorem-13 property (1), if all elements in the ISP are not vector-zero; and said
to meet the Theorem-13 property (2), if all those vector-left as well as vector-right elements
increase monotonously. The following lemma, although seems trivial, deserves to be stated.
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I Lemma 14. If an ISP meets those two Theorem-13 properties, then all MISPs in the ISP
meet those two Theorem-13 properties.

To show Theorem 13, we show that an ISP, if meets those two Theorem-13 properties,
cannot be transformed by a promising addition into one out of those two Theorem-13
properties. That is,

I Lemma 15. If a promising addition acts on an ISP which meets those two Theorem-13
properties, it must transform the ISP into one which meets those two Theorem-13 properties.

An ISP with two or more MISPs does not always meet those two Theorem-13 properties.
However, Lemma 15 can be extended to fit for some situation where a promising addition
affects two MISPs.

I Lemma 16. If a promising addition affects two MISPs, each of which is isolated or meets
those two Theorem-13 properties, it must transform the two MISPs into an ISP which meets
those two Theorem-13 properties.

To show Theorem 13, we need to observe on what kind of an ISP a promising cancellation
can transform an MISP with those two Theorem-13 properties into.

I Lemma 17. If a promising cancellation acts on an MISP with those two Theorem-13
properties, it must transform the MISP into an ISP in which all unsorted MISPs meets those
two Theorem-13 properties.

Similar to Theorem 5, Theorem 13 can be proved with Lemma 14, 15, 16 and 17.
A best cancellation must switch two elements between which another element has been

caught. Thus we will usually denote by ρ〈i, i+2〉 a best cancellation on π. A best cancellation
can be identified by,

I Lemma 18. A short swap, say ρ〈i, i+ 2〉 on π is a best cancellation, if and only if πi ≥
i+ 2 and πi+2 ≤ i.

In π, there exist bn2 c even elements and dn2 e odd elements. Thus those even elements in π
can be extracted into a subsequence of π as [πx[1], πx[2], ..., πx[bn2 c]] where, (1) x[i] < x[i+ 1]
for 1 ≤ i ≤ bn2 c − 1; (2) πx[i] is even in π, 1 ≤ x[i] ≤ n. Likewise, those odd elements in π
can be extracted into [πy[1], ..., πy[dn2 e]] where, (1) y[i] < y[i+ 1] for 1 ≤ i ≤ dn2 e − 1; (2)
πy[i] is odd in π, 1 ≤ y[i] ≤ n. Moreover, let Even[π] ≡ [e1, e2 ... ebn2 c] with ei = πx[i]

2 , 1 ≤
i ≤ dn2 e, Odd[π] ≡ [o1, o2 ... obn2 c] with oi = πy[i]+1

2 , 1 ≤ i ≤ dn2 e. Then Even[π] must be
a permutation of {1, 2, ..., bn2 c}, Odd[π] a permutation of {1, 2, ..., dn2 e}. A sufficient and
necessary condition for a permutation to be lucky can be announced by,

I Theorem 19. The permutation π is lucky if and only if, (1) each of its elements admits a
vector with zero or even absolute value; (2) each unsorted MISP in Even[π] and Odd[π] is
sub-lucky.

Proof. Only if: Let π be lucky and unsorted, ρ〈i, i + 2〉 a best cancellation on π. Then
ρ〈i, i+2〉must cause |vπ(πi)| as well as |vπ(πi+2)| to decrease by 2. Since π can be transformed
into ι by none other than best cancellations, |πj − j| mod 2 = 0 for 1 ≤ j ≤ n. The proof
for π to meet the Theorem-19 property (1), is done.

A position-even (resp. position-odd) element in π remains position-even (resp. position-
odd) in π · ρ〈i, i + 2〉. Since π meets the Theorem-19 property (1), an even (resp. odd)
element in π must be position-even (resp. position-odd). This implies Even[π] = [π2

2 ,
π4
2 ,

...,
π2bn2 c

2 ], Odd[π] = [π1
2 ,

π3
2 , ...,

π2dn2 e−1

2 ].
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Let i be even. By Lemma 18, πi ≥ i + 2 and πi+2 ≤ i. Thus πi
2 ≥

i
2 + 1 and πi+2

2 ≤ i
2 .

By Corollary 12, ρ〈 i2 ,
i
2 +1〉 can be viewed as a promising cancellation which acts on an MISP

in Even[π]. Thus, if one can use best cancellations to transform π into a permutation, say
π′ with Even[π′] = Even[ι], then all unsorted MISPs in Even[π] are sub-lucky. The same
argument can be employed to show that all unsorted MISPs in Odd[π] are sub-lucky. The
proof for π to meet the Theorem-19 property (2), is done.

If: Let π be unsorted and meet those two Theorem-19 properties. The proof for π to
be lucky, is to show that one can find a best cancellation ρ on π which transforms π into a
permutation which meets those two Theorem-19 properties. Firstly, the Theorem-19 property
(1) implies that Even[π] = [π2

2 ,
π4
2 , ...,

π2bn2 c

2 ], Odd[π] = [π1
2 ,

π3
2 , ...,

π2dn2 e−1

2 ].
Let πi be the rightmost vector-right element in π. Then πi+2 ≤ i+2 because πi+2 is either

vector-zero or vector-left. We argue that if i is even, ρ〈i,i+ 2〉 must be a best cancellation
on π.

(1) Since i is even, πi ≥ i + 2, and πi
2 and πi+2

2 must occur in Even[π].
(2) To get to πi+2 ≤ i, we argue that πi

2 and πi+2
2 must occur in one unsorted MISP in

Even[π].
It follows πi+2 ≤ i+ 2 and πi ≥ i+ 2 that πi

2 ≥
i
2 + 1 and πi+2

2 ≤ i
2 + 1. Thus πi

2 >
πi+2

2 . Thus an inversion of πi2 and πi+2
2 occurs in Even[π], which means πi

2 and πi+2
2 occur

in one MISP. By the Theorem-19 property (2), the MISP in Even[π] with πi
2 and πi+2

2 must
be sub-lucky. Thus by the Theorem-13 property (1), πi+2

2 in Even[π] is not vector-zero. It
follows that πi+2

2 ≤ i
2 , and equivalently, πi+2 ≤ i.

The same argument can be employed to show that if i is odd, ρ〈i,i + 2〉 is a best
cancellation.

Let π′ = π · ρ〈i, i + 2〉. It remains to show that π′, if unsorted, must meet those two
Theorem-19 properties.

Since ρ〈i,i+2〉 is a best cancellation, it must cause |vπ(πi)| and |vπ(πi+2)| each to decrease
by 2. Since π meet the Theorem-19 property (1), π′ must meet the Theorem-19 property (1).

If i is even, since π meets the Theorem-19 property (1), then πi+2
2 must occur on the

right side next to πi
2 in Even[π]. Since ρ〈i, i+ 2〉 is a best cancellation, ρ〈 i2 ,

i
2 + 1〉 must be

a promising cancellation which acts on an MISP in Even[π]. By Lemma 17, all unsorted
MISPs in Even[π′] meet those two Theorem-13 properties. That is, all unsorted MISPs
in Even[π′] are sub-lucky by Theorem 13. Moreover, it follows Odd[π′] = Odd[π] that all
MISPs in Odd[π′] are sub-lucky. Thus, π′ meets Theorem-19 property (2)

If i is odd, π′ can be shown to meet the Theorem-19 property (2) in the same way as for
i to be even. J

To decide if π meets the Theorem 19 property (1), it suffices to check for all i in [1, n], if
i and πi are both even, or both odd.

Let πi be an arbitrary element in π. We refer to πi
2 (resp. πi+1

2 ) as the image of πi in
Even[π] (resp. Odd[π]). Then for a lucky permutation π, πi is vector-right (resp. vector-left,
vector-zero) in π, if and only if its image in Even[π] or Odd[π] is vector-right (resp. vector-left,
vector-zero). Thus, to decide if π meets the Theorem-19 property (2), it suffices to check for,
(1) if the image of a vector-zero element occurs in an isolated MISP in Odd[π] or Even[π];
and (2) if those vector-left and even (resp. odd) elements in π, as well as those vector-right
and even (resp. odd) elements, always increase monotonously in the order from π1 to πn.

The image in Even[π] (resp. Odd[π]) of a vector-zero element, say πi, can be decided
to occur in an isolated MISP in Even[π] (resp. Odd[π]) by checking if all even (resp. odd)
elements in π[1→ i− 1] are smaller than πi. Those vector-left (resp. vector-right) elements



S. Zhang, D. Zhu, H. Jiang, J. Ma, J. Guo, and H. Feng 14:11

Algorithm 3: How to recognize a lucky permutation.
Algorithm lucky permutation
Input: A permutation π.
Output: The best short swap sequence ρ if π is lucky; no, otherwise.
1 lo← 0; ro← 0; le← 0; re← 0;
2 For i → 1 to n do
3 If (i and πi are both even) then
4 If (πi ≥ i and πi > re)
5 then re ← πi; i ← i+ 1; (πi is vector-right even or [πi] is isolated)
6 If (πi < i and πi > le)
7 then le ← πi; i ← i+ 1; (πi is vector-left even)
8 If (i and πi are both odd) then
9 If (πi ≥ i and πi > ro)
10 then ro ← πi; i ← i+ 1; (πi is vector-right odd or [πi] is isolated)
11 If (πi < i and πi > lo)
12 then lo ← πi; i ← i+ 1; (πi is vector-left odd)
13 Else return no;
14 End for
15 Return Sort(π);

can be decided to be monotonous increasing by checking for each vector-left (resp. vector-
right) even (resp. odd) element, say πi, if πi is bigger than the biggest vector-left (resp.
vector-right) even (resp. odd) element in π[1→i − 1]. In fact, it is not necessary to pay
special attention to check if a vector-zero element occurs in an isolated MISP. This benefits
from

I Lemma 20. In π[1→ k] for k ≥ 2, the biggest vector-right element must be bigger than
the biggest vector-left element.

We present in Figure 3 the algorithm to decide if π is lucky, and if so, to find a best
cancellation sequence to sort π. If π is lucky, the algorithm will return a best cancellation
sequence which can transform π into ι by invoking the Sort(π); return no, otherwise. Since
by the sufficiency proof of Theorem 19, one can employ the same way as to find a best short
swap in Theorem 5 to find a best cancellation, the subroutine Sort(π) is just so as it has
been depicted in Algorithm 2.

In the algorithm description, we use the integer parameter le (resp. lo) to maintain the
biggest vector-left even (resp. odd) element in π[1→ i− 1], re (resp. ro) the biggest even
(odd) element in π[1→ i− 1]. It follows Lemma 20 that le < re, lo < ro.

Running the algorithm from Step 1 to Step 14 can inform us if π is lucky or not. This
takes O(n) time, where n is the number of elements in π. Let πi be the rightmost vector-right
element in a lucky permutation π, by the proof of Theorem 19, the short swap which switches
πi with πi+2 is a best cancellation. By Theorem 19 again, this operation must transform
π into a lucky permutation. By the complexity analysis for Sort(π) in Section 3, it has
been known Sort(π) can run in O(n2) time. Thus the time complexity of sorting a lucky
permutation is O(n2).

5 Conclusion

Sort a happy permutation or a lucky permutation by short swaps is a special case of minimum
sorting by short swaps problem. In this paper, we proposed a polynomial-time algorithm
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to recognize a happy permutation and sort it with the fewest short swaps. We also gave
a new algorithm to recognize a lucky permutation with O(n) steps, which improves the
time complexity of O(n2) [9]. The complexity of minimum sorting by short swaps problem
remains open. The best known approximation ratio of this problem is 2, which was given by
Heath and Vergara [9]. It is interesting that if we can get a smaller approximation ratio for
this problem.
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Abstract
A square is a non-empty string of form Y Y . The longest common square subsequence (LCSqS)
problem is to compute a longest square occurring as a subsequence in two given strings A and
B. We show that the problem can easily be solved in O(n6) time or O(|M|n4) time with O(n4)
space, where n is the length of the strings andM is the set of matching points between A and
B. Then, we show that the problem can also be solved in O(σ|M|3 + n) time and O(|M|2 + n)
space, or in O(|M|3 log2 n log logn+ n) time with O(|M|3 + n) space, where σ is the number of
distinct characters occurring in A and B. We also study lower bounds for the LCSqS problem
for two or more strings.
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1 Introduction

Computing the longest common subsequence (LCS) of given strings is the fundamental way
to compare the strings. Given two strings A and B of length n each, the basic dynamic
programming solution computes the LCS of A and B in O(n2) time and space [27]. While
faster solutions for the LCS problem exist, such as those running in O(n2/ log2 n) time for
constant-size alphabets [22], and in O(n2(log logn)2/ log2 n) time or in O(n2 log logn/ log2 n)
time for non constant-size alphabets [5, 12] 1, no strongly sub-quadratic O(n2−ε)-time

1 Grabowski’s method [12] works when the length m of one string is at least log2 n, where n is the length
of the other string.
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solutions are known for any constant ε > 0. Difficulty in breaking this barrier is supported
by recent studies on conditional lower bounds for string similarity measures: It is shown
in [1] that if there is an O(n2−ε)-time solution for the LCS problem with a constant ε > 0,
then the famous strong exponential time hypothesis (SETH ) fails.

To reflect a priori knowledge to the solution to be found, many variants of the LCS
problem where some constraints are introduced in the solution have been considered (see
e.g. [7, 2, 14, 20, 9, 10, 28, 11, 29, 30, 8, 16, 19]).

This paper considers a new variant of the LCS problem where the solution must be a
square (of form Y Y with some string Y ), called the longest common square subsequence
(LCSqS) problem defined as follows: Given two strings A and B of length n, compute (the
length of) a longest square which appears as a subsequence in A and B. For instance, for
A = babcabdbaca and B = dbcacbbcacd, their LCSqSs are bacbac and bcabca of length 6.

We propose several solutions for the LCSqS problem. We first show that there is a
simple O(n6)-time O(n4)-space solution for the LCSqS problem. The algorithm is also
improved to O(|M|n4)-time by using the setM of matching points between the two input
strings. Albeit M can be as large as O(n2) in the worst case, it can be smaller in many
cases. We then give two more sophisticated algorithms based on the set R of matching
rectangles: one runs in O(σ|M||R| + n) = O(σ|M|3 + n) time with O(|M|2 + n) space,
and the other in O(|M||R| log2 log logn+ |M|3 + n) = O(|M|3 log2 log logn+ n) time with
O(|M|3 + n) space, where σ denotes the number of distinct characters that appear in both
strings. These two solutions are faster than the simple O(n6)-time or O(|M|n4)-time solutions
whenM is sparse. Note e.g. that under uniformly distributed random text |M| ≈ n2/σ and
|R| ≈ |M|2/σ ≈ n4/σ3, in which case the expected running times of our three algorithms
would be O(n6/σ), O(n6/σ3) and O(n6(log2 log logn+ σ)/σ4) respectively.

The set M of matching points can easily be computed in O(|M| + n) time under a
common assumption that the input strings are over an integer alphabet of size nO(1).

We also study hardness of the LCSqS problem for two or more strings. The k-LCSqS
problem is to compute the LCSqS of given k ≥ 2 strings. We show that the k-LCSqS problem
is at least as hard as the 2k-LCS problem which asks to compute the LCS of 2k given strings.
This implies that for unfixed k the k-LCSqS problem is NP-hard, and that for fixed k it
seems hard to solve the k-LCSqS problem in O(nk−ε) time for any constant ε > 0.

Related work
It is known that one can compute (the length of) a longest square subsequence (LSqS) of
a single string of length n in O(n2) time and O(n) space [18]. Also, it is shown in [1] that
if there is an O(n2−ε)-time solution for the LSqS problem with a constant ε > 0, then the
famous strong exponential time hypothesis (SETH ) fails. Our results for the LCSqS problem
can be seen as a generalization of these results for the LSqS problem.

Technically speaking, our results for the LCSqS problem are most related to those for the
longest common palindromic subsequence (LCPS) problem, where the task is to find a longest
palindrome that appears as a subsequence in both of the two strings A and B. Chowdhury
et al. [8] were the first to consider the LCPS problem, giving an O(n4)-time solution and
an O(|M|2 log2 n log logn + n)-time solution2. Inenaga and Hyyrö [16] proposed another

2 Our careful analysis reveals that Chowdhury et al.’s algorithm [8] uses at least Ω(min{|M|2n2 log n, n3})
space (and hence time), but it can be fixed to run in O(|M|2 log2 n log log n+n) time using our technique
proposed in Section 3.
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algorithm which solves the LCPS problem in O(σ|M|2 + n) time and O(|M|2 + n) space.
Very recently, Bae and Lee [3] showed how to solve the LCPS problem in O(|M|2 + n) time.
Inenaga and Hyyrö [16] also showed that the LCPS problem for two strings is at least as
hard as the LCS problem for four strings, implying that it seems hard to solve the LCPS
problem in O(n4−ε) time for any constant ε > 0.

2 Preliminaries

Let Σ be the alphabet. An element X of Σ∗ is called a string. The length of string X
is denoted by |X|. For any 1 ≤ i ≤ |X|, X[i] denotes the ith character of X. For any
1 ≤ i ≤ j ≤ |X|, X[i..j] denotes the substring of X beginning at position i and ending at
position j.

A string X is said to be a subsequence of another string Y if there exists a sequence
1 ≤ i1 < · · · < i|X| ≤ |Y | of increasing positions of Y such that X = Y [i1] · · ·Y [i|X|]. In
other words, a subsequence of Y can be obtained by removing zero or more characters
from Y . The k-LCS problem is to compute the length of a longest common subsequence
(LCS) of given k strings, where k ≥ 2. Let LCS(A1, . . . , Ak) denote the length of a longest
common subsequence of k strings A1, . . . , Ak. A non-empty string X of length 2k is called
a square if there exists a string Y of length k such that X = Y Y . A square S is called a
square subsequence of another string Y if square S is a subsequence of Y . Let LCSqS(A,B)
denote the length of a longest common square subsequence (LCSqS) of strings A and B. This
paper deals with the problem of computing LCSqS(A,B) for two given strings A and B.
For simplicity, we assume that the input strings A and B are of the same length and let
n = |A| = |B|. Our algorithms can easily be extended to the case where |A| 6= |B| as well as
to the case where we wish to compute one longest common square subsequence of A and B.

For two strings A and B, a pair (i, j) of positions 1 ≤ i ≤ |A| and 1 ≤ j ≤ |B| is said to
be a matching point if A[i] = B[j]. The set of all matching positions of A and B is denoted
by M(A,B), namely, M(A,B) = {(i, j) | 1 ≤ i ≤ |A|, 1 ≤ j ≤ |B|, A[i] = B[j]}. We will
abbreviateM(A,B) asM when it is clear from the context.

3 Algorithms

In this section, we present several algorithms for computing LCSqS(A,B). In order to avoid
processing unnecessary characters, we will assume that the input strings A and B have been
already preprocessed by an alphabet reduction technique [16] as follows: First, we compute
the lexicographical ranks of the characters in A and B. Assuming that A and B are drawn
from an integer alphabet of size nO(1), this can be done in O(n) time with radix sort. We
then replace each character in A and B with its rank, turning A and B into strings over the
integer alphabet [1, 2n]. Then we remove every character that appears only either in A or in
B. It is clear that this preprocessing essentially preserves common subsequences between
the original A and B and thus has no negative effect on computing LCSqS(A,B). Note that
n ≤M holds after alphabet reduction, whileM = O(n2) still also holds.

3.1 Simple Algorithm
Our first algorithm considers Θ(n2) pairs of partitioning of A and B. Namely, we have that

LCSqS(A,B) = max
1≤i<n,1≤j<n

{2× LCS(A[1..i], A[i+ 1..n], B[1..j], B[j + 1..n])}.
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This immediately implies an O(n6)-time O(n4)-space algorithm for computing LCSqS(A,B),
since the LCS of four strings can be computed in O(n4) time and space by standard DP.

The O(n6)-time complexity can be improved as follows. For any matching point (i, j) ∈M,
let i′ (resp. j′) be the smallest position such that i < i′, j < j′, and (i′, j′) ∈ M. If such
(i′, j′) does not exist, then let i′ = j′ = n.

I Observation 1. For any i ≤ k < i′ and j ≤ h < j′, LCS(A[1..k], A[k+ 1..n], B[1..h], B[h+
1..n] = LCS(A[1..i], A[i+ 1..n], B[1..j], B[j + 1..n].

By Observation 1, it is sufficient for us to consider only |M| partition points between A and
B. Hence, we can compute LCSqS(A,B) in O(|M|n4) time and O(n4) space.

3.2 O(σ|M|3 + n)-time algorithm
Here we present our O(σ|M|3 + n)-time algorithm for computing LCSqS(A,B), where σ
is the number of distinct characters occurring in A and B. This algorithm is based on
Inenaga and Hyyrö’s algorithm [16] which computes (the length of) a longest palindromic
common subsequence of two given strings in O(σ|M|2 + n) time. Consider a 2D plain
where the string A corresponds to the vertical axis upward (i.e., A[1] is on the bottom and
A[n] is on the top), and the string B corresponds to the horizontal axis rightward (i.e.,
B[1] is on the left end and B[n] is on the right end). Our key idea is to represent each
common square subsequence of strings A and B by matching rectangles defined as follows:
For 1 ≤ i < j ≤ n and 1 ≤ k < l ≤ n, a tuple r = (i, j, k, l) is said to be a matching
rectangle iff A[i] = A[j] = B[k] = B[l], and more specifically a c-matching rectangle iff
A[i] = A[j] = B[k] = B[l] = c. For a matching rectangle r = (i, j, k, l), (i, k) is said to be the
left-bottom corner of r, and (j, l) is said to be the right-upper corner of r. Let R denote the
set of matching rectangles of A and B. Notice |R| = O(|M|2). For two matching rectangles
r = (i, j, k, l) and r′ = (i′, j′, k′, l′), let

r = r′ ⇐⇒ i = i′, j = j′, k = k′, and l = l′

r < r′ ⇐⇒ i < i′, j < j′, k < k′, and l < l′

r C r′ ⇐⇒ i ≤ i′, j ≤ j′, k ≤ k′, l ≤ l′, and r 6= r′.

For two c-matching rectangles r = (i, j, k, l) and r′ = (i′, j′, k′, l′), let

r � r′ ⇐⇒ i ≤ i′, j ≤ j′, k ≤ k′ and l ≤ l′.

A sequence 〈r1, . . . , rm〉 of matching rectangles is said to be a sequence of diagonally
overlapping matching rectangles (DOMRs) iff rx < rx+1 for all 1 ≤ x < m, im < j1 and
km < l1, where we use the notation rh = (ih, jh, kh, lh) for all h = 1, . . . ,m. The size of a
sequence 〈r1, . . . , rm〉 of DOMRs is the number m of overlapping rectangles in it.

The following observation lays the foundation to the algorithms of this subsection (and
to the one of the following subsection as well):

I Observation 2. There is a common square subsequence T of length 2m of strings A and
B iff there exists a sequence 〈r1, . . . , rm〉 of DOMRs of length m.

See Figure 1 which depicts the relationship between common square subsequences and
DOMRs for two strings A and B. By Observation 2, the problem of computing LCSqS(A,B)
reduces to the problem of finding a longest sequence of DOMRs.
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Figure 1 Illustration of the relationship between common square subsequences and DOMRs.

The basic idea of our algorithm is to extend a given sequence S = 〈r1, . . . , rm〉 of DOMRs
by adding a new matching rectangle to its right-end. We say that a c-matching rectangle
r = (i, j, k, l) is a c-extension of S if 〈r1, . . . , rm, r〉 is a sequence of DOMRs. A c-extension
r of S is dominant if the condition r � r′ holds between r and any c-extension r′ of S. The
algorithms in this subsection are based on the following lemmas.

I Lemma 3. Let S = 〈r1, . . . , rm〉 be any sequence of DOMRs. If S has at least one c-
extension, then S has a unique dominant c-extension r′. It is furthermore possible to compute
any such r′ in O(1) time after initial preprocessing of A and B in O(σn) time and space.

Proof. Consider r′ = (i′, j′, k′, l′), where i′ = min({i | im < i < j1, A[i] = c} ∪ {n + 1}),
j′ = min({j | jm < j,A[j] = c} ∪ {n+ 1}), k′ = min({k | km < k < l1, B[k] = c} ∪ {n+ 1})
and l′ = min({l | l > lm, B[l] = c}∪{n+1}). If any of i′, j′, k′ and l′ holds the sentinel value
n+ 1 that corresponds to non-existence of a further suitable match with c, then S cannot
have any c-extension. Otherwise A[i′] = A[j′] = B[k′] = B[l′] = c and r′ is a c-matching
rectangle. Furthermore im < i′, jm < j′, km < k′, lm < l′, i′ < j1 and k′ < l1, so r′ is a
c-extension of S. If we assume the existence of another c-extension r′ of S such that r′′ � r′
does not hold, then at least one of the definitions of i′, j′, k′ and l′ above is contradicted.
Hence r′ must be dominant. Finally, r′ must clearly be unique: if also r′′ 6= r′ is a dominant
c-extension, then both r′ � r′′ and r′′ � r′ must hold, but this is possible only if r′′ = r′.

The values i′ and j′ can be computed in O(1) time by using a precomputed table PA of
size σ × n that holds the values PA[c, h] = min({i | h < i,A[h] = c} ∪ {n+ 1}) for all c ∈ Σ
and 1 ≤ h ≤ n. The values k′ and l′ can be computed in O(1) time by using an analogous
precomputed table PB with values PB[c, h] = min({i | h < i,B[h] = c} ∪ {n + 1}). Both
tables can be precomputed in O(σn) time and space in a straight-forward manner. J

Note that the proof of Lemma 3 refers only to r1 and rm when determining the unique
dominant extension of 〈r1, . . . , rm〉: any inner rectangle ri for 1 < i < m does not need to be
considered. Thus all sequences of DOMRs that begin with the rectangle r1 and end with the
rectangle rm share the same unique dominant extensions.

I Lemma 4. Let S = 〈r1, . . . , rm〉 be any sequence of at least two DOMRs. If any c-matching
rectangle rh with 1 < h ≤ m is replaced by the dominant c-extension of 〈r1, . . . , rh−1〉, also
the resulting sequence of matching rectangles is a sequence of DOMRs.

Proof. The lemma clearly holds if h = m, so consider the case 1 < h < m. Let (i′, j′, k′, l′)
be the dominant c-extension of 〈r1, . . . , rh−1〉, and let S′ = 〈r′1, . . . , r′m〉 denote the sequence
obtained from S by replacing rh with (i′, j′, k′, l′). S is a sequence of DOMRs, and thus
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15:6 Computing longest common square subsequences

i′m = im < j1 = j′1, k′m = km < l1 = l′1, and rx < rx+1 for 1 ≤ x < m. On the other
hand r′h−1 < r′h, as also 〈r′1, . . . , r′h〉 = 〈r1, . . . , rh−1, (i′, j′, k′, l′)〉 is a sequence of DOMRs.
Because r′h is dominant, we have r′h−1 < r′h � rh < rh+1 = r′h+1, which in turn implies that
r′h < r′h+1 for 1 ≤ h < m, and hence S′ fulfills all conditions of a sequence of DOMRs. J

Basic algorithm. The basic principle of our first rectangle-based algorithm, Algorithm 1,
is to fix the first left-bottom matching rectangle rb, and then try to extend it as long as
possible to the right-upper direction. For each such starting rectangle rb, we compute a
dynamic programming table DPrb

of size O(|M|2) such that DPrb
[re] will finally store the

length of the longest sequence of DOMRs beginning with rb and ending with re, where re is
either rb itself or a dominant extension. In more detail, Algorithm 1 works as follows:

Algorithm 1:
Preprocessing: Compute a list L of all matching rectangles sorted according to < and
� by radix sorting all rectangles (i, j, k, l) as 4-digit numbers.

Compute longest sequence of DOMRs: For each matching rectangle rb (in any
order), perform the following:
(1) For each re ( 6= rb), we initialize DPrb

[re]← 0. We let DPrb
[rb]← 2.

(2) Suppose rb is the ith element of L. For each j = i+ 1, . . . , |L| in increasing order,
let r ← L[j] and attempt to extend a sequence 〈rb, . . . , r〉 of DOMRs as follows:
(a) If DPrb

[r] = 0, then no sequence of DOMRs of form 〈rb, . . . , r〉 exists.
(b) Otherwise, for each character c, try to compute the unique dominant c-extension

r′ of any sequence 〈rb, . . . , r〉 of DOMRs which begins with rb and ends with r.
If such r′ exists, set DPrb

[r′]← max{DPrb
[r′], DPrb

[r] + 2}.
(3) If the maximum value in DPrb

exceeds the current best solution, then update it.

Let us explain the correctness of Algorithm 1. Lemma 4 guarantees that an optimal sequence
of DOMRs can be constructed by considering only dominant extensions. Consider any
such optimal sequence of DOMRs S = 〈r1, . . . , rm〉. The outer loop of Algorithm 1 will at
some point select rb = r1. As r ← L[j] are processed in increasing order of j, the sorting
order of L guarantees that rectangles ri of S will be selected as the current r in the order
i = 1, . . . ,m. For each such r = ri, the algorithm uses Lemma 3 to consider all possible
dominant extensions, including also the extension ri+1 if i < m. A simple inductive argument
shows that the values DPr1 [ri] will become correctly computed in the order i = 1, . . . ,m.

Let us analyze the efficiency of Algorithm 1. Constructing the tables PA and PB takes
O(σn) time and space. Note that alphabet reduction guarantees that O(σn) = O(σ|M|).
Since 1 ≤ i, j, k, l ≤ n for each matching rectangle (i, j, k, l), we obtain a sorted list L of
all O(|M|2) matching rectangles in O(|M|2 + n) time and space by radix sort. Hence the
preprocessing takes O(|M|2 + n) total time and space. We test no more than σ characters
for any cell DPrb

[r] of the dynamic programming table DPrb
. By Lemma 3, we can compute

a unique dominant c-extension in O(1) time, if it exists. Since there are O(|M|2) candidates
for rb and O(|R|) = O(|M|2) candidates for r, Algorithm 1 takes overall O(σ|M|4 + n) time
and O(|M|2 + n) space.

Improved algorithm. Now we show how to reduce the number of candidates for the starting
rectangle rb. We give proof for Lemma 5. Lemmas 6 and 7 can be proven similarly.
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I Lemma 5. Let rb1 = (ib1 , jb1 , kb1 , lb1) and rb2 = (ib2 , jb2 , kb2 , lb2) be any matching rectangles
s.t. ib1 < ib2 , jb1 = jb2 , kb1 = kb2 , and lb1 = lb2 . Let `1 and `2 be the lengths of LCSqS of A
and B whose corresponding sequences of DOMRs begin with rb1 and rb2 , respectively. Then,
`1 ≥ `2.

Proof. See Figure 2 for illustration. It follows from jb1 = jb2 , kb1 = kb2 , and lb1 =
lb2 that the two matching rectangles rb1 and rb2 correspond to the same character. Let
〈rb2,1, rb2,2, . . . , rb2,`2〉 be any sequence of DOMRs which begins with rb2 and represents a
common square subsequence of length `2, namely rb2 = rb2,1. Since ib1 < ib2 , jb1 = jb2 ,
kb1 = kb2 , and lb1 = lb2 , 〈rb1 , rb2,2, . . . , rb2,`2〉 is a sequence of DOMRs which begins with rb1

and represents a common square subsequence of length `2. This implies that `1 ≥ `2. J

I Lemma 6. Let rb1 = (ib1 , jb1 , kb1 , lb1) and rb2 = (ib2 , jb2 , kb2 , lb2) be any matching rectangles
s.t. ib1 = ib2 , jb1 = jb2 , kb1 < kb2 , and lb1 = lb2 . Let `1 and `2 be the lengths of LCSqS of A
and B whose corresponding sequences of DOMRs begin with rb1 and rb2 , respectively. Then,
`1 ≥ `2.

I Lemma 7. Let rb1 = (ib1 , jb1 , kb1 , lb1) and rb2 = (ib2 , jb2 , kb2 , lb2) be any matching rectangles
such that ib1 < ib2 , jb1 = jb2 , kb1 < kb2 , and lb1 = lb2 . Let `1 and `2 be the lengths of longest
common square subsequences of A and B whose corresponding sequences of DOMRs begin
with rb1 and rb2 , respectively. Then, `1 ≥ `2.

It follows from Lemmas 5–7 that it suffices to consider only all right-upper corners (jb, lb)
instead of all matching rectangles rb = (ib, jb, kb, lb). Namely, for each arbitrarily fixed
right-upper corner (jb, lb) such that A[jb] = B[lb] = c, we can always use (imin, kmin) as
its left-bottom corner, where imin and kmin are respectively the left-most occurrences of
character c in A and B. The following is our improved algorithm.

Algorithm 2:
Preprocessing: As in Algorithm 1, but now also precompute positions ib = min{i |
A[i] = c} and kb = min{k | B[k] = c} for each character c that appears in A and B.

Computing longest sequence of DOMRs: For each matching point pb = (jb, lb) ∈
M we perform the following:
(i) Let c = A[jb] = B[lb]. We compute ib = min{i | A[i] = c} and kb = min{k | B[k] =

c}, and let rb ← (ib, jb, kb, lb). If ib = jb or kb = lb, then we stop processing the
current matching point and proceed to the next matching point inM.

(ii) Perform the same procedures (1)–(3) as in Algorithm 1.
(iii) If the maximum value in DPrb

exceeds the current best solution, then update it.

The correctness of Algorithm 2 follows from that of Algorithm 1 and Lemmas 5-7.
Let us analyze the efficiency of Algorithm 2. For all characters c, we can precompute

ib = min{i | A[i] = c} and kb = min{k | B[k] = c} in total O(n) time and space. The
other preprocessing steps are the same as in Algorithm 1 and take O(σ|M|+ n) total time
and space. There are O(|M|) candidates for the right-upper corner pb = (jb, lb) of the first
matching rectangle from which considered sequences of DOMRs begin. For each pb = (jb, lb),
its left-bottom corner (ib, kb) can be retrieved in O(1) time. We again test no more than
σ characters for any cell DPrb

[r], and Lemma 3 allows to check each unique dominant
c-extension in O(1) time. Since there are O(|M|) candidates for rb and O(|R|) = O(|M|2)
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Lemma 5.
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Lemma 7.

candidates for r, the whole algorithm takes overall O(σ|M|3 + n) time and O(|M|2 + n)
space. We have shown the following theorem:

I Theorem 8. We can compute LCSqS(A,B) in O(σ|M|3 +n) time and O(|M|2 +n) space.

3.3 O(|M|3 log2 n log logn+ n)-time algorithm
In this section we propose an O(|M|3 log2 n log logn + n)-time and O(|M|3 + n)-space
algorithm for computing LCSqS(A,B).

For any 1 ≤ i < s ≤ j ≤ n and 1 ≤ k < t ≤ l ≤ n, let LCSqSs,t(i, j, k, l) = 2 ×
LCS(A[1..i], A[s..j], B[1..k], B[t..l]).

By definition, LCSqS(A,B) = max1≤i<s≤j≤n,1≤k<t≤l≤n,(s,t)∈M{LCSqSs,t(i, j, k, l)}.
Now, let (s, t) ∈ M be an arbitrarily fixed matching point between A and B. This

corresponds to Observation 1. A recurrence for computing LCSqSs,t(i, j, k, l) is given as
follows:

LCSqSs,t(i, j, k, l) =

max(i′,j′,k′,l′)<(i,j,k,l){LCSqSs,t(i′, j′, k′, l′)}+ 2
((i, j, k, l) ∈ R,
1 ≤ i < s ≤ j ≤ n,
1 ≤ k < t ≤ l ≤ n)

max(i′,j′,k′,l′)C(i,j,k,l){LCSqSs,t(i′, j′, k′, l′)}
((i, j, k, l) /∈ R,
1 ≤ i < s ≤ j ≤ n,
1 ≤ k < t ≤ l ≤ n)

0 (otherwise)

(1)

Our technique for computing LCSqSs,t(i, j, k, l) is similar to Chowdhury et al.’s method [8]
for computing longest common palindromic subsequences, which uses the following well-
known van Emde Boas tree data structure: Let S be a set of integers from the universe [1, U ].
The van Emde Boas tree for S takes Θ(U) space and supports predecessor/successor queries
and insertion/deletion operations on S in O(log logU) time each [26].

Let (s, t) ∈ M be an arbitrary fixed matching point. We plot a point (i, j, k) on the
3D grid [1..n]× [1..n]× [1..n] if and only if there is a matching rectangle of form (i, j, k, ∗),
namely, one having i, j, k as its first three coordinates. This 3D point (i, j, k) will finally be
associated with max(i,j,k,l)∈R{LCSqSs,t(i, j, k, l)}.
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Now we show how to compute those associated values for all the 3D points. We consider
the permuted tuples (l, i, j, k) and sort them as 4-digit numbers, like we did for L in Section 3.2.
We process the permuted tuples in this sorted order. Suppose we are to process a permuted
tuple (l, i, j, k) such that its original tuple (i, j, k, l) is in R. It is now guaranteed that
we have processed all tuples (l′, ∗, ∗, ∗) with l′ < l. Therefore, if z is the maxima among
the associated values of all 3D points in the range [1..i − 1] × [1..j − 1] × [1..k − 1], then
we have that LCSqSs,t(i, j, k, l) = z + 2 (see also the recurrence (1) above). We maintain
these 3D points with a variant of the 3D range tree [4]. Then, the maxima z can be
efficiently retrieved by querying the point with the maximum associated value in the range
[1..i− 1]× [1..j − 1]× [1..k − 1]. If there is no existing 3D point (i, j, k), then we insert this
point with the associated value z + 2. Otherwise, we update the associated value of the
already existing 3D point (i, j, k) with z + 2.

The 3D range tree is a three layered data structure: The top layer tree maintains the
first i-coordinate [1..n], and each of its nodes is associated with a middle layer tree. Each
middle layer tree maintains the second j-coordinate [1..n], and each of its nodes is associated
with a bottom layer tree. Each bottom layer tree maintains the third k-coordinate [1..n].
Since each bottom layer tree can contain O(n) nodes, each middle layer tree can contain at
most O(n) nodes, and the top layer can contain at most O(n) nodes, the total size of the 3D
range tree data structure is trivially bounded by O(n3) = O(|M|3). Since at most O(|M|2)
points are inserted to the 3D range tree and since |M| = O(n2), the 3D range tree supports
range maxima queries and insertions of new points in O(log3(|M|2)) = O(log3 n) time.

Next, we improve the query and update times from O(log3 n) to O(log2 n log logn).
Chowdhury et al. [8] claimed that using the technique from [15] it is possible to replace each
1D range tree on the bottom layer with a van Emde Boas tree data structure [26], leading
to O(log2 n log logn) query and update times. However, the way how van Emde Boas trees
are used in the approach of [15] indeed requires to maintain a set of integers in the universe
of size Θ(n2). This implies that each van Emde Boas tree requires Θ(n2) space. Since the
total size of the top layer tree and the middle layer trees is O(n2), and since each node of a
middle layer tree maintains a van Emde Boas tree of size O(n2), it takes O(n4) space3. This
is, however, prohibitive since it can exceed our target time bound O(|M|3 log2 n log logn)
when the setM of matching points is sparse (e.g., when |M| = Θ(n)). Below, we will reduce
the space requirement for the van Emde Boas trees used in our data structure.

Space efficient 3D range tree with van Emde Boas trees. We briefly recall how the
algorithm of [15] computes the maxima in a given range using a van Emde Boas tree. Let
D[1..n] be an array of monotonically non-decreasing non-negative integers from [0..n], namely,
0 ≤ D[k] ≤ n for all 1 ≤ k ≤ n and D[k] ≤ D[k + 1] for all 1 ≤ k < n. We will store in
D the associated values of 3D points in increasing order of positions, and in the sequel we
assume that D[k+ 1]−D[k] ∈ {0, 2}. Let RMQS(1, k) denote a query to return the maxima
in the sub-array D[1..k] for 1 ≤ k ≤ n. For any integer val (1 ≤ val ≤ n), if some entry of
D stores val, then we insert the pair (pos, val) s.t. pos is the rightmost position in D that
stores val. For instance, if D = [0, 0, 2, 4, 4, 6], then the van Emde Boas tree maintains the
set {(2, 0), (3, 2), (5, 4), (6, 6)} of integer pairs. However, since a van Emde Boas tree is an
integer data structure, we convert each pair (pos, val) to integer pos× (n+ 1) + val and insert

3 A more careful analysis reveals that the total size of this variant of the 3D range tree with van Emde
Boas bottom layer trees is O(|M|2n2 log n), however, this can also exceed O(|M|3 log2 n log log n) when
M is sparse.
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it to the van Emde Boas tree. Now, observe that computing RMQS(1, k) reduces to finding
the successor for the pair (k − 1, n).

The value of LCSqSs,t(i, j, k, l) is monotonically non-decreasing as i, j, k, l grow, for fixed
s and t. Also, val in our case is in range [0, n]. Hence, we can use the above approach in our
algorithm. The remaining problem is that the universe size is Θ(n2), meaning that each van
Emde Boas tree above takes Θ(n2) space.

To reduce the space requirement, we maintain only pos’s in our van Emde Boas tree, and
store val’s in an array V of size n so that V [pos] = val. We let V [i] = −1 if i does not exist
in the van Emde Boas tree. Let us denote by Pos_vEB and ValPos_vEB the van Emde
Boas trees which store pos’s only and pairs (pos, val), respectively. Namely, the former is
ours and the latter is the method from [15]. It is sufficient for ValPos_vEB to support
insertions, deletions, and successor queries. These operations and queries can be simulated by
our Pos_vEB as follows: When a pair (pos, val) is inserted to ValPos_vEB, then we insert
pos to Pos_vEB and set V [pos] ← val. Notice that at any moment ValPos_vEB never
maintains two pairs (pos1, val) and (pos2, val) with pos1 6= pos2 for the same associated value
val, since otherwise we get argmax{i | D[i] = val} = pos1 6= pos2 = argmax{i | D[i] = val},
a contradiction. Therefore, we can simulate insertions on ValPos_vEB with Pos_vEB
and V as above. When we delete a pair (pos, val) from ValPos_vEB, then we delete pos
from Pos_vEB and modify the value stored in V [pos] accordingly. When we query the
successor (pos, val) of (k − 1, n) on ValPos_vEB, then we query the successor pos of k − 1
on Pos_vEB, and retrieve val = V [pos]. This way, we can simulate ValPos_vEB with
Pos_vEB of O(n) total space, retaining O(log logn) time efficiency for insertion/deletion
operations and successor queries. Since the total number of ValPos_vEB’s is linear in the
number of nodes in the top and middle layer trees, our version of 3D range tree, named
New_vEB_3DRangeTree, takes a total of O(n3) space and supports range maxima
queries in O(log2 n log logn) time for query ranges of form [1..i]× [1..j]× [i..k]. The whole
algorithm is the following:

Algorithm 3:
Preprocessing: For all matching rectangles (i, j, k, l) ∈ R, sort the permuted tuples
(l, i, j, k) as 4-digit numbers. Initialize New_vEB_3DRangeTree, so that no points
are inserted and every entry of array V in each Pos_vEB stores 0.

Compute LCSqSs,t(i, j, k, l): For each matching point (s, t) ∈M, perform the follow-
ing:
(1) Process each permuted tuple (l, i, j, k) in the sorted order. Compute

LCSqSs,t(i, j, k, l) according to recurrence (1): For each different value of l, let
PT l denote the list of permuted tuples whose first elements are l. For each per-
muted tuple q = (l, i, j, k) ∈ PT l, perform the following:

If i < s < j and k < t < l, then using New_vEB_3DRangeTree find a 3D
point with the maximum associated value zq in range [1..i − 1] × [1..j − 1] ×
[1..k − 1].
After computing LCSqSs,t(i, j, k, l) for all permuted tuples q = (l, i, j, k) ∈ PT l,
insert zq + 2 in (i, j, k) to New_vEB_3DRangeTree for all such permuted
tuples in PT `.

(2) If some value LCSqSs,t(i, j, k, l) exceeds the currently stored maxima, we update it.
Then, delete all existing 3D points from New_vEB_3DRangeTree.
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Let us recall recurrence (1) to see why Algorithm 3 correctly computes LCSqSs,t(i, j, k, l).
The rule for the second case (where (i, j, k, l) ∈ R) requires (i′, j′, k′, l′) < (i, j, k, l). To
reflect this, Algorithm 3 processes all permuted tuples in PT l for each difference value of l
and in increasing order of l. After processing all permuted tuples q = (l.i, j, k) ∈ PT l, we
can safely insert the value zq + 2 in the corresponding 3D point (i, j, k) for all such tuples q,
and can proceed to the permuted tuples with larger first values.

Let us analyze the efficiency of Algorithm 3. For preprocessing, we use O(n) time and
space for alphabet reduction, for sorting the permuted tuples (l, i, j, k), and for initializing
New_vEB_3DRangeTree. For each (s, t) ∈M, we compute LCSqSs,t(i, j, k, l) with each
(i, j, k, l) ∈ R, by querying and updating New_vEB_3DRangeTree. Each query and
update here take O(log2 n log logn) time. After computing all LCSqSs,t(i, j, k, l) for the
current matching point (s, t), we delete all 3D points from New_vEB_3DRangeTree.
Thus it takes O(|R| log2 n log logn) time for each (s, t) ∈M. New_vEB_3DRangeTree
uses O(n3) = O(|M|3) space (recall that n ≤ |M| holds after alphabet reduction). Since
|R| = O(|M|2), Algorithm 3 takes a total of O(|M||R| log2 n log logn + |M|3 + n) =
O(|M|3 log2 n log logn+ n) time and O(|M|3 + n) space.

We have shown the following theorem:

I Theorem 9. We can compute LCSqS(A,B) in O(|M|3 log2 n log logn + n) time and
O(|M|3 + n) space.

4 Hardness results on the LCSqS problem

The k-LCSqS problem is to compute an LCSqS of k given strings. For simplicity, we assume
that each given string is of length n.

I Lemma 10. For any k ≥ 2, the k-LCS problem can be reduced in linear time to the
dk/2e-LCSqS problem.

Proof. Our proof uses an idea similar to [6] and [16]. We first consider the case where k
is even. Let A1, . . . , Ak be the input strings for the k-LCS problem. For each 1 ≤ i ≤ k/2,
we construct a string Bi of length 4n+ 2 such that Bi = A2i−1$n+1A2i$n+1, where $ is a
special character which does not appear in A1, . . . , Ak. Let Z be any LCSqS of B1, . . . , Bk/2.
Since each Aj (1 ≤ j ≤ k) is of length n, Z must be of form X$n+1X$n+1. Then, clearly
the string X is a longest common subsequence of the original strings A1, . . . , Ak.

For odd k, it suffices to consider the same strings Bi for 1 ≤ i ≤ bk/2c and one additional
string Bdk/2e = Ak$n+1Ak$n+1. This completes the proof. J

By Lemma 10, the k-LCSqS problem is NP-hard for an unfixed k. For an arbitrarily
fixed k, Abboud et al. [1] showed that if there exist a constant ε > 0, an integer k ≥ 2, and
an algorithm which solves the k-LCS problem for an alphabet of size O(k) in O(nk−ε) time,
then the famous strong exponential time hypothesis (SETH ) is false. This suggests that it
seems hard to compute LCSqS(A,B) in O(n4−ε) time for any ε > 0.

5 Discussions

We observe that it seems difficult to shave the |M|3 term in the time complexity of any
matching-rectangle-based algorithm for computing the LCSqS: For instance, in both Algo-
rithm 2 and Algorithm 3, we first fix a matching point inM, and this indeed corresponds
to the |M| term in the O(|M|n4)-time complexity of the simple solution for computing
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LCSqS(A,B). The rest of all these algorithms exactly computes the LCS of the four strings
obtained by partitioning A and B at a given matching point using at least O(|M|2) or O(n4)
time. This seems almost best possible, since it is widely believed that there is no algorithm
which computes the LCS of four strings in O(n4−ε) time for any ε > 0 (recall Section 4).

Can we break the O(|M|3) or O(n6) barrier? The only hope seems to generalize an
incremental LCS computation algorithm for two strings ([21, 24, 17, 23, 25, 13]) to the case of
four strings. This would help us update a data structure for LCS(A[1..i− 1], A[i..n], B[1..j−
1], B[j..n]) to that for LCS(A[1..i], A[i+ 1..n], B[1..j], B[j + 1..n]) in faster than O(n4) time.
However, this seems difficult, too. We investigated whether Kim and Park’s method [17],
the simplest incremental LCS algorithm for two strings, can be generalized to more strings.
Their algorithm uses the differential encoding of the 2-dimensional DP tables (for two strings)
before and after the first character of one string is deleted, and they showed that only O(n)
entries of the differential encoding need to be updated. However, our preliminary experiments
for 3-dimensional DP tables (i.e. for three strings) already suggested that there would be
more than O(n2) entries in the differential encoding that need to be updated.

Overall, it is an intriguing open question how one can close the (almost) quadratic gap
between the upper and lower bounds for the LCSqS problem.
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Abstract
We consider the top tree compression scheme introduced by Bille et al. [ICALP 2013] and
construct an infinite family of trees on n nodes labeled from an alphabet of size σ, for which
the size of the top DAG is Θ( n

logσ n
log logσ n). Our construction matches a previously known

upper bound and exhibits a weakness of this scheme, as the information-theoretic lower bound
is Ω( n

logσ n
). This settles an open problem stated by Lohrey et al. [arXiv 2017], who designed

a more involved version achieving the lower bound. We show that this can be also guaranteed
by a very minor modification of the original scheme: informally, one only needs to ensure that
different parts of the tree are not compressed too quickly. Arguably, our version is more uniform,
and in particular, the compression procedure is oblivious to the value of σ.
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1 Introduction

Labeled trees are fundamental data structures in computer science. Generalizing strings,
they can be used to compactly represent hierarchical dependencies between objects and have
multiple applications. In many of them, such as XML files, we need to operate on very
large trees that are in some sense repetitive. Therefore, it is desirable to design compression
schemes for trees that are able to exploit this. Known tree compression methods include
DAG compression that uses subtree repeats and represents a tree as a Directed Acyclic
Graph [3, 7, 13], compression with tree grammars that focuses on the more general tree
patterns and represents a tree by a tree grammar [4, 8, 11, 12], and finally succinct data
structures [6, 10].

In this paper we analyze tree compression with top trees introduced by Bille et al. [2]. It
is able to take advantage of internal repeats in a tree while supporting various navigational
queries directly on the compressed representation in logarithmic time. At a high level, the
idea is to hierarchically partition the tree into clusters containing at most two boundary nodes
that are shared between different clusters. A representation of this hierarchical partition is
called the top tree. Then, the top DAG is obtained by identifying isomorphic subtrees of
the top tree. Bille et al. [2] proved that the size of the top DAG is always O(n/ log0.19

σ n)
for a tree on n nodes labeled with labels from Σ where σ = max{2, |Σ|}. Furthermore, they
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showed that top DAG compression is always at most logarithmically worse than the classical
DAG compression (and Bille et al. [1] constructed a family of trees for which this logarithmic
upper bound is tight). Later, Hübschle-Schneider and Raman [9] improved the bound on
the size of the top DAG to O( n

logσ n
log logσ n) using a more involved reasoning based on the

heavy path decomposition. This should be compared with the information-theoretic lower
bound of Ω( n

logσ n
).

A natural question is to close the gap between the information-theoretic lower bound of
Ω( n

logσ n
) and the upper bound of O( n

logσ n
log logσ n). We show that the latter is tight for

the top tree construction algorithm of Bille et al. [2].

I Theorem 1. There exists an infinite family of trees on n nodes labeled from an alphabet Σ
for which the size of the top DAG is Ω( n

logσ n
log logσ n) where σ = max{2, |Σ|}.

This answers an open question explicitly mentioned by Lohrey et al. [14], who developed
a different algorithm for constructing a top tree which guarantees that the size of the top
DAG matches the information-theoretic lower bound. A crucial ingredient of their algorithm
is a partition of the tree T into O(n/k) clusters of size at most k, where k = Θ(logσ n). As a
byproduct, they obtain a top tree of depth O(logn) for each cluster. Then they consider a
tree T ′ obtained by collapsing every cluster of T and run the algorithm of Bille et al. [2] on
T ′. Finally, the edges of T ′ are replaced by the top trees of their corresponding clusters of T
constructed in the first phase of the algorithm to obtain the top tree of the whole T . While
this method guarantees that the number of distinct clusters is O( n

logσ n
), its disadvantage is

that the resulting procedure is non-uniform, and in particular needs to be aware of the value
of σ and n.

We show that a slight modification of the algorithm of Bille et al. [2] is, in fact, enough
to guarantee that the number of distinct clusters, and so also the size of the top DAG,
matches the information-theoretic lower bound. The key insight actually comes from the
proof of Theorem 1, where we construct a tree with the property that some of its parts are
compressed much faster than the others, resulting in a larger number of different clusters.
The original algorithm proceeds in iterations, and in every iteration tries to merge adjacent
clusters as long as they meet some additional conditions. Surprisingly, it turns out that the
information-theoretic lower bound can be achieved by slowing down this process to avoid
some parts of the tree being compressed much faster than the others. Informally, we show
that it is enough to require that in the tth iteration adjacent clusters are merged only if their
size is at most αt, for some constant α > 1. The modified algorithm preserves nice properties
of the original method such as the O(logn) depth of the obtained top tree.

A detailed description of the original algorithm of Bille et al. [2] can be found in Section 2.
In Section 3 we prove Theorem 1 and in Section 4 describe the modification.

2 Preliminaries

In this section, we briefly restate the top tree construction algorithm of Bille et al. [2]. To
construct trees that can be used to show the lower bound and present our modification of
the original algorithm we need to work with exactly the same definitions. Consequently, the
following description closely follows the condensed presentation from Bille et al. [1] and can
be omitted if the reader is already familiar with the approach.

Let T be a (rooted) tree on n nodes. The children of every node are ordered from left
to right, and every node has a label from an alphabet Σ. T (v) denotes the subtree of v,
including v itself, and F (v) is the forest of subtrees of all children v1, v2, . . . , vk of v, that is,
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F (v) = T (v1) ∪ T (v2) ∪ . . . ∪ T (vk). For 1 ≤ s ≤ r ≤ k we define T (v, vs, vr) to be the tree
consisting of v and a contiguous range of its children starting from the sth and ending at the
rth, that is, T (v, vs, vr) = {v} ∪ T (vs) ∪ T (vs+1) ∪ . . . ∪ T (vr).

We define two types of clusters. A cluster with only a top boundary node v is of the form
T (v, vs, vr). A cluster with a top boundary node v and a bottom boundary node u is of the
form T (v, vs, vr) \ F (u) for a node u ∈ T (v, vs, vr) \ {v}.

If edge-disjoint clusters A and B have exactly one common boundary node and C = A∪B
is a cluster, then A and B can be merged into C. Then one of the top boundary nodes of
A and B becomes the top boundary node of C and there are various ways of choosing the
bottom boundary node of C. See Figure 2 in [2] for the details of all five possible ways of
merging two clusters.

A top tree T of T is an ordered and labeled binary tree describing a hierarchical decom-
position of T into clusters.

The nodes of T correspond to the clusters of T .
The root of T corresponds to the whole T .
The leaves of T correspond to the edges of T . The label of each leaf is the pair of labels
of the endpoints of its corresponding edge (u, v) in T . The two labels are ordered so that
the label of the parent appears before the label of the child.
Each internal node of T corresponds to the merged cluster of the clusters corresponding
to its two children. The label of each internal node is the type of merge it represents (out
of the five merging options). The children are ordered so that the left child is the child
cluster visited first in a preorder traversal of T .

The top tree T is constructed bottom-up in iterations, starting with the edges of T as
the leaves of T . During the whole process, we maintain an auxiliary ordered tree T̃ , initially
set to T . The edges of T̃ correspond to the nodes of T , which in turn correspond to the
clusters of T . The internal nodes of T̃ correspond to the boundary nodes of these clusters
and the leaves of T̃ correspond to a subset of the leaves of T .

On a high level, the iterations are designed in such a way that each of them merges a
constant fraction of edges of T̃ . This is proved in Lemma 1 of [2], and we describe a slightly
stronger property in Lemma 2. This guarantees that the height of the resulting top tree is
O(logn). Each iteration consists of two steps:

Horizontal merges. For each node v ∈ T̃ with k ≥ 2 children v1, . . . , vk, for i = 1 to bk2 c,
merge the edges (v, v2i−1) and (v, v2i) if v2i−1 or v2i is a leaf. If k is odd and vk is a leaf and
both vk−2 and vk−1 are non-leaves then also merge (v, vk−1) and (v, vk).

Vertical merges. For each maximal path v1, . . . , vp of nodes in T̃ such that vi+1 is the
parent of vi and v2, . . . , vp−1 have a single child: If p is even merge the following pairs of edges
{(v1, v2), (v2, v3)}, . . . , {(vp−3, vp−2), (vp−2, vp−1)}. If p is odd merge the following pairs of
edges {(v1, v2), (v2, v3)}, . . . , {(vp−4, vp−3), (vp−3, vp−2)}, and if (vp−1, vp) was not merged in
the previous step then also merge {(vp−2, vp−1), (vp−1, vp)}.

See an example of a single iteration in Figure 1. Finally, the compressed representation
of T is the so-called top DAG T D, which is the minimal DAG representation of T obtained
by identifying identical subtrees of T . As every iteration shrinks T̃ by a constant factor, T
can be computed in O(n) time, and then T D can be computed in O(|T |) time [5]. Thus, the
entire compression takes O(n) time.
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horizontal vertical

Figure 1 Tree T̃ after two steps of a single iteration. Dotted lines denote the merged edges
(clusters) and thick edges denote the results of merging. Note that one edge does not participate in
the vertical merge due to having been obtained as a result of a horizontal merge.

SkSkSk

︸ ︷︷ ︸
tε

′

Pk

3k steps
CS CSCS CP

Figure 2 Gadget Gk consists of 2k − 1 = O(tε′
) trees Sk and one path Pk. After 3k iterations it

gets compressed to a tree with 2k nodes connected to the root.

3 A lower bound for the approach of Bille et al.

In this section, we prove Theorem 1 and show that the O( n
logσ n

log logσ n) bound from [9]
on the number of distinct clusters created by the algorithm described in Section 2 is tight.
We first consider labeled trees for which |Σ| > 1 and σ = |Σ|. Then we show how to modify
our construction and apply it to unlabeled trees.

For every k ∈ N we will construct a tree Tk with n = Θ(σ8k) nodes for which the
corresponding top DAG is of size Θ( n

logσ n
log logσ n). Let t = 8k = Θ(logσ n). In the

beginning, we describe a gadget Gk that is the main building block of Tk. It consists of O(t)
nodes: a path of t nodes and 2k − 1 = O(tε′) full ternary trees of size O(tε) connected to the
root, where ε + ε′ < 1. See Figure 2. The main intuition behind the construction is that
full ternary trees are significantly smaller than the path, but they need the same number of
iterations to get compressed.

More precisely, let Pk be the path of length 8k = t. Clearly, after 3 iterations it gets
compressed to Pk−1, and so after 3k iterations becomes a single cluster. Similarly, let Sk be
the full ternary tree of height k with 3k leaves, so 3k+1−1

2 = O(3k) = O(t0.53) nodes in total.
Observe that after 3 iterations Sk becomes Sk−1, and so after 3k iterations becomes a single
cluster. To sum up, the gadget Gk consists of path Pk of t nodes and 2k − 1 = O(t1/3) trees
of size O(t0.53), so in total O(t) nodes. After 3k iterations Gk consists of 2k − 1 clusters CS
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Figure 3 Tk consists of Θ(n/t) gadgets G
(i)
k , where the ith of them contains a unique path P

(i)
k .

corresponding to Sk and one cluster CP corresponding to Pk, as shown in Figure 2. In each
of the subsequent k iterations, the remaining clusters are merged in pairs.

Recall that the top DAG contains a node for every distinct subtree of the top tree, and
every node of the top tree corresponds to a cluster obtained during the compression process.
Our next step will be to create many almost identical gadgets connected to a common root.
In order to ensure that they are distinct, we assign labels on the nodes on paths Pk so that no
two paths are equal. Then the cluster CP obtained after the first 3k iterations corresponds
to a distinct subtree of the top tree. Consequently, so does the cluster obtained from CP
in each of the subsequent k iterations. Note that during all the subsequent iterations only
horizontal merges are performed and each of them halves the number of clusters.

Finally, the tree Tk consists of Θ(n/t) gadgets connected to a common root as in Figure 3.
The ith gadget G(i)

k is a copy of Gk with the labels of P (i)
k chosen as to spell out the ith (in

the lexicographical order) word of length t over Σ. For all the remaining nodes (nodes of
trees Sk, roots of gadgets and the common root of Tk) it is enough to choose the same label,
e.g. the smallest in Σ. Note that σt > n/t, so there are more possible words of length t than
the number of gadgets that we want to create. Then each C(i)

P and the clusters obtained
from it during the subsequent k iterations correspond to distinct subtrees of the top tree.
Thus, overall the top DAG contains Ω(n/t · k) = Ω(n/t · log t) = Ω(n/ logσ n · log logσ n)
nodes, which concludes the proof of Theorem 1 for labeled trees with non-unary alphabet.

Unlabeled trees. Now we modify the above construction so that it works for unary alphabets.
Recall that we set t = logn and k = log8 t. We cannot use the earlier approach directly, as
we cannot distinguish the gadgets G(i)

k by modifying labels on the path P (i)
k . To address this

we extend the gadgets G(i)
k with distinct unlabeled binary trees in such a way that after 3k

steps the new gadgets get compressed to the same trees as before (shown in Figure 2) that is
the ith gadget is compressed to tε′ clusters CS and a cluster C ′(i)P . Again CS represents the
cluster of full ternary tree Sk and clusters C ′(i)P correspond to distinct subtrees.

More precisely, now the ith gadget G′(i)k consists of tε′ trees Sk connected to the root, a
path P ′k of length 4 · 8k−1 + 1 and the ith binary tree T (i)

k on t = logn nodes (we consider
an arbitrary ordering on all such trees). Intuitively, the construction of path P ′k guarantees
that no matter how fast the tree T (i)

k gets compressed, during the first 3k steps it does not
interact with subtrees Sk. Without the path P ′k, it might happen that the single cluster
obtained from T

(i)
k participates in a horizontal step with the (partially compressed) rightmost

tree Sk within the first 3k steps. Next, the sizes of each component of G′(i)k are chosen in
such a way that again G′(i)k consists of O(t) nodes and after 3k steps the obtained tree is
exactly the same as in the case of non-unary alphabets. See Figure 4.
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Figure 4 The modified gadget G
′(i)
k for unlabeled trees.

Note that path P ′k gets compressed to path P ′k−1 in 3 steps. Furthermore, the first edge
of P ′k does not take part in any vertical merge unless the path consists of only two edges, that
is in the (3k)th step. Observe that trees T (i)

k are compressed with different speeds depending
on their shape and at some moment they become a single cluster that will be merged in the
next horizontal step. As pointed earlier, the first edge of P ′k does not take part in vertical
merges before the (3k)th step, so eventually it can participate in a horizontal merge with the
cluster of T (i)

k without affecting the compression of the remaining edges of P ′k. As all the
merges inside T (i)

k are independent from the rest of the tree, Lemma 1 of [2] guarantees that
after every step of the compression the tree T (i)

k shrinks at least by a factor of 8/7. Thus
T

(i)
k becomes a single cluster in at most log8/7 logn < 9 log logn = 3k steps, and so after 3k

steps the gadget G′(i)k gets compressed to the tree described in Figure 4.
Finally, in order to further apply the reasoning from the case of labeled trees, it remains

to show that there are Ω(n/t) distinct binary trees on t nodes. From the folklore properties
of Catalan numbers, there are 1

t+1
(2t
t

)
distinct binary trees on t nodes. Applying the bound(

n
k

)
≥ (nk )k we obtain that there are at least 2t

t+1 = Ω(n/t) distinct binary trees T (i)
k , which

is sufficient for our construction. It concludes the case of unlabeled trees and thus ends the
proof of Theorem 1.

4 An optimal tree compression algorithm

Let α be a constant greater than 1 and consider the following modification of algorithm [2].
Our algorithm works in the same way for both labeled and unlabeled trees. As mentioned
in the introduction, intuitively we would like to proceed exactly as the original algorithm,
except that in the tth iteration we do not perform a merge if one of the participating clusters
is of size larger than αt. However, this would require a slight modification of the original
charging argument showing that that after every iteration the tree T̃ shrinks by a constant
factor. To avoid adapting the whole proof of [2] to our new approach, we proceed slightly
differently. In each iteration we first generate and list all the merges that would have been
performed in both steps of a single iteration of the original algorithm. Then we apply only
the merges in which both clusters have size at most αt.

We run the algorithm until the tree T̃ becomes a single edge. Clearly, there are O(logn)
iterations, because after logα n iterations the algorithm is no longer constrained and can
behave not worse than the original one. Thus the depth of the obtained DAG is O(logn) as
before. In the following lemma we show that even if there are some clusters that cannot be
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Algorithm 1 A modified top tree construction algorithm of Bille et al. [2] for a tree T .
1: T̃ := T

2: initialize leaves of T with edges of T
3: for t = 1, . . . ,Θ(logn), as long as T̃ is not a single edge do
4: list all the merges that would have been made by one iteration of the original algorithm
5: filter out the merges that use a cluster of size bigger than αt
6: modify T̃ and T by applying the remaining merges
7: construct DAG T D of T . T D is the top DAG of T

merged in one step, the tree still shrinks by roughly a constant factor.

I Lemma 2. Suppose that there are m = p + q clusters in T̃ after t − 1 iterations of
Algorithm 1, where q is the number of clusters of size larger than αt. Then, after t iterations
there are at most 7/8m+ q clusters.

Proof. The proof is a generalization of Lemma 1 from [2]. There are m + 1 nodes in T̃ ,
so at least m/2 + 1 of them have degree smaller than 2. Consider m/2 edges from these
nodes to their parents and denote this set as M . Then, from a charging argument (see the
details in [2]) we obtain that at least half of the edges in M would have been merged in a
single iteration of the original algorithm. Denote these edges by M ′, where |M ′| ≥ m/4 and
observe that at least |M ′|/2 ≥ m/8 pairs of edges can be merged.

Now, q clusters (edges) are too large to participate in a merge and in the worst case
each of them would have participated in a different merge of the original algorithm. Thus,
Algorithm 1 performs at least m/8 − q merges and after a single iteration the number of
clusters decreases to at most m− (m/8− q) = 7/8m+ q. J

Our goal will be to prove the following theorem.

I Theorem 3. Let T be a tree on n nodes labeled from an alphabet of size σ. Then the size
of the corresponding top DAG obtained by Algorithm 1 with α = 10/9 is O( n

logσ n
).

In the following we assume that α = 10/9, but do not substitute it to avoid clutter.

I Lemma 4. After t iterations of Algorithm 1 there are O(n/αt+1) clusters in T̃ .

Proof. We prove by induction on t that after t iterations T̃ contains at most cn/αt+1 clusters,
where c = 113. The case t = 0 is immediate. Let t > 0. From the induction hypothesis,
after t− 1 iterations there are at most cn/αt clusters, p of them having size at most αt (call
them small) and q of them having size larger than αt that cannot be yet merged in the tth
iteration (call them big). We know that p ≤ cn/αt and, as the big clusters are pairwise
disjoint, q ≤ n/αt.

We need to show that the total number of clusters after t iterations is at most cn/αt+1.
There are two cases to consider:

q ≤ 1
100p: We apply Lemma 2 and conclude that the total number of clusters after the

tth iteration is at most 7/8(p+ q) + q < 9/10p ≤ cn/αt+1.
p < 100q: In the worst case no pair of clusters was merged and the total number of
clusters after the tth iteration is p+ q < 101q < 101n/αt ≤ 113n/αt+1 = cn/αt+1. J

Proof of Theorem 3. Clusters are represented with binary trees labeled either with pairs of
labels from the original alphabet or one of the 5 labels representing the type of merging, so
in total there are |Σ|2 + 5 ≤ σ2 + 5 possible labels of nodes in T . From the properties of
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Catalan numbers, it follows that the number of different binary trees of size x is bounded
by 4x. Thus there are at most

∑x
i=1(4(σ2 + 5))i ≤

∑x
i=1(12σ2)i ≤ (12σ2)x+1 distinct labeled

trees of size at most x, since σ ≥ 2. Even if some of them appear many times in T̃ , they will
be represented only once in T D.

Consider the situation after t− 1 iterations of the algorithm. Then, from Lemma 4 there
are at most O(n/αt) clusters in T̃ . Setting t to be the maximal integer number such that
αt + 1 ≤ 3/4 log12σ2 n we obtain that there are at most n3/4 distinct subtrees of T of size
at most αt. As identical subtrees of T are identified by the same node in the top DAG, all
clusters created during the first t− 1 iterations of the algorithm are represented by at most
n3/4 nodes in T D. Next, the remaining O(n/αt) clusters can introduce at most that many
new nodes in the DAG.

Finally, the size of the DAG obtained by Algorithm 1 on a tree T of size n is bounded by
n3/4 +O(n/αt) = O(n/ log12σ2 n), which is O(n/ logσ n) as σ ≥ 2. J
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17:2 Maximum Colorful Arborescence Problem and Color Hierarchy Graph Structure

1 Introduction

Motivated by de novo inference of metabolites from mass spectrometry experiments, Böcker
et al. [4] introduced the Maximum Colorful Subtree problem. This optimization problem
takes as input a vertex-colored arc-weighted directed acyclic graph G = (V,A) rooted in some
vertex r, and asks for a maximum-weight colorful arborescence in G with root r. Herein, a
vertex-colored graph or a vertex set is called colorful if the vertices have pairwise different
colors and a directed graph G is an arborescence with root r if the underlying undirected
graph of G is a tree and there is a path from r to every vertex in G. In this model, the root
r in G represents the sought metabolite, any vertex in G represents a molecule obtained
from r after (possibly several) fragmentation(s), and vertices are colored according to their
masses. An arc connects two molecules (vertices) u and v when v can be obtained from u

by fragmentation, and is assigned a weight that indicates the (possibly negative) degree of
confidence that the fragmentation from u to v actually occurs. A maximum-weight colorful
arborescence from G with root r thus represents a most plausible fragmentation scenario
from r. Let H(G) be the following graph built from G: V (H(G)) is the set C of colors
used to color V (G), and there is an arc from c to c′ in H(G) if there is an arc in G from
a vertex of color c to a vertex of color c′. We call H(G) the color hierarchy graph of G.
Observe that H(G) must be a DAG since colors represent masses and fragmenting a molecule
gives new molecules with lower mass. As recently pointed out [14], the initial definition of
Maximum Colorful Subtree omits this crucial property of G. This led Fertin et al. [14]
to reformulate the initial Maximum Colorful Subtree problem as follows.

Maximum Colorful Arborescence (MCA)
Input: A DAG G = (V,A) rooted in some vertex r, a set C of colors, a coloring function
col : V → C such that H(G) is a DAG and an arc weight function w : A→ R.
Output: A colorful arborescence T = (VT , AT ) rooted in r of maximum weight w(T ) :=∑

a∈AT
w(a).

The study of MCA initiated in [14] essentially focused on the particular case where G
is an arborescence and showed for example that MCA is NP-hard even for very restricted
such instances. This work was also the first one to explicitly exploit that H(G) is a DAG. In
particular, it was shown that if H(G) is an arborescence, then MCA is polynomially solvable.
This latter promising result is the starting point of the present paper, in which we aim at
better understanding the structural parameters of H(G) that could lead to fixed-parameter
tractable (FPT), i.e. exact and moderately exponential, algorithms. As pointed out in a
recent study [12], obtaining exact solutions instead of approximate ones is indeed preferable
for MCA. Hence, improved exact algorithms are truly desirable for this problem.

Related Work

The MCA problem is NP-hard and highly inapproximable even when G is an arborescence
and every arc weight is equal to 1 [14]. Moreover, MCA is NP-hard even if `C = 0 where
`C := |V (G)| − |C| [14] (a consequence of the proof of [19, Theorem 1]). On the positive
side, MCA can be solved in O∗(3|C|) time by dynamic programming [4]. Moreover, as
previously mentioned, MCA is in P when H(G) is an arborescence [14]. This result can
be extended to some arborescence-like color hierarchy graphs as MCA can be solved by a
branching algorithm in time O∗(2s) where s is the minimum number of arcs of H whose
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Table 1 Overview of the results for the MCA problem presented in this paper. Here, xH is the
number of vertices of indegree at least two in H, tH is the treewidth of the underlying undirected
graph of H, `C := |V (G)| − |C| and ` ≥ `C is the number of vertices that are not part of the solution.

Parameter FPT status Kernel status

xH O∗(3xH) (Thm. 2.2) No poly. kernel (Thm. 2.4)

` W[1]-hard (from [19])

xH + `C FPT (from Thm. 2.2) No poly. kernel (Thm. 2.7)

xH + ` Poly. kernel (Thm. 2.8)

tH W[2]-hard (Thm. 3.3)

tH + `C O∗(2`C · 4tH) (Thm. 3.7) No poly. kernel (Cor. 3.8)

removal turns H into an arborescence [14].4 Finally, a solution of MCA of order k can
be computed in O∗((3e)k) time using the color-coding technique [1] in combination with
dynamic programming [7].

A related pattern matching problem in graphs is Graph Motif where, in its simplest
version, we are given an undirected vertex-colored graph and ask whether there is a connected
subgraph containing one vertex of each color [18, 13, 2, 3]. In contrast to MCA, Graph
Motif is fixed-parameter tractable for the parameter `C [2, 15].

Our Contribution

Our results are summarized in Table 1. We focus on two parameters from H(G), namely
its number xH of vertices of indegree at least two, and the treewidth tH of its underlying
undirected graph. This choice is motivated by the fact that when H(G) is an arborescence,
each of these two parameters is constant (namely, xH = 0 and tH = 1) and MCA is in
P. Thus, our parameters measure the distance from this trivial case [16]. In addition, we
consider the parameter `C := |V (G)|−|C| and the parameter ` which is the number of vertices
that are not part of a solution with a maximum number of vertices. More precisely, whenever
we refer to the parameter ` we consider the problem variant where we are constrained to
report the best arborescence among those with at least |V | − ` vertices. Intuitively, `C is
the number of vertices that we need to delete just to obtain a colorful subgraph of G, and
hence ` ≥ `C . Observe that MCA is W[1]-hard parameterized by ` [14]; this is a consequence
of the proof of [19, Theorem 1].

Together with FPT issues, we also address the (in)existence of polynomial problem kernels
for these parameters. In a nutshell, we provide a complete dichotomy for fixed-parameter
tractability and problem kernelization for these parameters.

Preliminaries

In the following, let G = (V,A) be the input graph of MCA, with nG := |V (G)|. For any
integer p, we let [p] := {1, . . . , p}. For any vertex v ∈ V , N+(v) is the set of outneighbors
of v. We say that a vertex v is reachable from another vertex v′ ∈ V (G) in a directed
graph G if there exists a path from v′ to v in G. The color hierarchy graph of G is denoted
H(G) := (C, AC), or, when clear from the context, simply H.

4 The notation O∗() does not take polynomial factors into account.
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We briefly recall the relevant notions of parameterized algorithmics (see e.g. [8]). A
parameterized problem is a subset of Σ× N where the second component is the parameter.
A parameterized problem is fixed-parameter tractable if every instance (x, k) can be solved
in f(k) · |x|O(1) time. A reduction to a problem kernel, or kernelization, is an algorithm
that takes as input an instance (x, k) of a parameterized problem Q and produces in
polynomial time an equivalent (i.e., having the same solution) instance (x′, k′) of Q such
that (i) |x′| ≤ g(k), and (ii) k′ ≤ k. The instance (x′, k′) is called problem kernel, and g is
called the size of the problem kernel. If g is a polynomial function, then the problem admits
a polynomial-size kernel. Classes W[1] and W[2] are classes of presumed fixed-parameter
intractability: if a parameterized problem is W[1]-hard or W[2]-hard, then it is generally
assumed that it is not fixed-parameter tractable.

This paper is organized as follows. In Section 2, we study in detail the impact of xH on
the parameterized complexity of the MCA problem, while in Section 3, the same type of
study is realized with parameter tH.

2 Parameterizing the MCA Problem by xH

Two main reasons lead us to be particularly interested in xH, the number of vertices with
indegree at least two in H. First, MCA is in P when H is an arborescence [14], thus when
xH = 0. Second, MCA can be solved in O∗(3|C|) time [4]. Since by definition xH ≤ |C|,
determining whether MCA is FPT with respect to xH is of particular interest. We answer
this question positively in Theorem 2.2. We first need some additional definitions.

Let X be the set of vertices of indegree at least two in H (thus |X| = xH) and call X the
set of difficult colors. For any V ′ ⊆ V (G), let col(V ′) denote the set of colors used by col
on the vertices in V ′. Moreover, for any vertex v ∈ V that has at least one outneighbor
in G, assume that col(N+(v)) has an arbitrary but fixed ordering. Therefore, for any
i ∈ [| col(N+(v))|], we may let col+(v, i) denote the ith color in col(N+(v)). Finally, for any
arborescence T in G or in H, let X(T ) := X ∩ col(V (T )) denote the set of difficult colors
in T . We have the following lemma.

I Lemma 2.1. Let T1 and T2 be two arborescences in H such that T1 is rooted in c1, T2 is
rooted in c2 6= c1, and c1, c2 ∈ N+(c) for some c ∈ C. If X(T1) and X(T2) are disjoint,
then V (T1) and V (T2) are disjoint.

Proof. Assume without loss of generality that c1 is not reachable from c2 in H. If V (T1)
and V (T2) are not disjoint, then there exists a color c∗ ∈ C that belongs to T1 and to T2.
In order to prove that such a color c∗ cannot exist, let τ1 (resp. τ2) be the set of colors on
the path from c1 (resp. c2) to c∗ including c1 in T1 (resp. c2 in T2). Then, either τ2 ⊂ τ1
or c2 /∈ τ1. First, if τ2 ⊂ τ1, then there exists a vertex c′ ∈ τ1 such that c′ 6= c with an arc
(c′, c2). Since H contains the arc (c, c2), the color c2 is thus difficult. This contradicts the
assumption that X(T1) and X(T2) are disjoint. Second, if c2 /∈ τ1, then |τ1 ∩ τ2| ≥ 1 since
c∗ ∈ τ1 ∩ τ2. Therefore, let c̄ ∈ τ1 ∩ τ2 such that there exists a path from c̄ to any other color
of τ1 ∩ τ2. By definition, the father of c̄ in τ1 is different from the father of c̄ in τ2, which
means that c̄ is a difficult color. This contradicts the assumption that X(T1) and X(T2) are
disjoint. J

I Theorem 2.2. MCA can be solved in O∗(3xH) time and O∗(2xH) space.

Proof. We propose a dynamic programming algorithm which makes use of two tables. The
first one, A[v,X ′, i], is computed for all v ∈ V (G), X ′ ⊆ X and i ∈ {0} ∪ [| col(N+(v))|] and
stores the weight of a maximum colorful arborescence TA(v,X ′, i) in G such that
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TA(v,X ′, i) is rooted in v,
(X(TA(v,X ′, i)) \ {col(v)}) ⊆ X ′, and
TA(v,X ′, i) contains an arc (v, u) only if col(u) = col+(v, j) for some j ≤ i.

The second one, B[v,X ′, i], is computed for all v ∈ V , X ′ ⊆ X and i ∈ [| col(N+(v))|] and
stores the weight of a maximum colorful arborescence TB(v,X ′, i) in G such that

TB(v,X ′, i) is rooted in v,
(X(TB(v,X ′, i)) \ {col(v)}) ⊆ X ′, and
TB(v,X ′, i) contains an arc (v, u) only if col(u) = col+(v, i).

In a nutshell, TA(v,X ′, i) and TB(v,X ′, i) share the same root v and the same allowed set of
difficult colors X ′ (disregarding col(v)), but TA(v,X ′, i) contains outneighbors of v up to
color col+(i) and TB(v,X ′, i) contains at most one outneighbor of v which is of color col+(v, i).
Hence, there is no u ∈ N+(v) such that (v, u) ∈ TA(v,X ′, i − 1) and (v, u) ∈ TB(v,X ′, i).
We now show how to compute the two abovementioned tables.

A[v,X ′, i] =

0 if i = 0,
max

X′′⊆X′
{A[v,X ′′, i− 1] +B[v,X ′ \X ′′, i]} otherwise.

For an entry A[v,X ′, i] with i = 0 note that TA(v,X ′, i) can only contain v. For i > 0,
by definition there cannot exist any u ∈ N+(v) such that u belongs both to TA(v,X ′′, i− 1)
and TB(v,X ′ \X ′′, i). Therefore, Lemma 2.1 shows that col(v) is the only color occurring in
TA(v,X ′′, i−1) and TB(v,X ′\X ′′, i). Thus, the union of TA(v,X ′′, i−1) and TB(v,X ′\X ′′, i)
is a colorful arborescence. Finally, testing every possible X ′′ ⊆ X ′ ensures the correctness of
the formula.

B[v,X ′, i] =


0 if col+(v, i) ∈ X \X ′,

max
u∈N+(u):

col(u)=col+(v,i)

{0, w(v, u) +A[u,X ′, | col(N+(u))|]} otherwise.

For an entry of type B[v,X ′, i], if col+(v, i) is a difficult color which does not belong to
X ′, then V (TB(v,X ′, i)) = {v}, and hence B[v,X ′, i] = 0. Otherwise, recall that B[v,X ′, i]
stores the weight of a maximum colorful arborescence rooted in v containing at most one
further vertex u ∈ N+(v) of color col+(v, i). Therefore, computing the maximum colorful
arborescences for any such u and only keeping the best one if it is positive ensures the
correctness of the formula.

Recall that any DAG has a topological ordering of its vertices, i.e. a linear ordering of its
vertices such that for every arc (u, v), u appears before v in this ordering. In Algorithm 1,
we show how to compute all the entries of both dynamic programming tables. For this, we
consider the entries from last to first according to some topological ordering of G. The total
running time derives from the fact that our algorithm needs at most 3xH steps to compute
A[v,X ′, i] since a difficult color can be in X ′′, X ′ \X ′′ or in X \X ′. J

Recall that a parameterized problem Q is FPT with respect to a parameter k if and
only if it has a kernelization algorithm for k [11], but that such a kernel is not necessarily
polynomial. In Theorem 2.4, we prove that although MCA parameterized by xH is FPT (as
proved by Theorem 2.2), MCA is unlikely to admit a polynomial kernel for xH. For this, we
use the or-composition technique which, roughly speaking, is a reduction that combines many
instances of a problem into one instance of the problem Q. We first recall the definition of
or-compositions.
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Algorithm 1 Computing the entries in tables A and B.
for all v ∈ V from last to first in some topological ordering of G do

for all X ′ ⊆ X do
for all i ∈ {1, . . . , | col(N+(v))|} do

Compute B[v, X ′, i]
end for

end for
for all X ′ ⊆ X do

for all i ∈ {0, . . . , | col(N+(v))|} do
Compute A[v, X ′, i]

end for
end for

end for

I Definition 2.3. ([5]) An or-composition for a parameterized problem Q ∈ Σ × N is an
algorithm that receives as input a sequence (x1, k), (x2, k), . . . , (xt, k) with (xi, k) ∈ Σ× N
for each 1 ≤ i ≤ t, takes polynomial time in

∑t
i=1 |xi|+ k, and outputs (y, k′) ∈ Σ× N with

(y, k′) ∈ Q if and only if ∃1≤i≤t(xi, k) ∈ Q and k′ is polynomial in k.

If an NP-hard parameterized problem Q admits an or-composition, then Q does not admit any
polynomial-size problem kernel (unless NP ⊆ coNP/Poly) [5]. Our or-composition actually
shows that MCA is unlikely to admit a polynomial kernel for the parameter |C|.

I Theorem 2.4. Unless NP ∈ coNP/Poly, MCA does not admit a polynomial kernel for
parameter |C|, and consequently for parameter xH, even if G is an arborescence.

Proof. In the following, let t be a positive integer. For any i ∈ [t], let Gi = (Vi, Ai) be the
graph of an instance of MCA which is rooted in a vertex ri and assume that the t instances
are built on the same color set C′ = {c1, . . . , c|C′|}, otherwise colors can be relabeled suitably.

We now compose the t instances of MCA into a new instance of MCA. Let G = (V,A)
be the graph of such a new instance with V = {r} ∪ {r′i : i ∈ [t]} ∪ {v ∈ Vi : i ∈ [t]} and
A = {(r, r′i) : i ∈ [t]} ∪ {(r′i, ri) : i ∈ [t]} ∪ {(u, v) ∈ Ai : i ∈ [t]}. Here, r is a vertex not
contained in any of the t MCA instances and which has a path of length 2 towards the root
ri of any graph Gi; thus G is clearly a DAG. Let C be the color set of G, and let us define
the coloring function on V (G) as follows: the root r is assigned a unique color cr /∈ C′ ; all
vertices of type r′i are assigned the same color cr′ /∈ (C′ ∪ {cr}) ; all arcs of type (r′i, ri) and
(r, r′i) are given a weight of 0 ; the color (resp. weight) of all other vertices (resp. arcs) is
the same in the new instance as in their initial instance. Clearly, (G, C, col, w, r) is a correct
instance of MCA and |C| = |C′| + 2. Moreover, if Gi is an arborescence for every i ∈ [t],
then G is also an arborescence. We now prove that there exists i ∈ [t] such that Gi has
a colorful arborescence T = (VT , AT ) rooted in ri of weight W > 0 if and only if G has a
colorful arborescence T ′ = (VT ′ , AT ′) rooted in r and of weight W > 0.

(⇒) If there exists i ∈ [t] such that Gi has a colorful arborescence T = (VT , AT )
rooted in ri and of weight W > 0, then let T ′ = (VT ′ , AT ′) with VT ′ = VT ∪ {r, r′i} and
AT ′ = AT ∪ {(r, r′i), (r′i, ri)}. Clearly, T ′ is connected, colorful and of weight W .

(⇐) Suppose G contains a colorful arborescence T ′ = (VT ′ , AT ′) with root r and weight
W > 0. Since T ′ is colorful and all vertices of type r′i share the same color, there cannot
exist i and j in [t], vi ∈ Vi and vj ∈ Vj such that both vi and vj belong to T ′. Thus, let i∗ be
the only index in [t] such that Vi∗ ∩ VT ′ 6= ∅ and let T = (VT , AT ) with VT = VT ′ \ {r, r′i∗}
and AT = AT ′ \ {(r, r′i∗), (r′i∗ , ri∗)}. Clearly, T is connected, colorful and of weight W .

Now, recall that |C| = |C′| + 2 and thus that we made a correct composition of MCA
into MCA. Moreover, recall that MCA is NP-hard [14] and that xH ≤ |C|. As a con-
sequence, MCA does not admit a polynomial kernel for the parameter |C|, and hence for the
parameter xH, even in arborescences, unless NP ⊆ coNP/Poly. J
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Recall that MCA can be solved in time O∗(2s) where s is the minimum number of arcs
needed to turn H into an arborescence [14]. Since s < |C|2, we have the following.

I Corollary 2.5. Unless NP ∈ coNP/Poly, MCA parameterized by s does not admit a
polynomial kernel, even if G is an arborescence.

In the following, we use a different technique, called polynomial parameter transform-
ation [6], to show that MCA is also unlikely to admit a polynomial kernel for the para-
meter xH + `C , where `C = nG − |C|.

I Definition 2.6. ([6, 10, 9]) Let P and Q be two parameterized problems. We say that P
is polynomial parameter reducible to Q if there exists a polynomial-time computable function
f : Σ∗ × N → Σ∗ × N and a polynomial p, such that for all (x, k) ∈ Σ∗ × N the following
holds: (x, k) ∈ P if and only if (x′, k′) = f(x, k) ∈ Q, and k′ ≤ p(k). The function f is a
called a polynomial parameter transformation.

If P is an NP-hard problem and Q belongs to NP, then a polynomial parameter transformation
from P parameterized by k to Q parameterized by k′ has the following consequence: if
Q parameterized by k′ admits a polynomial kernel, then P parameterized by k admits a
polynomial kernel [6]. Using such a transformation, we obtain the following result.

I Theorem 2.7. MCA parameterized by xH does not admit a polynomial kernel unless
NP ⊆ coNP/Poly even when restricted to the special case where `C = 0.

Proof. We reduce from Set Cover, which is defined as follows.

Set Cover
Input: A universe U = {u1, u2, . . . , uq}, a family F = {S1, S2, . . . , Sp} of subsets of U ,
an integer k.
Output: A k-sized subfamily S ⊆ F of sets whose union is U .

The reduction is as follows: for any instance of Set Cover, we create a three-levels
DAG G = (V = V1 ∪ V2 ∪ V3, A) with V1 = {r}, V2 = {vi : i ∈ [p]} and V3 = {zj : j ∈ [q]}.
We call V2 the second level of G and V3 the third level of G. Informally, we associate one
vertex at the second level to each set of F and one vertex at the third level to each element
of U . There is an arc of weight −1 from r to each vertex at level 2 and an arc of weight p
from vi to zj , for all i ∈ [p] and j ∈ [q] such that the element uj is contained in the set Si.
Now, our coloring function col is as follows: give a unique color to each vertex of G. Notice
that H is also a three-levels DAG with col(V1), col(V2), and col(V3) at the first, second, and
third levels, respectively. Therefore, the above construction is a correct instance of MCA.
We now prove that there exists a k-sized subfamily S ⊆ F of sets whose union is U if and
only if there exists a colorful arborescence T in G of weight w(T ) = pq − k.

(⇒) Suppose there exists a k-sized subfamily S ⊆ F of sets whose union is U and let
True = {i ∈ [p] : Si ∈ S}. Then, we set VT = {r} ∪ {vi : i ∈ True} ∪ {zj : j ∈ [q]}.
Necessarily, G[VT ] is connected: first, r is connected to every level-2 vertex ; second, a vertex
zj corresponds to an element uj which is contained in some set Si ∈ S. Now, let T be a
spanning arborescence of G[VT ]. Clearly, T is colorful and of weight pq − k.

(⇐) Suppose there exists a colorful arborescence T = (VT , AT ) in G of weight w(T ) =
pq − k. Notice that any arborescence T ′ in G which contains r and at least one vertex from
V3 must contain at least one vertex from V2 in order to be connected. Therefore, if such
an arborescence T ′ does not contain one vertex of type zj , then w(T ′) < pq − p − 1 and
w(T ′) < w(T ). Hence, if w(T ) = pq − k then T contains each vertex of the third level and T
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contains exactly k vertices at the second level. Now, let S = {Si : i ∈ [p] s.t. vi ∈ VT } and
notice that S is a k-sized subfamily of F whose union is U as all vertices of the third level
belong to T . Our reduction is thus correct.

Now, recall that H is a three-levels DAG with col(V1), col(V2), and col(V3) at the first,
second and third levels, respectively. By construction of G, if there exists c ∈ V (H) such that
d−(c) ≥ 1, then c ∈ col(V3). Moreover, recall that | col(V3)| = |U| and thus xH ≤ |U|. Thus
we provided a correct polynomial parameter transformation from Set Cover parameterized
by |U| to MCA parameterized by xH. Now, recall that Set Cover does not admit a
polynomial kernel for |U| unless NP ⊆ coNP/Poly [10] and that Set Cover is NP-hard [17].
Moreover, the decision version of MCA, which asks for a solution of weight at least k, clearly
belongs to NP. Finally, observe that `C = 0 as G is colorful. As a consequence, MCA does
not admit any polynomial kernel for xH unless NP ⊆ coNP/Poly even if `C = 0. J

Since ` ≥ `C , and in light of Theorem 2.7, we aim at determining whether a polynomial
kernel exists for MCA parameterized xH + `. We have the following theorem.

I Theorem 2.8. MCA admits a problem kernel with O(xH · `2) vertices.

To show this result we provide three data reduction rules. To formulate the rules, we
introduce some notation first.

For any vertex v ∈ V (G), we define G+(v) as the subgraph of G that is induced by the
set of vertices that are reachable from v in G (including v). Similarly, for any color c ∈ V (H),
we define H+(c) as the subgraph of H that is induced by the set of vertices that are reachable
from c in H (including c). We call a color c autonomous if (i) H+(c) is an arborescence, and
(ii) there does not exist an arc from a color c1 /∈ H+(c) to a color c2 ∈ H+(c) in H. For a
vertex v, let Tv denote a maximum colorful arborescence in G that is rooted at v. Finally,
for a color c ∈ C, let Vc := {v ∈ V : col(v) = c} denote the set of vertices with color c.

I Reduction Rule 1. If an instance (G, C, col, w, r) of MCA contains an autonomous color c
such that H+(c) contains at least two vertices, then do the following.

For each vertex v ∈ Vc, compute the value w(Tv) of Tv, and add w(Tv) to the weight of
each incoming arc of v.
Remove from G all vertices that are reachable from a vertex in Vc, except the vertices
of Vc.

I Lemma 2.9. Reduction Rule 1 is correct and can be performed exhaustively in polynomial
time.

Proof. Consider a vertex v ∈ Vc. Since c is autonomous, H+(c) is an arborescence and thus
we may compute Tv which contains only colors from H+(c) in polynomial time [14].

Now, we prove the correctness of the rule, that is, the original instance (G, C, col, w, r)
has a colorful arborescence T = (VT , AT ) of weight at least W if and only if the new instance
(G′, C′, col′, w′, r′) has a colorful arborescence T ′ = (VT ′ , AT ′) of weight at least W . We
only show the forward direction of the equivalence; the converse can be seen by symmetric
arguments. First, recall that c is autonomous. Therefore, if T does not contain any vertex of
color c, then T does not contain any vertex whose color belongs to V (H+(c)) and we can
trivially set T ′ = T . Otherwise, if T contains a vertex v of color c, then let Sc ⊆ VT be
the set of vertices that are reachable from v in T . We now set VT ′ := (VT \ Sc) ∪ {v} and
let AT ′ contain all the arcs from AT that are not in H+(c). Now, recall that we computed
the weight w(Tv) of the maximum colorful arborescence in G that was rooted in v and
that w′(v−, v) = w(v−, v) + w(Tv) where v− is the inneighbor of v in T . This ensures that
w(T ) ≤ w′(T ′). J
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In the following, for any vertices v, v′ ∈ V (G) such that v′ is reachable from v in G, we
denote π(v, v′) as the length of the maximum weighted path from v to v′ in G.

I Reduction Rule 2. If an instance (G, C, col, w, r) of MCA contains a triple {c1, c2, c3} ⊆ C
such that (i) c1 is the unique inneighbor of c2, (ii) c2 is the unique inneighbor of c3 and
(iii) c3 is the unique outneighbor of c2, then do the following.

For any v1 ∈ Vc1 and v3 ∈ Vc3 such that there exists a path from v1 to v3 in G, create an
arc (v1, v3) and set w(v1, v3) := π(v1, v3).
Add a vertex v∗ of color c3 and, for any vertex v1 ∈ Vc1 that has at least one outneighbor
of color c2 in G, add the arc (v1, v

∗) and set w(v1, v
∗) to the highest weighted outgoing

arc from v1 to any vertex of color c2 in G.
Remove all vertices of Vc2 from G′.

I Lemma 2.10. Reduction Rule 2 is correct and can be performed exhaustively in polynomial
time.

Proof. We first prove that our transformation is correct. We show only the direction
that an arborescence of weight at least W in the original instance (G, C, col, w, r) implies
an arborescence of weight at least W in the new instance (G′, C′, col′, w′, r′); the converse
direction can be shown by symmetric arguments. Let T = (VT , AT ) be a colorful arborescence
of weight W in the original instance. First, if T does not contain a vertex of color c2, then
T is an arborescence of the new instance. Second, if T contains a vertex v2 of color c2
whose inneighbor is v1 in T and if T does not contain any vertex of color c3, then setting
VT ′ := VT \ {v2} ∪ {v∗} and AT ′ := AT \ {(v1, v2)} ∪ {(v1, v

∗)} gives an arborescence T ′ =
(VT ′ , AT ′) of the new instance. Moreover, w(T ) = w′(T ′) since w(v1, v2) = w′(v1, v

∗).
Third, if T contains a vertex v2 of color c2 whose inneighbor is v1 in T and if T contains
a vertex v3 of color c3 (whose inneighbor is necessarily v2), then setting VT ′ := VT \ {v2}
and AT ′ := AT \ {(v1, v2), (v2, v3)} ∪ {(v1, v3)} gives an arborescence T ′ = (VT ′ , AT ′) of the
new instance. Moreover, w(T ) = w′(T ′) since w(v1, v2) + w(v2, v3) = w′(v1, v3).

The polynomial running time follows from the fact that π(v1, v3) can be computed in
polynomial time. J

To describe the final rule, let N−U (v) denote the set of unique colors in the inneighborhood
of v in G, where a color c is unique if |Vc| = 1. Recall also that ` is the maximum number of
vertices that do not belong to T in G.

I Reduction Rule 3. If an instance (G, C, col, w, r) of MCA contains a vertex v ∈ V such
that |N−U (v)| > `+ 1, then delete the |N−U (v)| − `− 1 least-weighted arcs from N−U (v) to v.

I Lemma 2.11. Reduction Rule 3 is correct and can be performed exhaustively in polynomial
time.

Proof. Since |N−U (v)| > `+ 1, T has to contain at least two vertices from N−U (v). Now, let
v1 be a vertex from N−U (v) such that (v1, v) is the least-weighted incoming arc from a unique
color to v in G. Even if v1 belongs to T , there will always exist at least one other vertex v2
that will also belong to T and such that w(v1, v) ≤ w(v2, v). Thus, we may assume that T
does not contain the arc (v1, v) and safely delete it. The correctness of the rule now follows
from repeated application of this argument. J

We are now ready to prove Theorem 2.8.
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Proof. The kernelization algorithm consists of the exhaustive application of Reduction
Rules 1– 3 in polynomial time. Let (G, C, col, w, r) denote the resulting equivalent instance
and let T = (VT , AT ) be a solution of this instance. It remains to show that G has
O(xH · `2) vertices. First, we show that the indegree of any color in H is at most (`+ 1)2 + `.
This will allow us to show, subsequently, the claimed bound on nG.

Let us first bound the indegree of any color inH. Since T is colorful and since |VT | = nG−`,
there exist at most ` non-unique colors in C and hence the inneighborhood of any color
c ∈ V (H) cannot contain more than ` non-unique colors in H. Moreover, since the instance
is reduced with respect to Reduction Rule 3, the inneighborhood of any vertex v ∈ V (G)
contains at most `+ 1 vertices of unique color in G. Furthermore, we may assume |Vc| ≤ `+ 1
for any any color c ∈ V (H) as T cannot be colorful if there exists more than `+ 1 occurrences
of c in G. As a consequence, for any color c ∈ V (H), the inneighborhood of c cannot contain
more than |Vc| · (`+ 1) = (`+ 1)2 unique colors in H, and hence c has at most (`+ 1)2 + `

inneighbors.
Now, let F be the forest whose vertex set is CF = C \X and which contains each arc (c, c′)

of H such that {c, c′} ⊆ CF . In the following, we successively bound the maximum number of
leaves of F , the maximum number of vertices of F , of V (H) and finally of V (G) in a function
of ` and xH. First, recall that there does not exist any autonomous color c ∈ C to which
Reduction Rule 1 applies. Thus, each leaf c of H is in fact a difficult color. Consequently,
every leaf of F is in H an inneighbor of a difficult color. Since the maximum indegree of
any color in H is at most (`+ 1)2 + `, the number of leaves in F is at most xH((`+ 1)2 + `).
Now, by Lemma 2.10, H does not contain any color which has a unique inneighbor and a
unique outneighbor. As a consequence, F has no internal vertices of degree two that are not
inneighbors of a difficult color. Hence, the number of nonleafs of F that are not inneighbors
of a difficult color is O(xH · `2), and thus |V (F )| = O(xH · `2). Moreover, since CF = C \X,
we have that |C| ≤ xH + O(xH · `2). Finally, the number of vertices in G can exceed the
number of colors in H by at most `. Therefore, nG = O(xH · `2) as claimed. J

3 Parameterizing the MCA Problem by the Treewidth of the Color
Hierarchy Graph

Let U(H) denote the underlying undirected graph of H. In this section, we are interested in
parameter tH, defined as the treewidth of U(H). Indeed, since MCA is in P whenever H is
an arborescence [14], it is natural to study whether MCA parameterized by tH is FPT. To
do so, we first introduce some definitions.

I Definition 3.1. Let G = (V,E) be a undirected graph. A tree decomposition of G is a
pair 〈{Xi : i ∈ I}, T 〉, where T is a tree whose vertex set is I, and each Xi is a subset of V ,
called a bag. The following three properties must hold:
1. ∪i∈IXi = V .
2. For every edge (u, v) ∈ E, there is an i ∈ I such that {u, v} ⊆ Xi.
3. For all i, j, k ∈ I, if j lies on the path between i and k in T , then Xi ∩Xk ⊆ Xj .

The width of 〈{Xi : i ∈ I}, T 〉 is defined as max{|Xi| : i ∈ I} − 1, and the treewidth of G
is the minimum k such that G admits a tree decomposition of width k.

I Definition 3.2. A tree decomposition 〈{Xi : i ∈ I}, T 〉 is called nice if the following
conditions are satisfied:
1. Every node of T has at most two children.



G. Fertin, J. Fradin, and C. Komusiewicz 17:11

2. If a node i has two children j and k, then Xi = Xj = Xk and in this case, Xi is called a
Join Node.

3. If a node i has one child j, then one of the following situations must hold:
a) |Xi| = |Xj |+ 1 and Xj ⊂ Xi and in this case, Xi is called an Introduce Node, or
b) |Xi| = |Xj | − 1 and Xi ⊂ Xj and in this case, Xi is called a Forget Node.

4. If a node i has no child, then |Xi| = 1 and in this case, Xi is called a Leaf Node.

We first show that MCA is unlikely to be FPT with respect to parameter tH.

I Theorem 3.3. MCA parameterized by tH is W[2]-hard.

Proof. We reduce from the k-Multicolored Set Cover problem, which is defined below.

k-Multicolored Set Cover
Input: A universe U = {u1, u2, . . . , uq}, a family F = {S1, S2, . . . , Sp} of subsets of U ,
a set of colors Λ with a coloring function col′ : F → Λ, an integer k.
Output: A subfamily S ⊆ F of sets whose union is U , and such that (i) |S| = k and
(ii) S is colorful, i.e. col′(Si) 6= col′(Sj) for any i 6= j such that Si, Sj ∈ S.

The reduction is as follows: for any instance of k-Multicolored Set Cover, we create
a three-level DAG G = (V = V1 ∪ V2 ∪ V3, A) with V1 = {r}, V2 = {vi : i ∈ [p]} and
V3 = {zj : j ∈ [q]}. Informally, we associate a vertex at the second level to each set of F and
a vertex at the third level to each element of U . We then add an arc of weight −1 from r to
each vertex at level 2 and an arc of weight p from vi to zj , for all i ∈ [p] and j ∈ [q] such that
uj ∈ Si. Now, our coloring function col is as follows: we give a unique color to each vertex
in V1 ∪ V3, while at the second level (thus in V2), two vertices of type vi are assigned the
same color if and only if their two associated sets are assigned the same color by col′. Notice
that H is also a three-levels DAG with col(V1), col(V2), and col(V3) at the first, second and
third levels, respectively. Therefore, (G, C, col, w, r) is a correct instance of MCA. We now
prove that there exists a colorful set S ∈ F of size k whose union is U if and only if there
exists a colorful arborescence T in G of weight w(T ) = pq − k.

(⇒) Suppose there exists a colorful set S ∈ F of size k whose union is U and let
True = {i ∈ [p] : Si ∈ S}. Let VT = {r} ∪ {vi : i ∈ True} ∪ {zj : j ∈ [q]}. Necessarily, G[VT ]
is connected: first, r is connected to every level-2 vertex ; second, a vertex zj corresponds to
an element uj which is contained in some set Si ∈ S. Now, let T be a spanning arborescence
of G[VT ]. Clearly, T is colorful and of weight pq − k.

(⇐) Suppose there exists a colorful arborescence T = (VT , AT ) in G of weight w(T ) =
pq − k. Notice that any arborescence T ′ in G which contains r and at least one vertex from
V3 must contain at least one vertex from V2 in order to be connected. Therefore, if such
an arborescence T ′ does not contain one vertex of type zj , then w(T ′) < pq − p − 1 and
w(T ′) < w(T ). Hence, if w(T ) = pq − k then T necessarily contains each vertex from V3,
and thus contains exactly k vertices from V2. Now, let S = {Si : i ∈ [p] s.t. vi ∈ VT } and
notice that S is a colorful subfamily of size k whose union is U as all vertices of the third
level belong to T . Our reduction is thus correct.

Now, recall that H is a three-levels DAG with resp. col(V1), col(V2) and col(V3) at the
first, second and third levels. Thus, there exists a trivial tree decomposition 〈{Xi : i ∈
[| col(V3)|+ 2]}, T 〉 of U(H) which is as follows: the bag X0 = {col(r)} has an arc towards
the bag X1 = {{col(r)} ∪ col(V2)} and, for any i ∈ [| col(V3)|], there exists an arc from X1
to Xi where each Xi contains col(V2) and a different vertex of col(V3). Consequently, the
width of 〈{Xi : i ∈ [| col(V3)|+ 2]}, T 〉 is k, and hence MCA is W[2]-hard parameterized by
tH as k-Multicolored Set Cover is well-known to be W[2]-hard parameterized by k. J
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We now use the above proof to show that MCA is unlikely to admit FPT algorithms
relatively for different further parameters related to H. The vertex cover number of U(H)
is the size of a smallest subset S ⊆ V (H) such that at least one incident vertex of any arc
of H belongs to S. Notice that col(V2) is a vertex cover of U(H) and thus U(H) ≤ k. The
feedback vertex set number is the size of a smallest subset S ⊆ H whose removal makes U(H)
acyclic. The size of such a subset S is an interesting parameter as xH = 0 in H[V (H) \ S]
and any vertex cover of U(H) is also a feedback vertex set of U(H) – hence, col(V2) is also a
feedback vertex set of U(H). Altogether, we thus obtain the following corollary.

I Corollary 3.4. MCA parameterized by the vertex cover number of U(H) or the feedback
vertex set number of U(H) is W[2]-hard.

Next, recall that in the proof of Theorem 3.3 each color from the third level of H is a leaf.
Hence, the number of colors of outdegree at least two in H is | col(V1)|+ | col(V2)| = k + 1.
Although Theorem 2.2 showed that MCA is FPT relatively to xH, we obtain the following.

I Corollary 3.5. MCA parameterized by the number of colors of outdegree at least two in H
is W[2]-hard.

By Theorem 3.3, MCA parameterized by tH is W[2]-hard; thus, one may look for a
parameter whose combination with tH may lead to MCA being FPT. Here, we focus on
parameter `C = nG − |C|. We know that MCA parameterized by `C is W[1]-hard, but the
problem can be solved in O∗(2`C ) time when G is an arborescence [14]. Recall also that
MCA is in P when H is an arborescence [14], and hence when tH = 1. In the following, a
fully-colorful subgraph of G is a subgraph of G that contains exactly one occurrence of each
color c ∈ C.

I Lemma 3.6. Any graph G with |C| colors has at most 2`C fully-colorful subgraphs.

Proof. Let nc be the number of vertices of color c ∈ C and notice that
∏

c∈C nc is the number
of fully-colorful subgraphs of G. Then, observe that nc ≤ 2nc−1 for all nc ∈ N, which implies∏

c∈C nc ≤ 2
∑

c∈C
nc−1 and thus

∏
c∈C nc ≤ 2`C . J

I Theorem 3.7. MCA can be solved in O∗(2`C · 4tH) time and O∗(3tH) space.

Proof. In the following, let 〈{Xi : i ∈ I}, T 〉 be a nice tree decomposition of U(H). In this
proof, we provide a dynamic programming algorithm that makes use of 〈{Xi : i ∈ I}, T 〉 in
order to compute a solution to MCA in any fully-colorful subgraph G′ ⊆ G, to which we
remove all vertices that are not accessible from r. First, observe that 〈{Xi : i ∈ I}, T 〉 is also
a correct nice tree decomposition for the (undirected) color hierarchy graph of any subgraph
of G. Second, as any colorful graph is equivalent to its color hierarchy graph, notice that
〈{Xi : i ∈ I}, T 〉 is also a correct nice tree decomposition of any fully-colorful subgraph
G′ ∈ G. Therefore, we assume without loss of generality that any bag Xi contains vertices of
such graph G′ instead of colors, and that X0 = {r} is the root of 〈{Xi : i ∈ I}, T 〉.

Now, for any i ∈ I and for any subsets L1, L2, L3 that belong toXi such that L1⊕L2⊕L3 =
Xi, let Ti[L1, L2, L3] store the weight of a partial solution of MCA in G′, which is a collection
of |L1| disjoint arborescences such that:

each v ∈ L1 is the root of exactly one such arborescence,
each v ∈ L2 is contained in exactly one such arborescence,
no vertex v ∈ L3 belongs to any of these arborescences,
any vertex v ∈ V whose color is forgotten below Xi can belong to any such arborescence,
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there does not exist another collection of arborescences with a larger sum of weights
under the same constraints.

Besides, let us define an entry of type Di[L1, L2, L3] which stores the same partial solution as
entry Ti[L1, L2, L3], except for the vertices v ∈ V whose colors are forgotten below Xi which
cannot belong to any arborescence of the partial solution. We now detail how to compute
each entry of Ti[L1, L2, L3]. We stress that each entry of Di[L1, L2, L3] is filled exactly as
an entry of type Ti[L1, L2, L3], apart from the case of forget nodes which we detail below.

If Xi is a leaf node: Ti[L1, L2, L3] = 0
Notice that leaf nodes are base cases of the dynamic programming algorithm as 〈{Xi :
i ∈ I}, T 〉 is a nice tree decomposition. Moreover, recall that leaf nodes have size 1 and
thus that the only partial solution for such nodes has a weight of zero.
If Xi is an introduce node having a child Xj and if v∗ is the introduced vertex:

Ti[L1, L2, L3] =



A) max
∀S⊆L2

{
∑

v∈S

w(v∗, v) + Tj [L1 ∪ S \ {v∗}, L2 \ S,L3]}

if v∗ ∈ L1
B) max
∀u∈(L1∪L2)

{w(u, v∗)+

max
∀S⊆(L2\{u})

{
∑

v∈S

w(v∗, v) + Tj [L1 ∪ S \ {v∗}, L2 \ S,L3]}}

if v∗ ∈ L2
C) Tj [L1, L2, L3 \ {v∗}]} if v∗ ∈ L3

where we set w(u, v) := −∞ when there is no arc from u to v in G′. There are three
cases: v∗ is the root of an arborescence in a partial solution (case A)), an internal vertex
of such a solution (case B)) or v∗ does not belong to such a solution (case C)). In
case A), S corresponds to the set of outneighbors of v∗ in the partial solution, thus the
vertices of S do not have any other inneighbor in the partial solution. Therefore, in the
corresponding entry Tj , the vertices of S are roots. Now, notice that B) is very similar
to A). In addition to a given set S of outneigbors, v∗ being in L2 implies that v∗ has an
inneighbor u ∈ (L1 ∪ L2) in the partial solution. Since the inneighbor u cannot be an
outneighbor at the same time, u is not contained in S. Exhaustively trying all possibilities
for both S and u ensures the correctness of the solution. Finally, by definition of L3,
observe that v∗ does not belong to the partial solution of Ti[L1, L2, L3] if v∗ ∈ L3.
If Xi is a forget node having a child Xj and if v∗ is the forgotten vertex:

Ti[L1, L2, L3] = max{Tj [L1, L2 ∪ {v∗}, L3], Tj [L1, L2, L3 ∪ {v∗}]}

Informally, the above formula determines whether the collection of arborescences that
is stored in Ti[L1, L2, L3] had a higher weight with or without v∗ as an internal vertex.
Observe that we do not consider the case where v∗ is the root of an arborescence as
such an arborescence could not be connected to the rest of the partial solution via an
introduced vertex afterwards. Besides, notice that Di[L1, L2, L3] = Dj [L1, L2, L3 ∪ {v∗}]
as the partial solution in Di[L1, L2, L3] does not contain any forgotten vertex by definition.

If Xi is a join node having two children Xj and Xk:

Ti[L1, L2, L3] = Tj [L1, L2, L3] + Tk[L1, L2, L3]−Di[L1, L2, L3]

Informally, the partial solution in Ti[L1, L2, L3] can contain both the forgotten vertices
of the partial solution in Tj [L1, L2, L3] and those of the partial solution in Tk[L1, L2, L3].
Recall that the partial solution in Di[L1, L2, L3] does not contain any forgotten vertices
and therefore that any arc of the partial solution in Ti[L1, L2, L3] is only counted once.
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We fill the tables from the leaves to the root for all i ∈ I until T0 and any entry of type
Ti[L1, L2, L3] is directly computed after the entry of type Di[L1, L2, L3]. If T ′ = (VT ′ , AT ′)
is a solution of MCA in a fully-colorful subgraph G′ ⊆ G, then w(T ′) = T0[{r}, ∅, ∅]. Thus,
for each fully-colorful subgraph we can compute the solution by filling the tables T and D.
The table has 3tH entries which implies the upper bound on the space consumption. The
most expensive recurrences in terms of running time are the one of cases A) and B) for
introduce nodes Xi where we consider altogether O(4tH) cases: each term corresponds to a
partition of Xi into four sets L1, L2 \ S, L2 ∩ S, and L3. Finally, the solution of MCA in
G is also the solution of at least one fully-colorful subgraph G′ ⊆ G. Therefore, computing
the solution of MCA for any such subgraph G′ ensures the correctness of the algorithm
and hence, by Lemma 3.6, adding a factor O(2`C ) to the complexity of the above algorithm
proves our theorem. J

We now use the proof of Theorem 2.7 to show that MCA parameterized by tH + `C is
unlikely to admit a polynomial kernel. Recall that the proof shows a polynomial parameter
transformation from Set Cover to MCA and notice that (col(V1) ∪ col(V3)) is a vertex
cover of U(H) that is of size xH + 1. Moreover, recall that the size of a minimum vertex
cover of a graph is lower-bounded by its treewidth. As a consequence, MCA does not admit
any polynomial kernel for tH unless NP ⊆ coNP/Poly even if `C = 0.

I Corollary 3.8. MCA parameterized by tH does not admit a polynomial kernel unless
NP ⊆ coNP/Poly, even when restricted to the special case where `C = 0.

4 Conclusion

In this paper, we obtained an O∗(3xH) time algorithm for MCA, which improves upon
the O∗(3|C|) of Böcker et al. [4]. We also showed that MCA parameterized by xH + `C is
unlikely to admit a polynomial kernel and then that the problem admits such a kernel for
the parameter xH + `. Furthermore, we proposed an FPT algorithm for MCA relatively to
tH + `C and showed that MCA is W[2]-hard relatively to tH. Moreover, we showed that
MCA parameterized by `C + tH does not admit a polynomial kernel. In light of these results,
we ask the following question: does MCA parameterized by the larger parameter ` + tH
admit a polynomial kernel?

A further issue that is not addressed by our algorithm and previous algorithms is that
parameterization by ` or k essentially constrains the cardinality of the arborescences that are
considered to be solutions. In other words, to make use of these parameters we need to know
the number of vertices in an optimal solution in advance. Can we obtain fixed-parameter
algorithms also when we do not know the number of vertices in the optimal solution?
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Abstract

A characterization of the tree T ∗ such that BP(T ∗) =
←−−−−−−→
DFUDS(T ), the reversal of DFUDS(T ) is

given. An immediate consequence is a rigorous characterization of the tree T̂ such that BP(T̂ ) =
DFUDS(T ). In summary, BP and DFUDS are unified within an encompassing framework, which
might have the potential to imply future simplifications with regard to queries in BP and/or
DFUDS. Immediate benefits displayed here are to identify so far unnoted commonalities in
most recent work on the Range Minimum Query problem, and to provide improvements for the
Minimum Length Interval Query problem.
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1 Motivation

Given an array A[1, n] with elements from a totally ordered set, the Range Minimum Query
(RMQ) problem is to provide a data structure that on input positions 1 ≤ i ≤ j ≤ n returns

rmqA(i, j) := min{A[k] | i ≤ k ≤ j}. (1)

In [9], Fischer and Heun presented the first data structure that uses 2n + o(n) bits and
answers queries in O(1) time (in fact, without accessing A). They first construct a tree T [A]
(the 2D-Min-Heap of A). Then they observe that in a certain parenthesis representation of
T [A] (DFUDS), the following query leads to success for computing rmqA(i, j) (where 0 and
1 refer to closing and opening parentheses in DFUDS(T [A]), respectively):

w1 ← rmqD(select0(i + 1), select0(j)) (2)
if rank0(open(w1)) = i then return i (3)

else return rank0(w1) (4)

where rmqD refers to performing a range minimum query on the array D[x] := rank1(x)−
rank0(x) where x indexes parentheses in DFUDS(T [A]), and 1 and 0 represent opening and
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closing parentheses, respectively. open(w1) returns the position of the opening parenthesis
matching the one closing at position w1. Note that D[x] − D[x − 1] ∈ {−1, +1} for all
x ∈ {2, ..., 2N}, which turns rmqD into an easier problem (±1-RMQ), as was shown in [1].

Most recently, Ferrada and Navarro suggested an alternative approach which leads to a
shorter, hence faster query procedure [8]. They construct a tree T̂ [A] that results from a
systematic while non-trivial transformation of the edges of T [A] (the number of non-root
nodes N remains the same). They observed that in BP(T̂ [A]) the following simpler query
computes rmqA(i, j):

w2 ← rmqD(select0(i), select0(j)) (5)
return rank0(w2) (6)

The major motivation of our treatment is the observation – which passes unnoted in both
[8, 9] – that

DFUDS(T [A]) = BP(T̂ [A]) (7)

So, the shorter query raised by Ferrada and Gonzalez would have worked for Fischer and
Heun as well. It further raises the question whether there are principles by which to transform
trees T into trees T̂ such that

DFUDS(T ) = BP(T̂ ) (8)

and, if so, what these principles look like. Here, we thoroughly investigate related questions
so as to obtain conclusive insight. We will show that the respective trees and their possible
representations can be juxtaposed in terms of a new duality for tree representations. In doing
so, we will obtain a proof for (7) as an easy corollary (to consolidate our findings, we also
give a direct proof that [8]’s query also would have worked for [9] in the Appendix of the full
version [4]). In summary, our treatment puts BP and DFUDS into a unifying context.

1.1 Related Work

RMQ’s. The RMQ problem has originally been anchored in the study of Cartesian trees
[21], because it is related to computing the least common ancestor (LCA) of two nodes
in a Cartesian tree derived from A [10], further complemented by the realization that any
LCA computation can be cast as an ±1-RMQ problem [3] for which subsequently further
improvements were raised [15, 19]. Fischer and Heun finally established the first structure
that requires 2n + o(n) space and O(1) time (without accessing A) [9], establishing an anchor
point for many related topics (e.g. [16, 17]), which justified to strive for further improvements
[8, 11].

Isomorphisms. For their latest (and likely conclusive) improvements, [8] made use of an
isomorphism between binary and general ordinary trees, presented in [15], and successfully
experiment with certain variations on the ground theme of this isomorphism, to finally obtain
the above-mentioned T̂ [A]. Here, we provide an explicit treatment of these trees, which [8]
are implicitly making use of. From this point of view, we provide a rigorous re-interpretation
of the treatments [8, 9] and the links drawn with [15] therein. Finally, note that [5] further
expands on [15].
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BP and DFUDS. The BP representation was first presented in [13] and developed further
in many ways (e.g. [15]). Since neither the BP nor the LOUDS [6, 13] representations allow
for a few basic operations relating to children and subtrees, the DFUDS representation was
presented as an improvement in this regard [2, 14]. A tree-unifying approach different to
ours was proposed by Farzan et al [7]. [5] observes relationships between BP and DFUDS
and proves them via the (above-mentioned) isomorphism by [15]. Since our treatment avoids
binary trees altogether, it establishes a more direct approach to identifying dualities between
ordinal trees than [5].

1.2 Notation
Trees. Throughout, we consider rooted, ordered trees T = (V, E) (with nodes V = V [T ]
and (directed) edges E = E[T ]) with root r. For the sake of notational convenience (following
standard abuse of tree notation), we will write v ∈ T instead of v ∈ V [T ] and T1 ⊂ T2 for
V [T1] ⊂ V [T2]; note that induced subgraphs do not play a relevant role in this treatment.
By definition of ordered trees, siblings, that is nodes sharing their parent node are ordered,
implying the notions of left, right, immediate right, immediate left siblings. By rmcT (v), we
denote the rightmost child of a node v in T if it exists (if T is understood, we write rmc(v)).
Similarly, we denote by ilsT (v) (or ils(v) if T is understood) the immediate left sibling of
v in T if it exists. For two siblings, u < v means that u is left of v. As usual, the partial
order on siblings can be extended to a full order, ordering all v ∈ T , by depth-first-traversal
(or breadth-first-traversal) logic, for example; here, by default, we write u <T v (or u < v if
T is understood) if u comes before v in the depth-first traversal of T . We write u = pa(v)
indicating that u is the parent of v, that is (u, v) is a directed edge in T .

Parenthesis Based Tree Representations. In the following, we will deal with parenthesis
based representations for trees, which are vectors of opening parentheses ’(’ and closing
parentheses ’)’. The number of opening parentheses will match the number of closing
parentheses, thereby for a tree T , each node v ∈ T will be represented by a pair of opening
and closing parentheses, for which we write OP(v) and CP(v), respectively.

The Balanced Parenthesis (BP) representation BP(T ) (e.g. [13, 15]) is built by traversing
T in depth-first order, writing an opening parenthesis when reaching a node for the first time,
and writing a closing parenthesis when reaching a node for the second time. By depth-first
order logic, this yields a balanced representation, meaning that the number of opening
matches the number of closing parentheses (see Figure 1). By default, a node is identified
with its opening parenthesis OP(v).

The Depth-First Unary Degree Sequence (DFUDS) representation DFUDS(T ) [2] is again
obtained by traversing T in depth-first order, but, when reaching a node with d children for
the first time, writing d opening parentheses and one closing parenthesis (and writing no
parentheses when reaching it for the second time). This sequence of parentheses becomes
balanced when appending an opening parenthesis at the beginning. It is further convenient
to identify a node with the parenthesis preceding the block of opening parentheses that
represent its children1, which for all non-root nodes is a closing parenthesis. In other words, in
DFUDS, the i-th closing parenthesis reflects the i-th non-root node in DFT order. Note that,

1 Literature references are ambiguous about the exact choice of parenthesis. None of the alternative
choices, like the first opening parenthesis or the closing parenthesis following the block of opening
parentheses, would lead to any real complications also in our treatment.
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according to this definition, when matching opening parentheses with closing parentheses in
a balanced manner, the opening parentheses in one block refer to the children of the closing
parenthesis preceding the block from right to left.

Rank/Select/Open/Close. In the following, we will treat parenthesis vectors as bitvectors,
where opening and closing parentheses are identified with 1 and 0. Let B ∈ {0, 1}n be a
bitvector and x ∈ {1, ..., n} (for enhanced exposition, running indices run from 1 to n). Then
rankB,0(x), rankB,1(x) are defined to be the number of 0’s or 1’ in B up to (and including)
B[x]. Further, selectB,0(i), selectB,1(i) are defined to be the position of the i-th 0 or 1 in
B (if this exists). We omit the subscript B and write rank0(x), rank1(x), select0(i), select1(i)
if the choice of B is evident. As a relevant example (see (5)), for DFUDS(T ) and v ∈ T ,
we have CP(v) = select0(i) if and only if DFT(v) = i + 1, that is v is the i + 1-th node in
depth-first traversal order, also counting the root. We further write open(x) and close(x) to
identify the matching partner in a (balanced parenthesis) bitvector, that is open(x) for a
position x in B with B[x] = 0 is the position of the 1 matching x and vice versa for close(x).

1.3 Outline of Sections
We will start with the definition of a dual tree T ∗ of T in section 2; according to this
definition, T ∗ is a directed graph, so we still have to prove that T ∗ is a tree, which we
will do immediately afterwards. We proceed by proving (T ∗)∗ = T , arguably necessary for
a well-defined duality. In section 2.1, we then show how to decompose our duality into
subdualities by introducing the definition of a reversed tree ←→T . We conclude by providing
the definition of T̂ as the reversed dual tree; without being able to provide a proof at this
point, note that T̂ will turn out to be the tree from (8).

In section 3, we provide the definition of a primal-dual ancestor, which is crucial for
re-interpreting RMQ’s in terms of the notions of duality provided here. Upon having proven
the unique existence of the primal-dual ancestor in theorem 13, we re-interpret RMQ’s, and
beyond that not only re-interpret, but also improve on running minimal length interval
queries (MLIQ’s) both in terms of space requirements and query counts.

We will finally prove our main theorem in section 4.

I Theorem 1. Let T be a tree and let the reversal ←→B of a bitvector B be defined by←→
B [x] := 1−B[n− x + 1], ∀x ∈ {1, . . . , n}. Then

BP(T ) =
←−−−−−−−→
DFUDS(T ∗). (9)

Returning to [8], we will finally demonstrate that (7), our motivating insight, indeed
holds.

2 Tree Duality: Definition

I Definition 2 (Dual tree). Let T be a tree. The dual tree T ∗ of T is a directed graph that
has the same vertices as T . Edges and order (among nodes sharing a parent) are given by
the following rules, where we write pa∗(v) for the parent of v in T ∗:

Rule 1a: The root r of T is also the root of T ∗, that is r has no parent also in T ∗.
Rule 1b: If v = rmcT (r) then also v = rmcT ∗(r), implying in particular that pa∗(v) = r.
Rule 2: If v = rmcT (u) with u 6= r, then v = ilsT ∗(u), implying that pa∗(v) = pa∗(u).
Rule 3: If v = ilsT (u), then v = rmcT ∗(u), implying that pa∗(v) = u.
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u

T[u]

T T*1 1

2
u

2

3

3

5

5

66

BP(T)    = (((()()))())
BP(T*)   = (((())()()))

DFUDS(T)  = ((()()(())))
DFUDS(T*) = (()((()())))

Figure 1 A tree and its dual, along with the BP and DFUDS representations. A subtree T [u] is
also highlighted, along with the corresponding nodes in the dual.

I Remark. Rules 1a, 1b, 2 and 3 immediately imply that T ∗ is a directed graph where each
node other than r has one parent. Note that the existence of a parent due to Rule 2 is
guaranteed by induction on the depth of a node in T , where Rule 1b makes the start.

I Remark. It is similarly immediate to observe that there is a well-defined order among
nodes that share a parent. It suffices to notice that in T ∗ each node either is a rightmost
child (Rules 1b, 3), or it is the (unique) immediate left sibling of another node (Rule 2).

All nodes but r have exactly one (incoming) edge, which implies |E|= |V |−1. To conclude
that T ∗ is a tree, it remains to show that T ∗ contains no cycles, which we immediately do:

I Theorem 3. T ∗ is a well-defined, rooted, ordered tree.

We do this by explicitly specifying the parents of nodes in T ∗, by making use of the
depth-first traversal order < in T . For this, let T [v] be the subtree of T that hangs off (and
includes) v ∈ T , i.e. T [v] contains v and all its descendants in T . Let further

R[v] := {u ∈ T \ T [v] | v < u}

be all nodes “right of” v according to depth-first traversal order. For two nodes u, v where u

is an ancestor of v, we immediately note that

T [v] ⊂ T [u], R[u] ⊂ R[v] and R[v] ⊂ T [u] ∪ R[u] (10)

For a node v ∈ T \ {r}, we then obtain the following lemma:

I Lemma 4.

pa∗(v) =
{

min R[v] R[v] 6= ∅
r R[v] = ∅

We refer to the Appendix of the full version [4] for the proof of Lemma 4. Using Lemma 4, a
proof of theorem 3 can be immediately given:

Proof of Theorem 3. Lemma 4 implies that v <T pa∗(v) for all v ∈ T \ {r}. Therefore, T ∗

can contain no cycles and we obtain that T ∗ is a tree as a corollary. Furthermore, lemma 4
reveals that T ∗ is unique. J

See again the Appendix of [4] for immediate corollaries which point out how parents and
subtrees in T ∗ relate with one another.
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Figure 2 (left) An array A along with the 2D-Min-Heap T [A]. Arcs above array indices indicate
tree paths. (middle) The dual tree (T [A])∗. (right) The reversed array ←→A along with the 2D-Min-
Heap T [←→A ].

I Remark. An intuitive guideline for describing T ∗ in comparison to T is that parent- and
siblinghood, as well as left and right are exchanged. In other words (and as will become
clearer explicitly later) the duality describing T ∗ can be decomposed into two subdualities,
one of which turns parents into siblings and vice versa, and the other one of which exchanges
left and right.

This remark had left us with some choices for characterizing tree duality. Our choice is
motivated by [9], arguably a cornerstone in RMQ theory development. To understand this,
let A = A[1, n] be the array, on which RMQ’s are to be run, and let ←→A be its reversal, given
by ←→A [i] = A[n− i + 1]. Let T [A] be the 2D-Min-Heap constructed from A, as described in
[9] (a definition is provided in the Appendix of [4],

to which RMQ’s refer (see (2),(3),(4)). An immediate question to ask is what RMQ’s
would look like when performing RMQ’s on ←→A instead of A. Here is the answer.

I Theorem 5. Let A[1, N ] be an array and let ←→A := [A[N ], ..., A[1]] its reversal. Then

(T [A])∗ = T [←→A ] (11)

An illustration of the Theorem is provided in Figure 2. See the Appendix of [4] for a more
detailed treatment of this motivating example, including proofs. Thanks to theorem 5, the
definition of T ∗ can arguably be considered a most natural choice, at least when relating
tree duality with RMQ’s.

Before proceeding with results on succinct tree representations, we provide the following
intuitive lemma about the depth-first traversal order of T ∗ as a rooted, ordered tree. This
lemma, in combination with lemma 4, supports the (intended) intuition that in T ∗ up and
down, as well as left and right, are exchanged, properties that are characteristic for rooted,
ordered tree duality. It also provides motivation beyond theorem 5 in the Introduction why
T ∗ is the possibly canonical choice of the dual of a tree.

Therefore, let <∗ denote the depth-first traversal order in T ∗ (well-defined by theorem 3)
while < denotes the depth-first traversal order in (the primal tree) T .

I Lemma 6. Let u, v ∈ T \ {r}. Then

u <∗ v if and only if v < u
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The proof of lemma 6 makes use of the following technical lemmata 7 and 8, which are of use
also elsewhere. We therefore state these technical lemmata here. The proofs for all lemmata
6, 7 and 8 can finally be found in the Appendix of [4].

I Lemma 7. Let w := pa∗(v) and v2 ∈ T [v] \ v such that pa∗(v2) = w. Then v2 <∗ v.

I Lemma 8. Let v1 be a sibling left of u1 in T . Then T [v1] ⊂ T ∗[u1].

With lemma 6 proven, we can conclude with proving a main theorem of this treatment. It
states that the dual of the dual is the primal tree, arguably a key property for a sensibly
defined duality. Despite all lemmata raised so far, the proof still entails a few technically
more demanding arguments.

I Theorem 9. (T ∗)∗ = T

Proof. It suffices to show that pa∗∗(v) = pa(v), since lemma 6 establishes that the order in
(T ∗)∗ agrees with that of T . Let u = pa(v). In the Appendix of [4], we provide a (heavily
technical) proof that

u =
{

min<∗ R∗[v] R∗[v] 6= ∅
r R∗[v] = ∅

which completes the proof by applying lemma 4. J

2.1 Tree Reversal
We bring in another, simpler notion of tree duality, namely that of reversing trees. We will
further elucidate what the trees are like when combining tree reversal with the tree duality
(T ∗) raised earlier.

I Definition 10 (Reversed tree). Let T be a tree. The reversed tree ←→T of T is the tree
resulting from reversing the order among the children of each node.

I Proposition 11. Let ←→T be the reversed tree of T and
←→
T ∗ be the reversed dual of T . We

define irs (immediate right sibling) and lmc (left-most child) similarly as in Section 1.2.
(a) The root r of T is also the root of ←→T .
(b) Let u = paT (v). Then also u = pa←→

T
(v).

(c) Let u = ilsT (v). Then u = irs←→
T

(v).
(d) The root r of T is also the root of

←→
T ∗ .

(e) If v = lmcT (r) then also v = lmc←→
T ∗ (r), implying in particular that pa←→

T ∗ (v) = r.
(f) If v = lmcT (u) with u 6= r, so v = ils←→

T ∗ (u), implying that pa←→
T ∗ (v) = pa←→

T ∗ (u).
(g) If v = ilsT (u), then v = lmc←→

T ∗ (u), implying that pa←→
T ∗ (v) = u.

(h)
←→
T ∗ =←→T

∗
, that is the reversed dual tree of T is the dual of the reversed tree of T .

All of those are, in comparison with statements referring to the definition of the dual
tree, rather obvious observations. See the Appendix of [4] for the proof.

Since ←→T
∗
plays a particular role in the context of our introductory motivation, we give it a

particular name: T̂ .

I Definition 12 (Reversed dual tree). Let T be a tree. The tree T̂ :=←→T
∗
of T is the dual of

the reversed (or the reversed dual) tree of T .
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Based on proposition 11, we realize that T̂ can be described as turning leftmost children into
immediate left siblings.
I Remark. Following the arguments provided in [8], it becomes evident that the tree T in
use there, on which BP(T ) is constructed, turns indeed out to be T̂ [A] =

←−−→
T [A]∗.

3 The Primal-Dual Ancestor

The following theorem points out that pairs of nodes have a unique primal-dual ancestor.
We will further point out properties of that node.

I Theorem 13. Let v1, v2 ∈ T \ {r} be two nodes where v1 ≤ v2. Then there is a unique
node v ∈ T \ {r} such that v1 ∈ T ∗[v] and v2 ∈ T [v].

We henceforth refer to this unique node as primal-dual ancestor of v1 and v2, written
pda(v1, v2).

Proof. Let

v := max
<T

{v1 ≤ x ≤ v2 | v1 ∈ T ∗[x]} (12)

be, relative to depth-first traversal order in T , the largest ancestor of v1 in T ∗ that precedes
v2. We claim that v is the unique primal-dual ancestor of v1 and v2.

By definition, we immediately obtain that v1 ∈ T ∗[v]. To prove v2 ∈ T [v], consider pa∗(v),
for which, by choice of v, we have that v2 < pa∗(v). By lemma 4, however, pa∗(v) is the
first node in R[v], relative to depth-first traversal order in T . Hence, for any y such that
v ≤ y < pa∗(v), which includes v2, it holds that y ∈ T [v].

It remains to show that v is the only possible primal-dual ancestor. By definition of the
primal-dual ancestor, v must be an ancestor of v1 in T ∗.

First, consider an ancestor y of v1 in T ∗ such that y < v. By choice of v, it holds that
pa∗(y) ≤ v2, while pa∗(y) ∈ R[y]. This implies that also v2 ∈ R[y], and not v2 ∈ T [y], hence
y cannot be a primal-dual ancestor of v1 and v2.

Second, consider an ancestor y of v1 in T ∗ such that v < y. Because v is an ancestor of
v1 in T ∗, and y is larger than v, y is also an ancestor of v in T ∗. By lemma 4, we know that
y ∈ R[v]. This, in combination with v2 ∈ T [v] implies that v2 < y, hence, y cannot be an
ancestor of v2 in T . J

For the following theorem, let

depthT (v1, v2) := min{depthT (y) | v1 ≤ y ≤ v2}

be the minimal depth of nodes between (and including) v1 and v2.

I Theorem 14. Let v1, v2 ∈ T \ {r} such that v1 < v2. It holds that

pda(v1, v2) = max
<
{v1 ≤ x ≤ v2 | depthT (x) = depthT (v1, v2)} (13)

That is, according to depth-first traversal order in T , the primal-dual ancestor is the greatest
node whose T -depth is minimal among all nodes between (and including) v1 and v2.

The proof is based on the following lemma:

I Lemma 15. Let v < w such that w ∈ T [pa∗(v)]. Then it holds that

depthT (v, w) = depthT (pa∗(v)) (14)
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See the Appendix of [4] for a proof of lemma 15 and then theorem 14.

Note immediately that theorem 14 implies that v can be found in O(1) runtime, by performing
a range minimum query on the excess array D of BP(T ), defined by D[x] := rank1(x)−rank0(x)
where rank refers to BP(T ). Since D[x + 1] − D[x] ∈ {−1, +1}, an RMQ on D means
performing a ±1-RMQ, for which convenient solutions exist [1].

Re-interpretation of RMQ’s. Because it was shown [9], that the node in the 2D-Min-Heap
T [A] that corresponds to the solution of rmqA(i, j) is given by the right hand side of (13),
theorems 13 and 14 allow for a reinterpretation of an RMQ query rmqA(i, j) on an array A

(without going into details here, because the proof is an easy exercise based on collecting
facts from here, [9] and [8]).
1. Determine the node v in T [A] corresponding to i.
2. Determine the node w in T [A] corresponding to j.
3. Determine pda(v, w) in T [A]; return the corresponding index io.

Re-interpretation and improvement of Minimal Length Interval Queries (MLIQ). To
illustrate the potential practical benefits of our treatment, we further revisit the problem of
minimal length interval queries (MLIQ). The improvements we will be outlining are similar
in spirit to the ones delivered in [8]. However, based on our results, they are considerably
more convenient to obtain.

I Problem 16 (MLIQ). Let ([ai, bi])i∈{1,...,n}, ai, bi ∈ N such that ai ≤ bi for all i ∈ {1, ..., n}
and ai < aj and bi < bj for i < j.

Input: (a, b) such that a < b

Output: The index i0 such that [ai0 , bi0 ] is the shortest interval that contains [a, b], if
such an interval exists.

This problem makes part of other relevant problems, for example the shortest unique
interval problem. In this context, a solution for the MLIQ problem was presented in [12]
that requires O(bn log bn) space to answer the query in O(1) time. Therefore, the following
strategy was suggested.

Let li := |bi − ai + 1| be the length of the i-th interval, A := [l1, ..., ln] and T [A] the
corresponding 2D-Min-Heap.

1. imin := min{i | bi > b}, imax := max{i | ai < a}; if imax < imin output ’None’.
2. Determine nodes v, w ∈ T [A] corresponding to imin, imax.
3. Determine pda(v, w) ∈ T [A]; output its index.

The solution presented in [12] can immediately be improved by employing bitmaps for
the first step (which, according to [18], requires O(n log(bn/n)) + o(bn) space). Steps 2 and
3 then reflect an ordinary RMQ, which can be dealt with following [8]. In terms of query
counts, Step 1 reflects two rank queries, while the resulting RMQ, following [8], requires two
select’s, one ±1-rmq, and one rank.

If |ai− ai−1|, |bi− bi−1| are in O(log n) (which applies for several important applications),
further improvements can be made based on suggestions made in [20] for BP representations
of trees with weighted parentheses. For that, we construct Ta = T [A] and Tb =

←−→
T [A]. We

then assign weights wa,i := |ai− ai−1| to i + 1-st opening parenthesis in Ta, whereas in Tb we
assign wb,i := |bi− bi−1| to the i-th closing parentheses (where a0 = b0 = 0; we recall that the
number of non-root nodes in T [A] is n). When aiming at running queries presented in [20],
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this requires 2n log log n + o(n) bits of space, an improvement over O(n log(bn/n)) + o(bn)
for the above, naive approach. Following [20], let bpselectwa,0(a), bpselect0,wb

(b) be defined
by selecting the largest index in the balanced parenthesis vector such that adding up all
weights attached to opening parentheses (wa) is at most a, or adding up all weights attached
to closing parentheses (wb) is at most b. We can then run
1. w := bpselectwa,0(a) in Ta and v := 2n−bpselect0,wb

(b) + 3 in Tb; if v > w output ’None’
2. Determine pda(v, w) ∈ Ta; output its index.

In comparison to the naive approach from above, this makes two bpselect queries, instead
of two rank’s and two select’s. The decisive trick is to place a and b directly into T [A], which
avoids determining indices imin, imax first, which subsequently need to be placed. Beyond
the improvements in terms of space and query counts, we argue that this solution reflects all
symmetries inherent to the MLIQ problem in a particularly compact manner.

4 Relating BP and DFUDS representations

We will use the following construction to set up a tree induction for proving our main theorem.

I Definition 17 (Tree joining operation). Let T1 and T2 be two trees, let r2 be the root of T2,
rmcT2(r2) needs to exist and be a leaf. The notation T1 y T2 will denote a new tree formed by
taking T2 and inserting the children of the root of T1 as children of the rightmost child of the
root of the new tree. Extend this operation to n trees T1, . . . , Tn where T2, . . . , Tn all satisfy
the same property as T2 above, in the following way: T1 y T2 y T3 = (T1 y T2) y T3 and
so on,

T1 y T2 . . . y Tn = ((. . . ((T1 y T2) y T3) y . . .) y Tn).

I Observation 18. Let T be a tree such that its root r has a single child c (that may or may
not be a leaf). Then in T ∗, by Rule 1b, rmcT ∗(r) = c and is a leaf.

The following Lemma (proven in the Appendix of [4])
relates the dual tree to the tree joining operation. We will use the r → T notation to

denote a new tree formed by adding a new root r as a parent of the root of T .

I Lemma 19. Let T be a tree consisting of a root r and n ≥ 1 subtrees A1, A2, . . . , An as
children. When n = 1, T ∗ is (r → A1)∗. When n ≥ 2, T ∗ is (r → A1)∗ y (r → A2)∗ y
. . . y (r → An)∗.

We are now ready to prove Theorem 1. Parentheses in BP and DFUDS representations
will be denoted by ( and ) to avoid confusion with usual mathematical parentheses. Recall
that we use ←→s to mirror a string s of parentheses, e.g.

←→
(() = ()) and

←→
)() = ()(.

Proof of Theorem 1. Let T be a tree with n subtrees A1, . . . , An. It is clear that BP(T ) =
(BP(A1)BP(A2) . . . BP(An)). Observe that for two trees T1 and T2 with roots v1 and v2,
and where rmcT1(v1), rmcT2(v2) both exist and are leaves,

DFUDS(T1 y T2) = (DFUDS(T2 \ rmcT2(v2))DFUDS(T1 \ rmcT1(v1))).

In fact, one can show recursively that such a decomposition can be extended to T1 y
. . . y Tn. We will now prove the theorem with a tree structural induction. Observe that for
a tree T of depth 1 (a single root node),

BP(T ) = () = DFUDS(T ∗) =
←−−−−−−−→
DFUDS(T ∗).
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Now, assume the theorem equality is true for trees of depth i and we will show it for
trees of depth i + 1. A tree T of depth i + 1 can be decomposed into a root node r and n

subtrees A1, . . . , An that are all of of depth ≤ i with roots a1, . . . , an. Using Lemma 19,

DFUDS(T ∗) = DFUDS((r → A1)∗ y (r → A2)∗ y . . . y (r → An)∗).

By the recursive decomposition that we observed above, and using Observation 18 stating
that the rightmost child of r in (r → Ai)∗ is a leaf,

DFUDS(T ∗) = (DFUDS((r → An)∗ \ {an}) . . . DFUDS((r → A1)∗ \ {a1})).

Observe that we can take each DFUDS term in the expression above and wrap it around
parentheses, i.e. (DFUDS((r → Ai)∗ \ {ai}) which is equal to DFUDS((r → Ai)∗). Further-
more, note the following identity: DFUDS((r → Ai)∗) = (DFUDS(A∗i )). And by inductive
hypothesis, DFUDS(A∗i ) =

←−−−→
BP(Ai), thus DFUDS((r → Ai)∗ \ {ai}) =

←−−−→
BP(Ai). Hence,

←−−−−−−−→
DFUDS(T ∗) = (BP(A1) . . . BP(An)) = BP(T ). J

Proving (7) from the Introduction. Eventually, we also realize that BP(←→T ) =
←−−→
BP(T )

and also DFUDS(←→T ) =
←−−−−−−→
DFUDS(T ), both of which is straightforward [?]. Using this in

combination with theorems 9 and 1, we obtain

DFUDS(T [A]) [?]=
←−−−−−−−−→
DFUDS(

←−→
T [A]) T h.9=

←−−−−−−−−−−−→
DFUDS((

←−→
T [A]

∗
)∗) T h.1= BP(

←−→
T [A]

∗
) D.12= BP(T̂ [A])

which establishes equation (7) from the introduction.

Conclusive Remarks. In summary, we have provided a framework that unifies BP and
DFUDS. From a certain point of view, we have pointed out that neither should BP based
approaches have advantages over DFUDS based approaches, nor vice versa. As an exemplary
perspective of our framework, BP based treatments such as [17, 20] might have an easier
grasp of the advantages that DFUDS based approaches bring along. Finally, we consider
it interesting future work to also characterize trees that put BP and/or DFUDS based
representations into context with LOUDS based representations.
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1 Introduction

A string w is said to be a Lyndon word if w is lexicographically smaller than any of its
non-empty proper suffixes. An equivalent definition of Lyndon words is a string w which
is lexicographically smaller than any of its cyclic rotations. For instance, aab is a Lyndon
word, but its cyclic rotations aba and baa are not. Lyndon words have many important
combinatorial properties in stringology, and have various applications in, e.g., musicology [7],
bioinformatics [12], approximation algorithms [21], string matching [9, 6, 23], combinatorics
on words [3, 15, 24], and free Lie algebras [20].
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In stringology, Lyndon words are closely related to repetitive structures. A string w
is said to be primitive if there do not exist an integer k and a string x such that w = xk.
For any primitive string w, ww contains one or two Lyndon words of length |w|. Recently,
Bannai et al. showed that the maximum number of maximal repetitions in a string of length
n, is less than n [3]. A key idea of their proof relied on the notion of the longest Lyndon word
that starts at each position of the string. There are several recent studies on Lyndon trees
and Lyndon arrays [14, 10, 22], which are closely related to longest Lyndon word because
they represent all the longest Lyndon words in a given string. Although these structures
take linear space and can be computed in linear time for an integer alphabet, they are not
easy to maintain when allowing dynamic edit operations, since the structures may change a
lot, even for a single character edit operation.

Although fully dynamic data structures are difficult in general, Amir et al. considered a
new type of problem concerning the Longest Common Factor problem [1]. The goal there
was to compute, given strings S and T , the longest common factor of strings S and T ′ where
T ′ is a string which is obtained by a single character edit operation on T . Their algorithm
uses O(n log4 n) expected time and O(n log3 n) space for preprocessing, and then for any
single character edit query, the LCF can be answered in O(log3 n) time. The important and
interesting aspect of this problem setting is that all edit queries are on the original string T ,
and the edited string is not maintained for subsequent edit queries.

In this paper, we consider the problem of computing the longest Lyndon substring after
a single (character or block) edit operation. Let LLS(T ) be the length of the longest Lyndon
substring of a string T of length n. We first consider the problem of computing LLS(T ′) for
any single character edit (substitution, insertion, deletion) where T ′ is the string obtained
after the edit operation on T . We then extend the problem that asks for LLS(T ′) for
any single block edit, where T ′ is the string obtained by replacing a substring of T with a
given string of length l specified in the edit query. For single character edit operations, our
algorithm runs in O(logn) time for each edit query after O(n) time and space preprocessing.
For block edit operations, our algorithm runs in O(l log σ + logn) time for each edit query
after O(n) time and space preprocessing, where σ is the number of distinct characters in
T . We can modify our algorithm so as to output all the longest Lyndon substrings of T ′ for
both problems.

The rest of this paper is organized as follows. In Section 2, we state some definitions and
properties on strings. In Section 3, we propose our algorithm for a version of the problem
with single character edits. In Section 4, we show our algorithm for a version of the problem
with single block edits. Finally, we conclude in Section 5.

2 Preliminaries

2.1 Strings and model of computation
Let Σ be an ordered finite alphabet. An element of Σ∗ is called a string. The length of a
string w is denoted by |w|. The empty string ε is a string of length 0. Let Σ+ be the set
of non-empty strings, i.e., Σ+ = Σ∗ − {ε}. For a string w = xyz, x, y and z are called a
prefix, substring, and suffix of w, respectively. A prefix x, a substring y, and a suffix z of w
are called a proper prefix, a proper substring, and a proper suffix of w if x 6= w, y 6= w, and
z 6= w, respectively. The i-th character of a string w is denoted by w[i], where 1 ≤ i ≤ |w|.
For a string w and two integers 1 ≤ i ≤ j ≤ |w|, let w[i..j] denote the substring of w that
begins at position i and ends at position j. For convenience, let w[i..j] = ε when i > j. For
any string w let w1 = w, and for any integer k ≥ 2 let wk = wwk−1, i.e., wk is a k-times
repetition of w.
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If character a is lexicographically smaller than another character b, then we write a ≺ b.
For any strings x, y, let lcp(x, y) be the length of the longest common prefix of x and y. We
write x ≺ y iff either x[lcp(x, y) + 1] ≺ y[lcp(x, y) + 1] or x is a proper prefix of y.

Our model of computation is the word RAM. We assume the computer word size is at
least dlog2 |w|e, and hence, standard operations on values representing lengths and positions
of string w can be manipulated in O(1) time. Space complexities will be determined by the
number of computer words (not bits).

2.2 Lyndon words and Lyndon factorization of strings

A string w is said to be a Lyndon word, if w is lexicographically strictly smaller than all
of its non-empty proper suffixes. The longest Lyndon substring of a string w is the longest
substring of w which is a Lyndon word. LLS(w) denotes the length of the longest Lyndon
substring of a string w.

The Lyndon factorization of a string w, denoted LFw, is the factorization `p1
1 , . . . , `

pm
m

of w, such that each `i ∈ Σ+ is a Lyndon word, pi ≥ 1, and `i � `i+1 for all 1 ≤ i < m.
The size of LFw, denoted by |LFw|, is m. LFw can be represented by the sequence
(|`1|, p1), . . . , (|`m|, pm) of integer pairs, where each pair (|`i|, pi) represents the i-th Lyndon
factor `pi

i of w. Note that this representation requires O(m) space.
In the literature, the Lyndon factorization is sometimes defined to be a sequence of

lexicographically non-increasing Lyndon words, namely, each Lyndon factor `p is decomposed
into a sequence of p `’s. In this paper, each Lyndon word ` in the Lyndon factor `p is called a
decomposed Lyndon factor. We also refer to the factorization by decomposed Lyndon factors
as the decomposed Lyndon factorization.

I Lemma 1 ([13]). For any string w, we can compute LFw in O(|w|) time.

For any string w, let LFw = `p1
1 , . . . , `

pm
m . Let lfbw(i) denote the position where the

i-th Lyndon factor begins in w, i.e., lfbw(1) = 1 and lfbw(i) = lfbw(i − 1) + |`pi−1
i−1 | for any

2 ≤ i ≤ m. For any 1 ≤ i ≤ m, let lfsw(i) = `pi

i `
pi+1
i+1 · · · `pm

m and lfpw(i) = `p1
1 `

p2
2 · · · `

pi

i . For
convenience, let lfsw(m+ 1) = lfpw(0) = ε.

2.3 Lyndon tree

Given a Lyndon word w of length |w| > 1, (u, v) is the standard factorization [8, 19] of w,
if w = uv and v is the longest proper suffix of w that is a Lyndon word, or equivalently,
the lexicographically smallest proper suffix of w. It is well known that for the standard
factorization (u, v) of any Lyndon word w, the factors u and v are also Lyndon words (e.g.[4]).
The Lyndon tree of w is the full binary tree defined by recursive standard factorization of w;
w is the root of the Lyndon tree of w, its left child is the root of the Lyndon tree of u, and
its right child is the root of the Lyndon tree of v. The longest Lyndon word that starts at
each position can be obtained from the Lyndon tree, due to the following lemma.

I Lemma 2 (Lemma 5.4 of [3]). Let w be a Lyndon word with respect to ≺. w[i..j] corresponds
to a right node (or possibly the root) of the Lyndon tree with respect to ≺ if and only if w[i..j]
is the longest Lyndon word with respect to ≺ that starts from i.

CPM 2018
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2.4 Longest Common Extension
For any string w, the longest common extension query is, given two positions 1 ≤ i, j ≤ |w|,
to answer

LCEw(i, j) = max{k | w[i..i+ k − 1] = w[j..j + k − 1], i+ k − 1, j + k − 1 ≤ |w|}.

By using suffix tree [26] of w and the Lowest Common Ancestor query (also called Nearest
Common Ancestor) [16] on the suffix tree, we can compute any LCE query in constant time
after O(|w|) time and space preprocessing.

3 Longest Lyndon substring after 1-edit

In this paper, we consider three edit operations, i.e., substitution, insertion and deletion. Let
T ′ be the string which was edited at a given position from a string T of length n. A 1-edit
longest Lyndon substring query (1-edit LLS) asks us to return LLS(T ′).

Firstly, we explain a basic property of LLS(T ) and give a naïve solution. The following
lemma can be obtained by the definition of Lyndon factorization.

I Lemma 3. For any string T , LLS(T ) is the length of the longest decomposed Lyndon
factor of LFT .

Proof. Let x be the longest Lyndon substring of T . Suppose that x is not a decomposed
Lyndon factor of LFT . If x is a proper substring of a decomposed Lyndon factor y, then
y is a Lyndon substring which is longer than x. This implies that x contains a boundary
of consecutive decomposed factors. Let x = stu where s is a suffix of some decomposed
Lyndon factor and u is a prefix of some Lyndon decomposed factor (s, u ∈ Σ+, t ∈ Σ∗). By
the definition of Lyndon factorization, s � u holds. Thus, x is not a Lyndon word. J

This fact can be obtained by Observation 3 of [14] in a different context. Due to this
lemma, computing LFT leads to the longest Lyndon substring of T . Since we can compute
LFT ′ in O(n) time by using Duval’s algorithm [13], we can compute LLS(T ′) in O(n) time
for each query.

I Example 4 (1-edit LLS). Let T = acbabcabcabac. Since LFT = acb, (abc)2, abac, the
longest Lyndon substring of T is abac. (substitution) If the second c is replaced by b, then
the longest Lyndon substring of T ′ is abbabc since LFT ′ = acb, abbabc, abac. (insertion) If
a is inserted at the position preceded by the last b, then the longest Lyndon substrings of T ′
are acb, abc, aac since LFT ′ = acb, (abc)2, ab, aac. (deletion) If the second a from the last is
deleted, then the longest Lyndon substring of T ′ is abcabcbac since LFT ′ = acb, abcabcbac.

Our goal of this paper is the following.

I Theorem 5. After constructing an O(n)-space data structure of a given string T in O(n)
time, we can compute LLS(T ′) in O(logn) time for each 1-edit query.

In this section, we explain our algorithm for substitution operations. We can solve our
problem for the other two types of operations in a similar way.

More formally, for substitutions, let T ′ = T [1..e− 1] · α · T [e+ 1..n] = Tp · α · Ts where
α ∈ Σ. In our algorithm, we compute LFT ′ by concatenating LFTp , LFα, and LFTs . I et
al. [18] showed an efficient algorithm to compute LFuv from LFu and LFv for any string
u, v (we will explain in Section 3.1). Hence, we can use this concatenation algorithm to
compute LFT ′ . The rest of this section is organized as follows. In Section 3.2, we show
how to compute LFTp . In Section 3.3, we explain how to characterize LFTs . Finally, we
summarize our algorithm in Section 3.4.
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3.1 Overview of computing Lyndon factorization by concatenation
Here, we explain an overview of a Lyndon factorization algorithm which was proposed by I
et al. [18]. This algorithm computes the Lyndon factorization of the concatenation of two
strings by using their Lyndon factorizations.

For any string u and v, let LFu = up1
1 , . . . , u

pm
m and LFv = vq1

1 , . . . , v
qm′
m′ . Then, LFuv is

characterized as follows.

I Lemma 6 ([2, 11]). LFuv = up1
1 . . . upc

c z
kv
qc′
c′ . . . v

qm′
m′ for some 0 ≤ c ≤ m, 1 ≤ c′ ≤ m′+ 1

and LF lfsu(c+1)lfpv(c′−1) = zk.

This lemma implies that there is at most one new Lyndon factor zk (each of the other
Lyndon factors of LFuv is also a Lyndon factor of LFu or LFv). By a simple observation,
we can consider three cases as follows.

If um � v1, then LFuv = LFu,LFv(z = ε).
If um = v1, then LFuv = up1

1 , . . . , u
pm−1
m−1 , u

pm+q1
m , vq2

2 , . . . , v
qm′
m′ (z = um = v1).

If um ≺ v1, there exists the medial decomposed factor z which begins in u and ends in v.
In the first two cases, we can compute LFuv by one lexicographic string comparisons. In the
third case, computing the medial decomposed Lyndon factor z leads to computing LFuv.

I Lemma 7 (Lemma 16 of [18]). Assume that LFu and LFv have been computed. Then, we
can compute the medial decomposed Lyndon factor z by O(log |LFu|+log |LFv|) lexicographic
string comparisons.

A key point of that result is that the medial decomposed Lyndon factor z satisfies the
following properties.

The beginning position of z is equal to lfbu(i) such that lfsu(1)v � . . . � lfsu(i)v ≺ . . . ≺
lfsu(m+ 1)v.
The ending position of z is equal to lfbv(j)− 1 such that lfsv(1) � lfsv(j− 1) � lfsu(i)v �
lfsv(j) � . . . � lfsv(m′ + 1).

From these monotonous conditions of suffixes which begin at the beginning position of
some Lyndon factor, we can compute the beginning position and the ending position of z,
respectively, by a binary search. After computing z, we can compute the Lyndon factor zk
by checking whether ui−1 (vj) is equal to z or not, respectively (i.e., ui−1 and vj may be
equal to z).

I Example 8. Let LFu = abb, (ab)2, a and LFv = bc, b, abababcb, ab, (a)2. Then, the
medial decomposed Lyndon factor is z = abababcb obtained by Lyndon factors (ab)2, a, bc, b.
Since the decomposed Lyndon factor succeeding to z is also abababcb, we need to pack them.
Thus, LFuv = abb, (abababcb)2, ab, (a)2.

In addition, we can modify the second property for the decomposed Lyndon factorization
of v by using the following property.

I Lemma 9. Let z = lfsu(i)lfpv(j − 1) be the medial decomposed factor of LFuv. Then,
lfsv(j − 1) � vqj−1−1

j−1 lfsv(j) � . . . � vj−1lfsv(j) � lfsu(i)v � lfsv(j) also holds.

3.2 Computing the Lyndon factorization of Tp

The following lemma is a well-known property of Lyndon words and Lyndon factorizations.

CPM 2018
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ℓ  =! a! b! a! b! b! a! b! a! b! b! a! b! b!

|x|! 1! 2! 2! 2! 5! 5! 5! 5! 5! 5! 5! 5! 13!

k! 1! 1! 1! 2! 1! 1! 1! 1! 1! 2! 2! 2! 1!

|x’|! 0! 0! 1! 0! 0! 1! 2! 3! 4! 0! 1! 2! 0!

Figure 1 By Lemma 10, any prefix w of a Lyndon word ` can be represented as w = xkx′. For
instance, ababbababba = (ababb)2a. Thus, we store (|x|, k, |x′|) = (5, 2, 1) for this prefix of `.

I Lemma 10. For any string w which is a prefix of some Lyndon word, there exists a unique
Lyndon word x s.t. w = xkx′ where x′ is a proper prefix of x and an integer k ≥ 1. Moreover,
LFw = xk,LFx′ .

I Lemma 11. We can compute LFTp for any 1 ≤ e ≤ n in O(logn) time after O(n) time
and space preprocessing.

Proof. Let LFT = `p1
1 , . . . , `

pm
m . Assume that lfbT (i) + |`k−1

i | ≤ e < lfbT (i) + |`ki |, i.e., the
edited position e is in the k-th decomposed Lyndon factor of the i-th Lyndon factor. Then,
Tp = `p1

1 · · · `
k−1
i `′i where `′i is a (possibly empty) proper prefix of `i. It is easy to see

that the Lyndon factorization of `p1
1 · · · `

k−1
i is `p1

1 , . . . , `
pi−1
i−1 , `

k−1
i . On the other hand, from

Lemma 10, LF `′
i

= xj , x′ for some integer j ≥ 1 and some Lyndon word x. Since x′ is also a
prefix of Lyndon word x, we can consider LFx′ in the same way. Because x′ must be shorter
than half of `′i, it follows that LF `′

i
consists of at most log |`′i| Lyndon factors. It is easy to

see that LFTp = `p1
1 , . . . , `

k−1
i ,LF `′

i
.

Based on this observation, we show our data structure for computing LFTp . We can
compute LFT in O(n) time and store it in O(|LFT |) space. Let ` be a decomposed Lyndon
factor of T . For each prefix of `, we store a triple (|x|, k, |x′|) based on Lemma 10. An
example is shown in Figure 1. We note that all the triples for T can be computed in O(n)
time by using Duval’s Lyndon factorization algorithm [13] (we can compute them together
with the Lyndon factorization of T ).

Now we explain how to compute LFTp by using above data structures. The first (i− 1)
Lyndon factors of LFTp are in LFT . The i-th Lyndon factor of LFTp is `k−1

i (changed only
the exponent of `i). Finally, we have to compute LF `′

i
. The form of LF `′

i
= uj , u′ is stored

as the |`′i|-th triple of `i. If u′ = ε (i.e., the third entry of the triple is 0), then uj is a
Lyndon factor of LFTp . Otherwise, since u′ is a prefix of `i, the form of LFu′ is stored as
the |u′|-th triple of `i. By repeating this recursively at most log |`′i| times, we can obtain
LF `′

i
. Therefore, we can compute LFTp in O(logn) time. J

3.3 The Lyndon factorization of Ts by Lyndon tree
In the previous subsection, we have computed the Lyndon factorization of a prefix of some
Lyndon word, since the number of Lyndon factors of Tp which are not in LFT is bounded
by logn. We also want to compute LFTs , but the size of the factorization can be large.
Hence, we cannot compute LFTs explicitly for each query in order to achieve an O(logn)
time bound. To overcome this problem, we use the Lyndon tree of T , which can represent
the Lyndon factorization of each suffix of T .

Let LFT = `p1
1 , . . . , `

pm
m . Assume that lfbT (i) + |`k−1

i | ≤ e < lfbT (i) + |`ki |, i.e., the
edited position e is in the k-th decomposed factor of the i-th Lyndon factor. Then, Ts =
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a!$! a!b!a!a! a!b!b! b!a! b!b!a! a!a!b!

9! 13!5!3!1! 11!7!2! 15!4! 12!10!6! 16!14!8!0!

w
1!

w
2!

w
3!

w
4!

w
5!

w
6!

w
7!

w
8!

w
9!

w
10!

Figure 2 This figure shows the Lyndon tree of $abaababbababaaba and the path
P6 = w1, . . . , w10. P ′

6 is the sequence of internal nodes on P6 which are drawn by
circles, namely, P ′

6 = w1, w2, w4, w5, w8, w9. For this example, Lemma 12 shows that
Rstr(w9), Rstr(w8), Rstr(w5), Rstr(w4), Rstr(w2), Rstr(w1) = b, b, ab, ab, aab, a is the decomposed
Lyndon factorization of T [7..16].

`′′i `
pi−k
i · · · `pm

m where `′′i is a (possibly empty) proper suffix of `i. For convenience, we
introduce a special character $ which is lexicographically smaller than any other characters.
It is easy to see that the string $T is a Lyndon word for any T . We consider LTree($T ).
Let Pj = w1, . . . , wh be the path from the root to the leaf which corresponds to T [j] in
LTree($T ) (w1 is the root and wh is the leaf), and P ′j = w′1, . . . , w

′
h′ be the sequence of

internal nodes on path P such that the right child of any node on P ′j is not on Pj . For any
node w, Rstr(w) denotes the string which is represented by the rightchild of w (see also
Figure 2). The following lemma shows that the Lyndon tree of $T represents the Lyndon
factorization of any of its suffixes.

I Lemma 12. Rstr(w′h′), . . . ,Rstr(w′1) is the decomposed Lyndon factorization of LFT [j+1..n].

Proof. For any 1 ≤ i < h′, Rstr(w′i+1) is a suffix of the string which is represented by the
leftchild of w′i. Since Rstr(w′i+1) is the longest Lyndon word which begins at that position by
Lemma 2, then Rstr(w′i+1) � Rstr(w′i). It is clear that Rstr(w′h′) · · ·Rstr(w′1) = T [j + 1..n].
Thus Rstr(w′h′), . . . ,Rstr(w′1) is the decomposed Lyndon factorization of T [j + 1..n]. J

It is known that the Lyndon tree of a string can be computed in linear time [17, 3]. We
can compute LTree($T ) in O(n) time and space. In addition, for our algorithm, we process
the Lyndon tree so as to be able to answer Level Ancestor Query (shortly LAQ).

I Lemma 13 (Level Ancestor Query [5]). We can pre-process a given rooted tree in linear
time and space so that the i-th node in the path from any node to the root can be found in
O(1) time for any i ≥ 0, if such exists.

For any node w, we also compute na(w) which is the nearest ancestor of w that has w in
the left subtree. This preprocessing can also be done in O(n) time and space.

CPM 2018
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3.4 Computing the longest Lyndon substring
In the rest of this section, we summarize our method.

Firstly, we compute LFTp based on Lemma 11 in O(logn) time. From LFTp and α, we
compute LFTp·α by O(log |LFTp |) lexicographic string comparisons by using Lemma 6 and 7.
After that, we compute LFT ′ from LFTp·α and LFTs . Let z be the medial decomposed
Lyndon factor in this step. Since we know LFTp·α and Ts, we can compute the beginning
position of z by O(log |LFTp·α|) lexicographic string comparisons on T ′. Then we compute
the ending position of z, by using Lemmas 7 and 9.

In order to compute the ending position, we access the necessary suffixes by considering
the path Pe, defined in Section 3.3, in the LTree($T ). The key idea is that we can conduct a
binary search on Pe, and obtain z by O(log h) lexicographic string comparisons on T ′. For
any range of depths on Pe, we can choose the middle node w in the range in constant time
using Lemma 13. If the rightchild of w is on Pe, we choose na(w) as w. We then compare
the suffix of Ts which begins at the beginning position of Rstr(w) and the suffix of T ′ which
begins at the beginning position of z, and recurse on the upper or lower half of the range
depending on the result of the comparison.

Thus we can get LFT ′ by O(logn) string comparisons in total. The number of Lyndon
factors of T ′ such that we should have explicitly is O(logn) (new logn factors in Tp and a
new factor by concatenations). It is easy to see that we can compare lexicographic order
between any substrings of T ′ by constant number of LCE queries on T . Thus, we can
compute LFT ′ in O(logn) time.

We have three candidates as the longest Lyndon substrings.
Unchanged Lyndon factors at prefix.
O(logn) new Lyndon factors.
Unchanged Lyndon factors at suffix.

Since we store O(logn) new Lyndon factors explicitly, we can get the longest Lyndon factor
in this part in O(logn) time. To get the longest decomposed Lyndon factor in the first
candidate, we precompute the rightmost longest Lyndon factor for each prefix of T which is
a concatenation of Lyndon factors (i.e., for each `p1

1 , . . . , `
pi

i ). This can be computed in O(n)
time and space. By using this information, we can see the length of longest Lyndon factor in
the first part in constant time. For suffixes of T , we precompute the same data structure as
prefixes. Therefore, we obtain Theorem 5.

It is easy to see that we can return all the longest Lyndon substrings in unchanged part
at prefix and at suffix in linear time w.r.t. the number of such factors. Then, we can get all
the longest Lyndon substrings in T ′.

I Corollary 14. After constructing an O(n)-space data structure of a given string T in O(n)
time, we can compute all the longest Lyndon substrings of T ′ in O(logn+ occ) time for each
1-edit query where occ is the number of outputs.

4 Longest Lyndon substring after block edit

Here, we consider more general problem called 1-block-edit longest Lyndon substring query
(1-block-edit LLS). Namely, a substring of T is replaced by a given string of length l.

I Example 15 (1-block-edit LLS). Let T = acbabcabcabac. The longest Lyndon substring
of T is abac since LFT = acb, (abc)2, abac. When we are given an interval [2, 3] of T and a
string bac, the longest Lyndon substring of T ′ is abacabcabc since LFT ′ = abacabcabc, abac.
When we are given [8, 10] and an empty string, thte longest Lyndon substring of T ′ is abac
since LFT ′ = acb, abc, abac.
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I Theorem 16. After constructing an O(n)-space data structure of a given string T in O(n)
time, we can compute LLS(T ′) in O(l log σ + logn) time for each 1-block-edit query.

This algorithm is almost similar to the 1-edit version. Let α be a given string of length l.
Firstly, we need to compute LFα in O(l) time. After that we can concatenate three parts
in the similar way. The key difference is that we conduct an additional O(l log σ) time and
O(l) space processing in order to compare any two substrings in T ′ in constant time. Any
comparisons on T ′ can be separated to constant number of comparisons between

a substring in T and a substring in T ,
a substring in α and a substring in α,
a substring in T and a substring in α.

The first one can be done by an LCE query on T . The second one can be done in constant
time after constructing an LCE data structure for α in O(l) time and space. Now we explain
the last case. Assume that we have computed the suffix tree of T in O(n) time preprocessing.
For each of suffixes αi of α, we compute the lowest node in the suffix tree which corresponds
to some prefix of αi. This can be done in O(l log σ) time by using Ukkonen’s suffix tree
construction algorithm [25]. Then we can compare a substring in T and a substring in α
by using LCA queries. Thus we can do any substring comparisons in constant time after
constructing O(l log σ) time and space data structures. Therefore, we obtain Theorem 16.

In the similar way to Section 3, we can get the following.

I Corollary 17. After constructing an O(n)-space data structure of a given string T in O(n)
time, we can compute all the longest Lyndon substrings of T ′ in O(l log σ + logn+ occ) time
for each 1-block-edit query where occ is the number of outputs.

I Remark. If l is constant, we can compare the lexicographic order of any two substrings
in T ′ in constant time (by using constant number of LCE queries and constant number of
character comparisons) without using suffix trees. Then the querying time of Theorem 16
turns out to be O(logn) time. Thus, this result includes Theorem 5.

5 Conclusion

We considered the problem of computing the longest Lyndon substring after 1-edit operation.
We proposed an algorithm which uses O(n) time and space so that for any single block edit
query, the longest Lyndon substring can be answered in O(l log σ+ logn) time where l is the
length of a given query string and σ is the number of distinct characters in T .

Our algorithm in this paper is almost the same for single characters edits and single block
edits, and one of our interests is whether there is a more efficient solution at least for the
case of single character edits.
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Abstract
We revisit the heaviest induced ancestors problem, which has several interesting applications in
string matching. Let T1 and T2 be two weighted trees, where the weight W(u) of a node u in
either of the two trees is more than the weight of u’s parent. Additionally, the leaves in both
trees are labeled and the labeling of the leaves in T2 is a permutation of those in T1. A node
x ∈ T1 and a node y ∈ T2 are induced, iff their subtree have at least one common leaf label. A
heaviest induced ancestor query HIA(u1, u2) is: given a node u1 ∈ T1 and a node u2 ∈ T2, output
the pair (u∗1, u∗2) of induced nodes with the highest combined weight W(u∗1) + W(u∗2), such that
u∗1 is an ancestor of u1 and u∗2 is an ancestor of u2. Let n be the number of nodes in both trees
combined and ε > 0 be an arbitrarily small constant. Gagie et al. [CCCG’ 13] introduced this
problem and proposed three solutions with the following space-time trade-offs:

an O(n log2 n)-word data structure with O(logn log logn) query time
an O(n logn)-word data structure with O(log2 n) query time
an O(n)-word data structure with O(log3+ε n) query time.

In this paper, we revisit this problem and present new data structures, with improved bounds.
Our results are as follows.

an O(n logn)-word data structure with O(logn log logn) query time

an O(n)-word data structure with O
( log2 n

log logn

)
query time.

As a corollary, we also improve the LZ compressed index of Gagie et al. [CCCG’ 13] for
answering longest common substring (LCS) queries. Additionally, we show that the LCS after
one edit problem of size n [Amir et al., SPIRE’ 17] can also be reduced to the heaviest induced
ancestors problem over two trees of n nodes in total. This yields a straightforward improvement
over its current solution of O(n log3 n) space and O(log3 n) query time.
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1 Introduction

Let T1 and T2 be two weighted trees, having n1 and n2 nodes respectively. The weight of a
node u in either of the two trees is given by W(u) and W(u) > W(parent(u)), where parent(u)
is the parent node of u. For simplicity, node u means the node with pre-order rank u. Each
tree has exactly m ≤ min{n1, n2} leaves. Leaves in both trees are labeled and the labeling
of the leaves in T2 is a permutation of the labeling of the leaves in T1. Two nodes, one each
from T1 and T2, are induced if the leaves in the respective subtrees have at least one common
label. For any two nodes u and v in a tree, the node v is an ancestor of u iff v is on the path
from u to the root of the tree. Moreover, v is a proper ancestor u iff u 6= v. We revisit the
following problem, which has several interesting applications in string matching.

I Problem 1 (Heaviest Induced Ancestor Problem). Given a node u1 ∈ T1 and a node u2 ∈ T2,
find HIA(u1, u2), which is defined as the pair of induced nodes (u∗1, u∗2) with the highest
combined weight W(u∗1) + W(u∗2), such that u∗1 (resp., u∗2) is an ancestor of u1 (resp., u2).

Here and henceforth, ε is an arbitrarily small positive constant and n = n1 + n2 is the
total number of nodes in the two trees. The model of computation is the standard Word
RAM with word size Ω(logn) bits. Gagie et al. [8] presented the following several results for
the Heaviest Induced Ancestor problem.

an O(n log2 n)-word index with O(logn log logn) query time
an O(n logn)-word index with O(log2 n) query time
an O(n)-word index with O(log3+ε n) query time.

Our contribution is summarized in the following Theorem.

I Theorem 2. A heaviest induced ancestor query over two trees of n nodes in total can be
answered

in O(logn log logn) time using an O(n logn)-word data structure, or

in O
( log2 n

log logn

)
time using an O(n)-word data structure.

1.1 Applications to String Matching
One motivation to study the heaviest induced ancestor problem is to design an LZ77 [20]
compressed text index that can answer longest common substring LCS(S, P ) queries efficiently.
Formal definition is below.

I Problem 3 (Longest Common Substring in LZ77 Compressed Strings [8]). Given a string S
of length N , whose LZ77 parsing contains n phrases, build a data structure that can efficiently
report LCS(S, P ), i.e., the longest common substring of S and P , where P is a query string
of length |P |.

If one were to forego the compression requirement, the problem can be easily solved by
maintaining a suffix tree [17] of S in O(N) words yielding O(|P |) query time. On the other
hand, we can also answer LCS(S, P ) queries using compressed/succinct data structures, such
as the FM Index or Compressed Suffix Array [6, 9, 13], with a slight penalty in query time.
However, for strings having a repetitive structure, LZ77-based compression techniques offer
better space-efficiency than that obtained using FM-Index or Compressed Suffix Array.

Gagie et al. [8] showed that Problem 3 can be solved using an O(n logN + n log2 n)-word
index with very high probability in O(|P | logn log logn) query time. Alternatively, they also
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presented an O(n logN)-word index with O(|P | log2 n) query time. Using Theorem 2 and
the techniques in [8], we present an improved result for Problem 3 (see Theorem 4). We omit
the details as they are immediate from the discussions in [8].

I Theorem 4. Given a string S of length N , we can build an O(n logN)-word index that
reports LCS(S, P ) in O(|P | logn log logn) time with very high probability, where n is the
number of phrases in an LZ77 parsing of S and |P | is the length of the input query string P .

Another problem that we study is the recently introduced longest common substring after
one substitution problem [1], defined as follows.

I Problem 5 (Longest Common Substring after One Substitution [1]). Given two strings X
and Y of total length n over an alphabet set Σ, build a data structure that can efficiently
report LCS(i,α)(X,Y ), the length of the longest common substring of Xnew and Y , where
Xnew is X after replacing its ith character by α ∈ Σ.

An O(n|Σ|) space and O(1) time solution is straightforward, but not efficient when |Σ| is
large. The solution by Amir et al. [1] takes O(n log3 n) space and O(log3 n) query time.
Theorem 2 combined with other techniques implies an improved result to this problem, as
summarized in the following theorem.

I Theorem 6. Given two strings X and Y of total length n, we can build indexes with the
following space-time trade-offs for reporting LCS(i,α)(X,Y )
1. an O(n logn) space data structure with O(logn log logn) query time

2. an O(n) space data structure with O
( log2 n

log logn

)
query time.

Straightforward modifications to our approach leads to an index that can also support
the case of single letter insertions or deletions in X, i.e., insert the character α after position
i and delete the character at position i.

1.2 Map
In Section 2, we revisit some of the well-known data structures that have been used to arrive
at out results. Section 3 presents an overview of our techniques, as an intermediate step into
the final data structures. The final data structures for Theorem 2 are presented in Section 4.
Section 5.1 is left to sketch our solution to Problem 5.

2 Preliminaries and Terminologies

2.1 Predecessor/Successor Queries
Let S be a subset of U = {0, 1, 2, 3, . . . , U − 1} of size n. A predecessor search query p on S
asks to return p if p ∈ S, else return max{q < p | q ∈ S}. Similarly, a successor query p on
S asks to return p if p ∈ S, else return min{q > p | q ∈ S}. By preprocessing S into a y-fast
trie of size O(n) words, we can answer such queries in O(log logU) time [18].

2.2 Fully-Functional Succinct Tree
Let T be a tree having n nodes, such that nodes are numbered from 1 to n in the ascending
order of their pre-order rank. Also, let `i denotes the ith leftmost leaf. Then by maintaining
an index of size 2n+o(n) bits, we can answer the following queries on T in constant time [14]:
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parentT (u) = parent of node u.
sizeT (u) = number of leaves in the subtree of u.
nodeDepthT (u) = number of nodes on the path from u to the root of T .
levelAncestorT (u,D) = ancestor w of u such that nodeDepth(w) = D.
lMostT (u) = i, where `i is the leftmost leaf in the subtree of u.
rMostT (u) = j, where `j is the rightmost leaf in the subtree of u.
lcaT (u, v) = lowest common ancestor (LCA) of two nodes u and v.

We omit the subscript “T ” if the context is clear.

2.3 Range Maximum Query (RMQ) and Path Maximum Query (PMQ)
Let A[1, n] be an array of n elements. A range maximum query RMQA(a, b) asks to return
k ∈ [a, b], such that A[k] = max{A[i] | i ∈ [a, b]}. Path maximum query (PMQ) (or bottleneck
edge query [5]) is a generalization of RMQ from arrays to trees. Let T be a tree having n
nodes, such that each node u is associated with a score. A path maximum query PMQT (a, b)
returns the node k in T , where k is a node with highest score among all nodes on the path
from node a to node b. Cartesian tree based solutions exists for both problems. The space
and query time are 2n+ o(n) bits and O(1), respectively [5, 7].

2.4 Orthogonal Range Queries in 2-Dimension
Let P be a set of n points in an [1, n]× [1, n] grid. Then,

An orthogonal range counting query (a, b, c, d) on P returns the cardinality of {(x, y) ∈
P | x ∈ [a, b], y ∈ [c, d]}
An orthogonal range emptiness query (a, b, c, d) on P returns “EMPTY” if the cardinality
of the set {(x, y) ∈ P | x ∈ [a, b], y ∈ [c, d]} is zero. Otherwise, it returns “NOT-EMPTY”.
An orthogonal range predecessor query (a, b, c) on P returns the point in {(x, y) ∈ P |
x ∈ [a, b], y ≤ c} with the highest y-coordinate value, if one exists.
An orthogonal range successor query (a, b, c) on P returns the point in {(x, y) ∈ P | x ∈
[a, b], y ≥ c} with the lowest y-coordinate value, if one exists.
An orthogonal range selection query (a, b, k) on P returns the point in {(x, y) ∈ P | x ∈
[a, b]} with the kth lowest y-coordinate value.

By maintaining an O(n) word structure, we can answer orthogonal range counting queries
in O(log / log logn) time [11], orthogonal range emptiness queries in O(logε n) time [3], ortho-
gonal range predecessor/successor queries in O(logε n) time [12] and orthogonal range selection
queries in O(logn/ log logn) time [2, 4]. Alternatively, by maintaining an O(n log logn) space
structure, we can answer orthogonal range emptiness and orthogonal range predecessor/suc-
cessor queries in O(log logn) time [3, 19].

2.5 Heavy Path and Heavy Path Decomposition
We now define the heavy path decomposition [10, 15] of a tree T having n nodes. First, the
nodes in T are categorized into light and heavy. The root node is light and exactly one child
of every internal node is heavy. Specifically, the child having the largest number of nodes in
its subtree (ties are broken arbitrarily). The first heavy path of T is the path starting at T ’s
root, and traversing through every heavy node to a leaf. Each off-path subtree of the first
heavy path is further decomposed recursively. Clearly, a tree with m leaves has m heavy
paths. Let u be a node on a heavy path H, then hp_root(u) is the highest node on H and
hp_leaf(u) is the lowest node on H. Note that hp_root(·) is always light.
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I Fact 7. For a tree having n nodes, the path from the root to any leaf traverses at most
dlogne light nodes. Consequently, the sum of the subtree sizes of all light nodes (i.e., the
starting node of a heavy path) put together is at most ndlogne.

3 Our Framework

We assume that both trees T1 and T2 are compacted, i.e., any internal node has at least two
children. This ensures that the number of internal nodes is strictly less than the number
of leaves (m). Thus, n ≤ 4m− 2. We remark that this assumption can be easily removed
without affecting the query time. We maintain the tree topology of T1 and T2 succinctly in
O(n) bits with constant time navigational support (refer to Section 2.2). Define two arrays,
Labelk[1,m] for k = 1 and 2, such that Labelk[j] is the label associated with the jth leaf
node in Tk. The following is a set of m two-dimensional points based on tree labels.

P = {(i, j) | i, j ∈ [1,m] and Label1[i] = Label2[j]}

We pre-process P into a data structure, so as to support various range queries described
in Section 2.4. For range counting and selection, we maintain data structures with O(n) space
and O(logn/ log logn) time. For range successor/predecessor and emptiness queries, we have
two options: and O(n log logn) space structure with O(log logn) time, and an O(n) space
structure with O(logε n) time. We employ the first result in our O(n logn) space solution
and the second result in our O(n) space solution.

3.1 Basic Queries
I Lemma 8 (Induced-Check). Given two nodes x, y, where x ∈ T1 and y ∈ T2, we can check
if they are induced or not

in O(log logn) time using an O(n log logn) space structure, or
in O(logε n) time using an O(n) space structure.

Proof. The task can be reduced to a range emptiness query, because x and y are induced iff
the set {(i, j) ∈ P | (i, j) ∈ [lMost(x), rMost(x)]× [lMost(y), rMost(y)]} is not empty. J

I Definition 9 (Partner). The partner of a node x ∈ T1 w.r.t a node y ∈ T2, denoted
by partner(x/y) is the lowest ancestor y′ of y, such that x and y′ are induced. Likewise,
partner(y/x) is the lowest ancestor x′ of x, such that x′ and y are induced.

I Lemma 10 (Find Partner). Given two nodes x, y, where x ∈ T1 and y ∈ T2, we can find
partner(x/y) as well as partner(y/x)

in O(log logn) time using an O(n log logn) space structure, or
in O(logε n) time using an O(n) space structure.

Proof. To find partner(x/y), first check if x and y are induced. If yes, then partner(x/y) = y.
Otherwise, find the last leaf node `a ∈ T2 before y in pre-order, such that x and `a are
induced (`a denotes a-th leftmost leaf). Also, find the first leaf node `b ∈ T2 after y in
pre-order, such that x and `b are induced. Both tasks can be reduced to orthogonal range
predecessor/successor queries.

(·, a) = arg max
j
{(i, j) ∈ P | (i, j) ∈ [lMost(x), rMost(x)]× [1, lMost(y)]}

(·, b) = arg min
j
{(i, j) ∈ P | (i, j) ∈ [lMost(x), rMost(x)]× [rMost(y),m]}
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Clearly, an ancestor of y and x are induced iff either `a or `b is in its subtree. Therefore,
we report the lowest node among ua = lca(`a, y) and ub = lca(`a, y) as partner(x/y). The
computation of partner(y/x) is analogous. J

3.2 Overview
For any two nodes u and v in the same tree T , define Path(u, v, T ) as the set of nodes on
the path from u to v. Let root1 be the root of T1 and root2 be the root of T2. Throughout
this paper, (u1, u2) denotes the input and HIA(u1, u2) = (u∗1, u∗2) denotes the output. Clearly,
u∗2 = partner(u∗1/u2) and u∗1 = partner(u∗2/u1). Therefore,

(u∗1, u∗2) = arg max
(x,y)
{W (x) +W (y) | y ∈ Path(root2, u2, T2) and x = partner(y/u1)}

To evaluate the above equation efficiently, we explore the heavy path decomposition of T2.

I Definition 11 (Special Nodes). For each light node in w ∈ T2, we identify a set Special(w)
of nodes in T1 (which we call special nodes) as follows: a leaf node `i ∈ T1 is special iff `i
and w are induced. An internal node in T1 is special iff it is the lowest common ancestor of
two special leaves. Additionally, for each node x ∈ Special(w), define its score w.r.t. w as
the sum of weights of x and the node partner(x/hp_leaf(w)) ∈ T2. Formally,

scorew(x) = W (x) +W (partner(x/hp_leaf(w))

Moreover, |Special(w)| ≤ 2size(w)− 1 and
∑
w is a light node |Special(w)| = O(n logn).

To answer an HIA query (u1, u2), we first identify some nodes in T1 and T2 as follows. Nodes
w1 = root2, w2, . . . , wk are the light nodes in Path(root2, u2, T2) (in the ascending order of their
pre-order ranks). Nodes t1, t2, . . . , tk are also in Path(root2, u2, T2), such that tk = u2 and
th = parent(wh+1) for h < k. Therefore, Path(root2, u2, T2) = ∪kh=1Path(wh, th, T2). Next,
α1, α2, . . . , αk and β1, β2, . . . , βk are nodes in Path(root1, u1, T1), such that for h = 1, 2, . . . , k,
αh = partner(th/u1) and βh = partner(wh/u1). Clearly, there exists an f ∈ [1, k] such that
u∗2 ∈ Path(wf , tf , T2). See Figure 1 for an illustration. We now present several lemmas, which
forms the basis of our solution.

I Lemma 12. The node u∗1 ∈ Path(αf , βf , T1).

Proof. We prove this via proof by contradiction arguments.
Suppose u∗1 is a proper ancestor of αf . Then, αf are tf induced and W (αf ) +W (tf ) >
W (u∗1) +W (u∗2), a contradiction. Therefore, u∗1 is in the subtree of αf .
Suppose u∗1 is in the proper subtree of βf . Then, u∗1 and wf are also induced. Therefore,
partner(wf/u1) is u∗1 or a node in the subtree of u∗1. This implies, βf = partner(wf/u1) is
in the proper subtree of βf , a contradiction. Therefore, u∗1 is an ancestor of βf .

This completes the proof. J

I Lemma 13. The node u∗1 ∈ Special(wf ) ∪ {βf}.

Proof. Let z (if exists) be the first node in Special(wf ) on the path from u∗1 to βf . Then,
if z exists, then u∗1 /∈ Special(wf ) gives a contradiction as follows. The intersection
of the following two sets is empty: (i) set of labels of the leaves in the subtree of
u∗1, but not in the subtree of z and (ii) set of labels associated with the leaves in the
subtree of wf . This implies, z and u∗2 are induced (because u∗1 and u∗2 are induced) and
W (z) + w(u∗2) > W (u∗1) +W (u∗2), a contradiction.
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Figure 1 We refer to Section 3.2 for the description of this figure.

otherwise, if z does not exist, then it is possible that u∗1 /∈ Special(w). However, in this
case, u∗1 = βf (proof follows from similar arguments as above).

In summary, u∗1 ∈ Special(wf ) ∪ {βf}. J

I Lemma 14. For any x ∈ Path(αf , βf , T1)\{αf}, partner(x/u2) = partner(x/hp_leaf(wf )).

Proof. We claim that for any x ∈ Path(αf , βf , T1)\{αf}, partner(x/u2) is a proper ancestor
of tf . The proof follows from contradiction as follows. Suppose, there exists an x ∈
Path(αf , βf , T1)\{αf}, such that partner(x/u2) is in the subtree of tf . Then, x and tf are
induced. This means, αf = partner(tf/u1) is a node in the subtree of x, a contradiction.

Since, partner(x/u2) is a proper ancestor of tf , partner(x/u2) = partner(x/r) for any node
r in the subtree of tf . Therefore, by choosing r = hp_leaf(wf ), we obtain Lemma 14. J

I Corollary 15. For any x ∈
(

Path(αf , βf , T1)\{αf}
)
,

W (x) +W (partner(x/u2)) = W (x) +W (partner(x/hp_leaf(wf ))) = scorewf
(x)

I Lemma 16. The node u∗1 ∈ {αf , βf , γf}, where

γf = arg max
x
{scorewf

(x) | x ∈ Special(wf ) ∩
(

Path(αf , βf , T1)\{αf , βf}
)

Proof. Follows from Lemma 12, Lemma 13, Lemma 14 and Corollary 15. J

I Lemma 17. Let C = ∪kh=1{αh, βh, γh}, where

γh = arg max
x
{scorewh

(x) | x ∈ Special(wh) ∩
(

Path(αh, βh, T1)\{αh, βh}
)
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Then,

(u∗1, u∗2) = arg max
(x,y)
{W (x) +W (y) | x ∈ C and y = partner(x/u2)}

Proof. Since f is unknown, we invoke Lemma 14 for f = 1, 2, 3, . . . , k ≤ logn. J

Next, we show how to transform the result in Lemma 17 into an efficient data structure.

4 Our Data Structures

We start by defining a crucial component of our solution.

I Definition 18 (Induced Subtree). The induced subtree of T1(w) of T1 w.r.t. a light node
w ∈ T2 is a tree having exactly |Special(w)| number of nodes, such that

for each node x ∈ T1(w), there exists a node Mapw(x) ∈ Special(w) and
for each x′ ∈ Special(w), there exists a node invMapw(x′) ∈ T1(w), such that

lcaT1(Mapw(x),Mapw(y)) = Mapw(lcaT1(w)(x, y))

Note that a node x is a leaf in T1(w) iff Mapw(x) is a leaf in T1(w). In the following lemmas,
we present two space-time trade-offs on induced subtrees.

I Lemma 19. By maintaining an O(n logn) space structure, we can compute Mapw(·) and
invMapw(·) for any light node w ∈ T2 in time O(1) and O(log logn), respectively.

Proof. Let Lw[1, |Special(w)|] be an array, such that Lw[x] = Mapw(x). For each w, maintain
Lw and a y-fast trie [18] over it. The total space is O(n logn). Now, any Mapw(·) query can
be answered in constant time. Also, for any x′ ∈ Special(w), invMapw(x′) is the number of
elements in Lw that are ≤ x′. Therefore, an invMapw(·) can be reduced to a predecessor
search and answered in O(log logn) time. J

I Lemma 20. By maintaining an O(n) space structure, we can compute Mapw(·) and
invMapw(·) for any light node w ∈ T2 in time O(logn/ log logn).

Proof. Let node p be the rth leaf in T1(w) and q = Mapw(p) be the sth leaf in T1. Then,
s is the x-coordinate of the rth point in {(i, j) ∈ P | (i, j) ∈ [1,m]× [lMost(w), rMost(w)]}
in the ascending order of x-coordinates. Also, r is the number of points in {(i, j) ∈ P |
(i, j) ∈ [1, s]× [lMost(w), rMost(w)]}. Therefore, given p, we can compute r, then s and q in
O(logn/ log logn) time via a range selection query on P . Similarly, given q, we can compute
s and then r and p in O(logn/ log logn) time via a range counting query on P.

Now, if p is an internal node in T1(w), then Mapw(p) is lcaT1(Mapw(`L),Mapw(`R)),
where `L and `R are the first and last leaves in the subtree of p. Similarly, if q is an internal
node in T1, then invMapw(q) = lcaT1(w)(invMapw(`A), invMapw(`B)) as follows:

(A, ·) = arg min
i
{(i, j) ∈ P | (i, j) ∈ [lMost(q), rMost(q)]× [lMost(w), rMost(w)]}

(B, ·) = arg max
i
{(i, j) ∈ P | (i, j) ∈ [lMost(q), rMost(q)]× [lMost(w), rMost(w)]}

Here, A and B can be computed via range successor/predecessor queries in O(logε n) time.
Therefore, the total time is logε n+ logn/ log logn = O(logn/ log logn) time. J

I Lemma 21. Given an input (a, b, w), where w is a light node in T2 and, a and b are nodes
in T1(w), we can report the node with the highest scorew(Mapw(·)) over all nodes on the path
from a to b in T1(w) in O(1) time using an O(n) space structure.
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Proof. For each T1(w), we maintain the Cartesian tree for answering path maximum query
(refer to Section 2.3). Space for a particular w is |Special(w)|(2 + o(1)) bits and space over all
light nodes w in T2 is O(n logn) bits (from Fact 7), equivalently O(n) words. For an input
(a, b, w), the answer is PMQT1(w)(a, b). J

4.1 Our O(n logn) space data structure
We maintain T1 and T2 explicitly, so that the weight of any node in either of the trees can be
accessed in constant time. Moreover, we maintain fully-functional succinct representation
of their topologies (refer to Section 2.2) for supporting various operations in O(1) time.
Additionally, we maintain the structures for answering Induced-Check and Find-Partner
queries in O(log logn) time, data structures for range predecessor/successor queries on P
in O(log logn) time (refer to Section 2.4) and the structures described in Lemma 19 and
Lemma 21. Thus, the total space is O(n logn) words.

We now present the algorithm for computing the output (u∗1, u∗2) for a given input (u1, u2).
Following are the key steps.
1. Find wh and th for h = 1, 2, . . . , k ≤ logn.
2. Find αh and βh for h = 1, 2, . . . , k ≤ logn.
3. Let α′h be the first and β′h be the last special node (w.r.t. wh) on the path from αh

(excluding αh) to βh (excluding βh). Also, let

γh = Mapwh

(
PMQT1(wh)

(
invMapwh

(α′h), invMapwh
(β′h)

))
Compute γh for h = 1, 2, . . . , k ≤ logn.

4. Obtain C = ∪kh=1{αh, βh, γh} and report

(u∗1, u∗2) = arg max
(x,y)
{W (x) +W (y) | x ∈ C and y = partner(x/u2)}

The correctness follows immediately from Lemma 17. We now bound the time complexity.
Step 1 takes O(k) time and step 2 takes O(k) number of Find-Partner queries with O(log logn)
time per query. The procedure for computing α′h and β′h is the following.

Find the child α′′h of αh on the path from αh to βh. Then α′h = lcaT1(`ah
, `bh

), where `ah

(resp. `bh
) is the first (resp. last) special leaf in the subtree of α′′h (w.r.t wh). To compute

ah and bh, we rely on range predecessor/successor queries on P:

(ah, ·) = arg min
i
{(i, j) ∈ P | (i, j) ∈ [lMost(α′′h), rMost(α′′h)]× [lMost(wh), rMost(wh)]}

(bh, ·) = arg max
i
{(i, j) ∈ P | (i, j) ∈ [lMost(α′′h), rMost(α′′h)]× [lMost(wh), rMost(wh)]}

Find the rightmost special (w.r.t. wh) leaf `dh
before βh and the leftmost special

(w.r.t. wh) leaf `gh
after the last leaf in the subtree of βh. For this, we rely on range

predecessor/successor queries on P:

(dh, ·) = arg max
i
{(i, j) ∈ P | (i, j) ∈ [1, lMost(α′′h)− 1]× [lMost(wh), rMost(wh)]}

(gh, ·) = arg min
i
{(i, j) ∈ P | (i, j) ∈ [rMost(α′′h) + 1,m]× [lMost(wh), rMost(wh)]}

Then, β′h = lcaT1(`dh
, `gh

) if βh and wh are not induced (i.e., there does not exist a special
node (w.r.t. wh) under βh). Otherwise, β′h is the lowest node among lcaT1(`dh

, βh) and
lcaT1(βh, `gh

).
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The time for a range predecessor/successor query on P is O(log logn). Therefore, com-
putation of α′h and β′h takes O(log logn) time, and an additional O(log logn) for eval-
uating γh. Therefore, the total time for step 3 is O(k log logn). Finally, step 4 also
takes O(k log logn) time. By putting every thing together, the total time complexity is
k log logn = O(logn log logn).

4.2 Our Linear Space Data Structure
We obtain our linear space data structure by replacing all super-linear space components
in the previous solution by their space efficient counter parts. Specifically, we use linear
space structures for Induced-Check, Find-Partner, and range predecessor/successor with
query time O(logε n). Also, we use the structure in Lemma 20 instead of the structure in
Lemma 19. Thus, the total space is O(n) words.

The query algorithm remains the same. The time complexity is: O(k) for step 1,
O(k logε n) for step 2, O(k logn/ log logn) for step 3 and O(k logε n) for step 4. Thus, total
time is O(log2 n/ log logn).

5 Applications

5.1 Longest Common Substring after One Substitution
Let X and Y be two strings of total length n over an alphabet set Σ. Define, LCS(X,Y ) as
the length of the longest common substring of X and Y and LCS(i,α)(X,Y ) as the length
of the longest common substring of Xnew and Y , where Xnew is X after replacing its ith
character by α ∈ Σ. Our task is to build a data structure for X and Y , so that LCS(i,α)(X,Y )
for any input (i, α) can be reported efficiently.

5.1.1 The Data Structure
Let LCS(i,α) be X[l, r]. As observed by Amir et al. [1], two possible scenarios are: i /∈ [l, r]
and i ∈ [l, r]. We handle each of these scenarios separately, i.e., we find the new longest
common substring (with the character at position i replaced by α) with position i (a) not
covered and (b) covered, and choose the longest. To obtain (a), simply store an array
A[1, |X|], where

A[i] = max{LCS(Y,X[1 . . . (i− 1)]), LCS(Y,X[(i+ 1) . . . |X|]}

For case (b), we maintain the following structures.
1. A generalized suffix tree [17] of X and Y (GST), which is a compact trie over all suffixes

of X and Y , after appending each string from X (resp., Y ) with a unique symbol $1
(resp., $2).

2. A compact trie of reverse of all prefixes of X and Y (GPT), after appending each string
from X (resp., Y ) with a unique symbol $1 (resp., $2).

3. For each character α ∈ Σ,
a compact trie Tα of all strings in {Y [(i + 1) . . . ] | Y [i] = α} after appending each
suffix with $2. We label Y [(i+ 1) . . . ] with i.
Another compact trie T ′α of all strings in {

←−−−−−−−−−−
Y [1 . . . (i− 1)] | Y [i] = α}. Here

←−−−−−−−−−−
Y [1 . . . (i− 1)] is the reverse of Y [1 . . . (i− 1)] and we label it with i.
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The data structure for HIA queries on (Tα, T ′α). Here the weight of a node is its
string-depth. Therefore, we can easily generalize our solution to the HIA problem to
the case where the input (u1, u2) is such that u1 and u2 are not necessarily nodes, but
locations on edges.

The total space is proportional to the size of an HIA structure over an input of size n.

5.1.2 Processing a query (i, α)
Get the LCS not covering i in constant time from the array A. For LCS covering i, do the
following steps.

Let `p be the leaf in GST corresponding to the suffix X[(i + 1) . . . ]. Find the lowest
ancestor u of `p with at least one leaf corresponding to a suffix of Y (say Y [a . . . ]) in its
subtree.
Let `q be the leaf in GPT corresponding to the reverse of the prefix X[1 . . . (i− 1)]. Find
the lowest ancestor v of `q with at least one leaf corresponding to a reverse of a prefix of
Y (say Y [. . . b]) in its subtree.
Issue an HIA query HIA(x, y) on (Tα, T ′α), where
1. x is the location in Tα on the path of the leaf corresponding to Y [a . . . ] at a distance

of string-depth of u from the root.
2. y is the location in T ′α on the path of the leaf corresponding to

←−−−−
Y [. . . b] at a distance

of string-depth of v from the root.
Let (x∗, y∗) be the output. Then, LCS(i,α)(X,Y ) covering position i is W (x∗) +W (y∗).

Therefore, final LCS(i,α)(X,Y ) is max{A[i],W (x∗)+W (y∗)}. Steps 1 and 2 can be performed
in O(logn) time binary searches. Therefore, total time is dominated by the time for an HIA
query. The correctness can be easily verified.

5.2 All-Pairs Longest Common Substring Problem
Let S = {S1, S2, S3, ...Sn} be a collection of n strings and let L be the length of the longest
string in S. We consider the problem of finding LCS(Si, Sj) for all (i, j) pairs. This problem
can be easily solved in O(n2L) time. However, it is also possible to obtain a conditional
lower bound of Ω̃(n2L) via a reduction from the boolean matrix multiplication [16]. To this
end, we remark that the following run-time is possible with the aid of HIA framework.

Õ

(
nL+

∑
i

∑
j<i

L

LCS(Si, Sj)

)

We defer details to the full version of this paper.
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Abstract
A superstring of a set of words P = {s1, . . . , sp} is a string that contains each word of P as
substring. Given P , the well known Shortest Linear Superstring problem (SLS), asks for a
shortest superstring of P . In a variant of SLS, called Multi-SLS, each word si comes with an
integer m(i), its multiplicity, that sets a constraint on its number of occurrences, and the goal is
to find a shortest superstring that contains at least m(i) occurrences of si. Multi-SLS generalizes
SLS and is obviously as hard to solve, but it has been studied only in special cases (with words
of length 2 or with a fixed number of words). The approximability of Multi-SLS in the general
case remains open. Here, we study the approximability of Multi-SLS and that of the companion
problem Multi-SCCS, which asks for a shortest cyclic cover instead of shortest superstring. First,
we investigate the approximation of a greedy algorithm for maximizing the compression offered
by a superstring or by a cyclic cover: the approximation ratio is 1/2 for Multi-SLS and 1 for
Multi-SCCS. Then, we exhibit a linear time approximation algorithm, Concat-Greedy, and show
it achieves a ratio of 4 regarding the superstring length. This demonstrates that for both measures
Multi-SLS belongs to the class of APX problems.
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1 Introduction

Given a set of p words P := {s1, s2, . . . , sp} over a finite alphabet Σ, a superstring of P is a
string containing each si for 1 ≤ i ≤ p as a substring. The Shortest Linear Superstring
(SLS) problem is an optimization problem that asks for a superstring of P of minimal length.
It is also known as the Shortet Common Superstring problem, which does not convey the fact
that the output superstring is a linear rather than cyclic word. SLS has been studied in depth
for its applications in data compression, where a superstring is an alternative representation
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of P , and in bioinformatics [11]. SLS is known to be hard to solve (NP-hard provided
the input words are of length at least three) and to approximate (MAX-SNP-hard), and
these difficulties remain even if one considers instances over a binary alphabet [10, 3, 17].
In bioinformatics, SLS models the initial step of genome assembly in a shotgun sequencing
approach [1], whose input is a large and redundant set of "reads". This first step consists in
merging overlapping words to obtain partial substrings of the target genome. These output
strings are called contigs. In practice, one never obtains a single superstring covering the
genome, but a large set of contigs. A major difficulty that is inherent to biology comes from
the presence of repeated regions in genomes. When assembled, the distinct copies of a repeat
tend to collapse into a single occurrence, and the corresponding contig then exhibits a higher
density of merged words [1]. By comparing the local density of a contig to the expected
density, one can estimate the underlying number of copies for a repeat. The assembly process
can then be rerun using these multiplicities, that is for each word, the number of times it
must appear in the superstring. To take into account the issue of repeated regions in SLS,
Crochemore et al. have proposed a variant of SLS called Multi-SLS1: the input consists
in P with a function m giving the multiplicity of each word of P , and the output multi
superstring must contain at least m(si) occurrences of si, for any 1 ≤ i ≤ p [8]. They present
two polynomial time algorithms to solve two special cases of Multi-SLS: First, the case
where the number of input words is constant, and second the case where each input word
has length 2. The latter generalizes SLS for words of length 2, which can also be solved in
polynomial time [10].

Contributions To our knowledge, the approximability of Multi-SLS in the general case
(i.e., with an unbounded number of words of length ≥ 2) is wide open. As for SLS, two
measures can be considered: the superstring length or its compression – the superstring
length minus the sum of the lengths of all required occurrences of words of P . In general, for
an optimization problem P, we denote by Pcomp the related problem that maximizes the
compression measure.

I Example 1. Consider the instance (P,m) with P := {aab, abaa, baba} with multiplicities
m(aab) = 2, m(abaa) = 1, and m(baba) = 2. Then w := aabaabababa is a multi superstring
of (P,m), it has length 11 and achieves of compression of 9 symbols. Similarly, the string
y := aabaababaababababa, which results from concatenating the required words, also is a
multi superstring of (P,m) of length 18 and thus yields a compression of 0.

In Section 3, we study the greedy algorithm for Multi-SLScomp and show it has a
compression ratio of 1/2 in Theorem 9. In Section 5, we propose for Multi-SLS the first
polynomial time approximation algorithm, called Concat-Greedy, and prove in Theorem 15
that it admits an approximation ratio of 4 for the superstring length measure. Hence, we
demonstrate:

I Theorem 2. Both Multi-SLS and Multi-SLScomp belong to the class APX.

In fact, the ratio of 4 follows from a stronger bound on the length of a solution of
Concat-Greedy (see Proposition 14 p. 11). Note that the same ratio of 4 was proven
for the classical SLS problem by [3] in 1994, using the Concat-Cycles algorithm. To achieve
this bound, Concat-Greedy must solve a related problem called Multi-SCCS, where the

1 According to the notation of [8], this variant was termed MULTI-SCS.
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solution is a set of cyclic strings that collectively contain all the required occurrences of
words of P . Such a set is called a cyclic cover of strings, or cyclic cover for short. First, we
show in Section 3 that a greedy algorithm solves exactly Multi-SCCS, and then exhibit in
Section 4 a graph based algorithm for it and bound its time complexity, which yields:

I Theorem 3. The Multi-Greedy algorithm (Algo. 2) solves the Multi-SCCS problem in a
time that is linear in the size of its output.

2 Preliminaries

Here, we introduce basic notions on strings, permutations, superstrings and formally define
the two problems Multi-SLS and Multi-SCCS. Then, we derive a logical, but important
fact: all multi superstrings (resp. multi cyclic cover) we need to consider are induced by
permutations. For any finite set U , |U | denotes its cardinality.

About strings. Let u, v be two linear strings. We denote by |u| the length of u, and by uv
their concatenation. Given a linear string u, we obtain the circular string 〈u〉 by linking the
last letter of the linear string u to its first letter. The length of the circular string 〈u〉 is the
length of the linear string u. Given a set of linear or circular strings P , we call the norm of
P , denoted by ||P ||, i.e. the sum of the lengths of the strings of P .

Let x := x1 . . . xn and y := y1 . . . ym be two linear strings (where for any 1 ≤ j ≤ m,
yj is the jth letter of y). We denote by Occ(y, x) the set of the occurences of y in x,
i.e., the set of positions i between 1 and n − m + 1 such that xi . . . xi+m−1 = y1 . . . ym.
Whenever Occ(y, x) is not empty, y is said to be a substring of x. We extend the notion of
substring to circular strings by extending the set of occurences: we denote by Occ(y, 〈x〉)
the set Occ(y, x∞) ∩ {1, . . . , |x|} (where x∞ = xx . . .). A prefix y (respectively a suffix) of
a linear string x is a substring beginning (respectively ending) x, i.e., 1 ∈ Occ(y, x) (resp.
|x| − |y|+ 1 ∈ Occ(y, x)). Furthermore, we say that y is a proper substring of x if |y| < |x|
(Definitions of a proper prefix/suffix are similar). Let M be a set of linear or circular strings;
we denote by Occ(x,M) the set of all occurences of x in all strings of M .

Problem definitions. Throughout the article, let P := {s1, . . . , sp} be a set of linear strings
P and a function m from P to N∗ giving the multiplicity of each string. We assume that
P is factor-free, i.e., si is not a substring of sj for any i, j in {1, . . . , p}. The pair (P,m) is
the input of the problems Multi-SLS and Multi-SCCS. A superstring of P is a word w such
that for any 1 ≤ i ≤ p, |Occ(si, w)| ≥ 1.

Let us define formally the two minimization problems Multi-SLS and Multi-SCCS:
both seek to minimize their output length. Note that Definition 4 is equivalent to that
MULTI-SCS(k) from [8].

I Definition 4 (Multi Shortest Linear Superstring (Multi-SLS)). Let P := {s1, . . . , sp} be a
set of strings and m a function from P to N∗. It seeks a linear string w of minimal length
and such that for all si ∈ P , |Occ(si, w)| ≥ m(si).

I Definition 5 (Multi Shortest Cyclic Cover of Strings (Multi-SCCS)). Let P := {s1, . . . , sp}
be a set of strings and m a function from P to N∗. It seeks a set C of circular strings of
minimal norm and such that for all si ∈ P , |Occ(si, C)| ≥ m(si).

In any solution of Multi-SLS or of Multi-SCCS, each string s of P must occur at least
m(s) times. Let us define P̃ to be the set containing m(s) copies of each word s of P ; to
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aab, 1 aab, 2 aab, 3 abaa, 1 abaa, 2 ababb, 1 abba, 1 abba, 2 abba, 3

aab abaa ababb abba

3 2 1 3

P̃

P

m

Figure 1 Example of P̃ for the instance (P,m) of Example 6. Due to space constraints, for a
pair of P̃ we may write aab,2 or 2 .

distinguish its copies we denote any element of P̃ by a pair (s, i) for 1 ≤ i ≤ m(s) – see
Example 6 and Figure 1. Formally, i.e.

P̃ =
⋃
s∈P

(
∪m(s)
i=1 {(s, i)}

)
.

For an element (s, i) of P̃ , we denote by word((s, i)) the word s of P , i.e., word((s, i)) = s.
Note that for some instances – when words of P do not overlap each other – an optimal

solution for Multi-SLS is the concatenation of all strings in P̃ , and has length ||P̃ || :=∑p
i=1 m(si) |si|. This observation remains valid for Multi-SCCS. Any algorithm solving

Multi-SLS or Multi-SCCS has its complexity bounded by the length of its output, i.e., by
||P̃ ||, which we consider to be linear in the input size. In [8], the authors seek to find a
compressed representation of the output; we dwell on this question on page 10.

I Example 6 (see Figure 1). This same instance (P,m) is used as running example throughout
the paper. Let P = {aab, abaa, ababb, abba} be a set of strings and m be the function from
P to N∗ such that m(aab) = 3, m(abaa) = 2, m(ababb) = 1 and m(abba) = 3. We have that

P̃ = {(aab, 1), (abb, 2), (abb, 3), (abaa, 1), (abaa, 2), (ababb, 1), (abba, 1), (abba, 2), (abba, 3)}.

About permutations. Given a permutation σ of a set E, a successor y of an element x of
E by σ, is an element of E such that y = σk(x) where σ1(x) = σ(x) and σk(x) = σk−1(σ(x)).
We denote by Part(E, σ) the partition {E1, . . . , Ep} of E where each element of E and its
successors are in the same subset Ei. A permutation is said circular if all the elements
of E are successors of any element of E, i.e. Part(E, σ) = {E}. Moreover, we denote by
Decomp(E, σ) the decomposition into circular permutations of the permutation σ, i.e., the set
of pairs (Ei, σi) where Ei ∈ Part(E, σ) and where σi is the restriction of σ to the elements
of Ei.

About linear and circular superstrings. Given two linear strings u and v, an overlap
from u over v is a linear string that is a proper suffix of u and a proper prefix of v. We
denote by ov(u, v) the longest overlap from u to v (also termed maximal overlap). Overlaps
are not symmetrical. The prefix from u to v, denoted by pr(u, v) is the string satisfying
u = pr(u, v)ov(u, v). The merge from u to v is the linear string pr(u, v)v if u 6= v, and the
circular string 〈pr(u, u)〉 otherwise. Given a set of strings P , we denote by Ov(P ) the set of
all the maximal overlaps between any two strings of P .

Let P = {s1, . . . , sp} be a set of linear strings. We denote by Linear(s1, . . . , sp) (resp.
by Circular(s1, . . . , sp)) the linear (resp. circular) string defined by the merge of s1, . . . , sp
in this order:

Linear(s1, . . . , sp) := pr(s1, s2)pr(s2, s3) . . . pr(sp−1, sp)sp
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and

Circular(s1, . . . , sp) := 〈pr(s1, s2)pr(s2, s3) . . . pr(sp−1, sp)pr(sp, s1)〉.

I Remark. The starting point of the merge does not impact Circular(). Formally, for all
j ∈ {1, . . . , p}, Circular(s1, . . . , sp) = Circular(sj , . . . , sp, s1, . . . , sj−1).

About multi superstrings and multi cyclic covers induced by a permutation. The number
of possible superstrings or cyclic covers of P̃ is infinite, which makes the search space for
Multi-SLS / Multi-SCCS unpractical. Hence, a crucial issue is whether we can restrict this
search space. For this sake, we introduce the notion of multi superstring/cyclic cover induced
by a permutation.

Let τ be a permutation of P̃ . If τ is a circular permutation (meaning that all its elements
are successors of each other), we can define the multi superstring induced by τ and by an
element s̃ of P̃ as follows:

Lin(P̃ , τ, s̃) = Linear(next_word(s̃, 1), . . . , next_word(s̃, |P̃ |))

where next_word(s̃, k) = word(τk(s̃)). Here, the term Linear() of this equation is the merge
of the words of P̃ in the order given by τ and ending with the chosen element s̃ (indeed,
next_word(s̃, |P̃ |) = word(s̃)).

In general, τ is not circular. It can be decomposed in several circular permutations (see
Fig. 2a); we denote its decomposition by Decomp(P̃ , τ). We define, CC(P̃ , τ), the multi cyclic
cover of strings induced by τ as follows:

CC(P̃ , τ) =
⋃

(P̃i,σi)∈Decomp(P̃ ,τ)

{Circular(next_word(s̃, 1), . . . , next_word(s̃, |P̃i|))}

where s̃ is any element of P̃i and next_word(s̃, k) = word(σki (s̃)). CC(P̃ , τ) is a set of cyclic
strings, each obtained by merging the words in the order given by a sub-permutation σi.

I Example 7. Let σ1 and σ2 be the permutations of P̃ of Figure 2a and Figure 2b. Consider
the pair (abba, 3) in P̃ (node 3 in figures 2a and b); its direct successor with σ1 is itself, i.e.,
σ1((abba, 3)) = (abba, 3), and with σ2, it is the node 1 in Figure 2b, i.e., σ2((abba, 3)) =
(ababb, 1).

Some thoughts lead to the observation that any optimal multi superstring or multi cyclic
cover is necessarily induced by a permutation on P̃ . This yields this proposition, which
indeed restricts the search spaces of both problems. Due to space constraints, the proofs of
some results (marked with a ?) are not included here; some proofs are given in the appendix.

I Proposition 8 (?). Let (P,m) be an instance of Multi-SLS and of Multi-SCCS. Let wopt
be an optimal solution of Multi-SLS and let Copt be an optimal solution of Multi-SCCS.
Then, there exist
1. a permutation τ of P̃ such that Copt = CC(P̃ , τ).
2. a circular permutation ϕ of P̃ and an element s̃ of P̃ such that wopt = Lin(P̃ , ϕ, s̃).

3 Approximation

Here, let us define the greedy algorithms for Multi-SLS and Multi-SCCS problems and
exhibit their approximation ratios for the measure of compression.
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1 2 3 1 2 1 1 2 3

1 2 2 1 2 1 1 3 3

(a) Permutation σ1 of P̃

1 2 3 1 2 1 1 2 3

1 2 2 2 3 1 1 3 1

(b) Permutation σ2 of P̃

a
b

a
a

b

a

a

a b

b
a

b

a b

b

b
b

a

aab, 1 aab, 2

aab, 3

abaa, 1 abaa, 2

ababb, 1 abba, 1 abba, 2

abba, 3

(c) Cyclic cover induced by σ1

a
b

abb
a

a

b
a
a
b

a a b
b
a
b

b

ababb, 1abba, 1

aab, 1

abaa, 1

aab, 2

abba, 2abaa, 2
aab, 3

abba, 3

(d) Cyclic cover induced by σ2

Figure 2 Running example: two possible permutations of P̃ (Fig. a & b), and the cyclic covers
induced by these permutations (Fig. c and d). Permutation σ1 in (a) is decomposed in 5 circular
permutations (five colors in a) and induces 5 cyclic strings (c), while permutation σ2 cannot be
decomposed and induces a single cyclic string (d). In (c, d) input words are drawn as arrows around
the cyclic strings, and the dashed part represents the overlap with the successor.

Greedy algorithms. By Proposition 8, we have that each optimal solution of Multi-SCCS
can be induced by a permutation on P̃ . We can generalize the greedy algorithm for SCCS [5]
to Multi-SCCS.

The basic principle of the greedy algorithm for SLS or SCCS is 1/ to merge a pair of
strings at each step until all merge possibilities have been exhausted, and 2/ to consider pairs
of strings to be merged in order of decreasing overlap length, and 3/ to break ties randomly.
It is greedy because it chooses merge operations that yield the best compression first, and
never backtracks on these choices. In fact, the greedy algorithm determines a total ordering
on the merge operations (it is the greedy algorithm of a precise subset system – see [6] for
details). In stringology, the greedy algorithm is usually presented as in Algorithm 1: the
initial set of words (set Q in Algorithm 1) is iteratively modified at each iteration of the
main loop: a pair of strings is chosen, those strings removed from the set, and the string
resulting from the merge is (re-)inserted in the set. The two formulations of the algorithm
are equivalent [6], basically because the new string offers the same overlaps with remaining
words as the strings that were merged.

Of course the algorithm differs between the linear and cyclic cases. For SLS or Multi-SLS,
the loop merges pairs of words until getting a single linear string, which is the final result. For
SCCS or Multi-SCCS, the result is a set of cyclic strings, which is iteratively built (solution
set S). A merge of two linear string results in a linear string, but the merge of a single string
that self-overlaps yields a cyclic string. A cyclic string has no overlap and cannot be merged.
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Algorithm 1: The greedy algorithm for Multi-SCCS.
1 Input: a pair (P,m); Output: S: a cyclic cover of strings covering P̃ ;
2 S := ∅; // the solution set in construction
3 Q := P̃ ;
4 newIndex := |Q|;
5 while |Q| > 0 do
6 (u, i) and (v, j) two elements of Q such that u and v have the longest overlap;

// u can be equal to v and i equal to j
7 w is the merge of u and v;
8 Q := Q \ {(u, i), (v, j)};
9 if u = v and i = j ( i.e., w is a cyclic string) then S := S ∪ {w};

10 else Q := Q ∪ {(w,newIndex++)};
11 return S

Hence, each cyclic string is directly inserted into the solution set (set S, line 9), while a
linear string is re-inserted in the set of strings remaining to be merged (set Q, line 10). This
explains why the loop condition is |Q| > 0 (line 5).
I Remark. Algorithm 1 is equivalent to iteratively merging the two elements u and v of P̃
having the longest overlap, provided that u is not merged on its right2 more than m(u) times
and v is not merged on its left more than m(v) times. The word that results from the merge
is inserted back into Q when it is linear, and inserted in the solution set S if it is cyclic. As
elements of Q are pairs, we number each inserted word with a variable newIndex that is
incremented on line 9.

We can also generalize the greedy algorithm for Multi-SCCS to Multi-SLS. To do so, we
just need to change in Algorithm 1, the while condition "|Q| > 0" by "|Q| > 1" and, on line 6
"and i equal to j" by "but i cannot be equal to j".

Measure of compression. For the both problems Multi-SLS and Multi-SCCS, we want
to minimize the length of the multi superstring or the norm of the multi cyclic cover of
strings. If instead, we want to maximize the compression, that is the difference between
the norm of P̃ and the output size, we call the corresponding problems Multi-SLScomp and
Multi-SCCScomp.

As the size of the input is constant, all optimal solutions of Multi-SCCS are also optimal
solutions of Multi-SCCScomp, and vice versa. The set of optimal solutions of Multi-SLS is
also equal to the set of optimal solutions of Multi-SLScomp. By Proposition 8, as we can
restrict to solutions induced by a permutation of P̃ , the compression can be seen as the sum
of the lengths of the overlaps between two successive strings in the permutation. Indeed, for
a permutation τ of P̃ ,

||P̃ || − |CC(P̃ , τ)| =
∑

(P̃i,σi)∈Decomp(P̃ ,τ)

( |P̃i|∑
j=1
|ov(next_word(s̃, j), next_word(s̃, j + 1))|

)
where s̃ ∈ P̃i and next_word(s̃, k) = word(σki (s̃)). Similarly, we get that Multi-SLScomp

2 Merged on its right (resp. left) means using an overlap of its suffix (resp. prefix).
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maximizes the sum of the lengths of the successive overlaps in a multi superstring induced
by a permutation.

Approximation for compression. We can see the greedy algorithm for SLS (and SLScomp)
as the greedy algorithm for finding a maximum weighted Hamiltonian path (Maximum
Asymmetric Travelling Salesman Problem – Max-ATSP) in the overlap graph [15]. The overlap
graph is a complete digraph labelled on the arcs, where each input word is a node, and
where the length of the maximal overlap between two words is a weight on the corresponding
arc [3]. Theorem 9 generalizes the half compression of greedy algorithm for SLS from [15] to
Multi-SLS (full proof in the Appendix).

I Theorem 9. The greedy algorithm for Multi-SLScomp has a 1
2 approximation ratio.

Proof. (See details in Appendix.) In [6], we show that one can prove the approximation ratio
of the greedy algorithm for SLScomp by combining the Monge inequality [14] with subset sys-
tems that simulate the greedy algorithm for Max-ATSP in graphs [13]. By building the overlap
graph for P̃ (see Figure 4a), we can use the same subset system on the maximal overlaps of
P̃ and obtain the same approximation ratio for the greedy algorithm of Multi-SLScomp as
for that of SLScomp. J

With the same arguments, we can show that the approximation ratio of the greedy
algorithm for Multi-SCCScomp equals that of the greedy algorithm for SCCScomp, which is
1 [6]. This yields Theorem 10.

I Theorem 10. For both problems Multi-SCCScomp and Multi-SCCS, the greedy algorithm
(Algorithm 1) yields an optimal solution.

By Proposition 8 and by the fact that greedy solutions for Multi-SCCS are optimal, we
can represent each greedy solution by a permutation of P̃ . For any instance (P,m), let
GreedyPerm(P̃ ) denote the set of permutations of P̃ corresponding to greedy solutions for
Multi-SCCS.

4 Linear construction of Multi-SCCS

In this section, we show how to compute a greedy solution for Multi-SCCS in linear time
in the norm of the set of strings of the input and in the norm of an optimal solution of
Multi-SCCS. To achieve this, we adapt the superstring graph [5] in order to model greedy
solutions for Multi-SCCS. Now, assume that one stores m(w), the multiplicity of a string w,
in constant space (O(1) bits); hence the input, (P,m), has size O(||P ||).

Red-Blue graphs. To begin with, we define the Red-Blue graphs, which are intermediate
digraphs needed to define the multi superstring graph – see Figure 3 (or Figure 6 in appendix).
Let τ be a permutation for P̃ and s̃ an element of P̃ . We define, RB-Graph(τ, s̃) := (V,R,B),
the Red-Blue graph of s̃ for the permutation τ as

V = {word(s̃), word(τ(s̃))} ∪ {y ∈ Ov(P ) : |y| ≥ |ov(word(s̃), word(τ(s̃)))| , and
(y suffix of word(s̃) or y prefix of word(τ(s̃)))},

R = {(u, v) ∈ V × V | v is the longest proper suffix of u in V },
B = {(u, v) ∈ V × V | u is the longest proper prefix of v in V }.

By the properties of prefixes/suffixes, Red-Blue graphs are path graphs, which we illustrate
in Figure 3 (running example and permutation σ1 from Fig. 2a). Note that a Red-Blue graph
of s̃ depends on Ov(P ): it may contain a suffix/prefix that is an overlap of another pair of
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aab, 1 abaa, 1 aab ab abaa

aab, 2 abaa, 2 aab ab abaa

aab, 3 abba, 2 aab ab abb abba

abaa, 1 aab, 1 abaa aa aab

abaa, 2 aab, 2 abaa aa aab

ababb, 1 abba, 1 ababb abb abba

abba, 2 aab, 3 abba a aa aab

abba, 3 abba, 3 abba a ab abb abba

abba, 1 ababb, 1 abba a ab ababb

(s, i) σ1((s, i)) RB-graph(σ1, (s, i))

Figure 3 Running example: set of all the Red-Blue graphs of (s, i) ∈ P̃ for the permutation σ1

(see Figure 2a). A dashed arc (in red) links a string to its longest proper suffix, while a plain arc (in
blue) links a longest proper prefix of a string to this string.

words (∈ {(word(s̃), word(τ(s̃))) | s̃ ∈ P̃}). In Figure 3, it happens on the graph for the pair
aab to abba since abb is not their maximal overlap.
Let u and v be in P ∪ Ov(P ). By the definition of Red-Blue graphs, the arc linking u to v
occurs only once in a given Red-Blue graph, i.e., |{(u, v)} ∩ (R ∪B)| ∈ {0, 1} (see Lemma 16
in Appendix). We define NbOcc(τ, (u, v)) as the number of occurrences of the arc (u, v) in all
Red-Blue graphs for all s̃ in P̃ . Thus, we get:

NbOcc(τ, (u, v)) :=
∑
s̃ ∈ P̃

(V,R,B) = RB-Graph(τ,̃s)

|{(u, v)} ∩ (R ∪B)|.

Furthermore, we define PrefixArc(P ) (resp. SuffixArc(P )), as the set of arcs (u, v) (resp.
(v, u)) of (P ∪ Ov(P ))2 such that u is the longest prefix (resp. suffix) of v in P ∪ Ov(P ).

For a permutation τ of P̃ that corresponds to a greedy solution for Multi-SCCS, we can
count the NbOcc(τ, (u, v)) for all (u, v) ∈ PrefixArc(P ) ∪ SuffixArc(P ). For the sake of
simplicity, we extend the function m to elements of Ov(P ) and set: m(w) = 0 for any w in
Ov(P ).

I Proposition 11. Let be τ ∈ GreedyPerm(P̃ ) and (u, v) ∈ PrefixArc(P ) ∪ SuffixArc(P ).
We have that

NbOcc(τ, (u, v)) =
{

Max(m(v),−a(v)) if |u| ≤ |v|
Max(m(u), a(u)) if |u| > |v|

where a(w) =
∑

(w′,w)∈SuffixArc(P )

NbOcc(τ, (w′, w))−
∑

(w,w′)∈PrefixArc(P )

NbOcc(τ, (w,w′)).

Multi superstring graph. Let τ be a permutation of P̃ . We define Gp(τ) := (V,R,B, l) as
the graph labelled on its arcs, which results from the merge of all Red-Blue graphs for all
elements of P̃ and for permutation τ . Formally:

V = Ov(P ) \ U
R = {(u, v) ∈ SuffixArc(P ) | NbOcc(τ, (u, v)) 6= 0}
B = {(u, v) ∈ PrefixArc(P ) | NbOcc(τ, (u, v)) 6= 0}
l : (u, v) 7→ NbOcc(τ, (u, v))
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ababb, 1

abba, 1
abba, 2

abba, 3

abaa, 1

abaa, 2
aab, 1

aab, 2

aab, 3

(a) Overlap graph of P̃ (without weights)

ababb aab

abba abaa

abb

aa

ab

a

1

2
3

3

2

1

2

3

1

2

3

(b) Multi superstring graph of (P,m)

Figure 4 Running example: overlap graph of P̃ and multi superstring graph of (P,m).

where U = {v ∈ Ov(P ) | v is not an extremity of an arc of R ∪B}.
By Proposition 11, we have that for a permutation τ of GreedyPerm(P̃ ) and (u, v) ∈

PrefixArc(P ) ∪ SuffixArc(P ), the number of occurrences of the arc (u, v),
i.e. NbOcc(τ, (u, v)), is independent of the permutation τ . From this observation and argu-
ments from [6], we deduce Proposition 12.

I Proposition 12 (?). Let τ1, τ2 be two permutations of GreedyPerm(P̃ ). Then, Gp(τ1) =
Gp(τ2).

By Proposition 12, all permutations inducing a greedy solution for an instance of
Multi-SCCS yield the same graph, which we call the multi superstring graph and denote by
SG(P,m) (see Figure 4b). Using data structures like the (generalised) suffix tree to determine
Ov(P ) [16], and with Proposition 11, we can build the multi superstring graph of (P,m)
recursively and we obtain the following proposition.

I Proposition 13 (?). The multi superstring graph can be built in linear time and space in
||P ||.

Linear construction. By Proposition 11, we know that for SG(P,m) = (V,R,B, l) the multi
superstring graph of (P,m) the following equality holds:

∀v ∈ V,
∑

(v,u)∈R

l((v, u))−
∑

(u,v)∈B

l((u, v)) =
∑

(u,v)∈R

l((u, v))−
∑

(v,u)∈B

l((v, u)).

Hence, it follows that the multi superstring graph, in which the label of an arc is seen as a
multi-arc, is Eulerian on each of its connected components. In Figure 4b, the arc from abba

to a labelled by 3 means the Eulerian cycle must traverse this arc exactly thrice. Conversely,
we can show that every set of cycles covering the multi superstring graph corresponds to a
greedy solution for Multi-SCCS. As finding an Eulerian cycle cover of SG(P,m) takes a time
linear in ||P ||, we deduce Theorem 3 (p. 3).

Compressed output representation. At the beginning of this section, we have assumed
that for each word of P , we can store the multiplicity in constant space. To improve the
complexity, in this paragraph we assume that we can store the multiplicity of each string in
O(||P ||) bits. In [8], the authors present a compact representation of a solution for Multi-SLS
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Algorithm 2: The Multi-Greedy algorithm for Multi-SCCS

1 Input: a pair (P,m). Output: W a greedy solution for Multi-SCCS;
2 build SG(P,m) the multi superstring graph of (P,m);
3 compute an Eulerian multi-cycle c = (c1, . . . , cn) of GP ;
4 for j ∈ [1, n] do
5 traverse cj : list the words of P whose node is in cj and insert the cyclic string of

the concatenation of the corresponding prefixes in W ;
6 return W

a a b a a a b a a b a a b b a a b a b b a a b b a b b a

1 1 2 2 3 2 1 1 3

Figure 5 Running example: linearization LinCC(P̃ , σ1,W ) of a cyclic cover of strings induced
by permutation σ1 (see Figure 2a) for W :=

(
abaa,1 , aab,2 , abba,2 , abba,1 , abba,3

)
.

with strings of length 2. They show that this compact representation has a size in O(||P ||2)
and can be computed in O(||P ||2) time.

We can apply their technique to the multi superstring graph defined for Multi-SCCS.
First, build the multi superstring graph of (P,m), and then using the algorithm EulerianCycle
from [8] on SG(P,m), compute a compact representation of a multi cyclic cover of size O(||P ||2)
in O(||P ||2) time. Now, as any connected component of SG(P,m) can be represented just by
a permutation and its first element, one gets a compact representation of size O(||P || × |P |),
therefore improving on [8].

5 Approximation algorithm for Multi-SLS

Now, we propose an approximation algorithm for Multi-SLS and derive its approximation
ratio with respect to the multi superstring length. By Theorem 9, we know that the greedy
algorithm for Multi-SLScomp has an approximation ratio of 1/2, and thus it belongs to APX.
Here, we extend the Concat-Cycles algorithm from [3] and we show that this new algorithm,
called Concat-Greedy, has an approximation ratio of 4 for Multi-SLS. The idea is to build
an Eulerian multi-cycle of the multi superstring graph of (P,m), to break each cycle and
merge its words to create linear strings, and to concatenate all these linear strings in an
arbitrary order. Figure 5 displays an example of linearization.

To define formally the linearization of a cyclic cover of strings induced by permutation τ
of P̃ , we denote LinCC(P̃ , τ, (w1, . . . , wp)) the following linearization

LinCC(P̃ , τ, (w1, . . . , wp)) = Lin(P̃1, σ1, w1) . . . Lin(P̃p, σp, wp)

where Decomp(P̃ , τ) = {(P̃1, σ1), . . . , (P̃p, σp)} and (w1, . . . , wp) ∈ P̃1 × . . .× P̃p.
Now, let us define the algorithm Concat-Greedy by Algorithm 3.
Adapting the proof by Blum et al. of the approximation ratio of Concat-Cycles

from [3], one gets the following bound on the length of a multi superstring computed
by Concat-Greedy.
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Algorithm 3: The algorithm Concat-Greedy for Multi-SLS

1 Input: a pair (P,m). Output: a linear solution for Multi-SLS;
2 build SG(P,m) the multi superstring graph of (P,m);
3 compute an Eulerian multi-cycle of GP and take τ the permutation in

GreedyPerm(P̃ ) corresponding to this multi-cycle;
4 take a tuple W of E1 × . . .× Ep where Part(P̃ , τ) = {E1, . . . , Ep};
5 return LinCC(P̃ , τ,W )

I Proposition 14 (?). Let wCG be a solution of Algorithm 3, wOPT (Multi-SLS) be an optimal
solution of Multi-SLS, and wOPT (SLS) be an optimal solution of SLS. We have:

|wCG| ≤ |wOPT (Multi-SLS)| + 3 × |wOPT (SLS)|.

As an optimal solution of Multi-SLS is longer than or equal to an optimal solution of SLS,
one gets the following approximation ratio for Concat-Greedy, which is not tight.

I Theorem 15. The approximation ratio of Algorithm Concat-Greedy for Multi-SLS is 4.

I Remark. As we have made for Multi-SCCS, we can compute a compact representation
of Multi-SLS of size O(||P || × |P |) in time O(||P ||2). Indeed, we linearize the compact
representation of Multi-SCCS using Concat-Greedy to get a compact representation for
Multi-SLS.

6 Conclusion

Here, we provide the first study of Multi-SLS in the general case, that is without restriction
on the number of words, nor on the word length. Multi-SLS can be approximated for both
the superstring length measure and for the compression measure. Finally, both Multi-SLS
and Multi-SLScomp admit a constant approximation ratio, and thus belong to the class
of APX problems. Proposition 14 shows that the difference in length between a multi-
superstring returned by Concat-Greedy and an optimal multi-superstring is bounded by a
term proportional to the length of an optimal superstring for SLS, on which the multiplicities
have no impact. In practice, Concat-Greedy may produce solutions way below this bound. A
future line of research is to implement this algorithm and evaluate its ratio experimentally, an
approach of great interest for superstring problems. Indeed, for the classical SLS problem, a
simple greedy like algorithm seems to yield superstrings very close to the optimum, achieving a
ratio that is orders of magnitude smaller than the theoretical bound [4]. Indeed, experimental
tests allow to compare approximation algorithms and may help pinpointing hard instances.
Of course, the theoretical ratio of the greedy algorithm, and the best possible approximation
ratio remain open questions for Multi-SLS.

Our main result regarding Multi-SCCS is its solvability in linear time. The Multi-Greedy
algorithm paves the way to the design of new approximation algorithms for Multi-SLS, as
was done for the classical SLS problem. Let us stress that even if our algorithm builds the
multi superstring graph for (P,m), the multiplicities do not impact the numbers of nodes
or of arcs, but only the weights on the arcs. As shown in Figure 4b, it is crucial that these
numbers are independent of the multiplicities. Another issue is to understand what influences
the number of cycles in a solution of Multi-SCCS; minimizing it may improve the output of
Concat-Greedy, which "looses" some symbols each time it breaks a cycle.
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Regarding future work, numerous variants of SLS (with reversals, with DNA strings [12, 9])
or restrictions of SLS (e.g. to strings of the same length [7]) can also be investigated with
multiplicities. The question of updating a shortest superstring when the instance changes
is challenging [2]. Here, a change of multiplicity can be considered as an alteration of the
instance.
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A Details on the proofs for Theorems 9 and 10

This section summarizes the main lines of the proofs for Theorems 9 and 10 – formal proofs
are left for a full version of this article. The proof of Theorem 9 (resp. Theorem 10) follows
that of Theorem 3 (resp. Theorem 4) in [6]. We refer the reader to [13] for details on subset
systems and the notion of extendibility.

Both proofs rely on a subset system to analyze the greedy algorithm for solving Max-ATSP
in general graphs, and on the proof of its approximation ratio on Overlap Graphs. The goal
of Max-ATSP is to find a maximum weighted Hamiltonian path in a digraph G = (V,A). The
subset system enforces three conditions on the arcs incorporated in a greedy solution:
1. any two arcs must start from distinct nodes
2. any two arcs must end in distinct nodes (i.e., the symmetrical of the first condition)
3. there exist no cycle of length smaller than the cardinality of V .
These conditions ensure that the greedy algorithm indeed builds a Hamiltonian path. Thanks
to its 3-extendibility and to Theorem 1 from [13], one deduce that the greedy algorithm
yields a 1/3 approximation ratio for Max-ATSP, and similarly a 1/2 ratio for the Maximum
Weighted Cycle Cover problem. However, these are the ratios for general graphs. In the
case of overlap graphs, which satisfy the Monge condition [14], the proof of Theorem 3
in [6] shows by analyzing finely the greedy approximation, that the greedy algorithm yields
a 1/2 approximation ratio for Max-ATSP. Since, it is known that an approximation ratio
for Max-ATSP translates directly to an approximation ratio for Maximum Compression [11],
which is the version of Shortest Linear Superstring that seeks to maximize compression
measure, one gets a 1/2 approximation ratio for SLS. By applying this result on the overlap
graph of P̃ , one derives the 1/2 ratio for Multi-SLScomp. A similar proof ends up with an
approximation ratio of 1 for the Maximum Weighted Cycle Cover problem on overlap graph.
This yields the same ratio for Multi-SCCScomp, thereby showing that the greedy algorithm
solves this problem exactly.

B Proof of Lemma 16 and Proposition 11

I Lemma 16. Let τ be a permutation of P̃ and s̃ ∈ P̃ . Consider RB-Graph(τ, s̃) := (V,R,B)
be the Red-Blue graph of s̃, and let u and v be two strings of V . Then, the arc (u, v) occurs
only once in the Red-Blue graph, in other words

|{(u, v)} ∩ (R ∪B)| = 1.

Proof of Lemma 16. We face two alternatives: any arc belongs either to B or to R. By the
definition of R, if (u, v) belongs to R, then v is the longest proper suffix of u in V . Thus,
the length of u is strictly larger than that of v. By the definition of B, if (u, v) ∈ R, then u

http://dx.doi.org/10.1016/0304-3975(88)90167-3
http://dx.doi.org/10.1016/0304-3975(88)90167-3
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is the longest proper prefix of v in V . Thus, |u| < |v|. Hence, any arc of R ∪B is either in
R or in B, i.e., R ∩B = ∅. By the unicity of the longest proper prefix/suffix, (u, v) cannot
appear more than once in R nor in B, which concludes the proof. J

Proof of Proposition 11. By definition,

NbOcc(τ, (u, v)) :=
∑
s̃ ∈ P̃

(V,R,B)=RB-Graph(τ,̃s)

|{(u, v)} ∩ (R ∪B)|.

By Lemma 16, NbOcc(τ, (u, v)) is the number of times the arc (u, v) occurs in all Red-Blue
graphs of all the elements of P̃ .

To simplify the proof, we consider four alternative cases.
The case where u is an element of P . As P is factor-free, (u, v) is an arc of a

Red-Blue graph (V,R,B), and (u, v) is an element of R (since |u| > |v|). Moreover, a(u) = 0
because the set {(w′, w) ∈ SuffixArc(P )} ∪ {(w,w′) ∈ PrefixArc(P )} is empty. And thus,

NbOcc(τ, (u, v)) = |{u | ∃k ∈ N, (u, k) ∈ P̃}|
= m(u)
= Max(m(u), a(u)).

The case where v is an element of P . As P is factor-free, we get that (u, v) is an
element of B since |u| < |v|, and that a(v) = 0. Hence,

NbOcc(τ, (u, v)) = |{v | ∃k ∈ N, (v, k) ∈ P̃}|
= m(v)
= Max(m(v),−a(v)).

The case where u /∈ P , v /∈ P and |u| < |v|. As |u| < |v|, the arc (u, v) is an
element of B. As u /∈ P and v /∈ P , m(u) = m(v) = 0.

NbOcc(τ, (u, v)) = |{s̃ ∈ P̃ | (u, v) is an arc of RB-Graph(τ, s̃)}|
= |{s̃ ∈ P̃ | ov(word(s̃), word(τ(s̃))) is a prefix of u}|
= |{s̃ ∈ P̃ | u is a proper prefix of word(τ(s̃)), |ov(word(s̃), word(τ(s̃)))| ≤ |u|}|.

As τ is a permutation of GreedyPerm(P̃), and assuming that the set

{s̃ ∈ P̃ | u is a proper prefix of word(τ(s̃)), |ov(word(s̃), word(τ(s̃)))| ≤ |u|}

is not empty (otherwise, we would have NbOcc(τ, (u, v)) = 0), we deduce that

NbOcc(τ, (u, v)) = |{s̃ ∈ P̃ | u is a proper prefix of word(τ(s̃))}|
−|{s̃ ∈ P̃ | u is a proper prefix of word(τ(s̃)), |ov(word(s̃), word(τ(s̃)))| = |v|}|
−|{s̃ ∈ P̃ | u is a proper prefix of word(τ(s̃)), |ov(word(s̃), word(τ(s̃)))| > |v|}|

=
∑

(v,w)∈PrefixArc(P )

(
|{s̃ ∈ P̃ | u and w are prefixes of word(τ(s̃))}|

−|{s̃ ∈ P̃ | u and w are prefixes of word(τ(s̃)), |ov(word(s̃), word(τ(s̃)))| ≥ |w|}|
)

−|{s̃ ∈ P̃ | u is a proper prefix of word(τ(s̃)), |ov(word(s̃), word(τ(s̃)))| = |v|}|
=

∑
(v,w)∈PrefixArc(P )

NbOcc(τ, (v, w))−
∑

(w′,v)∈SuffixArc(P )
NbOcc(τ, (w′v)).

Hence,

NbOcc(τ, (u, v)) = Max(m(v),−a(v)).

The case where u /∈ P , v /∈ P and |u| > |v| is similar to the previous case, where
u /∈ P , v /∈ P and |u| < |v|.
All cases have been considered and this concludes the proof. J
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C Example: set of all Red-Blue graphs

aab, 1 abaa, 1 aab ab abaa

aab, 2 abaa, 2 aab ab abaa

aab, 3 abba, 2 aab ab abb abba

abaa, 1 aab, 2 abaa aa aab

abaa, 2 aab, 3 abaa aa aab

ababb, 1 abba, 1 ababb abb abba

abba, 1 aab, 1 abba a aa aab

abba, 2 abba, 3 abba a ab abb abba

abba, 3 ababb, 1 abba a ab ababb

(s, i) σ2((s, i)) RB-graph(σ2, (s, i))

Figure 6 Running example: set of all the Red-Blue graphs of (s, i) ∈ P̃ for the permutation σ2

(see Figure 2b).
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Abstract
The subpath kernel is a useful positive definite kernel, which takes arbitrary rooted trees as
input, no matter whether they are ordered or unordered, We first show that the subpath kernel
can exhibit excellent classification performance in combination with SVM through an intensive
experiment. Secondly, we develop a theory of irreducible trees, and then, using it as a rigid
mathematical basis, reconstruct a bottom-up linear-time algorithm for the subtree kernel, which
is a correction of an algorithm well-known in the literature. Thirdly, we show a novel top-down
algorithm, with which we can realize a linear-time parallel-computing algorithm to compute the
subpath kernel.
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1 Introduction

Recently, designing efficient kernel functions for tree-type data has become more important
in various fields including bioinformatics, natural language processing (NLP) and so forth.
First of all, we have many applications where data are represented in the form of trees. For
instance, glycans are attracting wide attention of researchers as the third life molecule that
follows DNA and proteins, and their chemical structures are trees in contrast that DNA
and proteins are sequences. Also, results of syntactical analysis of natural languages and
documents created according to markup languages such as HTML/XML are all represented
as trees. In this paper, a tree always means a rooted tree.

To capture features of tree-type data, kernel functions are known useful. The basic nature
of kernel functions is a measure to evaluate similarity of data. Furthermore, when used with
various methods of multivariate analysis such as PCA and SVM, kernels are significantly
useful for the purposes of classification, clustering, regression and so forth.

Kernel functions applicable to tree-type data have been intensively studied in the literature.
In fact, since Haussler first introduced a generic class of positive definite kernels for semi-
structured data, named the convolution kernel [6], a variety of tree kernels have been proposed:
for example, Collins and Duffy designed the first tree kernel for the study of parse trees of
natural languages [3]; Kashima and Koyanagi relaxed application-specific constraints of the
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parse tree kernel by Collins and Duffy and introduced the elastic tree kernel [8]. The idea
that underlies these kernels is to count shared sub-structures.

In parallel, Shin and Kuboyama [14] showed a method to derive kernel functions from
various tree edit distances such as Taï distance [16] and the constrained distance [18]. In
fact, these counting-up-based and distance-based tree kernels can be discussed within the
common generalized framework of the mapping kernel [14]. In [15], a wide variety of tree
kernels designed within the mapping kernel framework are investigated from the accuracy
performance point of view.

This paper focuses on the subpath kernel, which extends and generalizes the spectrum
kernel [11] and the all-sequences kernel for strings, and the spectrum kernel for trees [10].
We see that the subpath kernel outperforms the benchmark tree kernels in prediction
performance, and its superiority is statistically significant. Furthermore, we present linear-
time fast algorithms to compute it with mathematical proof for their correctness.

2 The Subpath Kernel (SPK) for Trees

The subpath kernel takes two rooted labeled trees T1 and T2 as an input and returns a real
value.

The idea of the subpath kernel dates back to the spectrum kernel for strings that Leslie
et al. proposed [11]. Leslie’s spectrum kernel counts up all the pairs of congruent substrings
of a fixed length such that one substring appears in the first input string, while the other
does in the second.

Kuboyama et al. [10] have extended Leslie’s idea to trees and introduced the spectrum
tree kernel, which counts up congruent subpaths instead of substrings.

Starting from an arbitrary vertex v, a subpath of length q is the sequence of vertices
π = (v, p(v), p2(v), . . . , pq−1(v)), where p(w) denotes the parent of a vertex v.
From π, we obtain a string `(π) = `(v)`(p(v)) . . . `(pq−1(v)) ∈ Σq, where Σ is an alphabet
of labels and `(w) is the label of a vertex w.
For a tree T and s ∈ Σq, we let c(s;T ) denote the number of subpaths π with `(π) = s.
Finally, the q-spectrum kernel Kq is define by

Kq(T1, T2) =
∑
s∈Σq

c(s;T1) · c(s;T2).

I Definition 1. With a decay factor λ ∈ (0, 1) and spectrum tree kernels Kq, the subpath
kernel is defined by SPK(T1, T2) =

∑
q∈N λ

qKq(T1, T2).

The subpath kernel is positive definite and the yields an inner product function in the
reproducing kernel Hilbert space [1].

3 High accuracy performance as a similarity measure.

We first see that the subpath kernel has prediction accuracy superior to major tree kernels
known in the literature through an intensive experiment.

3.1 Datasets
In the experiment, we use ten datasets, which cover three different areas of applications:
bioinformatics (three), natural language processing (six) and web access analysis (one). Three
(Colon, Cystic and Leukemia) are retrieved from the KEGG/GLYCAN database ([5])
and contain glycan structures annotated relating to colon cancer, cystic fibrosis and leukemia
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Table 1 Datasets: Number of examples, averaged sizes and averaged heights of trees.

Dataset AIMed BioInfer Colon Cystic Hprd50 Iepa Leukemia Lll Syntactic Web

Examples 100 70 134 160 100 100 442 100 225 500

Size 94.4 116.4 8.4 8.3 84.4 105.2 13.5 106.4 19.7 12.0
Height 13.5 14.1 5.6 5.0 12.7 13.6 7.4 14.3 6.5 4.3

Table 2 Accuracy scores, averaged ranks, and p-values in Hommel test

Kernel AIMed BioInf. Colon Cystic Hprd50 Iepa Leuk. Lll Syn. Web Av. Rnk. p-Val.

Spk 0.75 0.84 0.91 0.79 0.70 0.71 0.90 0.65 0.87 0.82 1.1 –

Prs 0.75 0.81 0.77 0.60 0.64 0.60 0.89 0.63 0.65 0.77 3.75 0.0031
Els 0.74 0.81 0.82 0.67 0.60 0.64 0.88 0.60 0.68 0.77 3.95 0.0020
Cdk 0.75 0.81 0.83 0.66 0.57 0.59 0.87 0.59 0.68 0.77 4.65 0.0001
Ctk 0.73 0.78 0.88 0.72 0.60 0.60 0.88 0.59 0.76 0.78 4.0 0.0016
Stk 0.72 0.79 0.90 0.73 0.61 0.59 0.88 0.60 0.82 0.78 3.55 0.0034

Figure 1 Hommel test: p < 0.01.

cells. One (Syntactic) is the dataset PropBank provided in [12]. This dataset includes parse
trees labeled with two syntactic role classes for modeling the syntactic/semantic relation
between a predicate and the semantic roles of its arguments in a sentence. Five (AIMed,
BioInfer, HPRD50 IEPA and LLL) are the corpora that include parse trees obtained by
analyzing documents regarding protein-protein interaction (PPI) extraction ([13]). PPI is an
intensively studied problem of the BioNLP field. The remaining one (Web), used in [17],
consists of trees representing web-page accesses by users, and the annotation is based on
whether the user is from a .edu site or not. Table 1 describes the basic features of these
datasets.

3.2 Kernels to compare
The benchmark kernels to compare with are the parse tree kernel (Prs) [3], the elastic tree
kernel (Els) [8], the sparse path kernel (STK) and the contiguous kernel (Crs). The Stk
and Ctk are two kernels that performed the best in an intensive experiment in [15]. Each
kernel includes two adjustable parameters α and β with 1 ≥ α ≥ β > 0.

3.3 Experimental results
Table 2 shows the results of the experiments. We run ten-fold cross validation with a
libSVM classifier [2] and measure accuracy scores by the accuracy index, determined by
Acc = TP+TN

TP+TN+FP+TN . The accuracy values in Table 2 are the best values obtained through
grid search changing the parameters. The subpath kernel includes one adjustable parameter
to tune, a decay factor λ, while the others include two, α and β.

Remarkably, for all of the datasets tested, the subtree kernel is ranked top. Also, Table 2
specifies the p-values obtained when we perform the Hommel multiple comparison test as
recommended by [4]. With a significance level 0.01, we can conclude that the exhibited
superiority of the subpath kernel is statistically significant (Figure 1).
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4 Linear-time algorithms for the subpath kernel

The subpath kernel “is known” to be one of a few tree kernels that have linear-time complexity
in the size of the input trees. In fact, [9] presented a linear-time algorithm but at the same
time reported not so good accuracy performance. For example, the accuracy scores the
subpath kernel with Leukemia was the lowest of the five tree kernels tested. This could
not help raising a question with us, and we have found the reason for this. The algorithm
proposed in [9] was wrong.

In this section, we reconstruct the algorithm based on the mathematically rigid ground,
a theory of irreducible trees (Section 4.1) and further, introduce a novel algorithm for the
subpath kernel, which realizes parallel computation of the subpath kernel in combination
with the corrected algorithm.

4.1 A theory of irreducible trees
An irreducible tree is rooted, ordered and labeled. A rooted tree T is a partially ordered set
(poset) with respect to an generation order : v < w means that a vertex v is an ancestor of
another vertex w, and hence, the root rT of T is the unique minimum vertex. Furthermore,
we let p(v) denote the parent of a vertex v, and pk(v) does the ancestor of v for k > 0 such
that there are exactly k − 1 intermediate vertices between v and pk(v). If a vertex is not
the parent of any other vertices, we call it a leaf. From the generation order, the nearest
common ancestor of a pair vertices (v, w) can be naturally introduced.

I Definition 2. For any {v, w} ⊆ T , v ` w = max≤{u ∈ T | u ≤ v, u ≤ w} is the nearest
common ancestor of v and w.

To define an ordered tree T , it is common to introduce a sibling order, but we deploy the
following definition, since we are only interested in a numbering of the leaves of T .

I Definition 3. When the entire leaves of a rooted tree T is numbered as (l1, . . . , ln), T is
said to be ordered, if, and only if, li ` lk = li ` lj ` lk holds for any 1 ≤ i < j < k ≤ n.

I Proposition 4. For a vertex v of an ordered tree, {i | li ≥ v} = [a, b] holds for some a and
b in {1, . . . , n}. We say that [a, b] is the span of v.

Proof. We let a = min{i | li ≥ v} and b = max{i | li ≥ v}. For any i ∈ (a, b), li ` la ≥ la `
lb ≥ v holds. In particular, we have li ≥ v. J

Finally, we define an irreducible tree in Definition 5.

I Definition 5. A rooted and ordered tree is irreducible, iff no vertex has only one child.

For study of irreducible trees, αi defined below plays a crucial role.

I Definition 6. For i ∈ {1, 2, . . . , n− 1}, αi denotes li ` li+1.

The rightmost (leftmost) leaf of a vertex v is lb (la), when v spans [a, b]. The rightmost
leaf of v can be characterized by αi as follows.

I Proposition 7. We assume v < li. li is the rightmost leaf of v, if, and only if, v > αi.

Proof. If li is the rightmost leaf, αi 6≥ v holds, since li+1 ≥ v holds, otherwise; If αi < v,
li ` lk ≤ αi < v, and therefore, lk 6≥ v holds for any k > i. J

Any non-leaf vertex v has at least one i such that v = αi. We have
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Figure 2 An irreducible tree.

I Proposition 8. For a non-leaf vertex v, we let w be the leftmost child of v and li be the
rightmost leaf of w. Then, i = min{j | αj = v} holds.

Proof. By Proposition 7, αi < w holds. On the other hand, since li is not the rightmost leaf
of v, αi ≥ v holds. αi = v immediately follows. J

I Definition 9. For an intermediate vertex v, γ(v) denotes min{i | αi = v}.

For example, in Figure 2, α4 and α5 are identical, and γ(α5) = 4 holds. Corollary 10
will play a central role when we introduce a top-down algorithm for the subpath kernel
in Section 4.5. For the convenience of explanation, without loss of generality, we add an
imaginary root ⊥ on top of rT and let αn =⊥.

I Corollary 10. If a non-leaf vertex v that spans [a, b] has children w1, . . . , wt, their rightmost
leaves are li1 , . . . , lit with {i1, . . . , it} = {j | j ∈ [a, b], αj ≤ v}.

Proof. We assume i1 < · · · < it. it = b follows from Proposition 7. li1 is the rightmost leaf
of w1 by Proposition 8. To verify that lii is the rightmost leaf of wi for 1 < i < t, we have
only to eliminate w1, . . . , wi−1 and their subordinates and then to apply Proposition 8. J

Theorem 14 and 16 stated below will be a theoretical basis to justify the correctness of
the bottom-up traversal algorithm introduced in [7] and to correct errors of the algorithm to
compute the subpath kernel proposed in [9]. We start with defining Γi and Γ̂i.

I Definition 11. Γi and Γ̂i are the subsequences of the subpath (p1(li), p2(li), . . . , p`i(li) =
rT ) consisting of the vertices pj(li) such that γ(pj(li)) < i and pj(li) > αi, respectively.

I Example 12. In Figure 2, Γi and Γ̂i for i = 1, . . . , 10 are determined as follows.

i Γi Γ̂i i Γi Γ̂i

1 () () 6 (α4, α3, α2, α1) (α4, α3, α2)
2 (α1) () 7 (α6, α1) ()
3 (α2, α1) () 8 (α7, α6, α1) (α7, α6, α1)
4 (α3, α2, α1) () 9 (α8) (α8)
5 (α4, α3, α2, α1) () 10 (α9) (α9)

I Proposition 13. Any v ∈ Γ̂i has γ(v) < i. Hence, Γ̂i ⊆ Γi holds.

CPM 2018



22:6 The subpath kernel, a truly practical kernel for trees

Proof. li ` lk ≤ αi < v holds for k > i, and hence, lk 6≥ v holds. J

I Theorem 14. The sequence
∏n
i=1

[
(li) · Γ̂i

]
yields the bottom-up traversal of the vertices

of T . Given two sequences s and t, s · t denotes their concatenation.

Proof. Since every vertex v has a unique leftmost leaf, it appears in the sequence exactly
once. On the other hand, for a vertex w with w > v, the span of w is a subset of the span of
v, and hence, w appears before v in the sequence. J

I Example 15. In Figure 2, (li) · Γ̂i for i = 1, . . . , 10 is determined as follows.

i Γ̂i (li) · Γ̂i i Γ̂i (li) · Γ̂i

1 () (l1) 6 (α4, α3, α2) (l6, α4, α3, α2)
2 () (l2) 7 () (l7)
3 () (l3) 8 (α7, α6, α1) (l8, α7, α6, α1)
4 () (l4) 9 (α8) (l9, α8)
5 () (l5) 10 (α9) (l10, α9)

In fact, their concatination (l1, l2, l3, l4, l5, l6, α4, α3, α2, l7, l8, α7, α6, α1, l9, α8, l10, α9) gives
the bottom-up traversal of the vertices of the tree.

I Theorem 16. For i = 1, . . . , n− 1, the following hold.
1. If αi ∈ Γi, Γi+1 = Γi \ Γ̂i.
2. If αi 6∈ Γi, Γi+1 = (αi) ·

(
Γi \ Γ̂i

)
.

Proof. If j with j < i meets αj < li+1, αj ≤ αi holds. In fact, since αj ≥ lj ` li+1, we have
αj = lj ` li+1 ≤ αi, and hence, αj ∈ Γi \ Γ̂i. If αi ∈ Γi \ Γ̂i, Γi+1 = Γi \ Γ̂i holds. Otherwise,
we prepend αi to Γi \ Γ̂i to obtain Γi+1. J

I Example 17. In Figure 2, αi ∈ Γi holds only for i = 5. In fact, Γ6 = (α4, α3, α2, α1) is
identical to Γ5 \ Γ̂5 = (α4, α3, α2, α1) \ (). For the other i, Γi+1 = (αi) ·

(
Γi \ Γ̂i

)
holds. For

example, Γ̂5 = (α4, α3, α2) and (α6) ·
(

Γ5 \ Γ̂5

)
= (α6, α1) = Γ7 hold.

I Definition 18. h : T → N is a height function, if h(v) > h(w) holds for any (v, w) ∈ T 2

with v > w, and if h(rT ) = 0.

A height function can be defined for an arbitrary rooted tree, which is not necessarily
irreducible.

I Example 19. For a rooted tree T and a vertex v in T , we let hv denote the number of
ancestors of v: that is, hv = |{w ∈ T | w < v}|. Evidently, hv is a height function.

4.2 Suffix arrays and suffix trees
The well known suffix tree is an example of irreducible trees.

Consider two rooted labeled trees T1 and T2, which are not necessarily ordered. For each
vertex v ∈ Ti, its entire path is the sequence of vertices

(
v, p(v), p2(v), . . . , phv (v) = rT

)
, and

the suffix of v is the string “L(v)L(p(v)) . . . L(phv (v))”, where L(v) denotes the label of a
vertex v. To determine the suffix array for T1 and T2, we collect all the suffices across all
the vertices of T1 and T2, and then sort them in the lexicographical order as strings. The
suffix array includes n = |T1|+ |T2| entries. In Figure 3, the first column of the right table
describes the suffix array for T1 and T2 depicted by the same figure.
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T1

A1

A3 B6

T2

A2

A4

A5

α5

α1

α3l1 l2

l3 l4 l5

l6

A

A

A

BA
Suffix LCP (h) c1 c2

A1 1 1 0
A2 1 0 1
A3A1 2 1 0
A4A2 2 0 1
A5A4A2 0 0 1
B6A1 −1 1 0

Figure 3 A suffix array (right) and the associated suffix tree (middle).

The suffix tree ST for T1 and T2 is derived from the suffix array. The leaf vertices
l1, l2, . . . , l|T1|+|T2| of the suffix tree uniquely correspond to the entries of the suffix array in
the order in which they appear in the array: the leaf li represents the suffix si, which is the
entry of the suffix array at position i. Because there is a one-to-one correspondence between
the entries of the suffix array and the vertices of T1 and T2, each leaf of the suffix tree also
uniquely represents a vertex in T1 or T2. Furthermore, each edge of ST is labeled with a
string of vertex labels so that the following conditions are met:
1. The concatenation of the edge labels of the path from the root rST to li is identical to si.
2. The labels of two downward edges from the same vertex of the suffix tree have no common

prefix.
Combined with the condition that the suffix tree is irreducible, these conditions uniquely
determine the suffix tree ST .

The center tree displayed in Figure 3 describes the suffix tree derived from T1 and T2
depicted in the same figure. Note that an edge label is omitted, if it is an empty string. For
example, l5 corresponds to the fifth entry of the suffix array, and therefore, represents the
vertex A5 in T2. In fact, the downward concatenation of the labels for the entire path of l5 is
identical to s5 = AAA.

An LCP value h(i) for an entry at the position i in a suffix array gives the length of
the longest common prefix between si and si+1. For example, in Figure 3, we have s2 = A
and s3 = AA, and therefore, the LCP value h(2) turns out to be 1. For the last entry of
the suffix array, we define its LCP value to be −1 for convenience of computation. In the
corresponding suffix tree, h(i) determines a height of the intermediate vertex αi.

Finally, we introduce two arrays c1 and c2 in addition to the LCP array h. c1(i) and c2(i)
for the entry at position i of a suffix array describes to which the suffix si belongs, T1 or T2:
c1(i) = 1, if si is a subpath of T1, and c2(i) = 1, if si is a subpath of T2.

To compute the subpath kernel, we have only to input these three arrays h, c1 and c2
into algorithms.

In [9], an algorithm to generate suffix arrays and suffix trees whose time complexity is
linear to the size of trees is proposed.

4.3 Reconstruction of the bottom-up traversal algorithm of [7]

We first reconstruct a linear-time bottom-up traversal algorithm based on the theory shown
in Section 4.1, which is equivalent to the one introduced in [7]. Algorithm 1 shows the
algorithm Theorem 14 and 16 clearly explain the algorithm and at the same time give a
mathematical justification for its correctness.
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Algorithm 1 A bottom-up traversal algorithm of an irreducible tree.
Require: (h(α1), . . . , h(αn)) ∈ Nn . h(αi): the height of αi

Ensure: A sequence (v1, . . . , v|T |) of vertices of T in the bottom-up traversal order.
1: Clear a stack Γ . popΓ, pushΓ(·), topΓ are operations on Γ
2: for i = 1, 2, . . . , n do
3: Write li
4: while Γ 6= ∅ ∧ h(topΓ) > h(αi) do . topΓ > αi ⇔ h(topΓ) > h(αi)
5: Write topΓ
6: Do popΓ
7: end while
8: if Γ = ∅ ∨ h(topΓ) 6= h(αi) then . αi ∈ Γ⇔ αi = topΓ
9: Do pushΓ(αi)
10: end if
11: end for

1. The first-in-last-out stack Γ holds Γi for each i of the for loop. If Γi = (v1, . . . , vk) with
v1 > · · · > vk, v1 is stored at the top, and vk is stored at the bottom of Γ.

2. Note that, if αi and αj are comparable with respect to the generation order, we have
αi < αj ⇔ h(αi) < h(αj). Therefore, the exit condition of the while loop is for
h(topΓ) ≤ h(αi) to hold.

3. The while loop outputs the elements of Γ̂i in the decreasing direction of the generation
order. Hence, Theorem 14 asserts that the algorithm outputs the vertices of T in the
bottom-up traverse order.

4. The while loop also eliminates Γ̂i from Γi in the stack Γ. This is done by performing
popΓ. By Theorem 16, this updates Γi to Γi+1, if αi ∈ Γi.

5. If αi 6∈ Γi, by Theorem 16, αi is to be prepended to Γi \ Γ̂i to obtain Γi+1. In fact, this
is done by performing pushΓ(αi).

6. To know whether αi ∈ Γi, we have only to examine whether topΓ = αi, equivalently,
whether h(topΓ) = h(αi).

4.4 A linear-time bottom-up algorithm for the subpath kernel
In [9], the key formula to compute SPK(T1, T2) is given as

SPK(T1, T2) =
∑
v∈ST

(w(h(v))− w(h(p(v)))) · c1(v) · c2(v). (1)

The function w is determined by w(h) =
∑h
i=1 λ

i and ci(v) is the number of leaves below v

that belong to Ti. Algorithm 2 computes SPK(T1, T2) by Eq. (1) and is also a correction to
the algorithm exhibited in [9].

The steps commented with “. For bottom-up traversal” are to perform bottom-up
traversal of vertices of the suffix tree ST derived from T1 and T2, the following are added to
Algorithm 1.

The stack Γ stores a triplet (αi, c1, c2) (Step 13) instead of αi. The second and third
components store intermediate values to compute c1(v) and c2(v).
The value (w(h(v))− w(h(p(v)))) ·c1(v) ·c2(v) computed for each vertex v is accumulated
in the variable kernel (Step 9).
When αi ∈ Γi (Step 14), the triplet (v, c′1, c′2) is updated so that leaves found during
eliminating Γ̂i from Γi are counted (Step 16).
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Algorithm 2 A bottom-up algorithm for SPK (correction to [9]).
Require: (h(α1), . . . , h(αn)) ∈ Nn; (c1(l1), . . . , c1(ln)) ∈ Zn

2 ; (c2(l1), . . . , c2(ln)) ∈ Zn
2 . h(αi): the

height of αi; ci(lj): belonging of lj to Ti

Ensure: SPK(T1, T2)
1: procedure SPKBU(h(α1), . . . , h(αn); c1(l1), . . . , c1(ln); c2(l1), . . . , c2(ln))
2: Clear a stack Γ . For bottom-up traversal
3: Let kernel = 0
4: for i = 1, 2, . . . , n do . For bottom-up traversal
5: Let c1 = c1(li) and c2 = c2(li)
6: while Γ 6= ∅ ∧ h(topΓ[0]) > h(αi) do . For bottom-up traversal
7: Let (v, c′1, c′2) = topΓ
8: Do popΓ . For bottom-up traversal
9: Let c1 = c1 + c′1 and c2 = c2 + c′2 . ci = ci(v)
10: if h(v) 6= 0 then
11: Let kernel = kernel + (w(h(v))− w(h(p(v)))) · c1 · c2
12: end if . Eq. (1)
13: end while . For bottom-up traversal
14: if Γ = ∅ ∨ h(topΓ[0]) 6= h(αi) then . For bottom-up traversal
15: Do pushΓ(αi, c1, c2) . For bottom-up traversal
16: else
17: Let (v, c′1, c′2) = topΓ
18: Let topΓ = (v, c′1 + c1, c

′
2 + c2)

19: end if . For bottom-up traversal
20: end for . For bottom-up traversal
21: end procedure

Algorithm 3 Computation of p(v).

Require: (h(α1), . . . , h(αn)) ∈ Nn; Γ = Γi \ {v1, . . . , vj}; v = vj . {v1, . . . , vj} ⊆ Γ̂i

Ensure: p(v)
1: if Γ = ∅ ∨ h(topΓ[0]) < h(αi) then . topΓ[0] < αi ⇔ h(topΓ[0]) < h(αi)
2: return αi

3: else
4: return topΓ[0]
5: end if

We should be careful when computing p(v) in Step 10. Proposition 13 asserts that, when
(v, c′1, c′2) is the last element eliminated from Γ, p(v) = topΓ[0] holds, if topΓ[0] > αi, and
p(v) = αi holds, otherwise.

The most important error of the algorithm of [9] was that it wrongly assumed p(v) =
topΓ[0] unconditionally. For example, for two trees T1 and T2 and the suffix tree derived
from them depicted by Figure 4, the subpath kernel value for T1 and T2 turns out to
be λ2 + 3λ, because the subpaths of T1 are {A1,B3,B3A1}, while the subpaths of T2 are
{A2,B4,B5,B4A2,B5B4,B5B4A2}.

In Algorithm 1, the bottom-up traversal visits α3, when i = 4. Since p(α3) is α4, the
value (w(h(α3)) − w(h(α4))) · 1 · 1 = λ2 + λ − λ = λ2 is added to the variable kernel
at Step 10. On the other hand, since Γ4 = (α3, α2) holds, the algorithm of [9] adds
(w(h(α3))− w(h(α2))) · 1 · 1 = λ2 + λ, instead. By this, the kernel value that the algorithm
of [9] computes becomes λ2 + 4λ.
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T1

B3

A1

T2

B5

B4

A2

α2

α1

α4

α3

1 2 3 4 5

A

B

BA

A

Figure 4 A counter example.

Algorithm 4 Decomposition into child trees.
Require: a; h(v); {h(α1), . . . , h(αn)} ⊂ Nn . la: the leftmost leaf of v
Ensure: ((i1, h1), . . . , (it, ht))
1: . (w1, . . . , wt): the children of v; lij is the rightmost leaf of wj ; hj = h(wj)
2: Let i = a

3: while true do
4: minh = h(αi)
5: while h(αi) > h(v) do . αi > v ⇔ h(αi) > h(v)
6: minh = min{h(αi),minh}
7: Let i = i+ 1
8: end while
9: Write (i,minh)
10: if h(αi) < h(v) then . αi < v ⇔ h(αi) < h(v)
11: return
12: end if
13: Let i = i+ 1
14: end while

4.5 A Top-Down Algorithm for the subpath kernel
We introduce a novel algorithm that computes the subpath kernel leveraging recursive
function calls. Algorithm 4 below is the key component of the algorithm, which decomposes
a tree into a sequence of child trees. Corollary 10 guarantees the correctness of Algorithm 4.

Algorithm 5 defines the function SPKTD that computes the subpath kernel. For con-
venience of explanation, we simply assume that we call the function SPKTD specifying an
interval of leaves as an input to obtain three values: the number of leaves that belong to T1
in the interval; the number of leaves that belong to T2 in the interval; and the kernel value
computed for the interval. To be specific, SPKTD(I) is formulated by

SPKTD(I) =

|STL1 ∩ I|, |STL2 ∩ I|,
∑

i∈STL1∩I

∑
j∈STL2∩I

w(h(li ` lj))

 , (2)

where STLi = {j | lj ∈ Ti} for i = 1, 2 and I = [a, b] for 1 ≤ a ≤ b ≤ n. Evidently,
SPKTD([1, n]) = SPK(T1, T2) holds.

The function first performs Algorithm 4 to decompose the input interval of leaves, spanned
by an intermediate vertex v in ST , into more than one intervals, each of which is spanned by
a child of v (Step 5). Then, the function recursively applies itself to each interval obtained
(Step 10).

The time complexity of computing SPKTD(I) can be estimated to be O
(
|I| · dp(v)

)
,

where the depth function dp(v) gives the longest length of downward paths in the suffix tree
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Algorithm 5 A top-down algorithm for SPK
Require: a; b; h(v); (h(α1), . . . , h(αn)) ∈ Nn; (c1(l1), . . . , c1(ln)) ∈ Zn

2 ; (c2(l1), . . . , c2(ln)) ∈ Zn
2 .

v: a vertex that spans (la, . . . , lb) in ST
Ensure: c′1; c′2; kernel′ . c′i: the number of leaves of Ti in [a, b]; kernel′: the kernel value for [a, b]
1: procedure SPKTD(a; b; h(v); h(αa), . . . , h(αb); c1(la), . . . , c1(lb); c2(la), . . . , c2(lb))
2: if a = b then
3: return (c1(la), c2(lb), 0.0)
4: end if
5: Compute ((i1, h1), . . . , (it, ht)) by Algorithm 4
6: . (w1, . . . , wt): the children of v; lij : the leftmost leaf of wj ; hj = h(wj)
7: Let i0 = a− 1
8: Let c1, c2, kernel = 0, 0, 0.0
9: for j = 1, . . . , t do
10: Let (c′1, c′2, kernel′) = SPKTD(ij−1 + 1; ij ;hj ;h(αij−1+1), . . . , h(αij );
11: c1(lij−1+1), . . . , c1(lij ); c2(lij−1+1), . . . , c2(lij ))
12: Let kernel = kernel + w(h(v)) · (c1 · c′2 + c2 · c′1) + kernel′

13: . w(h) = λ+ λ2 + · · ·+ λh, where λ is a decay factor
14: Let c1, c2 = c1 + c′1, c2 + c′2
15: end for
16: return (c1, c2, kernel)
17: end procedure

that start at the vertex v. This can be proven by mathematical induction as follows. Since
Algorithm 4 scans all the leaves in I exactly one time for each, its time complexity is O(|I|).
As a result of running Algorithm 4, I is partitioned to intervals I1, . . . , It. Since a suffix tree
is irreducible, t > 1 holds. By the hypothesis of mathematical induction, we suppose that
the time complexity to execute Algorithm 5 for Ii is O

(
|Ii| · dp(wi)

)
, where wi is a child of v

in the suffix tree and spans Ii. Hence, the time complexity to execute Algorithm 5 for I is
bounded above by

O(|I|) +
t∑
i=1

O
(
|Ii| · dp(wi)

)
≤ O(|I|) +

t∑
i=1

O
(
|Ii| · (dp(v)− 1)

)
= O

(
|I| · dp(v)

)
In particular, the time complexity of Algorithm 5 for two trees T1 and T2 is bounded above
by O

(
(|T1|+ |T2|) ·max{dp(T1),dp(T2)}

)
, where dp(Ti) is the depth of the root of Ti in Ti.

Although this top-down algorithm is not linear with respect to the size of trees, it leads
us to a hybrid parallel-computing linear-time algorithm as shown in the next section.

4.6 A hybrid parallel-computing linear-time algorithm
The top-down algorithm (Algorithm 5) enables us to compute the subpath kernel within the
parallel computing framework. The idea is:
1. Apply the decomposition algorithm of Algorithm 4 until the entire tree is decomposed

into an appropriate number of subtrees;
2. Use the bottom-up subpath kernel algorithm of Algorithm 2 to compute the kernel values

for the subtrees obtained in Step 1;
3. Call the SPKTD function of Algorithm 5 recursively until reaching the subtrees precom-

puted in Step 2.

Since the time complexity of Step 1 and Step 3 is linear to |T1|+ |T2|, since the parallelism
is a constant number. On the other hand, the time complexity of Step 2 is evidently linear,
and hence, the total time complexity of the hybrid algorithm is linear.
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Figure 5 Runtime to compute 20 kernel values.

We conducted an experiment to compare the run-time of
For the experiment, we used a Mac Book Pro with 2.9GHz Quad Core Intel Core™ i7

CPU and ran the program written in Scala on macOS High Sierra 10.13.4. For parallel
computation, we used the ParArray collection class.

The dataset used in the experiment consists of 20 pairs of randomly generated synthetic
trees, each of which consists of 107−1

9 = 1, 111, 111 vertices and uniformly has degree 10 and
height 7. The size of the alphabet of vertex lables is 100.

Figure 5 shows the run-time sores in milliseconds to compute the 20 kernel values, when
we change the parallelism from 1 to 8. Since the CPU includes four cores, the runtime rapidly
decreases until the parallelism reaches three. For the parallelism greater than three, although
the gradient of the curve becomes gentler, the runtime steadily decreases.

5 Conclusion

We have shown superiority of the subpath kernel to other benchmark tree kernels in clas-
sification performance. The superiority has proven to be statistically significant through
Hommel multiple comparison test with the significance level 0.01. In addition, we presented
a linear-time bottom-up algorithm for the subpath kernel as well as a top-down algorithm.
We have given mathematical proofs for the correctness of these algorithms based on a theory
that we have developed. By combining the bottom-up and top-down algorithms, we can build
hybrid linear-time parallel-computing algorithm, which has proven to improve the run-time
performance through experiments. Considering all the above, we conclude that the subpath
kernel should be the best kernel for analyzing tree data. As future studies, we will investigate
their performance for other purposes of data analysis such as clussification and regression.
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Abstract
In the Longest Common Factor with k Mismatches (LCFk) problem, we are given two strings
X and Y of total length n, and we are asked to find a pair of maximal-length factors, one of X
and the other of Y , such that their Hamming distance is at most k. Thankachan et al. [27] show
that this problem can be solved in O(n logk n) time and O(n) space for constant k. We consider
the LCFk(`) problem in which we assume that the sought factors have length at least `. We
use difference covers to reduce the LCFk(`) problem with ` = Ω(log2k+2 n) to a task involving
m = O(n/ logk+1 n) synchronized factors. The latter can be solved in O(m logk+1m) time, which
results in a linear-time algorithm for LCFk(`) with ` = Ω(log2k+2 n). In general, our solution to
the LCFk(`) problem for arbitrary ` takes O(n+ n logk+1 n/

√
`) time.
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1 Introduction

The longest common factor (LCF) problem is a classical and well-studied problem in
theoretical computer science. It consists in finding a maximal-length factor of a string
X occurring in another string Y . When X and Y are over a linearly-sortable alphabet, the
LCF problem can be solved in the optimal O(n) time and space [17, 15], where n is the total
length of X and Y . Considerable efforts have thus been made on improving the additional
working space; namely, the space required for computations, not taking into account the
space providing read-only access to X and Y . We refer the interested reader to [25, 21].

In many bioinformatics applications and elsewhere, it is relevant to consider potential
alterations within the pair of input strings (e.g. DNA sequences). It is thus natural to define
the LCF problem under a distance metric model. The problem then consists in finding a pair
of maximal-length factors of X and Y whose distance is at most k. In fact, this problem
has received much attention recently, in particular due to its applications in alignment-free
sequence comparison [29, 22].

Under the Hamming distance model, the problem is known as the Longest Common
Factor with at most k Mismatches (LCFk) problem. The restricted case of k = 1 was
first considered in [4], where an O(n2)-time and O(n)-space solution was given. It was later
improved by Flouri et al. [12], who built heavily on a technique by Crochemore et al. [11] to
obtain O(n logn) time and O(n) space.

For a general value of k, the problem can be solved in O(n2) time and space by a dynamic
programming algorithm, but more efficient solutions have been devised. Leimeister and
Morgenstern [22] first suggested a greedy heuristic algorithm. Flouri et al. [12] proposed
an O(n2)-time algorithm that uses O(1) additional space. Grabowski [13] presented two
algorithms with running times O(n((k + 1)(`0 + 1))k) and O(n2k/`k), where `0 and `k are,
respectively, the length of an LCF of X and Y and the length of an LCF of X and Y with
at most k mismatches. Thankachan et al. [27] proposed an O(n logk n)-time and O(n)-space
algorithm (for any constant k).

Abboud et al. [1] employed the polynomial method to obtain a k1.5n2/2Ω(
√

log n
k )-time

randomized algorithm. Kociumaka et al. [20] showed that a strongly subquadratic-time
algorithm for the LCFk problem, for binary strings and k = Ω(logn), refutes the Strong
Exponential Time Hypothesis [19, 18]. Thus, subquadratic-time solutions for approximate
variants of the problem have been developed [20, 24]. The average-case complexity of this
problem has also been considered [28, 2, 3].

http://dx.doi.org/10.4230/LIPIcs.CPM.2018.23
http://arxiv.org/abs/1802.06369
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1.1 Our Contribution
We consider the following variant of the Longest Common Factor with at most k

Mismatches problem in which the result is constrained to have at least a given length. Let
LCFk(X,Y ) denote the length of the longest common factor of X and Y with at most k
mismatches.

LCF of Length at Least ` with at most k Mismatches (LCFk(X,Y, `))
Input: Two strings X and Y of total length n and integers k ≥ 0 and ` ≥ 1
Output: LCFk(X,Y ) if it is at least `, and “NONE” otherwise.

We focus on a special case of this problem with ` = Ω(log2k+2 n). Apart from its theoretical
interest, solutions to the LCFk(X,Y, `) problem may prove to be useful from a practical
standpoint. The LCFk length has been used as a measure of sequence similarity [29, 22]. It
is thus assumed that similar sequences share relatively long factors with k mismatches.

We show an O(n)-time algorithm for the LCFk(X,Y, `) problem with ` = Ω(log2k+2 n).
Moreover, we prove that the LCFk(X,Y, `) problem can be solved in O(n+ n logk+1 n/

√
`)

time for arbitrary ` and constant k. In the final section we discuss the complexity for
k = O(logn). This unveils that the O(·) notation hides a multiplicative factor that is actually
subconstant in k.

For simplicity, we only describe how to compute the length LCFk(X,Y ). It is straightfor-
ward to amend our solution so that it extracts the corresponding factors of X and Y .

Toolbox. We use the following algorithmic tools:
Difference covers (see, e.g., [23, 8]) let us reduce the LCFk(X,Y, `) problem to searching
for longest common prefixes and suffixes with at most k mismatches (LCPk, LCSk) at
positions belonging to sets A in X and B in Y such that |A|, |B| = O(n/

√
`).

We use a technique of recursive heavy-path decompositions by Cole et al. [9], already
applied in the context of the LCFk problem by Thankachan et al. [27], to reduce
computing LCPk, LCSk to computing LCP, LCS in sets of modified prefixes and suffixes
starting at positions in A and B. Modifications consist in at most k changes and increase
the size of the problem by a factor of O(logk n). We adjust the original technique of Cole
et al. [9] so that all modified strings are stored in one compacted trie.
Finally we apply to the compacted trie a solution to a problem on colored trees that is
the cornerstone of the previous O(n logn)-time solution for the LCF1 problem by Flouri
et al. [12] (and originates from efficient merging of AVL trees [7]).

In total we arrive at O(n+ n logk+1 n/
√
`) time complexity for the LCFk(X,Y, `) problem.

2 Preliminaries

Henceforth we denote the input strings by X and Y and their common length by n.
The i-th letter of a string U , for 1 ≤ i ≤ |U |, is denoted by U [i]. By [i . . j] we denote

the integer interval {i, . . . , j} and by U [i . . j] we denote the string U [i] . . . U [j] that we call a
factor of U . For simplicity, we denote U [. . i] = U [1 . . i] and U [i . .] = U [i . . |U |]. By UR we
denote the mirror image of U .

For a pair of strings U and V such that |U | = |V |, we define their Hamming distance as
dH(U, V ) = |{1 ≤ i ≤ |U | : U [i] 6= V [i]}|. For two strings U, V and a non-negative integer d,
we define

LCPd(U, V ) = max{p ≤ |U |, |V | : dH(U [1 . . p], V [1 . . p]) ≤ d}.

CPM 2018
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

h(3, 10) = 5 h(3, 10) = 5

Figure 1 An example of a 6-cover S20(6) = {2, 3, 5, 8, 9, 11, 14, 15, 19, 20}, with the elements
marked as black circles. For example, we may have h(3, 10) = 5 since 3 + 5, 10 + 5 ∈ S20(6).

Let T be the trie of a collection of strings F . The compacted trie of F , T (F), contains
the root, the branching nodes, and the terminal nodes of T . Each edge of the compacted trie
may represent several edges of T and is labeled by a factor of one of the strings Fi, stored in
O(1) space. The edges outgoing from a node are labeled by the first letter of the respective
strings. The size of a compacted trie is O(|F|). The best-known example of a compacted
trie is the suffix tree of a string; see [10].

2.1 Difference covers
We say that a set S(d) ⊆ Z+ is a d-cover if there is a constant-time computable function h
such that for i, j ∈ Z+ we have 0 ≤ h(i, j) < d and i+h(i, j), j+h(i, j) ∈ S(d) (see Figure 1).
The following fact synthesizes a well-known construction implicitly used in [8], for example.

I Fact 1 ([23, 8]). For each d ∈ Z+ there is a d-cover S(d) such that Sn(d) := S(d)∩ [1 . . n]
is of size O( n√

d
) and can be constructed in O( n√

d
) time.

2.2 Colored Trees Problem
As a component of our solution we use the following problem for colored trees:

Colored Trees Problem
Input: Two trees T1 and T2 containing blue and red leaves such that each internal node
is branching (except for, possibly, the root). Each leaf has a number between 1 and m.
Each tree has at most one red leaf and at most one blue leaf with a given number. The
nodes of T1 and T2 are weighted such that children are at least as heavy as their parent.
Output: A node v1 of T1 and a node v2 of T2 with maximum total weight such that v1
and v2 have at least one blue leaf of the same number and at least one red leaf of the
same number in their subtrees.

This abstract problem lies at the heart of the algorithm of Flouri et al. [12] for the
Longest Common Factor with 1 Mismatch problem. They solve it in O(m logm) time
applying a solution inspired by an algorithm of Crochemore et al. [11] finding the longest
repeat with a block of k don’t cares, which, in turn, is based on the fact that two AVL trees
can be merged efficiently [7].

I Fact 2 ([11, 12]). Colored Trees Problem can be solved in O(m logm) time.

In our solution we actually use the following problem related to families of strings
represented on a compacted trie. It reduces to the Colored Trees Problem.

Two String Families LCP Problem
Input: A compacted trie T (F) of a family of strings F and two sets P,Q ⊆ F2

Output: The value maxPairLCP(P,Q), defined as
maxPairLCP(P,Q)=max{LCP(P1, Q1)+LCP(P2, Q2) : (P1, P2) ∈ P and (Q1, Q2) ∈ Q}
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T1

v1

44323121

T2

2431

v2

2431

Figure 2 Example instance for Colored Trees Problem. Assuming that each node has weight
equal to the distance from the root, the optimal solution is a pair of nodes (v1, v2) as shown in the
figure. Both v1 and v2 have as a descendant a blue leaf with number 4 and a red leaf with number 2.

I Lemma 3. The Two String Families LCP Problem can be solved in O(|F|+N logN)
time, where N = |P|+ |Q|.

Proof. First, we create two copies T1 and T2 of the tree T (F), removing the edge labels but
preserving the node weights w(v) equal to the sum of lengths of edges on the path to the
root.

Next, for each (P1, P2) ∈ P we attach a blue leaf to the terminal node of T1 representing
P1 and to the terminal of T2 representing P2. We label these two blue leaves with a unique
label, denoted here LP(P1, P2). Similarly, for each (Q1, Q2) ∈ Q, we attach red leaves to the
terminal node of T1 representing Q1 and the terminal node of T2 representing Q2. We label
these two red leaves with a unique label LQ(Q1, Q2). Finally, in both T1 and T2 we remove
all nodes which do not contain any colored leaf in their subtrees and dissolve all nodes with
exactly one child (except for the roots). This way, each tree Ti contains O(|P|+ |Q|) nodes,
including |P|+ |Q| leaves, each with a distinct label.

Observe that for (P1, P2) ∈ P , (Q1, Q2) ∈ Q, and j ∈ {1, 2}, the value LCP(Pj , Qj) is the
weight of the lowest common ancestor (LCA) in Tj of the two leaves with labels LP(P1, P2)
and LQ(Q1, Q2). Consequently, our task can be formulated as follows: Find a pair of internal
nodes v1 ∈ T1 and v2 ∈ T2 of maximal total weight w(v1) +w(v2) so that the subtrees rooted
at v1 and v2 contain blue leaves with the same label and red leaves with the same label. This
is exactly the Colored Trees Problem that can be solved in O(m logm) time, where
m = |T1|+ |T2| = O(|P|+ |Q|) (Fact 2). J

3 Reduction of LCFk(`) problem to multiple synchronized LCPk’s

Let U be a string of length n. We denote:

Pairs`(U) = {((U [. . i− 1])R, U [i . .]) : i ∈ Sn(`)}.

Observe that |Pairs`(U)| = |Sn(`)| = O(n/
√
`).

I Lemma 4. If LCFk(X,Y ) ≥ `, then

LCFk(X,Y ) =
max

p+q=k
{LCPp(U1, V1) + LCPq(U2, V2) : (U1, U2) ∈ Pairs`(X), (V1, V2) ∈ Pairs`(Y )}.

Proof. First, assume that (U1, U2) ∈ Pairs`(X), (V1, V2) ∈ Pairs`(Y ), and k = p+ q. Let Ũ1
and Ṽ1 be prefixes of U1 and V1 (respectively) of length LCPp(U1, V1), and let Ũ2 and Ṽ2 be
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X :

a

U1 U2

LCPp(U1, V1) LCPq(U2, V2)

Y :

b

V1 V2

LCPp(U1, V1) LCPq(U2, V2)

Figure 3 If LCFk(X, Y ) ≥ `, then there exist (U1, U2) ∈ Pairs`(X) and (V1, V2) ∈ Pairs`(Y ) such
that LCFk(X, Y ) = LCPp(U1, U2) + LCPq(V1, V2) for some p + q = k.

prefixes of U2 and V2 (respectively) of length LCPq(U2, V2). Observe that ŨR
1 Ũ2 is a factor

of X = UR
1 U2 and Ṽ R

1 Ṽ2 is a factor of Y = V R
1 V2. Moreover,

dH(ŨR
1 Ũ2, Ṽ

R
1 Ṽ2) = dH(Ũ1, Ũ2) + dH(Ṽ1, Ṽ2) ≤ p+ q = k.

Consequently,

LCFk(X,Y ) ≥ |ŨR
1 Ũ2| = |Ũ1|+ |Ũ2| = LCPp(U1, V1) + LCPq(U2, V2).

This concludes the proof of the lower bound on LCFk(X,Y ).
Next, let X[i . . i′] and Y [j . . j′] be an optimal pair of factors; see Figure 3. They satisfy

|X[i . . i′]| = |Y [j . . j′]| = LCFk(X,Y ) ≥ ` and dH(X[i . . i′], Y [j . . j′]) ≤ k.

Denote a = i+ h(i, j) and b = j + h(i, j), where h is the shift function associated with the
l-cover S(`). Note that a ∈ [i . . i′] ∩ S(`) and b ∈ [j . . j′] ∩ S(`). Consequently, (U1, U2) :=
((X[. . a − 1])R, X[a . .]) ∈ Pairs`(X) and (V1, V2) := ((Y [. . b − 1])R, Y [b . .]) ∈ Pairs`(Y ).
Moreover,

k ≥ dH(X[i . . i′], Y [j . . j′]) = dH(X[i . . a− 1], Y [j . . b− 1]) + dH(X[a . . i′], Y [b . . j′]).

Therefore, for p = dH(X[i . . a− 1], Y [j . . b− 1]) and q = k − p, we have

LCPp(U1, V1) + LCPq(V2, U2) ≥ |X[i . . a− 1]|+ |X[a . . i′]| = |X[i . . i′]| = LCFk(X,Y ).

This concludes the proof. J

4 The case of k = 0 and of k = 1 and σ = 2

In this section, as a warm-up, we show how the Two String Families LCP Problem
can be used to solve two special cases of the LCFk(X,Y, `) problem. Then in Section 6 we
explain how it can be used to solve the problem in full generality.

In order to solve the LCFk(X,Y, `) problem for k = 0, we observe that, by Lemma 4,
if LCF0(X,Y ) ≥ `, then LCF0(X,Y ) = maxPairLCP(Pairs`(X),Pairs`(Y )). Thus, we simply
build the joint suffix tree T of X, Y , XR, and Y R, and we solve the appropriate instance of
Two String Families LCP Problem.

The preprocessing time is clearly O(n), while solving the Two String Families LCP
Problem takes O(n+ n logn/

√
`) time, which is O(n) provided that ` = Ω(log2 n).
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For k ≥ 1, we would ideally like to extend the family Pairs`(S) to Pairs(k)
` (S) replacing

the suffixes and reversed prefixes of S with their approximate copies so that

LCFk(X,Y ) = maxPairLCP(Pairs(k)
` (X),Pairs(k)

` (Y )).

A very naive solution would be to extend the alphabet Σ to Σ$ adding a symbol $ /∈ Σ, and
for each (S1, S2) ∈ Pairs`(S) to replace an arbitrary subset of k symbols with $’s. However,
this results in

(
n
k

)
copies of each (S1, S2) ∈ Pairs`(S), which is by far too much.

Our approach is therefore based on the technique of Cole et al. [9], which has already
been used in the context of the Longest Common Factor with at most k Mismatches
problem by Thankachan et al. [27]. It allows us to reduce the number of approximate copies
of each (S1, S2) ∈ Pairs`(S) to O(logk n). However, the sets Pairs(k)

` (X) and Pairs(k)
` (Y )

cannot be constructed independently, and we actually have to build several pairs of such sets
rather just one.

Below, we explain the main points for k = 1 and σ = 2.
Let F be a family consisting of the suffixes of X, XR, Y , and Y R, appearing in Pairs`(X)

or Pairs`(Y ). We apply the heavy-light decomposition on the compacted trie T (F ); this
technique can be summarized as follows:

I Fact 5 (Tarjan [26]). If T is a rooted tree, then in linear time we can mark some edges in
T as light so that:

each node has at most one outgoing edge which is not light,
each root-to-leaf path contains O(log |T |) light edges.

Next, for each string F ∈ F , we construct a set N(F ) consisting of F and any string
which can be obtained from F by flipping the first symbol on one of the light edges on the
path representing F in T (F). By Fact 5, we have |N(F )| = O(log |F|) = O(logn).

Let us introduce two subsets of N(F ): N0(F ) = {F} and N1(F ) = N(F ). These sets
have been constructed so that they enjoy the following crucial property:

I Lemma 6. If F,G ∈ F , then

LCP1(F,G) = max
d1+d2=1

{LCP(F ′, G′) : F ′ ∈ Nd1(F ), G′ ∈ Nd2(G)}.

Proof. First, let us bound LCP1(F,G) from below. Let p = LCP(F ′, G′) be the maximum
on the right-hand side, We have

dH(F [. . p], G[. . p]) = dH(F [. . p], F ′[. . p]) + dH(G′[. . p], G[. . p]) ≤
≤ dH(F, F ′) + dH(G′, G) ≤ d1 + d2 = 1.

Consequently, LCP1(F,G) ≥ p as claimed.
To bound LCP1(F,G) from above, let us consider terminal nodes vF and vG in T (F)

representing F and G, respectively, and their LCA v. If v = vF or v = vG, then LCP1(F,G) =
LCP(F,G) and the claimed bound holds due to F ∈ N0(F ) and G ∈ N1(G) (and vice versa).
Otherwise, the edge from v towards vF or the edge from v towards vG has to be light (according
to Fact 5). If the former edge is light, then N1(F ) contains a string F ′ obtained from F by
flipping the first letter on that edge. Such a string F ′ satisfies LCP1(F,G) = LCP(F ′, G), so
the claimed bound holds due to G ∈ N0(G). Symmetrically, if the edge towards vG is light,
then LCP1(F,G) = LCP(F,G′) for some G′ ∈ N1(G). J
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For S ∈ {X,Y } and d ∈ {0, 1}, let us define

Pairs(d)
` (S) =

⋃
(U1,U2)∈Pairs`(S)

d1+d2=1

{(U ′1, U ′2) : U ′1 ∈ Nd1(U1), U ′2 ∈ Nd2(U2)}.

Observe that Pairs(0)
` (S) = Pairs`(S), whereas the set Pairs(1)

` (S) satisfies |Pairs(1)
` (S)| =

O(|Pairs`(S)| log |F|) = O(n logn/
√
`). Lemmas 4 and 6 yield the following

I Corollary 7. If LCF1(X,Y ) ≥ `, then

LCF1(X,Y ) = max
k1+k2=1

maxPairLCP(Pairs(k1)
` (X),Pairs(k2)

` (Y )).

Proof. By Lemma 4, we have LCF1(X,Y ) = LCPp(U1, V1)+LCPq(U2, V2) for some (U1, U2) ∈
Pairs`(X), (V1, V2) ∈ Pairs`(Y ), and p + q = 1. Lemma 6 yields that LCPp(U1, V1) =
LCP(U ′1, V ′1) for some U ′1 ∈ Np1(U1) and V ′1 ∈ Np2(V1) such that p = p1 + p2. Similarly,
LCPq(U2, V2) = LCP(U ′2, V ′2) for some U ′2 ∈ Nq1(U2) and V ′2 ∈ Nq2(V2). Observe that
(U ′1, U ′2) ∈ Pairs(p1+q1)

` (X) and (V ′1 , V ′2) ∈ Pairs(p2+q2)
` (Y ), so

LCF1(X,Y ) ≤ maxPairLCP(Pairs(k1)
` (X),Pairs(k2)

` (Y ))

for ki = pi + q1 (which satisfy k1 + k2 = p+ q = 1, as claimed).
Next, suppose that (U ′1, U ′2) ∈ Pairs(k1)

` (X) and (V ′1 , V ′2) ∈ Pairs(k2)
` (Y ). We shall prove

that LCF1(X,Y ) ≥ LCP(U ′1, V ′1) + LCP(U ′2, V ′2). Note that U ′1 ∈ Np1 and U ′2 ∈ Nq1(U2) for
some p1 + q1 = k1 and (U1, U2) ∈ Pairs`(X); symmetrically, V ′1 ∈ Np2 and V ′2 ∈ Nq2(V2) for
some p2 + q2 = k2 and (V1, V2) ∈ Pairs`(Y ). By Lemma 6, LCP(U ′1, V ′1) ≤ LCPp1+p2(U1, V1)
and LCP(U ′2, V ′2) ≤ LCPq1+q2(U2, V2). Hence, the claimed bound holds due to Lemma 4:

LCF1(X,Y ) ≥ LCPp1+p2(U1, V1) + LCPq1+q2(U2, V2) ≥ LCP(U ′1, V ′1) + LCP(U ′2, V ′2).

This concludes the proof. J

Consequently, it suffices to solve two instances of Two String Families LCP Problem,
with (P,Q) equal to (Pairs(0)

` (X),Pairs(1)
` (Y )) and (Pairs(1)

` (X),Pairs(0)
` (Y )), respectively.

I Proposition 8. The LCFk(X,Y, `) problem for k = 1 and binary alphabet can be solved
in O(n+ n log2 n/

√
`) time. If ` = Ω(log4 n), this running time is O(n).

Proof. First, we build the sets Pairs`(X) and Pairs`(Y ). Next, we construct the joint suffix
tree of strings X, Y , XR, Y R (along with a component for constant-time LCA queries [5])
and we extract the compacted trie T (F) of the family F . Then, we process light edges on
T (F) (determined by Fact 5) to construct the sets N(F ) as defined above for each F ∈ F .
We initialize each set N(F ) with F ; then, for every light edge e, we traverse the subtree
below e and for each terminal node (representing F ∈ F), we insert to N(F ) a string F ′
obtained from F by flipping the first letter represented by e. Technically, in N(F ) we just
store the set of positions for which F should be flipped to obtain F ′.

To compute the compacted trie T (F ′) of a family F ′ =
⋃

F∈F N(F ), we sort the strings
in F ′ ∈ F ′ using a comparison-based algorithm. Next, we extend the representation of N(F )
so that each F ′ ∈ N(F ) stores a pointer to the corresponding terminal node in T (F ′). This
way, we can generate sets Pairsd

` (S) for d ∈ {0, 1} and S ∈ {X,Y } with strings represented
as pointers to terminal nodes of T (F ′). Finally, we solve two instances of Two String
Families LCP Problem according to Corollary 7.
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We conclude with the running-time analysis. In the preprocessing, we spend O(n) time
construct the joint suffix tree. Then, applying Fact 5 to build the sets N(F ) for F ∈ F takes
O(|F| log |F|) = O(n logn/

√
`) time. We spend further O(|F ′| log |F ′|) = O(n log2 n/

√
`)

time to construct T (F ′). Since |Pairs(d)
` (S)| = O(|F| log |F|) for d ∈ {0, 1} and S ∈ {X,Y },

the time to solve both instances of the Two String Families LCP Problem is also
O(n log2 n/

√
`) (see Lemma 3). Hence, the overall time complexity is O(n+n log2 n/

√
`). J

5 Arbitrary k and σ

In this section, we describe the core concepts of our solution for arbitrary number of
mismatches k and alphabet size σ. They depend heavily on the ideas behind the O(n logk n)-
time solution to the LCFk problem [27], which originate in approximate indexing [9].

I Definition 9. Consider strings U, V ∈ Σ∗ and an integer d ≥ 0. We say that strings
U ′, V ′ ∈ Σ∗$ form a (U, V )d-pair if
|U ′| = |U | and |V ′| = |V |;
if i > LCPd(U, V ) or U [i] = V [i], then U ′[i] = U [i] and V ′[i] = V [i];
otherwise, U ′[i] = V ′[i] ∈ {U [i], V [i], $}.

For a string S ∈ Σ∗$ let us define #$(S) = |{1 ≤ i ≤ |S| : S[i] = $}|. The following
observation specifies key properties of (U, V )d pairs.

I Observation 10. Consider strings U, V ∈ Σ∗ and an integer d ≥ 0. If strings U ′, V ′ ∈ Σ∗$
form a (U, V )d-pair, then the following conditions hold:
(a) LCP(U ′, V ′) = LCPd(U, V ),
(b) #$(U ′) = #$(V ′),
(c) d = dH(U,U ′)− 1

2#$(U ′) + dH(V, V ′)− 1
2#$(V ′).

I Definition 11. Consider a finite family of strings F ⊆ Σ∗. We say that sets N(F ) ⊆ Σ∗$
for F ∈ F form a k-complete family if for every U, V ∈ F and 0 ≤ d ≤ k, there exists a
(U, V )d-pair U ′, V ′ with U ′ ∈ N(U) and V ′ ∈ N(V ).

I Remark. A simple (yet inefficient) way to construct a k-complete family is to include in
N(F ) all strings which can be obtained from F by replacing up to k letters with $’s. An
example of a more efficient family is shown in Table 1.

The following lemma states a property of k-complete families that we will use in the
algorithm. For F ∈ F and 0 ≤ d ≤ k, let us define Nd(F ) = {F ′ ∈ N(F ) : dH(F, F ′) ≤ d}.
Moreover, for a half integer1 d′, 0 ≤ d′ ≤ d, let

Nd,d′(F ) = {F ′ ∈ Nd(F ) : dH(F, F ′)− 1
2#$(F ′) ≤ d′},

I Lemma 12. Let N(F ) for F ∈ F be a k-complete family. If F1, F2 ∈ F and 0 ≤ d ≤ k,
then

LCPd(F1, F2) = max
d1+d2=d

F ′
i∈Nd,di

(Fi)

LCP(F ′1, F ′2) = max
d1+d2<d+1

F ′
i∈Nk,di

(Fi)

LCP(F ′1, F ′2).

1 Here, a half integer is a number of the form a
2 , where a is an integer.
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Table 1 A sample 1-complete family for F = {abacb, bacb, acb, cb, b} (the suffixes of abacb)
is N(b) = {a, b, $}, N(cb) = {ab, cb, $b}, N(acb) = {abb, acb}, N(bacb) = {aacb, bacb, $acb},
and N(abacb) = {abacb}. The (U, V )1-pairs for all U, V ∈ F are illustrated in the table above.
Observe that LCP1(U, V ) = LCP(U ′, V ′) for the corresponding (U, V )1-pair (U ′, V ′). Also, note that
LCP1(acb, cb) = 1 even though abb ∈ N(acb), ab ∈ N(cb), and LCP(abb, ab) = 2.

b cb acb bacb abacb

abacb
a
abacb

ab
abacb

abb
abacb

aacb
abacb

abacb
abacb

bacb
b
bacb

$b
$acb

acb
aacb

bacb
bacb

abacb
aacb

acb
a
acb

ab
acb

acb
acb

aacb
acb

abacb
abb

cb
$
$b

cb
cb

acb
ab

$acb
$b

abacb
ab

b
b
b

$b
$

acb
a

bacb
b

abacb
a

Proof. We shall prove that

max
d1+d2=d

F ′
i∈Nd,di

(Fi)

LCP(F ′1, F ′2) ≥ LCPd(F1, F2) ≥ max
d1+d2<d+1

F ′
i∈Nk,di

(Fi)

LCP(F ′1, F ′2).

This is sufficient due to the fact that Nd,d′(F ) is monotone with respect to both d and d′.
For the first inequality, observe that (by definition of a k-complete family) the sets N(F1)

and N(F2) contain an (F1, F2)d-pair (F ′1, F ′2). By Observation 10, we have

d ≥ dH(F1[. . |P |], F2[. . |P |]) = dH(F1, F
′
1)− 1

2#$(F ′1) + dH(F2, F
′
2)− 1

2#$(F ′2).

Consequently, F ′i ∈ Nd,di
(Fi) for di = dH(Fi, F

′
i )− 1

2#$(F ′i ). If d > d1 + d2, we may increase
d1 or d2.

For the second inequality, suppose that F ′i ∈ Nk,di
(Fi) for d1 + d2 < d+ 1. Let P be the

longest common prefix of F ′1 and F ′2. Then

dH(F1[. . |P |], F2[. . |P |]) ≤ dH(F1[. . |P |], P ) + dH(F2[. . |P |], P ])−#$(P ) ≤
≤ dH(F1, F

′
1)−#$(F ′1) + dH(F2, F

′
2)−#$(F ′2) + #$(P ) ≤ d1 + d2.

Consequently, dH(F1[. . |P |], F2[. . |P |]) ≤ d1 + d2 < d+ 1, i.e., dH(F1[. . |P |], F2[. . |P |]) ≤ d,
as claimed. J

In the algorithms, we represent a k-complete family using the compacted trie T (F ′) of
the union F ′ =

⋃
F∈F N(F ). Its terminal nodes F ′ are marked with a subset of strings

F ∈ F for which F ′ ∈ N(F ); for convenience we also store #$(F ′) and dH(F, F ′). Each edge
is labeled by a factor of F ∈ F , perhaps prepended by $.

Our construction of a k-complete family is based on the results of [9, 27], but below we
provide a self-contained proof.

I Proposition 13 (see also [9, 27]). Let F ⊆ Σ∗ be a finite family of strings and let k ≥ 0
be an integer. There exists a k-complete family N such that |Nd(F )| ≤ 2d

(log |F|+d
d

)
for

each F ∈ F and 0 ≤ d ≤ k. Moreover, the compacted trie T (F ′) can be constructed in
O(2k|F|

(log |F|+k+1
k+1

)
) time provided constant-time LCP queries for suffixes of the strings

F ∈ F .
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Algorithm 1: A recursive procedure inserting strings with prefix P to sets N(F ).
Function Generate(P,FP ) is

h := a most frequent element of {S[1] : (S, F, b) ∈ FP and S 6= ε};
foreach (S, F, b) ∈ FP do // b = k − dH(F, PS) ≥ 0

if S = ε then N(F ) := N(F ) ∪ {P};
else

c := S[1];
FP c := FP c ∪ { (S[2 . .], F, b) };
if c 6= h and b > 0 then
FP h := FP h ∪ { (S[2 . .], F, b− 1) };
FP $ := FP $ ∪ { (S[2 . .], F, b− 1) };

foreach c ∈ Σ ∪ {$} such that FP c 6= ∅ do
Generate(Pc,FP c);

Proof. We apply a recursive procedure that builds the subtree rooted at the node representing
P . The input FP consists of tuples (S, F, b) such that F ∈ F , S is a suffix of F of length
|S| = |F | − |P |, and b = k − dH(F, PS) ≥ 0. Intuitively, the parameter b can be seen as a
“budget” of remaining symbol changes in the string that prevents exceeding the number k of
mismatches. In the first call we have P = ε and FP = {(F, F, k) : F ∈ F}.

In the pseudocode below we state this procedure in an abstract way; afterwards we
explain how to implement it efficiently. The 1-complete family from Table 1 is a subset of
the family constructed by that procedure.

Correctness of Algorithm 1 is relatively easy to derive. Due to space constrains, the proof
of the following claim can be found in the full version.

I Claim 14. For every S, T ∈ F and 0 ≤ d ≤ k, there exists an (S, T )d-pair (S′, T ′) with
S′ ∈ N(S) and T ′ ∈ N(T ).

We also refer to the full version for a complete proof of the following bound on Nd(F ).

I Claim 15. For each F ∈ F , we have |Nd(F )| ≤ 2d
(log |F|+d

d

)
.

The idea is to define Nd,P (F ) = {F ′ ∈ Nd(F ) : P is a prefix of F ′} for each P ∈ Σ∗$ and to
prove the following bound by induction on decreasing |P |:

|Nd,P (F )| ≤
{

2b
(log |FP |+b

b

)
if (S, F, b+ k − d) ∈ FP and b ≥ 0,

0 otherwise.

Below, we show that the k-complete family N represented as a trie TN can be constructed
in O(|F|2k

(log |F|+k+1
k+1

)
) time provided constant-time LCP queries for suffixes of strings

F ∈ F .
To a tuple (S, F, b) ∈ FP we assign a number of tokens:

TokensP (S, F, b) = C(2b+1 − 1)
(log |FP |+b+1

b+1
)

where C is a sufficiently large constant. We shall inductively prove that Generate (P,FP )
can be implemented in time

∑
(S,F,b)∈FP

TokensP (S, F, b).
In the implementation of the procedure we use finger search trees [14], which maintain

subsets of a linearly-ordered universe supporting constant-time queries. Among many
applications (see [6] for a survey), they support the following two operations [16, 6]:
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insert an element into a set A, which takes O(log |A|) time,
for a given key t, split the set A into A≤t = {a ∈ A : a ≤ t} and A>t = {a ∈ A : a > t},
which takes O(log min(|A≤t|, |A>t|)) time.

We are now ready to specify how the arguments to the procedure Generate (P,FP ) are
given. The string P is represented by the corresponding node of the constructed trie TN ; we
also explicitly store |P | and #$(P ). The set FP is stored in a finger search tree with tuples
(S, F, b) ordered by S. However, S is not stored itself as it is uniquely specified as a suffix of
F of length |F | − |P |. Thus each element in the tree is stored in O(1) space.

First, we process tuples (S, F, b) with S = ε, conveniently located at the beginning of FP .
We remove these tuples from FP and store F at the current node of TN . This simulates
inserting P to N(F ); we also store auxiliary values dH(P, F ) = k − b and #$(P ).

Next, we compute the length of longest common prefix P ′ of non-empty strings S with
(S, F, b) ∈ FP . For this, we make an LCP query for the smallest and the largest of these
suffixes. If the longest common prefix P ′ is non-empty, we observe that FP P ′ = FP (with
the stored representation unchanged) and Algorithm 1 does not explore any other branch.
Hence, we immediately call Generate (PP ′,FP P ′) which corresponds to creating a complete
compacted edge of the resulting trie. This step takes O(1) time, but it guarantees that
Generate (PP ′,FP P ′) outputs or branches. Hence, this time gets amortized.

If P ′ = ε, we partition FP into at most σ finger search trees FP,c each storing tuples
sharing the letter S[1] = c, and we identify the heavy letter h by choosing the largest FP,c.
For this, we iteratively split out the tree with the smallest unprocessed S[1], which takes
time proportional to

∑
c 6=h log |FP,c|.

The sets FP c for c 6= h already represented by FP,c (note that the order does not change,
and the tuples need not be altered since the “budget” b remains the same and S is stored
implicitly). Similarly, we can build FP h by inserting new tuples into FP,h.

Thus, we define LP := {(S, F, b) ∈ FP : S 6= ε and S[1] 6= h} and insert to FP h and
FP $ tuples (S[2 . .], F, b− 1) for (S, F, b) ∈ LP with b > 0, which takes O(log |FP |) time per
element.

In total, the processing time is O(1) for each element of LP with b = 0, and O(log |FP |)
when b > 0. Additionally, we may spend O(1) time for a tuple with S = ε. Let us check
that the difference in the number of tokens is sufficient to cover the running time of these
operations.

The tuples with S = ε do not appear in future computations. Hence, we spend all their
tokens on the computations related to them. It is indeed sufficient:

TokensP (ε, F, b) = C(2b+1 − 1)
(log |FP |+b+1

b+1
)
≥ C

(log |FP |+1
1

)
= C(log |FP |+ 1) ≥ C.

We don’t spend any time on tuples with S[1] = h, and number of tokens for such a tuple
does not increase:

TokensP (S, F, b)− TokensP h(S, F, b) =

C(2b+1 − 1)
(log |FP |+b+1

b+1
)
− C(2b+1 − 1)

(log |FP h|+b+1
b+1

)
≥ 0.

Finally, for a tuple with S[1] 6= h (i.e., in Lp) the difference in the number of tokens is

TokensP (S, F, b)−TokensP c(S′, F, b)−TokensP h(S′, F, b− 1)−TokensP $(S′, F, b− 1)=

= C(2b+1 − 1)
(log |FP |+b+1

b+1
)
− C(2b+1 − 1)

(log |FP c|+b+1
b+1

)
− C(2b − 1)

(log |FP h|+b
b

)
− C(2b − 1)

(log |FP $|+b
b

)
≥ C

(log |FP |+b
b

)
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where c = S[1] and S′ = S[2 . .]. It is sufficient since we spend constant time for b = 0 and
O(log |FP |) time for b ≥ 1.

The claimed bound on the overall running time follows. J

6 Main Result

Let F be a family of suffixes and reverse prefixes of X and Y occurring in Pairs`(X) or
Pairs`(Y ), and let us fix a k-complete family N(F ) : F ∈ F . For a half integer k′, 0 ≤ k′ ≤ k,
and a string S ∈ {X,Y } let us define

Pairs(k,k′)
` (S) =

⋃
(U1,U2)∈Pairs`(S)

{(U ′1, U ′2) : U ′i ∈ Ndi,d′
i
(Ui), k = d1 + d2, k

′ = d′1 + d′2}.

Intuitively, we extend (U1, U2) ∈ Pairs`(S), arbitrarily splitting the budgets k and k′ between
U1 and U2. To bound the size of Pairs(k,k′)

` (S), we observe that for d1 + d2 = k and
k = O(logn)

|Nd1(U1)| · |Nd2(U2)| ≤ 2k
(log |F|+d1

d1

)(log |F|+d2
d2

)
= 2O(k) logk |F|

kk .

Hence, |Pairs(k,k′)
` (S)| = 2O(k)|F| logk |F|

kk
√

`
. Combining Lemmas 4 and 12, we obtain the

following.

I Corollary 16. If LCFk(X,Y ) ≥ `, then

LCFk(X,Y ) = max
k1+k2=k

maxPairLCP(Pairs(k,k1)
` (X),Pairs(k,k2)

` (Y )).

Proof. By Lemma 4, there exist (U1, U2) ∈ Pairs`(X), (V1, V2) ∈ Pairs`(Y ), and p + q = k

such that LCFk(X,Y ) = LCPp(U1, V1)+LCPq(U2, V2). Lemma 12 further yields the existence
of half integers p′1+p′2 ≤ p and q′1+q′2 ≤ q such that LCFk(X,Y ) = LCP(U ′1, V ′1)+LCP(U ′2, V ′2)
for some U ′1 ∈ Np,p′

1
(U1), V ′1 ∈ Np,p′

2
(V1), U ′2 ∈ Nq,q′

1
(U2), and V ′2 ∈ Nq,q′

2
(V2).

We set k′1 = p′1 + q′1 and k′2 = k − k′1 ≥ p′2 + q′2 so that (U ′1, U ′2) ∈ Pairs(k,k′
1)

` (X) and
(V ′1 , V ′2) ∈ Pairs(k,p′

2+q′
2)

` (Y ) ⊆ Pairs(k,k′
2)

` (Y ). Consequently,

LCFk(X,Y ) ≤ maxPairLCP(Pairs(k,k′
1)

` (X),Pairs(k,k′
2)

` (Y )),

which concludes the proof of the upper bound on LCFk(X,Y ).
For the lower bound, we shall prove that LCFk(X,Y ) ≥ LCP(U ′1, V ′1) + LCP(U ′2, V ′2)

for all (U ′1, U ′2) ∈ Pairs(k,k′
1)

` (X) and (V ′1 , V ′2) ∈ Pairs(k,k′
2)

` (Y ) such that k′1 + k′2 ≤ k. By
definition of Pairs(k,k′

1)
` , there exist (U1, U2) ∈ Pairs`(X) such that U ′1 ∈ Nk,p′

1
(U1) and

U ′2 ∈ Nk,q′
1
(U2) for half integers p′1 + q′1 ≤ k′1. Similarly, there exist (V1, V2) ∈ Pairs`(Y )

such that V ′1 ∈ Nk,p′
2
(V1) and V ′2 ∈ Nk,q′

2
(V2) for half integers p′2 + q′2 ≤ k′2. We set

p = bp′1 + p′2c and q = bq′1 + q′2c, and observe that LCPp(U1, V1) ≥ LCP(U ′1, V ′1) as well
as LCPq(U2, V2) ≥ LCP(U ′2, V ′2) due to Lemma 12. Now, Lemma 4 yields LCFk(X,Y ) ≥
LCPp(U1, V1) + LCPq(U2, V2) ≥ LCP(U ′1, V ′1) + LCP(U ′2, V ′2), as desired. J

I Theorem 17. For k = O(logn), the LCFk(X,Y, `) problem can be solved in time O(n+
2O(k)n logk+1 n

kk
√

`
). For k = O(1), this running time becomes O(n+ n logk+1 n√

`
).

Proof. First, we build the joint suffix tree of X, XR, Y , and Y R, as well as the family F . A
component for the LCA queries on the suffix tree lets us compare any suffixes of F ∈ F in
constant time [5]. This allows us to build the k-complete family N(F ) : F ∈ F , represented

CPM 2018
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as a compacted trie of F ′ :=
⋃
{N(F ) : F ∈ F} using Proposition 13. Next, we construct the

sets Pairs(k,k′)
` (X) ⊆ (F ′)2 and Pairs(k,k′)

` (Y ) ⊆ (F ′)2 for k′ = 0, 1
2 , . . . , k −

1
2 , k, and solve

the 2k + 1 instances of Two String Families LCP Problem, as specified in Corollary 16.
We conclude with running-time analysis. Preprocessing takes O(n) time, and the pro-

cedure of Proposition 13 runs in O(2k|F|
(log |F|+k+1

k+1
)
) = 2O(k)n logk+1 n

kk
√

`
time. We have

Pairsk,k′

` (X) = 2O(k)n logk n

kk
√

`
, so solving all instances of Two String Families LCP Prob-

lem also takes 2O(k)n logk+1 n

kk
√

`
time (Lemma 3). The overall running time is therefore as

claimed. J

In particular, for k = O(logn), there exists `0 = 2O(k) log2k+2 n
k2k such that the LCFk(X,Y, `)

problem can be solved in O(n) time for ` ≥ `0. For k = O(1), we have `0 = O(log2k+2 n),
while for k = o(logn), we have `0 = no(1). We arrive at the main result.

I Corollary 18. The LCFk(X,Y, `) problem with ` = Ω(log2k+2 n) can be solved in O(n)
time.
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Abstract
We revisit the problem of computing the Lyndon factorization of a string w of length N which is
given as a straight line program (SLP) of size n. For this problem, we show a new algorithm which
runs in O(P (n,N) + Q(n,N)n log logN) time and O(n logN + S(n,N)) space where P (n,N),
S(n,N), Q(n,N) are respectively the pre-processing time, space, and query time of a data
structure for longest common extensions (LCE) on SLPs. Our algorithm improves the algorithm
proposed by I et al. (TCS ’17), and can be more efficient than the O(N)-time solution by Duval
(J. Algorithms ’83) when w is highly compressible.
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1 Introduction

A string w is said to be a Lyndon word if w is lexicographically smaller than any of its
proper suffixes. For instance, abb is a Lyndon word, but bba and aba are not. The Lyndon
factorization of a string w is the sequence of strings `p1

1 , . . . , `
pm
m such that w = `p1

1 · · · `pm
m , `i
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is a Lyndon word, pi ≥ 1(1 ≤ i ≤ m), and `i � `i+1(1 ≤ i < m) [4]. Lyndon factorizations
are used, for example, in a bijective variant of Burrows-Wheeler transform [13, 7] and an
algorithm to check digital convexity [2].

Let LFw denote the Lyndon factorization of a string w. Given a string w of length
N , LFw can be computed on-line in O(N) time [6]. When the length N of the string w
is huge, even the O(N)-time solution may not be efficient enough. I et al. [10] showed an
efficient Lyndon factorization algorithm when the string w is given as a straight line program
(SLP), which is a compressed representation of the string based on a context free grammar
that derives only w. The algorithm runs in O(n2 + P (n,N) + Q(n,N)n logn) time and
O(n2 + S(n,N)) space where P (n,N), S(n,N), Q(n,N) are respectively the pre-processing
time, space, and query time of a data structure for longest common extensions (LCE) on
SLPs. This algorithm can be more efficient than the O(N)-time solution when w is highly
compressible.

In this paper, we revisit the Lyndon factorization problem on SLPs and give a more
efficient solution. Given an SLP S of size n representing a string w of length N , our new
algorithm runs in O(P (n,N) + Q(n,N)n log logN) time and O(n logN + S(n,N)) space.
If we use the LCE data structure of [8], we can compute the Lyndon factorization in
O(n logN log logN) time and O(n logN) space. This improves the previous algorithm since
logN ≤ n holds.

We note that the previous algorithm [10] computes the Lyndon factorization in a bottom-
up manner, which requires us to store the Lyndon factorization for every variable of a given
SLP. This implies that we must use Ω(n2) space (and thus time) in total because the size of
each Lyndon factorization can be Ω(n). We show that the Lyndon factorization of w can be
computed without computing the Lyndon factorization of each variable.

2 Preliminaries

2.1 Strings and model of computation
Let Σ be an ordered finite alphabet. An element of Σ∗ is called a string. The length of a
string w is denoted by |w|. The empty string ε is a string of length 0. Let Σ+ be the set of
non-empty strings, i.e., Σ+ = Σ∗ − {ε}. For a string w = xyz, x, y and z are called a prefix,
substring, and suffix of w, respectively. A prefix x of w is called a proper prefix of w if x 6= w.
The i-th character of a string w is denoted by w[i], where 1 ≤ i ≤ |w|. For a string w and
two integers 1 ≤ i ≤ j ≤ |w|, let w[i..j] denote the substring of w that begins at position
i and ends at position j. For convenience, let w[i..j] = ε when i > j. For any string w let
w1 = w, and for any integer k ≥ 2 let wk = wwk−1, i.e., wk is a k-time repetition of w.

If character a is lexicographically smaller than another character b, then we write a ≺ b.
For any strings x, y, let lcp(x, y) be the length of the longest common prefix of x and y. We
write x ≺ y iff either x[lcp(x, y) + 1] ≺ y[lcp(x, y) + 1] or x is a proper prefix of y.

Our model of computation is the word RAM. We assume the computer word size is at
least dlog2 |w|e, and hence, standard operations on values representing lengths and positions
of string w can be manipulated in O(1) time. Space complexities will be determined by the
number of computer words (not bits).

2.2 Lyndon words and Lyndon factorization of strings
Two strings x and y are conjugates, if x = uv and y = vu for some strings u and v. A
string w is said to be a Lyndon word, if w is lexicographically strictly smaller than all of
its conjugates. Namely, w is a Lyndon word, if for any factorization w = uv, it holds that
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uv ≺ vu. An equivalent definition of Lyndon words is: a string w is a Lyndon word, if w ≺ v
for any non-empty proper suffix v of w.

The Lyndon factorization of a string w, denoted LFw, is the factorization `p1
1 , . . . , `

pm
m

of w, such that each `i ∈ Σ+ is a Lyndon word, pi ≥ 1, and `i � `i+1 for all 1 ≤ i < m.
The size of LFw is m and denoted by |LFw|. LFw can be represented by the sequence
(|`1|, p1), . . . , (|`m|, pm) of integer pairs, where each pair (|`i|, pi) represents the i-th Lyndon
factor `pi

i of w. Note that this representation requires O(m) space.
In the literature, the Lyndon factorization is sometimes defined to be a sequence of

lexicographically non-increasing Lyndon words, namely, each Lyndon factor `p is decomposed
into a sequence of p `’s. In this paper, each Lyndon word ` in the Lyndon factor `p is called
a decomposed Lyndon factor.

For any string w, let LFw = `p1
1 , . . . , `

pm
m . Let lfbw(i) denote the position where the

i-th Lyndon factor begins in w, i.e., lfbw(1) = 1 and lfbw(i) = lfbw(i − 1) + |`pi−1
i−1 | for any

2 ≤ i ≤ m. For any 1 ≤ i ≤ m, let lfsw(i) = `pi

i `
pi+1
i+1 · · · `pm

m and lfpw(i) = `p1
1 `

p2
2 · · · `

pi

i . For
convenience, let lfsw(m+ 1) = lfpw(0) = ε.

I Example 1. Let w = abcabcabababcbabababcababa. Then,
LFw = (abc)2, abababcb, abababc, (ab)2, a;
the decomposed Lyndon factorization of w is abc, abc, abababcb, abababc, ab, ab, a.

Moreover, lfbw(2) = 7, lfsw(3) = abababcababa, and lfpw(2) = abcabcabababcb.

The following is a useful lemma concerning Lyndon factorizations.

I Lemma 2 (Lemma 4 of [11]). Let LFw = `p1
1 , . . . , `

pm
m and 1 ≤ i, j ≤ m. Assume that

`pi

i · · · `
pj

j has an occurrence to the left in w. Then,
1. the leftmost occurrence of `pi

i · · · `
pj

j is a prefix of `k for some k < i;
2. `pi

i · · · `
pj

j is a prefix of every `h with k ≤ h < i.

2.3 Straight line programs (SLPs)

A straight line program (SLP) is a set of productions S = {Xi → expri}ni=1, where each
Xi is a variable and each expri is an expression of the form expri = a (a ∈ Σ), or expri =
XlXr (i > l, r). Let val(Xi) denote the string derived by Xi. Also let val(a) = a for
a ∈ Σ. We will sometimes associate val(Xi) with Xi and denote |val(Xi)| as |Xi|. An SLP S
represents the string w = val(Xn). The size of the program S is the number n of productions
in S. If N is the length of the string represented by SLP S, then N can be as large as 2n−1.

The derivation tree TS of SLP S is a labeled ordered tree obtained by recursively applying
the productions of variable Xi, starting from Xn, i.e., the root node has label Xn, and for
each internal node labeled Xi, if Xi → XlXr, then its left child is labeled Xl and its right
child is labeled Xr, if Xi → a, then its single child is labeled a.

The height of SLP S is the height of TS . We associate to each leaf of TS the corresponding
position in string w = val(Xn). An example of the derivation tree of an SLP is shown in
Figure 1.

It is known that the size of the Lyndon factorization of w is a lower bound of the size of
smallest SLP which derives w.

I Lemma 3 (Lemma 17 of [10]). For any string w, let m = |LFw|, and n be the size of an
SLP which derives w. Then m ≤ n holds.
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Figure 1 The derivation tree of SLP S = {X1 → a, X2 → b, X3 → X1X2, X4 → X1X3,
X5 → X3X4, X6 → X4X5, X7 → X6X5}, representing string w = val(X7) = aababaababaab.

2.4 Longest common extension problem on SLPs
The longest common extension (LCE) problem on SLPs is to preprocess an SLP so that we
can efficiently answer LCE queries that ask to compute lcp(val(Xi)[k1..|Xi|], val(Xi)[k2..|Xi|])
for any variable Xi and 1 ≤ k1, k2 ≤ |Xi|. Currently, the best known deterministic solution
to this problem is the following.

I Lemma 4 (Theorem 2 of [8]). Given an SLP of size n representing a string of length N ,
we can preprocess in O(n log(N/n)) time and O(n+ t log(N/t)) space to support LCE queries
in O(logN) time where t is the size of non-overlapping LZ77 factorization.

In order to describe the complexity of our algorithm independent from the choice of
LCE data structures, the preprocessing time, space and query time of the chosen LCE data
structure are denoted by P (n,N), S(n,N) and Q(n,N), respectively.

3 Lyndon factorization algorithm for SLP

In this paper, we propose a new Lyndon factorization algorithm for an SLP compressed text.
More formally, we are given an SLP S which derives a string w, and we compute LFw.

Firstly, we explain the idea of our algorithm. We compute the Lyndon factorization of w
from left to right based on G-factorization defined as follows. The G-factorization of a string
w that is derived by an SLP S is defined by the Partial Parse Tree of S.

I Definition 5 (Partial Parse Tree [14]). The partial parse tree of an SLP S is a subtree of
the derivation tree of S such that each variable occurs exactly once as a label of an internal
node and the occurrence is the leftmost possible.

I Definition 6 (G-factorization [14]). The G-factorization of a string w that is derived by an
SLP S is GF (w,S) = val(leaf 1), . . . , val(leaf g), where leaf 1, leaf 2, . . . , leaf g is the sequence of
leaf labels of the partial parse tree of an SLP S.

Figure 2 shows the partial parse tree and the G-factorization of SLP S which was shown
in Figure 1. Since the number of internal nodes of the partial parse tree of S is exactly the
same as the number of variables of S, it is clear that |GF (w,S)| as well as the size of the
partial parse tree is O(n), where n is the size of SLP S.
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Figure 2 The partial parse tree of SLP S which was shown in Figure 1. The G-factorization of
this string is shown by dash lines on the string.

Let GF (w,S) = val(leaf 1), . . . , val(leaf g) and wj = val(leaf 1) · · · val(leaf j) for any 1 ≤
j ≤ g. Our algorithm consists of the following two parts.
1. Compute the set of significant suffixes of Xi for all 1 ≤ i ≤ n.
2. Compute the Lyndon factorization and the significant suffixes of wj+1.
Here, significant suffixes of a string are suffixes of the string, as defined in [9, 10] (also used
in [12]), closely related to Lyndon factorizations, and will be explained in detail in Section 3.1.

The second part of our algorithm consists of g steps: In the (j+1)-th step of our algorithm,
we compute LFwj+1 by using information computed for wj and leaf i. More precisely, we
compute LFwj+1 by using:

the Lyndon factorization of wj ,
the significant suffixes of wj , and
the significant suffixes of leaf i.

The rest of this section is organized as follows. In Section 3.1, we explain what significant
suffixes are. We also show properties on significant suffixes which are used in our algorithm.
In Section 3.2 and 3.3, we describe respectively, the first part and the second part of our
algorithm.

3.1 Significant suffix
Assume that LFu = up1

1 , . . . , u
pm
m . lfsu(i) is said to be a significant suffix of u if lfsu(i+ 1) is

a prefix of lfsu(i) for any 1 ≤ i ≤ m. It is clear that lfsu(m) (i.e., the last Lyndon factor) is
always a significant suffix of u.

I Lemma 7. Assume that lfsu(i + 1) is a prefix of lfsu(i) for some 1 ≤ i ≤ m. Then
lfsu(j + 1) is a prefix of lfsu(j) for any i < j ≤ m.

Proof. Assume that lfsu(i+ 1) is a prefix of lfsu(i) for some 1 ≤ i ≤ m. Let i < j ≤ m. By
the definition, lfsu(j) and lfsu(j + 1) are suffixes of lfsu(i+ 1). Thus, lfsu(j) and lfsu(j + 1)
are proper substrings of lfsu(i). By Lemma 2, lfsu(j) and lfsu(j + 1) have to be proper
prefixes of lfsu(i). Since |lfsu(j)| > |lfsu(j + 1)|, then lfsu(j + 1) is a prefix of lfsu(j). J

Let λu be the minimum integer such that lfsu(i+ 1) is a prefix of ui for any λu ≤ i ≤ m.
We define the set of significant suffixes Λu of u as Λu = {lfsu(i) | λu ≤ i ≤ m}.
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I Example 8. Let w = abcabcabababcbabababcababa (same as Example 1). Then, λw = 3
and Λw = {abababcababa, ababa, a} since lfsw(3) is not a prefix of lfsw(2), but lfsw(4) is a
prefix of lfsw(3).

It is clear from the definition of Lyndon factorization and λu that for any λu ≤ i ≤ m,
ui = lfsu(i + 1)yi for some non-empty string yi. We will represent Λu by the sequence
(lfbu(λu), pλu), . . . , (lfbu(m), pm) of integer pairs. Note that this representation requires
O(log |u|) space by the following lemma.

I Lemma 9 (Lemma 12 of [10]). For any string u, |Λu| = O(log |u|).

3.2 Computing significant suffixes
For any strings u, v, let LFu = up1

1 , . . . , u
pm
m = U1, . . . , Um where Ui = upi

i and LFv =
vq1

1 , . . . , v
qm′
m′ = V1, . . . , Vm′ where Vi = vqi

i . Our idea of computing significant suffixes is
based on the following lemma used in [10].

I Lemma 10 ([1, 5]). LFuv = U1, . . . , Uc, z
k, Vc′ , . . . Vm′ for some 0 ≤ c ≤ m, 1 ≤ c′ ≤ m′+1

and LF lfsu(c+1)lfpv(c′−1) = zk.

This lemma says that LFuv can be obtained from LFu and LFv by computing the medial
Lyndon factor zk since the other Lyndon factors remain unchanged in uv.

Let Xi = X`Xr(1 ≤ `, r < i ≤ n). Assume that we have computed ΛX`
and ΛXr . Then

we compute ΛXi
from this information. The following lemmas are useful for our algorithm.

I Lemma 11 (Lemma 16 of [10]). λu ≤ c+ 1.

I Lemma 12. lfbuv(λuv) ∈ {lfbu(i) | λu ≤ i ≤ c+ 1} ∪ {|u|+ lfbv(max{c′, λv})}.

Proof. By Lemma 10, Vj is a Lyndon factor of uv for any c′ ≤ j ≤ |LFv|. Hence, lfsv(k) is
a significant suffix of uv for any max{c′, λv} ≤ k ≤ m. Let 1 ≤ j < λu. By Lemma 11, Uj is
a Lyndon factor of uv. By the definition of significant suffix and Lemma 7, lfsu(j + 1) is
not a prefix of lfsu(j). From this fact, it is easy to see that lfsu(j + 1)v is not a prefix of
lfsu(j)v, i.e., lfsuv(j + 1) is not a prefix of lfsuv(j). Thus, lfbuv(λuv) ≥ lfbu(λu). Therefore,
this lemma holds. J

From Lemma 10 and the definition of Lyndon factorization, there exists exact one z
which begins in u and ends in v (if um ≺ v1). We refer to this z as crossing factor. By the
next lemma, we can determine the lexicographic order between um and v1 using a single
LCE query lcp(umv, v). We remark that we do not have to know |v1| as well as the Lyndon
factorization of v.

I Lemma 13. Let α = lcp(umv, v). Then,
1. um � v1 if α < |um| and umv � v;
2. um = v1 if α ≥ |um| and umv � v;
3. um ≺ v1 if umv ≺ v.

Proof.
1. If α < |um| and umv � v, then the prefix of v of length α is not a prefix of any Lyndon

words. This implies that the longest prefix of v which is a Lyndon word is shorter than α.
Thus, um � v1 holds.

2. If α ≥ |um| and umv � v, then the prefix of v of length α + 1 can be represented as
uimu

′
mc such that i ≥ 1, u′m is a prefix of um, and um[|u′m| + 1] � c ∈ Σ. This implies

that um is the longest prefix of v which is a Lyndon word. Thus, um = v1 holds.
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3. If α ≥ |um| and umv ≺ v, then the prefix of v of length α + 1 can be represented as
uimu

′
mc such that i ≥ 1, u′m is a prefix of um, and um[|u′m| + 1] ≺ c ∈ Σ. This implies

that the prefix of v of length α + 1 is a Lyndon word which has um as a prefix. Thus,
um ≺ v1. If α < |um| and umv ≺ v, then the prefix of v of length α+ 1 is a Lyndon word
which is lexicographically larger than um. Thus, um ≺ v1. J

Due to the following lemma, we can compute the crossing factor efficiently.

I Lemma 14 (Lemma 16 of [10]). Assume that um ≺ v1. Let i, j be the beginning position
and the ending position of the crossing factor z, respectively. Then

i = lfbu(i′) for some λu ≤ i′ ≤ m,
lfsu(1)v � . . . � lfsu(i′)v ≺ . . . ≺ lfsu(m+ 1)v,
j = lfbu(j′) such that lfsv(j′ − 1) � lfsu(i′)v � lfsv(j′).

The following lemma is the main result of this section.

I Lemma 15. We can compute all significant suffixes for each variable of an SLP S by
O(n log logN) lexicographical string comparisons.

Proof. Let i ≤ n. Assume that we have computed all significant suffixes of variable Xj for
any j < i. We show how to compute all significant suffixes of variable Xi = X`Xr(`, r < i).
Let LFX`

= U1, . . . , Um and LFXr = V1, . . . , Vm′ . Firstly, we compute the lexicographic
order between um and v1 by Lemma 13. This can be done by one LCE query.

Suppose that um � v1. Then LFXi = U1, . . . , Um, V1, . . . , Vm′ by the definition of Lyndon
factorization. Since we have all significant suffixes ofX` andXr, we can compute all significant
suffixes of Xi by O(log log |val(X`)|+ log log |val(Xr)|) lexicographical string comparisons
from Lemmas 7 and 12. It is clear that the last decomposed Lyndon factor of Xi is the same
as Xr.

Suppose that um = v1. Then LFXi
= U1, . . . , Um−1, UmV1, V2, . . . , Vm′ by the definition

of Lyndon factorization. We can compute all significant suffixes of Xi in a similar way.
Suppose that um ≺ v1. We can compute the beginning position of the crossing factor

z by O(log |Λu|) lexicographic string comparisons from Lemma 14. Let b = lfbu(j) be this
position. Next, we check whether b is also the beginning position of zk or not. We can do
this with one LCE query as follows. If j = λu, then b is the beginning position of zk (since
uj−1 does not have lfsu(j) as a prefix). If the length of the longest common prefix between
uj−1 and lfsu(j)v is |uj−1|, then uj−1 = z and lfbu(j − 1) is the beginning position of zk.
Suppose that uj−1 = z. Then we can compute zk by a constant number of lexicographic
string comparisons. Thus we can also compute all significant suffixes by Lemma 12 from
significant suffixes of X` and Xr. Suppose that uj−1 6= z. Firstly, we check whether the
ending position of z which begins in u and ends in v is larger than |u| + lfbv(λv) or not.
We can do this by O(log |Λv|) lexicographic string comparisons from Lemma 14. If so, by
Lemmas 7 and 12, we can compute all significant suffixes of Xi by additional O(log |Λu|)
lexicographic string comparisons. Otherwise, Λuv ⊆ Λv holds.

Therefore, we can compute all significant suffixes of Xi by O(log logN) lexicographical
string comparisons. J

3.3 Computing Lyndon factorization
Let GF (w,S) = val(leaf 1), . . . , val(leaf g) and wj = val(leaf 1) · · · val(leaf j) for any 1 ≤ j ≤ g.
We consider computing the Lyndon factorization and the significant suffixes of wj+1 assuming
that we have computed the Lyndon factorization and the significant suffixes of wj , and
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also computed the significant suffixes for each variable of S by Section 3.2. Notice that for
wj+1 = wjval(leaf j+1), val(leaf j+1) has already occurred in wj at least once if leaf j+1 is a
variable. The following lemma is very useful for our algorithm.

I Lemma 16 (Lemma 21 of [10]). Let w be non-empty string such that w = xvyvz with v ∈ Σ+

and x, y, z ∈ Σ∗. If |xvy| < lfbw(k) ≤ |xvyv| for some k, then lfbw(k) ∈ {|xvy| + lfbv(j) |
λv ≤ j ≤ m′}, where m′ = |LFv|.

This lemma implies that the ending position of zk is restricted by significant suffixes of v.
Below, we change this lemma for the ending position of the crossing factor rather than the
ending position of zk.

I Lemma 17. Let i − 1 be the ending position of the crossing factor. Assume that v is a
substring of u. Then i ∈ {|u|+ lfbv(j) | λv ≤ j ≤ m′}, where m′ = |LFv|.

Proof. Assume for a contradiction that i < |u|+ lfbv(λv). From Lemma 16, i = lfbv(λv − 1)
and vλv−1 = z holds. Moreover, Vλv

, . . . , Vm′ are also Lyndon factors of uv. Since v is a
substring of u, Vλv

· · ·Vm′ has a left occurrence. By Lemma 2, vλv−1 = z has Vλv
· · ·Vm′ as

a prefix. This contradicts that lfsv(λv − 1) is not a significant suffix of v. J

Thus, we can compute the ending position of the crossing factor by significant suffixes of
an added string v (i.e., we do not need the whole Lyndon factorization of v).

I Lemma 18. Given an SLP S of size n representing string w of length N , we can compute
LFw in O(n log logN) lexicographic string comparisons.

Proof. Let GF (w,S) = val(leaf 1), . . . , val(leaf g) and wj = val(leaf 1) · · · val(leaf j) for any
1 ≤ j ≤ g.

Firstly we compute significant suffixes for all variables in S. By Lemma 15, it can be
done in O(n log logN) lexicographical string comparisons.

Next we consider computing LFwj+1 and significant suffixes of wj+1 assuming that we
have computed LFwj = U1, . . . , Um. Suppose now that leaf j+1 is a variable (otherwise
leaf j+1 ∈ Σ). Let leaf j+1 = Xi and LFXi

= V1, . . . , Vm′ (remark that we do not actually
have LFXi). According to the lexicographic order between Um and V1, which can be checked
using a single LCE query by Lemma 13, we proceed as follows:

Um � V1. This implies that LFwj+1 = U1, . . . , Um, V1, . . . , Vm′ . By Lemma 16, λXi
= 1

holds, which means that the significant suffixes of Xi hold the whole information of LFXi .
Thus we can get LFwj+1 without string comparisons. Finally, we can compute significant
suffixes of wj+1 by O(log |Λwj

|) string comparisons (same as Lemma 15).
Um = V1. This implies that LFXi

= U1, . . . , Um−1, UmV1, V2, . . . , Vm′ . We can compute
LFwj+1 without string comparisons in a similar way to the previous case. We can also
compute Λwj+1 by O(log |Λwj

|) string comparisons in a similar way to the previous case.
Um ≺ V1. Firstly, we compute the crossing factor z of wjXi by O(log |Λwj

|+ log |ΛXi
|)

string comparisons from Lemmas 14 and 17. Next we compute zk by checking consecutive
Lyndon factors, which can be done using two LCE queries. Then we can obtain LFwj+1 =
U1, . . . , Uc, z

k, Vc′ , . . . , Vm′ because Vc′ , . . . , Vm′ are part of the significant suffixes of Xi

due to Lemma 17. Finally, we can compute significant suffixes of wj+1 by O(log |Λwj
|)

string comparisons (same as Lemma 15).
In either case, we can compute LFwj+1 and the significant suffixes of wj+1 by O(log |Λwj

|+
log |ΛXi |) = O(log logN) string comparisons from Lemma 9.
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Now suppose that leaf j+1 ∈ Σ. Since leaf j+1 = c is a new character that does not appear
in wj , the situation does not directly match with the condition of Lemma 17. Still it is easy
to see that LFc = c, and thus, we can compute LFwj+1 and the significant suffixes of wj+1
in a similar way to the case that leaf j+1 is a variable.

Note that we do not have to “rebuild” the whole Lyndon factorization of wj+1 (which
would take O(n) time) because each Lyndon factor of LFwj+1 whose beginning position is in
[lfbwj

(λwj ), lfbwj+1(λwj+1)) remains as a Lyndon factor while appending strings to it, and
thus, it is a Lyndon factor of LFw to output. Hence, we can compute LFw while treating
only the last O(logN) Lyndon factors that are corresponding to the significant suffixes of
the current wj+1’s.

Therefore, we can compute LFw = LFwg
by O(n log logN) string comparisons. J

Here, we analyze the space requirement. We need O(n logN) space for all significant
suffixes. In each step, the size of the Lyndon factorization is less than n by Lemma 3. Thus
we need O(n) space for storing the Lyndon factorization. Finally, we get the following result
by using an LCE data structure for string comparisons.

I Theorem 19. Given an SLP of size n representing string w of length N , we can compute
LFw in O(P (n,N) +Q(n,N)n log logN) time and O(n logN + S(n,N)) space.

When we use an LCE data structure of Lemma 4, we can get the following (since the size
of LZ factorization is a lower bound on the smallest grammar [3]).

I Corollary 20. Given an SLP of size n representing string w of length N , we can compute
LFw in O(n logN log logN) time and O(n logN) space.

4 Conclusion

We revisited the problem of computing the Lyndon factorization on SLPs. Given an SLP
G of size n representing a string w of length N , our new algorithm runs in O(P (n,N) +
Q(n,N)n log logN) time and O(n logN + S(n,N)) space where P (n,N), S(n,N), Q(n,N)
are respectively the pre-processing time, space, and query time of a data structure for longest
common extensions (LCE) on SLPs. If we use the LCE data structure of [8], we can compute
the Lyndon factorization in O(n logN log logN) time and O(n logN) space.

The paper [10] also proposed an algorithm to compute in O(s log s) time and space the
Lyndon factorization of a string that is compressed by LZ78 in s size. Future work would
include improving this result and/or deriving new algorithms working on other compression
schemes.
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