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Preface

This volume contains the extended abstracts selected for presentation at ESA 2018, the
26th European Symposium on Algorithms, held in Helsinki, Finland, on 20-22 September
2018, as part of ALGO 2018. The scope of ESA includes original, high-quality, theoretical
and applied research on algorithms and data structures. Since 2002, it has had two tracks:
the Design and Analysis Track (Track A), intended for papers on the design and mathem-
atical analysis of algorithms, and the Engineering and Applications Track (Track B), for
submissions dealing with real-world applications, engineering, and experimental analysis of
algorithms. Information on past symposia, including locations and proceedings, is maintained
at http://esa-symposium.org.

In response to the call for papers for ESA 2018, 307 papers were submitted, 256 for
Track A and 51 for Track B (these are the counts after the removal of papers with invalid
format and after withdrawals). Paper selection was based on originality, technical quality,
exposition quality, and relevance. Each paper received at least three reviews. The program
committees selected 73 papers for inclusion in the program, 58 from Track A and 15 from
Track B, yielding an acceptance rate of about 24%. In addition to the accepted contributions,
the symposium featured two invited lectures: the first by Claire Mathieu (CNRS, Paris), and
the second by Tim Roughgarden (Stanford University).

For this year’s Track B, an experiment was performed, where the complete set of sub-
missions was reviewed by two independent PCs. Each PC had 12 members, with a similar
distribution according to gender, academic seniority, area of expertise, and continent of
affiliation. In each PC, each submission was assigned to 3 PC members. Both PCs used the
same standard reviewing process, which involved independently written reviews from the
PC members, followed by an extensive discussion phase, and a voting phase for the papers
that were still undecided in the end. Each PC eventually accepted 11 papers. A paper was
accepted for Track B if and only if it was accepted by at least one of the two PCs. For the
analysis of the process, the scores had a clearly communicated semantics and particular care
was taken that for each submission in each PC the score set and the state of the discussion
matched.

A detailed write-up of the course and the results of the experiment was still ongoing at the
time of the creation of these proceedings. It will be published in a separate article containing
the words “ESA 2018 experiment” in the title. As an appetizer, here is a list of some of
the questions investigated and a first informal answer: how large was the overlap of the set
of accepted papers by the two PCs (it fluctuated between 50% and 75% throughout the
reviewing process and was very sensitive to relatively minor changes in the discussion), how
many “clear accepts” were there (none really: the chance that a paper with the high score in
one PC also had the high score in the other PC was not larger than random), how many
“clear rejects” were there (about one fourth of all submissions had only negative reviews in
both PCs, and the overlap of these sets from the two PCs was over 70%), how many papers
had overall positive reviews in one PC and overall negative reviews in the other PC (less
than 10% of all submissions), how effective were the discussion phase and the final voting
phase (it’s not clear that either had a non-random effect on the set of papers that were
eventually accepted), what are possible implications for future PCs (read the publication
when it’s there).

The European Association for Theoretical Computer Science (EATCS) sponsored a
best paper award and a best student paper award. A submission was eligible for the best
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Preface

student paper award if all authors were doctoral, master, or bachelor students at the time
of submission. The best student paper award for Track A was given to Maximilian Probst
for the paper “On the complexity of the (approximate) nearest colored node problem”. The
best student paper award for Track B was given to Max Bannach and Sebastian Berndt for
the paper “Practical Access to Dynamic Programming on Tree Decompositions”. The best
paper award for Track A was given to Jacob Holm, Giuseppe F. Italiano, Adam Karczmarz,
Jakub Lacki and Eva Rotenberg for the paper “Decremental SPQR-trees for Planar Graphs”.
The best paper award for Track B was given to Daniel R. Schmidt, Bernd Zey and Francois
Margot for the paper “An exact algorithm for the Steiner forest problem”.

We wish to thank all the authors who submitted papers for consideration, the invited
speakers, the members of the program committees for their hard work, and all the external
reviewers who assisted the program committees in the evaluation process. Special thanks go
to the local organizing committee, who helped us with the organization of the conference.
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—— Abstract

We study inverse optimization problems, wherein the goal is to map given solutions to an under-
lying optimization problem to a cost vector for which the given solutions are the (unique) optimal
solutions. Inverse optimization problems find diverse applications and have been widely studied.
A prominent problem in this field is the inverse shortest path (ISP) problem [9, 3, 4], which finds
applications in shortest-path routing protocols used in telecommunications. Here we seek a cost
vector that is positive, integral, induces a set of given paths as the unique shortest paths, and has
minimum ¢, norm. Despite being extensively studied, very few algorithmic results are known for
inverse optimization problems involving integrality constraints on the desired cost vector whose
norm has to be minimized.

Motivated by ISP, we initiate a systematic study of such integral inverse optimization prob-
lems from the perspective of designing polynomial time approximation algorithms. For ISP, our
main result is an additive 1-approximation algorithm for multicommodity ISP with node-disjoint
commodities, which we show is tight assuming P #NP. We then consider the integral-cost inverse
versions of various other fundamental combinatorial optimization problems, including min-cost
flow, max/min-cost bipartite matching, and max/min-cost basis in a matroid, and obtain tight
or nearly-tight approximation guarantees for these. Our guarantees for the first two problems
are based on results for a broad generalization, namely integral inverse polyhedral optimization,
for which we also give approximation guarantees. Our techniques also give similar results for
variants, including £,-norm minimization of the integral cost vector, and distance-minimization
from an initial cost vector.
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1 Introduction

Consider the following problem, adapted from [4], faced by the administrator of a telecommu-
nication network. The administrator seeks to impose a desired routing pattern (e.g., one that
distributes traffic along multiple paths to minimize congestion) under a given underlying
routing protocol. Many routing protocols — OSPF (open-shortest-path-first), IS-IS etc. — use
shortest-path routing, with path lengths defined as the sum of link lengths that are set by the
administrator, where the link lengths must typically be positive integers that can be stored
using a limited number of bits (e.g., in IS-IS, they must be at most 63). Thus, the adminis-
trator must choose small, positive, integer link lengths so that the resulting shortest paths
coincide with the prescribed paths (thus ensuring that we utilize precisely these paths).

This is an inverse shortest path (ISP) problem (which also arises in seismic tomography,
traffic modeling, and network tolling [9, 19, 8, 12, 13]), a prominent problem from the rich
class of inverse optimization problems, wherein we are given solutions to an underlying
optimization problem and we seek a cost vector under which the given solutions constitute
the (unique) optimal solutions. Since we map solutions to a suitable cost vector, this is termed
inverse optimization. Inverse optimization problems find applications in a variety of domains
including telecommunication routing [3, 4], seismic and medical tomography [9, 19, 23],
traffic modeling and network tolling [12, 13, 9, 8], and portfolio optimization [18]. They
also arise in the domain of revealed-preference theory in economics [24], which seeks to
understand when observations can be attributed to behavior consistent with game-theoretic
models. As these examples indicate, inverse optimization problems typically have two primary
objectives: (a) parameter estimation, where we seek to infer certain parameters of a system
that are consistent with a set of observations (e.g., seismic and medical tomography, revealed
preference theory); and (b) solution imposition, where the goal is to (minimally) perturb the
system parameters so as to enforce a set of solutions (e.g., the telecommunication routing
application mentioned above, and network tolling where we want to find (minimal) edge tolls
imposing a given routing pattern as an equilibrium flow).

Motivated by ISP, we consider inverse optimization problems wherein the desired cost
vector c is required to be positive, integral, and induce the given subset S of solutions as
the unique optimal solutions to the underlying optimization problem; we call these problems
integral inverse optimization problems. We primarily consider the objective of minimizing
|lc]| oo, but our results also yield guarantees for the objective of minimizing the perturbation
e = ¢9|| o of a given “base” cost vector ¢(®), which is frequently considered in the inverse-
optimization literature. Uniqueness can be important because we may want to explain/impose
S without introducing spurious solutions (i.e., “we get precisely what we bargain for”), and
integrality is, in many cases, a desirable or necessary practical consideration (as in the
telecommunication-routing setting). Despite extensive literature, very few algorithmic results
are known for inverse optimization problems involving integrality constraints on the desired
cost vector whose norm, or deviation from a given cost vector ¢(?), is to be minimized; we
only know of [3, 4] that address this, both in the context of ISP.

Our contributions and results. We initiate a systematic study of integral inverse optimiza-
tion problems from the perspective of designing polynomial time (approximation) algorithms.
We focus on the inverse versions of various combinatorial optimization problems, a nat-
ural starting point to investigate integral inverse optimization problems. As our results
demonstrate, even for such problems, wherein the underlying optimization problem is well
structured and polytime-solvable, the resulting integral inverse optimization problems are
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Table 1 Summary of our main results. These are stated for the implicit model, wherein the
solution-set is specified implicitly by listing its support set. Most of our guarantees also hold in the
explicit model.

Problem Our results

Inverse shortest path (ISP) polytime

additive 1-approximation; problem is NP-hard

Node-disjoint multi dity ISP . . e
ode-cisjoint musticormodity (Previous work gives multiplicative O(|V'|)-approx.)

Inverse polyhedral optimization additive 1-approximation for minimization (IMin-Poly)
(I0pt-Poly) with TU constraint matrix | multiplicative 2-approx. for maximization (IMax-Poly)
|Opt-Poly with {0, 1} matrix A multiplicative 5(« /min{r, k})—approximation

(r,k = row, column sparsity of A) additive factors of k: IMin-Poly; (k — 1): IMax-Poly

I 5 51 f min-cost fl
nverse. versions o m}n CO,S oW . additive 1-approx.; follows from results for 10pt-Poly
and min/max-cost bipartite matching

Inverse matroid-basis optimization polytime (for minimization and maximization)

quite non-trivial and exhibit an interesting range of possibilities in terms of positive (ap-
proximation) algorithmic results and hardness of approximation results. We obtain tight or
nearly-tight guarantees for a variety of integral inverse optimization problems, including the
well-studied inverse shortest path (ISP) problem. Our salient contributions are as follows;
Table 1 summarizes our main results.

We begin by considering ISP (Section 3). We show that the single-commodity version
(Section 3.1), wherein S is a subset of s ~ ¢ paths in a directed graph, is polytime
solvable (Theorem 5). We then consider multicommodity ISP, the generalization where
we have multiple commodities, each specified by an (s;,t;) pair of nodes and a subset
S; of s;~~t; paths, and we seek positive, integral edge costs that ensure that S; is the
unique set of shortest s; ~» t; paths for each commodity . We resolve the status of
node-disjoint multicommodity ISP, where the S;s correspond to node-disjoint subgraphs
(Section 3.2): we devise an additive 1-approxzimation algorithm (Theorem 6), which is
the best possible guarantee (if P ANP) since we show that this node-disjoint version is
NP-hard (Theorem 7). Our proof also shows that it is NP-hard to obtain a multiplicative
(% — e)—approximation for multicommodity ISP, for any € > 0.

Our results improve upon the previous-best multiplicative O(|V'|)-approximation guaran-
tees for these problems, which follow from the work of [3, 4]. The algorithms in [3, 4] are
for multicommodity ISP, but they apply to the restrictive setting where S; includes a
single s; ~t;-path for every commodity; moreover, they do not yield improved guarantees
even for the special cases of single-commodity ISP or node-disjoint multicommodity ISP.
We also improve upon the factor % hardness-of-approximation guarantee in [4].
Motivated by the fact that many combinatorial optimization problems can be cast as
polyhedral optimization problems, in Section 4, we consider a broad generalization of
integral inverse discrete optimization, namely integral inverse polyhedral optimization.
Here, we are given a polytope P C R"™ explicitly, and the set S is replaced by a set X of
extreme points of P; we seek a positive, integral cost vector ¢ € Z™ that induces X as the
unique set of extreme-point optimal solutions to the problem of optimizing (minimizing
or maximizing) ¢z over z € P. We obtain approximation guarantees for integral inverse
polyhedral optimization that depend on the structure of the constraint matrix A defining
P. When A is totally unimodular (TU), we obtain an additive 1-, or multiplicative 2-
approximation (see Theorem 8), and for a general {0,1} matrix A, our approximation
factor depends on the row and/or column sparsity of A (see Theorem 9). As corollaries
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of these results, we obtain additive 1-approximation algorithms for the integral inverse
versions of min-cost flows and max/min-cost bipartite matchings.

Similar to ISP, integral inverse min-cost flow (IMCF) captures the optimization problem
encountered in the context of spanning-tree protocols (STPs) — e.g., rapid STP, multiple
STP etc. — which route using a shortest-path tree rooted at a given node s under the
assigned link weights; enforcing a prescribed routing tree rooted at s by choosing small,
positive, integer link lengths is then an IMCF problem, and in fact, the special case
involving a single source and infinite (or equivalently, very large) capacities. This link-
weight assignment problem was studied in [15, 16], who prove upper bounds on the
optimum value (in a more general setting). We show that this single-source IMCF problem
is polytime solvable, which implies that we can solve this link—weight assignment problem
in polynomial time.

It is illuminating to view integral inverse polyhedral optimization (I0pt-Poly) geometrically.
The set of cost vectors that yield X as extreme-point optimal solutions in P, form a
polyhedral cone; a cost vector in the interior of this cone yields X as the unique set of
extreme-point optimal solutions. Thus, the goal in 10pt-Poly is to find a shortest (in ||.||co-
norm) positive, integral vector in the interior of this cone (if one exists). Viewed from this
perspective, integral inverse polyhedral optimization can be seen as a problem in the field
of geometry of numbers and in the same vein as the important shortest-vector-problem in
lattices. We believe that this geometric connection makes |0pt-Poly an appealing problem
of independent interest meriting further study.

In Section 5, we consider integral inverse matroid-basis optimization. Here, S is a
collection of bases of a matroid, and we seek positive, integer costs on the elements under
which S is the unique set of optimal bases. We give a polytime algorithm for this problem
(Theorem 12).

Our techniques are versatile and yield results for various variants (see Section 6), including,
most notably, integral inverse optimization under two other commonly considered objectives
in the literature: (1) £,-norm minimization, where we seek to minimize ||c||,; and (2) distance
minimization, where we seek to minimize the perturbation |c — ¢(®)| o of an integral “base”
vector ¢(?). Our results typically also hold in an #mplicit model, where the input specifies a
(potentially exponential-size) set S implicitly by listing the elements in terms of its support.

Most prior results on inverse optimization, with the exception of ISP, are obtained in the
setting where S consists of a single solution & (with [26, 28] being exceptions), which is not
required to be the unique optimal solution, and the objective is to minimize ||c — ¢(?)||, (or
lc — c@]|, for some other p), with ¢ fractional. This setting is significantly simpler than the
integral inverse optimization setting we consider. In particular, it is not hard to see that,
as noted in [2], even for a general inverse polyhedral optimization problem, one can: (a)
utilize the complementary slackness (CS) conditions from LP theory to encode the problem
of finding a suitable cost vector ¢ as another LP (or a convex program for £, norms); or (b)
use the ellipsoid method to solve the LP that directly encodes that & has optimal objective
value among all 2 € P, given an optimization/separation oracle for P. This work therefore
focuses on obtaining faster algorithms for the integral inverse optimization problem.

In contrast, in the integral inverse optimization setting, two distinct sources of difficulty
arise that do not appear in the above setup. First, even computing a suitable fractional cost
vector is non-trivial due to the uniqueness constraint. For instance, in inverse polyhedral
optimization, this entails discerning if the given solutions form the extreme points of a face
of the given polytope, and determining how to encode, and separate over, the constraints
enforcing uniqueness. Second, rounding a fractional cost vector poses the difficulty that we
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need to coordinate things so as to simultaneously ensure that all solutions in S continue
to have the same cost, and solutions not in S remain non-optimal solutions. This creates
unique challenges, and we leverage tools from optimization theory, polyhedral theory, and
recent results in discrepancy theory to circumvent these difficulties and obtain our results.
An interesting and notable implication of our work is that, in many cases, imposing integral
costs does not significantly impact the achievable performance guarantees.

Our array of results allude to the richness of integral inverse optimization problems. While
our work makes significant progress towards understanding these problems, it also opens up
various directions for further research, such as investigating the inverse-optimization versions
of NP-hard optimization problems.

Related work. Inverse problems were initially extensively studied in geophysics for the
estimation of model parameters (see, e.g., [23]). Since then there has been a great deal of
work in inverse optimization in the optimization community (see, e.g., the survey [17]). In the
optimization community, Burton and Toint [9] (see also [8]) were the first to consider inverse
optimization problems. They introduced the the f5-norm distance-minimization variant
of ISP, where we seck to minimize |c — ¢(©|o, where ¢ is a base vector, while allowing
for fractional cost vectors, and do not require the given paths to be the unique shortest
paths. They motivate ISP from applications in traffic modeling and seismic tomography,
and suggest the extension to the ¢; and o, norms. Ben-Ameur and Gordin [3] and Bley [4]
study (among other problems) ISP under the constraints of positive, integral edge costs,
and uniqueness of the given paths (i.e., integral ISP), motivated by its applications to
shortest-path routing protocols. These give algorithms having multiplicative approximation
ratios of O(min{|V|/2, (maximum length of a given path)}), and [4] also shows that it is
NP-hard to obtain an approximation ratio better than 9/8. Other ISP variants have also
been investigated [2, 4, 7, 11, 12, 13, 25].

Following initial work on inverse shortest paths, algorithms were developed for the
inverse-optimization versions of other combinatorial optimization problems, such as minimum
spanning tree, min-cost flow, min-cut, matroid intersection, and general inverse polyhedral
optimization (also called inverse linear programming [29, 30]); see [17] for details. Most of
this work pertains to the distance-minimization problem when we allow fractional costs, and
only a single solution is given ([26, 28] are exceptions that consider multiple solutions) that
is not required to be the unique optimal solution. These papers focus on developing fast
combinatorial algorithms. Ahuja and Orlin [2] unify and generalize many of these results.
They note that inverse polyhedral optimization can be solved in the above setting by solving
a suitable LP: a compact LP encoding this can be obtained by utilizing the CS conditions,
and even the (huge) LP that directly encodes that the given solution be optimal can be solved
via the ellipsoid method. They show that in various cases, the compact LP leads to an LP
similar to the one for optimizing over P, and hence one can obtain combinatorial algorithms
for various inverse discrete optimization problems. Similar results were also obtained by [27].

We remark that while we also solve an LP to obtain fractional cost vectors en route to
obtaining integral cost vectors, a crucial difference in our setting is that we need to devise
suitable ways of encoding (and separating over) the constraint that the costs induce the
given (multiple) solutions as the unique optimal solutions. Our algorithms for integral inverse
polyhedral optimization require either a face oracle for P, which determines if the given set
X of extreme points forms a face of P, or an oracle that determines if all mazimal/minimal
points on a face of P have the same cost under a given cost vector. Devising a face oracle is
related to the problem of enumerating all vertices (i.e., extreme points) of a polyhedron, or
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all vertices on its optimal face (under an objective function), with each new vertex being
output in polynomial delay. (For instance, we can decide if X forms a face by determining if
the minimal face of P containing X contains at least |X| + 1 vertices.) Such procedures are
known for various polyhedra such as network-flow polyhedra [20], general 0/1 polytopes [10],
simplicial and simple polyhedra [6, 14], but this is NP-hard for general 0/1 polyhedra [5].

2 Problem definitions, notation, and preliminaries

For an integer n, we use [n] to denote {1,...,n}. Given z € R¥ and S C E, we use z(S)
to denote ) .gz.. We use |z] and [z] to denote the vectors (LZEJ)eeE and ([z])
respectively.

eck

Inverse discrete optimization. An inverse discrete optimization problem involves an un-
derlying discrete optimization problem specified in terms of a ground set E and a collection
F C 2F of feasible solutions, and a subset S C F of feasible solutions to the optimization
problem. We seek a cost vector ¢ € RF such that the solutions in S are the optimal solutions
to the underlying optimization problem. Formally, in an inverse minimization problem,
the underlying optimization problem is a minimization problem, and we seek a cost vector
c € R¥ such that ¢(S) = minper ¢(F) for all S € S. In an inverse maximization problem,
the underlying optimization problem is a maximization problem, and we seek ¢ € R¥ such
that ¢(S) = maxper c¢(F) for all S € S. More precisely, motivated by applications of the
inverse-shortest-path problem in the context of shortest-path network-routing protocols in
telecommunication, we impose the following requirements on the cost vector c.

(C1) Positive, integer costs: c. > 1, c. € Z for all e € E;

(C2) Unique optimal solutions: For inverse minimization, we require ¢(S) = minper ¢(F) <
c(F') for all S € S and F' € F\ S; for inverse maximization, we require ¢(S) =
maxper c(F) > c(F') forall S € S and F' € F\ S;

Our goal is to find a vector ¢ satisfying 1 and 2 that minimizes ||¢/| .. We call this an integral

inverse optimization problem; we drop “integral” when it is clear from the context.

The uniqueness condition 2 is often important in applications, where the inverse optimiza-
tion problem is used to infer or perturb some system parameters so as to explain or impose
a set S of observations, since we would like to do so without introducing spurious solutions.
We impose ¢ > 1 as a normalization requirement: this prevents one from arbitrarily scaling a
vector satisfying 2 to obtain another feasible solution. Integrality is a discretization condition
that ensures that we are optimizing over a closed set (note that 2 leads to an open feasible
region). (Without an underlying objective such as minimizing ||¢|/, 1 becomes redundant
as one can always scale a rational vector ¢ to satisfy 1.)

We allow for specifying exponentially large (in the natural input size) solution sets S
(thus obtaining greater modeling power), by also considering the following implicit model for
specifying S: we specify a set U of elements, which implicitly describes the set S = {S € F :
S C U} of feasible solutions. For example, in the implicit version of inverse shortest paths,
U is a set of arcs and S comprises all s~+t paths contained in U; so a solution is a positive,
integral cost vector such that the collection of shortest s~-t paths is precisely S. Our results
typically apply to both models, and the underlying arguments are similar.

Our techniques are versatile and yield results for other variants of the above integral
inverse optimization problem such as, most notably,

(1) the £,-norm version: find a vector ¢ satisfying 1, 2 that minimizes ||c||,

(2) the distance-minimization version (with £, norm): the input specifies a “base” vector

¢ € ZE, and we seek a cost vector ¢ satisfying 1, 2 that minimizes |c — (9| .
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At a high level, this follows because our results are obtained by first obtaining an (near-)
optimal fractional cost vector ¢* satisfying 1, 2 via an LP (or, for £,-norms where 1 < p < oo,
via a convex program) and then rounding it to a feasible integral vector ¢ while introducing
an additive O(1) rounding error; this rounding error easily translates to a multiplicative
approximation for problems (1), (2). The following theorem makes this precise.

» Theorem 1. Let c¢* € RE be a cost vector satisfying c; > 1 Ve € E. Let & € ZF be a vector
satisfying 1, 2.
(i) Let O*p :=min { ||c||, : ¢ satisfies 1,2}. Suppose that ||c*||, < O*p+¢, and & < aci+f
foralle e E. Then, ||&|, < (a+ B8)(1+€)0*,; if e < (W)p, this implies that
el < [a+ 5107,
(i) Let Op, := min {|lc — c©| : c satisfies 1,2}.  Suppose that O}, > O,
|¢* —c | < Ofiey, and ||E—c*||loo < B. Then, [|6—cO||oe < Ohi +[8] =1 < [B] Ofie-

Inverse polyhedral optimization. Many combinatorial optimization problems have conve-
nient polyhedral descriptions and can be modeled via linear programs that have integral
optimal solutions; this indeed holds for the problems whose integral inverse optimization
versions we investigate. With this in mind, we consider the following general inverse polyhe-
dral optimization problem, which is a natural abstraction of an inverse discrete optimization
problem. We are given a polytope P C Rf with explicitly specified constraints, and a
collection X C P of extreme points of P. In integral inverse polyhedral minimization
(IMin-Poly), we seek a cost vector ¢ € RE that minimizes ||c||o, and satisfies 1, and (C2):
c’'2 = mingep Tz < Tz’ for every & € X and every extreme point z’ of P not in X.
Similarly, in integral inverse polyhedral mazimization (IMax-Poly), we seek ¢ € RE that
minimizes ||| and satisfies 1, and (C2): ¢4 = max,cp Tz > T2’ for every 2 € X and
every extreme point 2’ of P not in X. If the underlying discrete optimization problem is
captured by the problem of optimizing over P (e.g., if extreme points of P correspond to
feasible solutions to the discrete optimization problem), then this integral inverse polyhedral
optimization problem captures the integral inverse discrete optimization problem defined
earlier. As before, we also consider the implicit version, wherein we are given U C FE, which
implicitly specifies X := { extreme points & of P s.t. {e: T, > 0} C U, & is maximal/minimal
in P } By & being maximal in P, we mean that there is no « € P such that x > 2, x # Z;
minimality is similarly defined. The set X must be maximal for IMax-Poly, and minimal for
IMin-Poly, as only such points can be optimal solutions since ¢ > 0.

We say that X forms a face of P, if X is precisely the set of extreme points of some face
of P. Integral inverse polyhedral optimization can be stated geometrically as: determine if X
forms a face, say F', of P, and if so, find a positive, integral vector (if one exists) of minimum
{~ norm in the interior of the polyhedral cone of vectors yielding F' as the optimal face.

Difference systems. We often need to obtain a solution to a system of constraints of the
following form, called a difference system with bounds, involving n variables z1,. .., z,:

Zi—Zdeij V(i,j)EA, zi >4 ViGL, zi<wu; VielU (1)

where A C [n] x [n], L,U C [n]. The d;;s can be arbitrary, so (1) can also incorporate
constraints of the form z; — z; > d;;. The following useful result is well known (see, e.g., [1]).

» Theorem 2. We can find a feasible solution to a difference system (1), or detect it is
infeasible, by computing a shortest path in a digraph with |A| + |L| + |U| arcs, n + 1 nodes.
If the data is integral, and (1) is feasible, this yields an integer-valued feasible solution.
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Further, given costs {b;}_,, we can solve a min-cost flow problem to find an optimal
solution to the following LP: minimize _, b;z; subject to (1). If this LP has an optimal
solution and the d;js, {;s and u;s are integral, this yields an integer-valued optimal solution.

3 The inverse shortest path problem

In the integral inverse shortest path (ISP) problem, we are given a directed graph D = (V, E),
terminals s,t € V', and a collection S of simple s~+t paths; we seek positive, integral edge
costs {ce}eer such that the paths in S are the unique shortest s~~t paths under these edge
costs, s0 as to minimize ||¢||s = max, ce. In multicommodity ISP, we have k commodities,

with each commodity ¢ = 1, ..., k specified by a pair s;,t; € N of terminals, and a collection
S; of s;~~t; paths. We seek positive, integral edge costs {ce }eep minimizing ||¢|/s such that
for each commodity 7 =1, ..., k, the paths in §; are the unique s; ~t; shortest paths under

these edge costs. Clearly, ISP is the special case where £ = 1. In the implicit version of
multicommodity ISP, we are given edge-sets E',..., E* which implicitly defines S; to be
the collection of all s;~¢; paths in E°.

We show that ISP is polytime solvable (Section 3.1). For multicommodity ISP (Section 3.2),
we devise an additive 1-approximation algorithm in the setting where the S;s correspond to
node-disjoint subgraphs. Our guarantee is tight, since we show that (even) this special case
of multicommodity ISP is NP-hard to approximate within a factor better than % Previously,
only a multiplicative O(|V|)-approximation guarantee was known for these problems [3, 4],
and a factor % hardness-of-approximation was known for general multicommodity ISP [4]. In
Section 6, we show that our techniques yield results for various other ISP variants including:
(1) the £,-norm minimization version; (2) the distance minimization version; and (3) variants
involving shortest-s; ~t;-path distances in the objective or constraints.

3.1 A polynomial time exact algorithm for ISP

We may assume that every edge in D lies on some s~~t path, as otherwise we can assign
it cost 1, and so can simply delete the edge. Let O* denote the optimal value of the ISP
instance. We utilize the following well-known properties of shortest paths.

» Claim 3. Let D = (N, A) be a digraph with nonnegative edge costs {ce}teca, and s,t € N.
Suppose that every edge of A lies on some s~>t path. Let S be a collection of s~>t paths.
(i) S consists of shortest s~t paths (under c) iff there are node potentials {y, }ren such
that:

Yo — Yu < Cupw  for all (u,v) €A, Yv — Yu = Cup for all (U, 'U) € U P. (2)
PeS

(ii) Node potentials satisfying (2) exist iff the node potentials obtained by setting
Yy = (shortest-s ~ v-path distance) Yv, satisfy (2).

(iii) S comprises shortest s~ paths iff every s ~t path Q C |Jp.g P is shortest s ~~1
path.

If the input is in the explicit model (i.e., S is explicitly given), define E' := |Jp.g P. By
Claim 3 (iii), an ISP instance in the explicit model is feasible only if S includes all s ~¢ paths
contained in E*. Also, since we seek positive edge costs, E' must be acyclic (a directed cycle
must have cost 0 due to (2)), otherwise the ISP instance is infeasible. In the explicit model,
we first check if E* contains an s~t path not in . This can be checked in polynomial time
in various ways: for instance, we can use topological sort to count the number of s~~¢ paths
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in B! and check if this number is |S|. (We can also use depth-first search and backtracking
to enumerate |S| 4 1 distinct s~-t paths in polytime (if they exist); see, e.g., [21].)

In the sequel, we assume that the ISP instance meets these feasibility requirements (so the
explicit and implicit models coincide). Let G* = (V!, E') be the subgraph induced by E*. We
may assume that every edge e € E! lies on an s ~~t path contained in E' (which holds by def-
inition in the explicit model); otherwise, we can remove e from E! and solve the resulting ISP
instance. We consider the following LP-relaxation of the problem with the c.s and node po-
tentials {y, }yen as variables. (The objective function and constraints are easily linearized.)

min [le] oo (ISP-P)
st max{l,y, —vyu} <cuo V(u,v)€E, Yo — Yu = Cup  V(u,v) € B (3)
Yo —Yu +1 < c(P) Y(u,v) € VP x V!, Vu ~ v paths P C E\ E'. (4)

Constraints (3) follow from Claim 3, and ensure that all s~¢ paths in E! are shortest s~t
paths. Note that if there is no u ~» v path in E'\ E', then there is no constraint (4) for (u,v).
We argue below that constraints (4) are valid; this follows because (4) encodes that every
s~»t path @ not contained in E' has length at least 1 + ming..; path P:pCcE ¢(P), and with
integer edge costs, this is equivalent to the condition that every s~~t path @ not contained
in E' is not a shortest s~+t path.

» Lemma 4. (ISP-P) is a relazation of ISP.

We can efficiently solve (ISP-P) via the ellipsoid method since we can efficiently separate
over constraints (4) when ¢ > 0 by solving a shortest-path problem. (We can actually avoid
the ellipsoid method and obtain a much more efficient algorithm for ISP. We retain the LP-
based exposition since this extends easily to multicommodity ISP and other variants of ISP.) If
(ISP-P) is infeasible, then the ISP instance is infeasible. Otherwise, let (¢*, y*) be an optimal
solution to (ISP-P). Let B* = ||¢*||0o- Note that O* > [B*]. Our rounding algorithm is quite
simple. We first round the {y}} node potentials by solving the following difference system:

s —yul <o —Yu < [y — ] for all (u,v) € V! x V1.

Notice that ¢ = y* is a feasible solution to this difference system, so since the constant terms
in the above inequalities are integers, it has a feasible integer solution ¢ (Theorem 2). We
set edge costs Guu = o — Ju for all (u,v) € EY, and &y, = [c}, ] for all (u,v) € E\ E'.

» Theorem 5. Vector ¢ satisfies [¢*| < & < [¢*], and is hence an optimal solution to ISP.

3.2 Multicommodity ISP with node-disjoint subgraphs

We now consider multicommodity ISP, where the edges in the S;s induce node-disjoint
subgraphs. More precisely, if the input is in the explicit model, define E* := |J pes, L-
Let G* = (V*, E") be the subgraph induced by E’. We consider the setting where the
Vs are disjoint; we call this node-disjoint multicommodity ISP. As before, by Claim 3, a
muticommodity ISP instance in the explicit model is feasible only if S; includes all s; ~~t;
paths contained in E* for all i = 1,..., k&, which can be verified efficiently. Moreover, each
E* must be acyclic, and we may assume that for every 4, and every e € E?, there is some
s;~»1; path contained in E? that contains e. We prove the following results, which together
resolve the complexity of node-disjoint multicommodity ISP.

» Theorem 6. There is an additive 1-approzimation for node-disjoint multicommodity ISP.
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» Theorem 7. Node-disjoint multicommodity ISP is NP-hard. Moreover, it is NP-hard to

obtain a multiplicative (% — €)-approximation for any e > 0.

4 Inverse polyhedral optimization

Recall that in an abstract integral inverse polyhedral optimization problem, we are given
a polytope P C Rf with explicitly specified constraints, and a set X of extreme points
of P. We want to find a positive, integral cost vector ¢ € R¥ minimizing ||¢||~ such that:
(i) in inverse polyhedral minimization (IMin-Poly), X is the set of extreme-point optimal
solutions to mingep c’'x; and (ii) in inverse polyhedral maximization (IMax-Poly), X is the
set of extreme-point optimal solutions to max,cp ¢’ 2. In the implicit version, we are given
U C E, which defines X to be all extreme points & of P such that {e: &, >0} C U, and %
is maximal (for IMax-Poly) or minimal (for IMin-Poly) in P.

Our approach consists of two main steps. We first find an optimal fractional cost vector
¢ > 1, and then round this. While prior work also deals with obtaining such a fractional
cost vector, in our case, this step is significantly more complicated due to both the existence
of multiple solutions in X, and the requirement that these be the unique optimal solutions.
Let Az < b denote the constraints of P (including nonnegativity). Let K be an integer such
that all entries of A, b, and all extreme points of P are integer multiples of % We can
compute K with log K = poly(input size). (If A is totally unimodular (TU) and b is integral,
then K = 1.) So for any solution ¢ to IMax-Poly or IMin-Poly, we have |c''% — ¢Ta| > 3 for
any £ € X and 2’ ¢ X. For IMin-Poly, we solve the following LP-relaxation to find ¢*. (For
IMax-Poly, (6), and the arguments below, are modified appropriately.)

ce>1 VYecE, Ta=)\ViecX (5)
(IMin-P) min ||¢||sc  s-t. 1
>+ e V& : & is an extreme point of P, & ¢ X. (6)

To solve (IMin-P) in the explicit model, we require a face oracle for P. We first use this to
determine if X forms a face F' of P; if not, then the inverse problem is infeasible. Otherwise,
letting J be the set of constraints that are tight for all x € X, the face F' is given by
F={xeP:(Azx); =b; Vi € J}. Further, any extreme point x € P\ X does not lie in F, so
there is some i € J such that (Az); < b;, and hence (Ax); < b; — % Our separation oracle
for (IMin-P) is as follows. Constraints (5) can be directly checked. For (6), we consider every
i € J and check that the minimum value of ¢’z over the set {z € P : (Az); <b; — +} is at
least A\ + % This can be done in polynomial time.

In the implicit setting, to separate over constraints (5), we require what we call a
minimality oracle (or maximality oracle, for IMax-Poly), which given a set U C F and a cost
vector ¢, determines if every minimal (extreme) point of P whose support lies in U has the
same (minimum) cost. To verify if constraints (6) hold, first note that if 2’ ¢ X is an extreme
point supported on U, then there is some # € X with & < 2/, and so ¢T2' > 7% + % So we
only need to check if (6) holds for extreme points ' not supported on U; this can be done
by the same procedure as for the explicit model, taking J = F'\ U. The problem of devising
a minimality /maximality oracle is itself an interesting and non-trivial problem for various
combinatorial optimization problems. We show how to devise such an oracle for min-cost
flow and bipartite matching (Theorems 10 and 11). Note that for a polytope P of the form
{z : Ax =b, x > 0}, any two feasible points are incomparable; so the face formed by X is
simply F = {z € P: 2. =0Ve ¢ U}, and we can obtain a minimality /maximality oracle by
checking if the minimum and maximum values of ¢’z over F are equal.
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The next step is to round c¢* to obtain an approximately optimal integral cost vector. We
show how to do this in two settings, when the constraint matrix A is TU, and when A is a
sparse {0, 1}-matrix. In both cases, we round an optimal solution to the dual of the problem
of optimizing ¢*Tz over P but the details and bounds obtained differ.

» Theorem 8. Let P = {z € RF : Az > b, x > 0}, where A is TU, and b is integral. We
can round an optimal fractional solution ¢* to the inverse problem to obtain: (a) an additive
1-approzimation for IMin-Poly; and (b) a multiplicative 2-approximation for IMax-Poly.

» Theorem 9. Let A € {0,1}™*™ have row sparsity r and column sparsity k, where n = |E|.
(Row sparsity is the mazimum number of nonzero entries in a row of A; column sparsity is the
mazximum number of nonzero entries in a column of A.) Let Ay and Ag be submatrices of A
with n columns, whose rows partition [m]. We can round an optimal fractional solution c¢* to
the inverse problem to obtain the following guarantees (in both implicit and explicit models).
(a) Additive (k—1)-approz. for IMax-Poly with P = {x ERF Az =by, Asz < by, x> 0}.
(b) Additive k-approzimation for IMin-Poly with P = {{E ERF : Ay =by, Agx > by, x>
0}.
(c) Multiplicative B-approxzimation for IMax-Poly and IMin-Poly, where we have = min{k—f—

O(1),0(y/rlogn),O(y/k min(log(kr),logn)) }.

4.1 Applications to inverse min-cost flow and inverse bipartite
matching

Inverse min-cost flow. In the integral inverse min-cost flow (IMCF) problem, we are given
a directed graph D = (N, E), integer bounds 0 < ¢, < u, on every edge e, integer demands
{by}ven (which could be arbitrary) such that b(N) := > _n b, =0, and a set E! C E of
edges. A flow in D is a vector 2 € RF satisfying

veEN

z(6™(v)) —z(5°(v)) =b, Yo €N, L. <ze<u. VecE. (7)

Given edge costs {cc}ecp, the cost of a flow x is ), ccwe. We seek positive, integral edge
costs {c¢}ecp minimizing ||¢||s so that the set of min-cost integral flows is precisely the set
of acyclic integral flows supported on E'. As with ISP, we may assume that every e € E' is
used by some feasible flow supported on E', and then, we may further assume that E' is
acyclic, as otherwise the inverse problem is infeasible.

The min-cost flow problem is given by the LP: min ) c.a. subject to (7). The constraint
matrix specifying (7) is TU (see, e.g., [22]), so IMCF is an instance of IMin-Poly with a TU
constraint matrix. Since E' is acyclic, any two distinct feasible flows supported on E! are
incomparable, so it is easy to obtain a minimality oracle and solve (IMin-P). We then obtain
the following positive result in the above implicit model as a corollary of Theorem 8 (a). We
discuss the explicit model in the full version. where we also show that IMCF is polytime
solvable in certain cases, such as, the single-source setting with no (or equivalently, very
large) capacities. As noted earlier, in the context of spanning-tree protocols, this implies
that in polynomial time, we can find the smallest positive integer link weights that enforce a
prescribed routing tree as a shortest-path tree rooted a given node s.

» Theorem 10. There is an additive 1-approximation for IMCF in the implicit model.
Inverse bipartite matching. In inverse bipartite matching, the input is an undirected bi-

partite graph G = (V, E). In integral max-cost bipartite matching (IMax-BMat), we have a
collection My, ..., M} of maximal matchings, and we seek positive, integral edge costs {ce }eck
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minimizing ||¢||oo so that My, ..., My, are the unique max-cost bipartite matchings in G. In the
implicit model, we are given E' C E, and we require that the set of max-cost bipartite match-
ings be the set of maximal matchings contained in E'. (Max-cost matchings must be maximal.)
The max-cost bipartite matching LP is: max Y, cexe st. z(6(v)) <1Vv eV, z>0.
We also consider integral min-cost bipartite matching (IMin-BMat), where we are given per-
fect matchings My, . .., My, and we seek positive integral edge costs {c. }eep minimizing | ¢||oo
such that these are the unique min-cost perfect matchings in G. In the implicit model, we are
given E' C E, and the set of min-cost perfect matchings should be the set of perfect matchings
contained in E'. The min-cost perfect matching problem can be modeled by the following
LP: min ) cexe s.t. x(é(v)) =1Vv €V, x>0. The constraint matrix in the above
LPs is TU and has column sparsity 2. We devise a face oracle for IMax-BMat and IMin-BMat
in the explicit setting, and a maximality oracle for IMax-BMat in the implicit setting when
E' = E by exploiting various structural properties of bipartite matchings. (A minimality
oracle for IMin-BMat is easy since the corresponding polytope is defined by equations and
nonnegativity constraints.) The maximality oracle for IMax-BMat determines if there exist
two maximal matchings of different costs; we note that the related problem of finding a
min-cost maximal matching is NP-hard. Theorems 8(a) and 9(a) then yield the following.

» Theorem 11. We can obtain additive guarantees of 1 for IMin-BMat, and IMax-BMat in
the explicit setting, and IMax-BMat in the implicit setting when E' = E.

5 Inverse matroid-basis optimization

We consider the integral inverse min-cost matroid basis (IMin-Basis) and integral inverse
maz-cost matroid basis (IMax-Basis) problems. In both problems, the input is a matroid
M = (E,T) (specified by an independence oracle) and a collection S of bases of M. The goal
is to find positive, integral costs {ce}ecr such that the bases in S are the unique optimal
bases under these costs, so as to minimize ||¢||»,. More precisely, in IMin-Basis, we require
that the bases in S be the unique min-cost bases under the {c.} costs, while in IMax-Basis, we
require that the bases in S be the unique maxz-cost bases under the {c.} costs. In the implicit
model, we are given U C E, which implicitly specifies S to be all bases of M contained in U.

» Theorem 12. We can solve IMin-Basis and IMax-Basis in polynomial time.

6 Extensions and variants

Our techniques are versatile and yield guarantees for other variants of integral inverse
optimization mentioned in Section 2, including the ¢,-norm version (minimize ||c||,) and
distance-minimization version (minimize ||c — ¢(?||«, where ¢(®) € ZE) problems; for these
two problems our guarantees follow by simply combining our earlier results with Theorem 1.

Inverse shortest paths. We obtain multiplicative guarantees of 2 and 3 respectively for
the ¢,-norm variant of ISP and multicommodity ISP respectively, and obtain the optimal
solution and an additive guarantee of 1 for the distance-minimization variants. Bley [4]
considered the ISP variant where we seek positive, integral costs so as to minimize max;=1,. .
(shortest-s; ~t;-path distance). A related variant specifies integer upper bounds {D;}¥_; on
the shortest-s; ~»t;-path distances, and seeks a positive, integral cost vector ¢ that respects
these bounds and minimizes ||¢||s. The guarantees in Theorems 5, 6 hold for both variants.



S. Ahmadian et al.

» Theorem 13. We obtain the following multiplicative guarantees for the £,-norm and

distance-minimization versions of integral inverse polyhedral optimization.

(a) 3-approzimation for IMin-Poly with P = {z € R¥ : Az > b, x > 0}, where A is TU and
b is integral.

(b) (k + 1)-approzimation for IMax-Poly with P = {z € R¥ : Ayxz = by, Asx < by, x>0},
where AT = (AT AT) is a {0,1} matriz, and A has column sparsity k.

(c) (k+2)-approzimation for of IMin-Poly with P = {x € RF : Ajz = by, Asx > by, >0},
where AT = (AT AT) is a {0,1} matriz, and A has column sparsity k.

In the explicit model, we assume that we have a face oracle for P. In the implicit model, we

assume that we have a minimality/mazimality oracle for P.

» Theorem 14. (a) There is a multiplicative 2-approzimation algorithm for the £,-norm
minimization versions of IMin-Basis and IMax-Basis. (b) The distance-minimization versions
of IMin-Basis and IMax-Basis can be solved exactly in polytime.
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—— Abstract

Maximal repetitions or runs in strings have a wide array of applications and thus have been
extensively studied. In this paper, we extend this notion to 2-dimensions, precisely defining a
mazimal 2D repetition. We provide initial bounds on the number of maximal 2D repetitions
that can occur in a matrix. The main contribution of this paper is the presentation of the first
algorithm for locating all maximal 2D repetitions in a matrix. The algorithm is efficient and
straightforward, with runtime O(n?lognloglogn+ plogn), where n? is the size of the input, and
p is the number of 2D repetitions in the output.
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Driven by the many applications to pattern recognition, low level image processing,
computer vision and multimedia, the past decades have seen the extension of clever string
searching techniques and combinatorial properties to two-dimensional arrays. However, the
notion of maximal two-dimensional repetitions has not been explored, neither from the
combinatorial perspective nor from the algorithmic perspective. Thus, in this project we
propose to fill this void. We define a maximal 2D repetition to be a submatrix that can be
decomposed into repeating non-overlapping occurrences of the same subblock horizontally
and vertically that is maximally extended in all directions.

A range of motivating applications exist that can spur the exploration of maximal
repetitions in matrices. In one-dimension, algorithms that compute all the maximal repetitions
in a text have application to data compression. The discovery of repetitive structures in the
two-dimensional sense can lead to improvements in the compression schemes used for images
and video. Just as properties of repetitions have enabled the speeding up of one-dimensional
pattern searching algorithms and are relied on by space-efficient one-dimensional pattern
matching algorithms, discovering properties of two-dimensional repetitions should create new
possibilities and opportunities to speed up two-dimensional string matching algorithms and
to design algorithms that use less working space in memory.

As Crochemore et al. have pointed out [9], “the difficulties in extending string-matching
techniques to image pattern matching methods are essentially due to different and more
complex structures of 2D-periodicities.”

In this paper we define two-dimensional mazimal repetitions for matrices, prove upper
bounds on the number of maximal repetitions that can occur in a matrix, and develop an
efficient algorithm for locating them. We begin by putting our work in context of related
work in Section 2. In Section 3 we precisely define a 2D maximal repetition. Then, in Section
4, we prove that there are at most O(n?) maximal 2D repetitions in an n x n matrix. In
Section 5 we develop an algorithm to find all the maximal 2D repetitions in an n X n matrix
in close to linear time.

2 Related Work

A string r is periodic if its longest prefix that is also a suffix is at least half the length of
r. A string s is primitive if it cannot be expressed in the form s = u/, for some integer
j > 1 and some prefix u of s. A periodic string r can be expressed as u’u’ for one unique
primitive u, which is called the period of r. Every non-primitive string is periodic but not
every periodic string is non-primitive. For example, abc, abcab are both primitive and
non-periodic, abcabc is non-primitive (and hence periodic), while abcabca is primitive and
periodic with period abc.

In a string s, a maximal repetition, or run, is a periodic substring r with period v in
which an extension by one letter to the right or to the left yields a string with a longer
period than |u| [16]. The maximal repetitions in a string can overlap, be embedded one
within another, or begin at the same position. Thus, it was remarkable when Kolpakov and
Kucherov proved that a string of length n can contain only O(n) runs [16]. More recently,
Bannai et al. proved that the number of runs is strictly less than n [6].

A square is a particular type of repetition. In one-dimension, a square is a string which
consists of precisely two consecutive occurrences of a substring. Apostolico and Brimkov
[3] extend the notion of a square to two dimensions, to form a 2D tandem. They define
a 2D tandem as a configuration consisting of two occurrences of the same primitive block
that share a side or a corner. A primitive array is one that cannot be partitioned into
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non-overlapping replicas of some block W [3]. Apostolico and Brimkov prove combinatorially
that an n X n matrix can contain ©(n*) corner-sharing tandems and ©(n?3logn) side-sharing
tandems [3]. They develop an O(n?logn) algorithm for finding side-sharing tandems in an
n x n matrix, which can be used to derive an O(n?) algorithm for locating all corner-sharing
tandems [4].* In this paper we extend Apostolico and Brimkov’s concept of a side-sharing
2D tandem to many copies to form maximal tandems horizontally and vertically.

A combinatoric construct that is related to repetitions is that of periodicities, i.e. highly
repetetive subblocks. The different kinds of two-dimensional periodicities in matrices have
been studied by Amir and Benson [1] in terms of self-overlap. Their definition of line and

radiant periodicity do not result in 2D repetitions since only the overlapping portion repeats.

The lattice periodicity of Amir and Benson is most similar to a 2D repetition. It is also similar
in concept to the bi-periodic infinite pictures studied by Bacquey [5]. Bacquey provides

interesting combinatoric properties of the primitive roots of bi-periodic infinite pictures.

The current paper is more restrictive in terms of lattice periodicity in that the primitive
root always has to occur immediately adjacent to its neighbor to the right or beneath it,
forming a lattice with all right angles. Apostolico and Brimkov [3], at the beginning of the
above-mentioned paper on tandems, define exactly this kind of repetition.

The right-angle lattice periodicity is also used by Gamard and Richomme [11] where the
primitive roots of 2D arrays are studied. A matrix is defined as primitive if it cannot be
broken down to a repeating factor vertically and/or horizontally. Gamard et al. [12] show
that every matrix has one unique primitive root. They present several 2D generalizations of
the Lyndon-Schutzenberger periodicity theorem for words. However, all exponents in their
periodic matrices are integers, i.e. only whole copies of the primitive root are allowed in a
repetitive matrix.

In this paper we discuss periodicity where partial copies are allowed at the ends of the
matrix, i.e. we use real exponents. Our goal is to find mazimal rectangular submatrices that
are repetitions in a given matrix. In the next section we precisely define a 2D repetition and
a maximal 2D repetition in a matrix.

3 Definition of 2D Maximal Repetition

3.1 1D Maximal Repetitions

In one-dimensional data, a maximal repetition is a substring that is a repetition such that its

extension by one character to the right or to the left yields a word with a larger period [16].

» Definition 1. Let T be a 1D repetition of length ¢ with period U of length u. The exponent
t

e of T' is the rational number that satisfies e = .
» Lemma 2. Let T be a 1D repetition of length t with period U of size u. Let the exponent
e be the number of adjacent times U occurs in T such that U =T and w-e=1t. Then T is
maximal iff it is a substring in which extending one character to the right or left yields a

string T' of size t + 1 with period U’ of size v’ and exponent €' such that ' < e.

Proof. The proof has been omitted due to lack of space. |

4 They consider this optimal based on the largest number of such repetitions that can occur in a matrix.

However, this is not optimal for a matrix with few 2D tandems. A truly optimal algorithm would find
all 2D tandems in O(n? + occ) time, where occ is the number of 2D tandems in the matrix.
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Table 1 Non-primitive matrices.

X X | X
X XX

3.2 2D Maximal Repetitions

We say that U is a horizontal prefix (resp. suffix) in matrix M if U is an initial (resp. ending)
sequence of contiguous columns in M. A horizontal border of matrix M is a proper horizontal
prefix that is also a horizontal suffix of M. We say that B is the longest horizontal border of
M if it is the horizontal border of M that spans the largest number of columns among the
horizontal borders of M.

» Definition 3. The horizontal period, or h-period, of an m x n matrix M is n — b where b
is the number of columns contained in the longest horizontal border of M.

» Definition 4. [8, 17] An m x n matrix M with h-period p is horizontally periodic, or
h-periodic, if p < [ 5.
The vertical period of a matrix and vertical periodicity are defined analogously.

» Definition 5. [3] A matrix M is a two-dimensional repetition if M is h-periodic and
v-periodic.

Consider an m x n matrix M and rational numbers z > 0, y > 0. M*¥ is the matrix
constructed by repeating M z times vertically and y times horizontally, yielding an |xm] x
lyn| matrix.

For example,

a b ¢ d
M:Lfgh}

a b ¢c d a b ¢ d ¢ ;)C ¢ Z ¢ ;)C

ML5:2:25 _ f g hefgh e M5 — € g €
b J b J a b ¢ d a b
c a c e f g hoe f

» Definition 6. [3, 12] A matrix M is primitive if it cannot be partitioned into more than
one non-overlapping complete occurrences of some block W. M is non-primitive if M can be
expressed as M = W™ for integers r, s such that either » > 1 or s > 1 or both r and s are
strictly greater than 1.

Table 1 shows the different basic configurations of a non-primitive matrix. As in the string
terminology, a periodic matrix can be either primitive or non-primitive. In the example,
M1-52:25 i3 hoth periodic and primitive, while M %% is periodic and non-primitive.

» Definition 7. The primitive root W of a matrix M is a primitive submatrix such that
M = W™* for rational numbers r,s. M begins with W at its upper left corner and can be
partitioned into non-overlapping replicas of W, possibly including partial occurrences of W
at its right and / or lower ends.

» Lemma 8. FEvery matriz M has a unique primitive root W such that M = W™ for
rational numbers r, s.
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 m?
1 |a a a b a a b a a a a b a a b b a a w
2 a a a a a a a b b a b a|b a a b a Y
3 |a b J]a T _a _a -: _a -Ia a b a b Jla a a |a a X
4 |a b Ia b a b [a b Ib b b b bla a a|b b X
5 |[b a Ia a a a a a Ib a a a a b b b |a b Y
6 |a b a _b 2 _b 13 _b J b [b a b a a a a Ja b X
7 |b b b b (b b afa b a b la a a |a a Y
8 |b a a a a b a b b b b |a a a b a Y
9 |b b a b [a a b |a a a a b b b |a b Y
10 | a a b a a|b a b aJa a a |a b X
11 |a a a b b [a b a b T _a _a ] a a w
12 | b b a a b |b b b b b b b |b b z
13 |a b b a [a a a a a a a |a a W
14 | b b b b |b a b a a a a b a Y
15 | a a a a b b a b Ja a a Ja a W
16 | a b b b b a a b |[b b b Ja b w
17 |a b a b a a a b b a a b a b a a a b X
18 |a a a a a b b b a b b b a b a a b a W

[

B|A |A |c |A |A |c |A |B|B|A|D|A|B|C |C|B

[* ]

Figure 1 A matrix M with many maximal 2D repetitions highlighted
depicted below M and the first column of M} is depicted on the right.

Proof. The proof has been omitted due to lack of space.

» Definition 9. Let R be a 2D repetition of size r1 X ro with primitive root W of size wy X ws.
The exponent of R is a tuple (e1, e2) in which e; and e are rational numbers that satisfy

elzl’;—llandegzl%.

In a 2D repetition R =

w w w’
w w w’
W/l W// W//l

. The first row of M} is

<

there are at least two W-blocks horizontally and vertically. That is, the primitive root W
repeats both to the right and underneath its initial occurrence in R.

We introduce the idea of a maximal two-dimensional repetition. A 2D repetition R

with root W is mazimal if it cannot be extended by one row or one column to obtain a

2D repetition with the same primitive root W. Figure 1 depicts a matrix with many 2D

maximal repetitions highlighted.

» Lemma 10. A 2D repetition R of size r1 X ro with root W of size wy X wo and exponent
(e1,e2) is mazimal iff extending R by one row or column in either direction yields a matriz
R’ of size vy x rh with primitive root W' of size w} x wh and exponent (e},eh) such that

ey < ey ore) <es.

Proof. The proof has been omitted due to lack of space.

4 Bounds on the Number of 2D Maximal Repetitions

» Lemma 11. There are O(n®) mazimal 2D repetitions in an n x n matriz.
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Proof. In each row there are O(n) maximal 1D repetitions [16]. For each possible height
0 < h < n, we can linearize the 2D submatrix beginning in each row with height h and width
n, by naming metacharacters of subcolumns of height h. This linearization yields a string of
length n with O(n) runs. Thus, beginning in each row, for each height, we have O(n) 2D
h-periodic horizontally maximal repetitions, resulting in O(n?) over all rows. The number of
2D maximal repetitions is no more than the number of h-periodic submatrices, since all 2D
maximal repetitions are h-periodic. <

5 Algorithm to Find 2D Maximal Repetitions

In this section we develop an efficient algorithm to identify all maximal 2D repetitions in
an n x n matrix M. The naive algorithm can examine each of the O(n*) submatrices in M.
For each submatrix .S, we can check whether S can possibly be the primitive root of a 2D
repetition by attempting to extend it as far as possible. This would take O(n°) time for all
submatrices S. Using LCA queries within each row or column to extend S would speed up
the algorithm to O(n®) time. The last step that remains is to filter out repetitions that were
located more than once, which can complete the process in O(n®) time. The remainder of
this section presents a more efficient O(n?lognloglogn + plogn) algorithm for finding all p
maximal 2D repetitions that occur in M.

Algorithm Overview:

Step 1 Preprocess the matrix and set up data structures that are used later on by algorithm.

Step 2 Search in each row of the matrix for h-periodic submatrices of height 2¢, for every
1 < i <logn, that begin in that row.

Step 3 Locate all maximal 2D repetitions of height 2¢ < r < 2¢*!, for every 1 < i < logn,
whose prefix 2¢ rows are v-periodic.

Step 4 Identify the maximal 2D repetitions of height 2! < r < 2!+1 for every 1 < i < logn,
whose v-period is not apparent in the first 2 rows.

5.1 Step 1: Preprocessing the matrix

There are three steps to the preprocessing stage of our algorithm:

1. Naming
We use Karp-Miller-Rosenberg (KMR) naming [14] on matrix M. One-dimensional KMR
naming works with a string, naming each substring whose length is a power of 2. In
two-dimensions, we name subcolumns of an n x n matrix M spanning a number of rows
that are powers of 2, i.e., r = 2,1 < i < logn. We construct log n matrices of names
called M}, for each 1 < i < logn, by naming subcolumns of heigth 2¢. Similarly, we
construct a second set of log n matrices of names which we call M}, for each 1 < j < logn,
by naming subrows of M whose widths are 27. Throughout the rest of this paper, i is
used as the exponent when denoting a number of rows, e.g. height 2¢, while j is used in
reference to columns, e.g. width 27.

2. Substring Periodicity Queries
A Substring Periodicity Query (SPQ) is as follows: given a string T of length n and two
indices, 1 < i < j < n, return the period length of T7i..j], when TTi..j] is a repetition.
Kociumaka et al. [15] presented an algorithm that processes a string in linear time
and space to support O(1) time Substring Periodicity Queries, which they call 2-Period
Queries. (Similar time and space complexities are presented by Bannai et al. [7].) We
preprocess each column of M, for each 1 < j < logn, in linear time following the
algorithm of Kociumaka et al. [15] to support O(1) time SPQ.
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3. Vertical Squares Preprocessing

We build and decorate suffix trees of each column in each of M7, 1 < j < logn, using
the approach of Gusfield and Stoye [13]. The decorated suffix tree marks the endpoints
of tandem repeats, either at a node or along an edge. In each decorated suffix tree,
we add a link at each node that points to its closest ancestor that is marked or has a
marked edge leading into it. We also add links from each marked node to its closest
marked ancestor. We then preprocess each decorated suffix tree to admit O(loglogn)
time weighted ancestor queries, where the weight of a node corresponds to the string
length it encodes in the suffix tree [2].

Time Complexity for Preprocessing: Subcolumns and subrows can be named with gener-
alized suffix trees of the matrix columns and of the matrix rows for each of the logn matrices
of names. This takes O(n?logn) time, since the naming can be done during Ukkonen’s suffix
tree construction process [18]. We build a suffix tree of the matrix and preprocess it in linear
time to admit O(1) time LCA queries later on. The preprocessing of Kociumaka et al. [15]
for SPQ rums in linear time per column of each matrix of names, a total of O(n?logn) time
and space. Suffix trees of each column in each of M7, 1 < j < logn, are constructed in linear
O(n?) time and space for each column, overall O(n?logn), and the preprocessing of Amir et
al. [2] for weighted ancestor queries is also linear in time and space. In total, the complexity
of preprocessing is O(n?logn) time and space.

5.1.1 Queries Used in Algorithm

Once the preprocessing is performed, we can make use of three kinds of efficient queries later
on in our algorithm.

Query 1: Vertical Periodicity Query. Given an h-periodic submatrix S within matrix M,
what is the vertical period of S?

A Vertical Periodicity Query can be answered in constant time by a SPQ in a column
of one of the matrices of names MJ,1 < j <logn. If S has width 27, we use MJ. Suppose
S begins in row « and ends in row 8 of M. We ask a SPQ in the column of M/ in which
S begins with indices « and 8 that indicate the starting and ending rows of S in M. If §
has width ¢ such that 27 < ¢ < 29+, it is sufficient to ask a SPQ on the first 27 columns of
S. Since S is h-periodic, all of its remaining columns must appear in the first 2/ columns,
and they do not affect the vertical periodicity of S. For example, in Figure 1, the Vertical
Periodicity Query (on 2 columns) will answer 4 for the 8x3 highlighted submatrix at position
(3, 14) and the Vertical Periodicity Query will answer 7 for the 14x3 highlighted submatrix
at position (3, 14).

Query 2: Vertical Extension Query. Given a submatrix R that is a 2D repetition of height
r, and an integer x < r, can R be extended vertically by = rows?

A Vertical Extension Query can be answered in O(1) time as follows. We can compute
the v-period v of R using Query 1. Let R* be the submatrix R extended above by x rows.
We do not know if R® is h-periodic so we do not use Query 1. Let the width ¢ of R satisfy
27 < ¢ < 29*1, To compute the v-periodic of R%, we use two SPQs in O(1) time: one query
for a prefix of size 2/ and another query for a suffix of size 2/ in a column of MJ. If both
answers to the SPQs are equivalent to v, then the answer to the Vertical Extension Query is
yes, meaning that the repetition R can be extended above by x rows. Otherwise, we perform
the same computation for R®, the submatrix R extended below by x rows. If the answers to

2:7
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both SPQs for R’ are equivalent to v, the answer to the Vertical Extension Query is yes.
Otherwise, the answer to the vertical extension query is no, meaning that the repetition R
cannot be extended by x rows up or down. For example, in Figure 1, a Vertical Extension
Query by 6 rows on the 8x3 2D repetition beginning at position (3, 14) answers no even
though it results in a 2D repetition since the vertical period grows with the vertical extension.

Query 3: Vertical Squares Query. Given a column ¢ in MJ, 1 < j < logn, a position
1 < p < n within the column, and 1 < ¢ < logn, locate each vertical square beginning at
position (¢, p) with height 2¢ < r < 2¢+1,

We use the data structure of the Vertical Squares Preprocessing described in Step 3 of
the preprocessing. To answer the query we ask an O(loglogn) time weighted ancestor query
on suffix p of column ¢ in M} with weight 2¢*! — 1. The returned node’s link to the closest
marked ancestor yields such a square if one exists. Later, in Lemma 20 we prove that there
are at most two answers to this query, hence, one additional link may need to be followed.

5.2 Step 2: Populate the Set H

In this section, we find h-periodic submatrices of height 2% in the input matrix. A 1D search,
e.g. [16, 6], for runs across each row in M} yields a set of h-periodic submatrices. These
submatrices are necessarily maximal in their widths but not their heights since the height is
fixed at 2¢ for some i. Since a 1D row of length n can contain O(n) repetitions [16], each row
in M! can contain O(n) h-periodic submatrices. Thus, each matrix of names can contain
O(n?) h-periodic submatrices, yielding a total of O(n? logn) h-periodic submatrices over the
log n matrices of names. These submatrices may or may not be v-periodic. However, we will
use them as a starting point for our search.

» Definition 12. Let H denote the set of all horizontally maximal h-periodic submatrices of
height 2¢, for all 1 < i < logn.

» Lemma 13. The procedure described in the previous paragraph finds every horizontally
mazimal h-periodic submatriz with height 2¢, for each 1 < i < logn, in input matriz M, i.e.
we can find the complete set H, in O(n?logn) time.

Proof. Let I be a horizontally maximal h-periodic submatrix of height 2¢, 1 < i < logn, in
M. There must be a subrow of M¢ that corresponds exactly to I. By the correctness of
the 1D search algorithm for runs across the rows of M, I will be found as a maximal 1D
run. The algorithms of [16, 6] run in linear time on each of the O(n) rows of length n in the
O(logn) texts, resulting in O(n?logn) time overall. <

In Step 3 and and Step 4 we use the set H as the starting point for our search for all 2D
maximal repetitions. We prove that each 2D maximal repetition in the desired output has
a representative in the set H that shares its h-period. Thus, our algorithm processes each
element in H, extending it possibly in several ways, yielding different size repetitions.

» Lemma 14. Each mazximal 2D repetition R of height 28 < r < 2+1 1 < i <logn, has a
representative R’ € H that overlaps R by 2° rows and shares a corner on the left with R. R
also has a representative R € H that overlaps R by 2' rows and shares a corner on the right

with R.
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Proof. Let R be a maximal 2D repetition of height r. If » = 21,1 < i < logn, then R € H
and R is its own representative. Now suppose 2¢ < r < 271, Let R denote the prefix 2° rows
of R. Let R denote the suffix 2 rows of R. If either R € H or R € H then a corner on each
side is shared with a member of H and we do not need to consider other scenarios.

Now suppose R ¢ H and R ¢ H. This implies that both R and R are not horizontally
maximal. Suppose both R and R need to be extended on the left to attain horizontal
maximality. This implies that R needs to be extended on the left to attain horizontal
maximality. This contradicts the fact that R is a maximal 2D repetition. Thus, R shares
either its upper or lower left corner with a member of H. The same argument can be used
for the existence of a representative in H that shares a right corner with R. |

» Corollary 15. Each mazimal 2D repetition R shares either its upper left corner or its
lower left corner with some element of H.

» Corollary 16. Let A be the set of all horizontal prefizes in H. FEvery maximal 2D repetition
in M s the result of a vertical extension on some element of A.

» Lemma 17. Let R be a mazimal 2D repetition of height 28 < r < 21T 1 < i < logn, with
representatives R' € H and R € H. R’ and R” both have the same h-period as R.

Proof. Let h be the h-period of R. Let I/ be the h-period of R’. Suppose h’ > h. This is
impossible since R cannot include fewer rows than R’. Suppose h’ < h. This means that the
Least Common Multiple (LCM) of the periods of the rows in R is larger than the LCM of
the periods of the rows in R’. This is only possible if some row in R that is not part of R’
has a period larger than that of any row in R’. This implies that some row in R does not
occur in R’. This is impossible since we know that more than half of the vertical repetition
in R occurs in R’, and all the rows of R must occur in R’ as well. Thus i/ = h. The same
argument can be made for the h-period of R”. |

Following Corollary 16, our algorithm will iterate through the elements in H and attempt
to extend them downward and upward®. Since we know that the repetitions in H are maximal
in width, it is not necessary to check horizontal maximality. However, it is possible that by
reducing the width, an element in H can be extended to a taller height. (See the three 2D
maximal repetitions beginning at position (13, 2) in Figure 1.) Hence, the task of extension
is non-trivial. It is further complicated by the fact that we do not know the v-period of the
elements in H. In fact, some elements in H may not be v-periodic and yet may possibly be
extendable into v-periodic matrices. (See the 14x3 2D maximal repetition at position (3, 14)
and the 11x4 2D maximal repetition at (3, 3) in Figure 1.) Thus, we consider these two cases
separately in the following two subsections. In Section 5.3, we consider the representatives in
H that are v-periodic and identify all 2D maximal repetitions of height 2¢ < r < 2¢+! whose
prefix 2! rows are v-periodic. Then, in Section 5.4, we locate the maximal 2D repetitions
of height 2! < r < 27+! whose prefix 2¢ rows do not contain two complete copies of their
v-periods.

5.3 Step 3: Extending 2D Repetitions Vertically

We begin by performing a Vertical Periodicity Query on each element in H. If the element is
v-periodic then it is processed in Step 3.

5 The rest of the paper discusses the downward direction, the upward direction is analogous.
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Algorithm 1 Find Maximal Height.

Input: 2D repetition R of height 2¢ < r < 2/+!
Output: maximal height r with width of R

> perform binary search to extend R

j—i1—1 > we will try to extend by 27 rows
while j > —1 do > last extension should be by 1 row
if Vertical Extension Query(R,2’) then
rer+27 > R is extended by 27 rows
end if
j+—ji—1 > decrementing j by 1 in effect halves the size of the extension
end while

Let R’ denote an element in H that is both h-periodic and v-periodic. Algorithm 1
attempts to add rows to R’ while maintaining its full width. A binary search procedure
performs this extension by performing a sequence of Vertical Extension Queries. Once we
have determined the maximal height for the full width, it is necessary to attempt to extend
narrower widths. The following lemma shows that when there are several 2D maximal
repetitions with the same primitive root that share a corner we get a progression of increasing
heights and corresponding decreasing widths. For example, position (13, 2) of Figure 1
depicts several 2D repetitions with the same primitive root all starting at the same position.

» Lemma 18. Let R be a maximal 2D repetition beginning at position (i, j) with dimensions
r1 X r9 and primitive Toot w of size w1 X wy. For any other maximal 2D repetition R’
beginning at (i, j) with dimensions v} x 4 and the same primitive root w, vy > r1 if and only
if h <.

Proof. The proof follows from the definition of maximality. |

This monotonicity property gives us the ability to use the modified binary search presented
in Algorithm 1 on the potential heights of a 2D repetition. To illustrate Algorithm 1, we
can consider the 13x4 maximal 2D repetition at position (2, 10) in Figure 1. We begin with
the representative in H which has 23 = 8 rows. We first try to extend downwards by 4 rows
and succeed. Then we try to extend downwards by 2 more rows and fail. Finally, we try to
extend downwards by 1 additional row and succeed, resulting in a maximal 2D repetition of
height 13.

Algorithm 2 is the outer loop; its job is to compute the widths for which it needs
Algorithm 1 to compute the corresponding maximal heights. For each repetition R of height
27 < p < 211 Algorithm 2 first checks whether it can be extended to the full height of 2¢+1.
If it can, then this particular output will be found in another iteration, and the representative
has been completed being processed. Otherwise, Algorithm 1 is called. Let r’ denote the
maximal height returned by Algorithm 1 for some repetition R. The full width of R cannot
be extended even one row past r’ since the last Vertical Extension Query failed at the end of
Algorithm 1. Hence, a Longest Common Prefix (LCP) query in M between the substring of
row 7’ 4+ 1 directly below R and the row that is a v-period above it will determine the next
width to extend. If the LCP suffices to admit two horizontal copies of the primitive root,
we attempt to extend further downwards with Algorithm 1, passing a 2D repetition whose
width is the answer to the LCP query and whose height is ' 4+ 1. This process continues
until either the width is too narrow or the height becomes 2¢+1.
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Algorithm 2 Find Maximal Repetitions with v-periodic prefix 2¢ rows.

Input: set H of h-periodic submatrices, each with height 2
Output: maximal 2D repetitions with height 2¢ < r < 2¢+! that are v-periodic in their
prefix 2¢ rows

for all R € H do > R has height r = 2, width ¢, and h-period h
Ask Vertical Periodicity Query on R to get vertical period v of R
if v < % then > R is v-periodic
repeat
d« 20t —r > d is distance to height 2¢+!
if Vertical Extension Query(R, d) then
break > Don’t process R if it extends to height 2¢+1.
end if
Call Algorithm 1 to compute maximal height v’ for R
rr

Output R with new height
> see if can extend R further downwards by decreasing its width
¢ + LCP between row r —v 4+ 1 in R and row r + 1 below R
if £ > 2h then
c ¢
r—r+1
end if
until ¢ < 2k or r > 21
> continue looking for taller and narrower 2D repetitions as long as width is
h-periodic and height is less than 27+!
end if
end for

5.

4 Step 4: Unknown Vertical Period

In this section we process all elements of H to discover v-periods that were previously

unknown. This can happen in one of two ways in a 2D repetition of height 2¢ < r < 2¢+1
1 <i<logn.

1.

The first 2¢ rows of a repetition are not v-periodic. For example, abaababa with i = 2,
and each character of the string is a metacharacter representing a subrow in M. (See the
11x4 maximal repetition at position (3, 3) in Figure 1.)

. The first 2* rows are v-periodic, but there is another v-period that comes into existence

when rows are added. For example, aabaaabaabaaab with i = 3 and each character of
the string is a metacharacter representing a subrow in M. In the first 2° rows of this
submatrix, we have the periodic string aabaaaba with period aaba. The first 14 rows are
also periodic with period aabaaab of size 7. (See the two maximal repetitions at position
(3, 14) in Figure 1.)

The following two lemmas identify the key characteristics of a 2D repetition of height

20 < pr < 271 1 < <logn, and v-period v such that v is not a vertical period in the first

2i

rows of R, i.e., v > 271,

» Lemma 19. In a 2D repetition R of height 20 < r < 21+ whose 2! prefiz rows are not
v-periodic, the exponent e of the v-period v is between 2 and 4, i.e., 2 < e < 4.
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Proof. Let |v| be the size of v. We know |v| > £2¢ = 2/~ since the first 2¢ rows of R are not
periodic in v. Thus, |v| > 2¢~! + 1. We know that the height of R is at most 21 — 1. The
longest possible height of R divided by its shortest possible root yields the largest possible
exponent for the v-period.

2i+1 -1 2i+1

N S

By the definition of an exponent for a period, e > 2. Overall, 2 < e < 4. <

» Lemma 20. Let I be an h-periodic matriz of height 28 < r < 2¢t1. No more than 2
v-periods v can occur at the beginning of I such that the first 2 rows of I are not periodic
muv.

Proof. Suppose v; and v, are the smallest v-periods in I such that v; > 2¢71 and vy > 2071,
Suppose I has a third v-period vs in which the first 2° rows are not periodic in v3. Then
v3 > v; + v [10]. Thus, v3 > 2°. This implies that vs cannot occur twice in I of height
r < 271 and I cannot be v-periodic in v3. Thus, a third v-period of height larger than 2¢~!
cannot exist in 1. |

By Lemmas 19 and 20, we know that we are looking for 2D repetitions that contain
either 2 or 3 complete copies of their v-periods and that each element of H will extend to
at most 2 new v-periods. Hence, we are looking for at most two squares that begin with [
and have height 2! < r < 2i+1. Suppose I has width ¢ such that 2/ < ¢ < 2/*! and that I
begins in row a. We ask a Vertical Squares Query on the column at which I begins in M,
a, and 7. Once we identify the 1 or 2 v-periods, if they occur, we revert back to Step 3 of
the algorithm (when the v-period is known) and use the procedure described in Algorithm 2

to find the set of maximal 2D repetitions corresponding to each v-period we have identified.

5.5 Algorithm Correctness and Time Complexity

» Theorem 21. Let M be an n x n matriz. Our algorithm finds all mazximal 2D repetitions
that occur in M.

Proof. By Lemma 14 every repetition in the output has a representative in H. It remains
to show that we hit upon every repetition R in the output with some vertical extension of
an element R’ € H that is a prefix or suffix of R. By Corollary 15, we know that R’ shares
a corner on the left with R. If R and R’ have the same primitive root (Step 3), then by
Lemma 18 the successive binary searches will hit upon every output. Now suppose that R’
has a different primitive root than R. R’ and R must have the same h-period, by Lemma 17,
so R’ and R must have different v-periods. By Lemma 20, there can be no more than two
possible v-periods to try extending with a binary search. One of the extensions must be R,
by Corollary 16. Hence, our algorithm identifies all maximal 2D repetitions in M. |

» Theorem 22. Let M be an n x n matriz. Our algorithm finds all maximal 2D repetitions
in M in O(n*lognloglogn + plogn) time, where p is the number of maximal 2D repetitions
that occur in M.

Proof. Step 1 of the Algorithm Outline, the preprocessing, was shown in Section 5.1 to be
done in O(n?logn) time. For Step 2, a linear time 1D search (e.g., [16, 6]) for runs across
each row in M yields the set H in O(n?logn) time and space.

In Step 3, we iterate through the O(n?logn) elements in H and perform a constant time
Vertical Periodicity Query on each element. Then, Algorithm 2 is called on each v-periodic
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element. Algorithm 2 performs a Vertical Extension Query and LCP query in constant time.
It also calls Algorithm 1 for each representative for each width that is necessary to check.
Algorithm 1 runs in O(#) = O(logn) time. However, the only widths that are checked are
those that will certainly produce output. Therefore, we can charge the time spent running
Algorithm 1 to the output it generates, yielding O(plogn) where p equals the number of
repetitions reported. Each repetition is reported at most twice since it can be found once by
the upward and downward extensions. For Step 4, we find the 1 or 2 v-periods of interest in
O(loglogn) time using the Vertical Squares Query and again use Algorithm 2 to find the
corresponding maximal 2D repetitions in O(n?logn + plogn) time. Hence, the total time
complexity of our algorithm is O(n?lognloglogn + plogn). <
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—— Abstract

Approximation problems involving a single convex body in R? have received a great deal of
attention in the computational geometry community. In contrast, works involving multiple con-
vex bodies are generally limited to dimensions d < 3 and/or do not consider approximation. In
this paper, we consider approximations to two natural problems involving multiple convex bodies:
detecting whether two polytopes intersect and computing their Minkowski sum. Given an approx-
imation parameter € > 0, we show how to independently preprocess two polytopes 4, B C R? into
data structures of size O(1/e(?=1)/2) such that we can answer in polylogarithmic time whether
A and B intersect approximately. More generally, we can answer this for the images of A and B
under affine transformations. Next, we show how to e-approximate the Minkowski sum of two
given polytopes defined as the intersection of n halfspaces in O(nlog(1/e) 4 1/e(@=1/2+a) time,
for any constant o > 0. Finally, we present a surprising impact of these results to a well studied
problem that considers a single convex body. We show how to e-approximate the width of a set
of n points in O(nlog(1/e) + 1/e(@=1/2+) time, for any constant a > 0, a major improvement
over the previous bound of roughly O(n 4 1/¢971) time.
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1 Introduction

Approximation problems involving a single convex body in d-dimensional space have received
a great deal of attention in the computational geometry community [4, 9, 10, 11, 12, 18, 19, 45].
Recent results include near-optimal algorithms for approximating the convex hull of a set
of points [9, 19], as well as an optimal data structure for answering approximate polytope
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membership queries [11]. In contrast, works involving multiple convex bodies are generally
limited to dimensions d < 3 and/or do not consider approximation [2, 13, 29, 30, 44]. In
this paper we present new approximation algorithms to natural problems that either involve
multiple convex polytopes or result from such an analysis:

Determining whether two convex polytopes A and B intersect

Computing the Minkowski sum, A @ B, of two convex polytopes

Computing the width of a convex polytope A (which results from an analysis of the

Minkowski sum A @ (—A))

Throughout we assume that the input polytopes reside in R? and are full-dimensional,
where the dimension d is a fixed constant. Polytopes may be represented either as the
convex hull of n points (point representation) or as the intersection of n halfspaces (halfspace
representation). In either case, n denotes the size of the polytope.

1.1 Convex Intersection

Detecting whether two geometric objects intersect and computing the region of intersection
are fundamental problems in computational geometry. Geometric intersection problems arise
naturally in a number of applications. Examples include geometric packing and covering,
wire and component layout in VLSI, map overlay in geographic information systems, motion
planning, and collision detection. Several surveys present the topics of collision detection
and geometric intersection [33, 36, 37].

The special case of detecting the intersection of convex objects has received a lot of
attention in computational geometry. The static version of the problem has been considered
in R? [39, 42] and R3 [20, 38]. The data structure version where each convex object is
preprocessed independently has been considered in R? [13, 21, 22, 25] and R? [13, 22, 25, 26].

Recently, Barba and Langerman [13] considered the problem in higher dimension. They
showed how to preprocess convex polytopes in R? so that given two such polytopes that
have been subject to affine transformations, it can be determined whether they intersect
each other in logarithmic time. However, the preprocessing time and storage grow as the
combinatorial complexity of the polytope raised to the power |d/2]. Since the combinatorial
complexity of a polytope with n vertices can be as high as @(nLd/ 2J)7 the storage upper
bound is roughly O(nd2/ 4). This high complexity motivates the study of approximations to
the problem.

We define approximation in a manner that is sensitive to direction. Consider any convex
body K in R? and any ¢ > 0. Given a nonzero vector v € R?, define II,(K) to be the
minimum slab defined by two hyperplanes that enclose K and are orthogonal to v. Define
the directional width of K with respect to v, width, (K), to be the perpendicular distance
between these hyperplanes. Let IL, .(K) be the central expansion of II,(K) by a factor of
1+ ¢, and define K. to be the intersection of these expanded slabs over all unit vectors v. It
can be shown that for any v, width, (K;) = (1 + ¢) width, (K). An e-approzimation of K
is any set K’ (which need not be convex) such that K C K’ C K.. This defines an outer
approximation. It is also possible to define an analogous notion of inner approximation in
which each directional width is no smaller than 1 — ¢ times the true width. Our results can
be extended to either type of approximation.

Given a discrete point set S in R%, an e-kernel of S is any subset @ C S such that
conv(Q) is an inner e-approximation of conv(S) [4]. Tt is well known that O(1/e(¢=1)/2)
points are sufficient and sometimes necessary in an e-kernel. Kernels efficiently approximate
the convex hull and as such have been used to obtain fast approximation algorithms to
several problems such as diameter, minimum width, convex hull volume, minimum enclosing
cylinder, minimum enclosing annulus, and minimum-width cylindrical shell [4, 5].
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Figure 1 Minkowski sum and its relationship to width.

In the e-approximate version of convex intersection, we are given two convex bodies A
and B and a parameter ¢ > 0. If AN B # (), then the answer is “yes” If A. N B. = 0,
then the answer is “no.” Otherwise, either answer is acceptable. The e-approximate polytope
intersection problem is defined as follows. A collection of two or more convex polytopes in R¢
are individually preprocessed (with knowledge of £). Given any two preprocessed polytopes,
A and B, the query determines whether A and B intersect approximately. In general, the
query algorithm can be applied to any affine transformation of the preprocessed polytopes.

» Theorem 1. Given a parameter e > 0 and two polytopes A, B C R? each of size n (given
either using a point or halfspace representation), we can independently preprocess each polytope
into a data structure in order to answer e-approximate polytope intersection queries with query
time O(polylog %), storage O(1/(=1/2) and preprocessing time O(n log% + 1/eld=1)/2+e)
where a is an arbitrarily small positive constant.

The space is nearly optimal because there is a lower bound of Q(1/£(?=1/2) on the
worst-case bit complexity of representing an e-approximation of a polytope [11].

1.2 Minkowski Sum

Given two convex bodies A, B C R?, the Minkowski sum A & B is defined as {p+q:p€
A, q € B} (see Figure 1(a)). Minkowski sums have found numerous applications in motion
planning [7, 31], computer-aided design [44], computational biology [40], satellite layout [15],
and image processing [35]. Minkowski sums have been also been well studied in the context
of discrete and computational geometry [1, 3, 29, 32, 43].

It is well known that in dimension d > 3, the number of vertices in the Minkowski
sum of two polytopes can grow as rapidly as the product of the number of vertices in the
two polytopes [7]. This has led to the study of algorithms to compute approximations to
Minkowski sums in R? [2, 30, 44]. In this paper, we show how to approximate the Minkowski
sum of two convex polytopes in R? in near-optimal time.

» Theorem 2. Given a parameter e > 0 and two polytopes A, B C R? each of size n (given
either using a point or halfspace representation), it is possible to construct an e-approximation
of A® B of size O(1/£(4=1/2) in O(n log 1 + 1/e(@=1D/24e) time, where o is an arbitrarily
small positive constant.

The output representation can be either point-based or halfspace-based.
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1.3 Width

Define the directional width of a set S of n points to be the directional width of conv(S).
The width of S is the minimum over all directional widths. The mazimum over all directional
widths is equal to the diameter of S. Both problems can be approximated using the e-kernel
of S. After successive improvements [4, 6, 8, 14, 18], algorithms to compute e-kernels and to
e-approximate the diameter in roughly O(n+1/%?) time have been independently discovered
by Chan [19] and the authors [9]. Somewhat surprisingly, these works offer no improvement
to the running time to approximate the width [4, 17, 18, 28, 45], which Chan [19] posed
as an open problem. The fastest known algorithms date from over a decade ago and take
roughly O(n + 1/¢471) time [17, 18].

Agarwal et al. [2] showed that the width of a convex body K is equal to the minimum
distance from the origin to the boundary of the convex body K & (—K) (see Figure 1(b)).
Using Theorem 2, we can approximate the width by computing an e-approximation of
K @ (—K) represented as the intersection of halfspaces and then determining the closest
point to the origin among all bounding hyperplanes. The following presents this result.

» Theorem 3. Given a set S of n points in R and an approzimation parameter € > 0, it is
possible to compute an e-approzimation to the width of S in O(n logé + 1/eld=D/24e) time,
where « s an arbitrarily small positive constant.

1.4 Techniques

Our algorithms and data structure are based on a data structure defined by a hierarchy
of Macbeath regions [9, 11], which answers approximate directional width queries in poly-
logarithmic time. First, we show how to use this data structure as a black box to answer
approximate polytope intersection queries by transforming the problem to a dual setting and
performing a multidimensional convex minimization. Next, we show how to use approximate
polytope intersection queries to compute e-approximations of the Minkowski sum. The
approximation to the width follows directly.

Since we only access the input polytopes through a data structure for approximate
directional width queries, our results apply in much more general settings. For example,
we could answer in polylogarithmic time whether the Minkowski sum of two polytopes
(preprocessed independently) approximately intersects a third polytope. Our techniques are
also amenable to other polytope operations such as intersection and convex hull of the union,
as long as the model of approximation is defined accordingly.

The preprocessing time of the approximate directional width data structure we use is
O(nlog L +1/e(@=1/2+) for arbitrarily small @ > 0. If this preprocessing time is reduced
in the future, the complexity of our algorithms becomes equal to the preprocessing time plus
O((1/¢“=1/2) polylog 1).

2 Preliminaries

In this section we present a number of results, which will be used throughout the paper. The
first provides three basic properties of Minkowski sums. The proof can be found in standard
sources on Minkowski sums (see, e.g., [41]).

» Lemma 4. Let A, B C R? be two (possibly infinite) sets of points. Then:
(@) ANB#0 if and only if O € A® (—B), where O is the origin.

(b) conv(A @ B) = conv(A) @ conv(B).

(c) For all nonzero vectors v, width, (A @ B) = width,(A4) + width, (B).
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Next, we recall a recent result of ours on answering directional width queries approxi-
mately [9], which we will use as a black box later in this paper. Given a set S of n points in a
constant dimension d and an approximation parameter € > 0, the answer to the approximate
directional width query for a nonzero query vector v consists of a pair of points p,q € S such
that width, ({p,¢}) > (1 — &) width,(S).

» Lemma 5. Given a set S of n points in R? and an approzimation parameter € > 0, there
is a data structure that can answer e-approximate directional width queries with query time
O(log? 1), space O(1/e4=1/2)  and preprocessing time O(n log 1 + 1/eld=1/2+4e),

2.1 Fattening

Existing algorithms and data structures for convex approximation often assume that the
bodies have been fattened through an appropriate affine transformation. In the context of
multiple bodies, this is complicated by the fact that different fattening transformations may
be needed for the two bodies or their Minkowski sum. In this section we explore this issue.

Consider a convex body K in d-dimensional space R?. Given a parameter 0 < v < 1, we
say that K is y-fat if there exist concentric Euclidean balls B and B’, such that B C K C B’,
and radius(B)/ radius(B’) > v. We say that K is fat if it is -fat for a constant ~ (possibly
depending on d, but not on ¢ or K). For a centrally symmetric convex body C, the body
obtained by scaling C' about its center by a factor of A is called the A-expansion of C.

Let K be a convex body. We say that a convex body C'is a A-sandwiching body for K if
C'is centrally symmetric and C C K C C’, where C’ is a A-expansion of C'. John [34] proved
tight bounds for the constant A of a A-sandwiching ellipsoid. This ellipsoid is referred to as
the John ellipsoid.

» Lemma 6. For every convex body K in R?, there exists a d-sandwiching ellipsoid. Fur-
thermore, if K is centrally symmetric, there exists a v/d-sandwiching ellipsoid.

It is an immediate consequence of this lemma that for any convex body K there exists an
affine transformation 7" such that T'(K) is (1/d)-fat. Any affine transformation that maps
the John ellipsoid into a Fuclidean ball will do. The following lemma generalizes this to
hyperrectangles (see also Barequet and Har-Peled [14]).

» Lemma 7. For every convex body K in R%, there exists a (d3/2)-sandwiching hyperrectangle.

Proof. Let E denote the d-sandwiching ellipsoid for K, described in Lemma 6. By elementary
geometry, there exists a v/d-sandwiching hyperrectangle R for E. We claim that R is a
(d®/?)-sandwiching hyperrectangle for K. To prove this claim, observe that R C E C R’
and E C K C E’, where R’ is the v/d-expansion of R and E’ is the d-expansion of E.
Letting R” denote the d-expansion of R’, it is easy to see that £’ C R”. Tt follows that
RCECK CE' CR". Since R is the d-expansion of R’ and R’ is the v/d-expansion of R,
it follows that R” is the (d%/?)-expansion of R. This completes the proof. <

Next, let us consider fattening in the context of multiple bodies. The next two lemmas
follow from elementary geometry and properties of Minkowski sums.

» Lemma 8. Let Cy and Cy be A-sandwiching bodies for K1 and K, respectively. Then
C1 @ Cs is a A-sandwiching body for K1 & K.

» Lemma 9. Let K be a convex body. Given a A-sandwiching polytope for K of constant
complezity, we can compute a v-fattening affine transformation T for K in constant time,

where v = 1/(A\d).
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We conclude by showing that we can maintain a small amount of auxiliary information
for any collection of convex bodies in order to determine the fattening transformation for
the Minkowski sum of any two members of this library. We refer to the data structure for
approximate directional width queries from Lemma 5 together with the additional information
to determine the fattening transformation as the augmented data structure for approximate
directional width queries.

» Lemma 10. Consider any finite collection of convex polytopes in RY, and let v = 1/d>.
It is possible to store information of constant size with each polytope such that in constant
time we can compute a ~y-fattening affine transformation for the Minkowski sum of any two
polytopes from the collection. This information can be computed in time proportional to the
size of the input polytope.

Proof. At preprocessing time, we store the Ad-sandwiching hyperrectangles R; for each K;,
where A = d®/2. By Lemma 7, such hyperrectangles exist and they can be computed in time
proportional to the size of the input polytope [23].

Suppose we want to compute a y-fattening affine transformation for K} @ K ;», where
K[ and K j’ are the result of applying (possibly different) affine transformations to K; and
K, respectively. Let C! and C’; be the polytopes of constant complexity obtained by
applying the corresponding affine transformations to R; and Rj, respectively. Clearly, C;
and C’ are A-sandwiching polytopes for K; and K, respectively. Thus, by Lemma 8,
C; © C’ is a A-sandwiching polytope for K] @ K. Note that this polytope has constant
complexity and can be computed in constant time. Applying Lemma 9, we can use this
polytope to compute a y-fattening affine transformation for K| & K ]’ in constant time, where

v=1/(\Wd) = 1/d. <

The previous lemma holds more generally even when each of the polytopes are subject to
any non-singular affine transformation and to the Minkowski sum of a constant number of
polytopes.

2.2 Projective Duality and Width

Our algorithm for approximating the directional width of a point set is based on a projective
dual transformation, which maps points into hyperplanes and vice versa. Each primal point
p=(p1,...,pq) € S is mapped to the dual hyperplane p* : x4 = p1x1 + -+ + pa—1Ta—1 —
pa- Each primal hyperplane is mapped to a dual point in the same manner. This dual
transformation has several well-known properties [24]. For example, the points in the lower
convex hull of S map to the hyperplanes in the upper envelope.

Let H be a set of n hyperplanes in R%. Given a point » € R?~!, the thickness of H at
7, denoted thick, (H) is defined as follows. Given r € R4~! and t € R, let (r,t) denote the
point in R? resulting by concatenating r and ¢. For the sake of illustration, we think of the
d-th coordinate axis as being the vertical axis. Let ' = (r,¢1) and v = (r,t2). We define
thick,(H) as the maximum difference t; — t; for points 7/, 7" in the hyperplanes in H. In
other words, the thickness is the vertical distance between the intersection of the vertical
line defined by r with the upper and lower envelopes of H. The following relates width and
thickness.

» Lemma 11. Consider two points p,q € R and a vector v = (v1,...,vq_1,—1). Let p*,q*
denote the dual hyperplanes and v1, q—1 = (v1,...,v4-1). We have

thicky, ,_, ({p",¢"}) = I|v]| width, ({p, ¢}).
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Proof. Given vectors u and v, let u - v denote the standard inner product. Assume without
loss of generality that p-v > ¢-v. Clearly, v is nonzero, so width,({p,q}) = (p-v—q-v)/|lv]|.
Let p = (p1,...,pqa) and ¢ = (q1, - ..,qq). The dual hyperplanes are

P ixg =p1r1 4+ Pa-1%g—1 —pa and " 1xg=qT1 4+ @a-1Ta—1 — a-

If weset z1,...,24-1 = v1,4q—1 we have ty = (p1,...,Pd—1)V1,d—1—Ppd and t1 = (q1,-- ., qd—1)
v1,d4—1 — qq. Therefore

thick,, , , (H) =ty — t;
= (p1;--spa—1) - v1,.d-1 —pa— ((q1;---,qda-1) " V1,a-1 — qa)
=p-v—q-v
= [Jv]| width, ({p, ¢}). <

3 Approximate Convex Intersection

In this section, we will prove Theorem 1 for the case when the input polytopes are represented
by points. Assume that we are given two polytopes A and B in the point representation.
The objective is to preprocess A and B individually such that we can efficiently answer
approximate intersection queries for A and B (or more generally for affine transformations
of A and B).

Given a convex body K, ¢ > 0, and a point p, an e-approximate polytope membership
query is defined as follows. If p € K, the answer is “yes,” if p ¢ K., the answer is “no,” and
otherwise, either answer is acceptable. Our strategy to answer approximate intersection
queries is based on reducing them to approximate polytope membership queries. This
reduction is presented in the following lemma, which is a straightforward generalization of
Lemma 4(a) to an approximate context. The proof follows from standard algebraic properties
of Minkowski sums and the observation that K. can be expressed as K @ 5(K © —K), and
is omitted from this version.

» Lemma 12. Let A, B C R? be two polytopes and € > 0. Determining the e-approzimate
intersection of A and B is equivalent to determining the c-approximate membership of

Oe€Aa (—B).

The previous lemma relates approximate polytope intersection with an approximate
membership of the origin in a polytope (Figure 2(a)). Determining whether the origin
lies within the convex hull of a set of points S is a classic problem in computational
geometry, which can be solved by linear programming. However, we are interested in a faster
approximate solution that does not compute S explicitly. We cannot afford to preprocess
an approximate polytope membership data structure for A @ (—B) for each pair A and B,
since the number of such pairs is quadratic in the number of input polytopes. Instead, we
preprocess each input polytope individually, and we show next how to efficiently answer
approximate polytope membership queries for A ¢ (—B) by using augmented data structures
for approximate directional width queries for A and B as black boxes.

» Lemma 13. Given augmented data structures for answering e-approzimate directional
width queries for polytopes A and B, we can answer e-approximate membership queries for
A @ (—B) using O(polylog 1) queries to these data structures.

Proof. Without loss of generality, we may translate space so that the query point coincides
with the origin O. Let K = A® (—B), and let S be K’s vertex set. (Note that K and S are
not explicitly computed.)
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width,(S)
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thick,,, (5%)
<

—— o*
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(a) (b)

Figure 2 (a) Primal problem of determining if O € conv(S). (b) Dual problem of determining if
the horizontal hyperplane O* is between the upper and lower envelopes.

The problem of determining whether O € K is invariant to scaling and rotation about
the origin. It will be helpful to perform some affine transformations that will guarantee
certain properties for K. First, we apply Lemma 10 to fatten K and then apply a uniform
scaling about the origin so that K’s diameter is ©(1). By fatness, K has a A-sandwiching
ball of radius r = ©(1). If the origin either lies within the inner ball or outside the outer
ball, then the answer is trivial. Otherwise, let A = 2\r be the diameter of the outer ball.
We may apply a rotation about the origin so that the center of this ball lies on the positive
xq axis at a point (0,...,0,3). Again, this scaling and rotation can be computed in constant
time using the augmented information. It follows that the coordinates of the points of S
have absolute values at most A = O(1).

In summary, there exists an affine transformation computable in constant time such
that after applying this transformation, the query point lies at the origin, K = conv(S) is
sandwiched between two concentric balls of constant radii centered at ¢ = (0,...,0, 8), where
0<B<A=0(1), and K’s vertex set S is contained within [-A, A]¢. Tt is an immediate
consequence that width, (K) = ©(1) for all directions v, and hence it suffices to answer the
membership query to an absolute error of ©(¢).

Lemma 4(c) implies that we can answer e-approximate width queries for K as the
sum of two e-approximate width queries to A and B. Therefore, our goal is to determine
approximately if O € K using only approximate width queries to A and B. In order to do this,
we look at the projective dual problem in which each point p = (p1,...,pq) € S is mapped
to the hyperplane p* : g = p1x1 + - + pa—1T4—1 — pg- Let S* denote the corresponding set
of hyperplanes. The primal problem O € K is equivalent to the dual problem of determining
whether the horizontal hyperplane O* : x4 = 0 is sandwiched between the upper and lower
envelopes of S* (Figure 2(b)). Since the point ¢ lies vertically above the origin and within
K’’s interior, it follows that O* cannot intersect the lower envelope. Therefore, it suffices to
test whether O* intersects the upper envelope.

The dual problem can be solved exactly by computing the minimum value y of the
x4-coordinate in the upper envelope and testing whether y > 0. In the primal, the value of y
corresponds to the negated z4-coordinate of the intersection of a facet F' of the lower convex
hull of K and a vertical line passing through the origin (see Figure 2). Let F’s supporting
hyperplane be denoted by x4 = wix1 + -+ wyg—1T4—1 — wq. Since K is sandwiched between
two concentric balls of constant radii whose common center lies on this vertical line, it follows
from simple geometry that this supporting hyperplane cannot be very steep. In particular,
there exists & = O(1) such that w; € [—a,a], for i = 1,...,d — 1. In the dual, this means
that the minimum value y is attained at a point whose first d — 1 coordinates all lie within
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Figure 3 (a) One-dimensional convex minimization. (b) Higher-dimensional convex minimization.

[~a,a]. In approximating y, we will apply directional width queries only for directional

vectors v = (v, ...,vq) whose first d — 1 coordinates lie within [—«, «] and vy = —1. Thus,
loll = O(1).

By Lemma 11, the duals of two points p, ¢ € S returned by an exact directional width
query width, (K) in the primal for a vector v = (v1,...,v4-1, —1) correspond to the two dual

hyperplanes in the upper and lower envelopes of S* that intersect the vertical line x; = v; for
i=1,...,d — 1. Since queries are only applied to directions v where ||v|| = O(1) and since
width, (K) = ©(1) for all directions v, it follows from Lemma 11 that a relative error of € in
the directional width implies an absolute error of O(e) in the corresponding thickness. We
can think of the upper envelope of S* as defining the graph of a convex function over the
domain [—a, o)1, Since S C [-A, A]¢, the slopes of the hyperplanes in S* are similarly
bounded, and therefore this function has bounded slope. It follows that, for an appropriate
¢’ = O(g), we can compute this function to an absolute error of € at any (v1,...,v4-1) by
performing an (¢’)-approximate directional width query on K for v = (vy,...,v4-1,—1). To
complete the proof, it suffices to show that with O(polylog é) such queries, it is possible to
compute an absolute e-approximation to y. We do this in the next section. |

3.1 Convex Minimization

The following lemma shows how to use binary search to solve a one-dimensional convex
minimization problem approximately (see Figure 3(a)).

» Lemma 14. Let a,b € R and ¢ € R+ be real parameters. Let f : [a,b] = R be a convex
function with bounded slope and fe : [a,b] — R be a function with |f(z) — f-(z)| < e for all
x € [a,b]. Let x* € [a,b] be the value of x that minimizes f(x). It is possible to determine
a value ' with f(z') — f(z*) = O(e) after O(log((b — a)/¢c)) evaluations of f-(-) and no
evaluation of f(-).

Proof. First, we present the recursive algorithm used to determine the value z’. If b —a < &,
then since the function has bounded slope, we simply return =’ = a, as a valid answer.
Otherwise, we start by trisecting the interval [a, b] and evaluate f.(z) at the four endpoints
Z1, %9, X3, x4 of the subintervals (see Figure 3(a)). Let m denote the value ¢ that minimizes
fe(x;), breaking ties arbitrarily. To simplify the boundary cases, let o = a and z5 = b.
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We then invoke our algorithm recursively on the interval [z,,_1, Z;,+1] and store the value
returned as z’/. We return the value x among the two values x,,,z” that minimizes f.(x).

Since the length of the interval reduces by at least one third at each iteration, the number
of recursive calls and therefore evaluations of f.(-) is O(log((b — a)/e)). Next, we show that
f(@') = f(z*) = O(e). By the convexity of f we have

@) = flem) + 3@ = i) (f (@mi1) = f(2m))/ (b= a), for & = Tpps.
Using that |f(x) — fo(x)] < ¢, we have
f(@) > fe(@mi1) — e+ 3(x — zpmi1) (fe(@mi1) — fe(zm) — 26)/(b—a), for & > 1.
Since fo(xm) < fe(Tm41), we have
f@) > folxm) —e—6e(x — xpmy1)/(b—a), for x > xpy.
For z inside the interval [a, b] we have | — 2, 11| < b — a, and therefore
f(x) = fe(zm) = Te, for xpyr <z <D
The same argument is used to bound the case of a < z < x,,_1, obtaining

f(x) > fa(xm) — Te, for ¢ [mm—lvxm—&-l]-

Either the minimum of f(z) is inside the interval [,,—1, Zm11] or not. If it is not, then
the previous inequality shows that fe(z,,) provides a good approximation, regardless of the
value returned in the recursive call. If the minimum is inside the interval [Z,,—1, Zm+1], then
the recursive call will provide a value result by an inductive argument. <

We are now ready to extend the result to arbitrary dimensions.

» Lemma 15. Let a,b € R and € € R+ be real parameters. Let f : [a,b]¢ — R for a constant
dimension d be a conver function with bounded slope and f. : [a,b]? — R be a function with
|f(z) — f-(x)| < € for all x € [a,b]¢. Let z* € [a,b]? be the value of x that minimizes f(z).
It is possible to determine a value =’ with f(z') — f(z*) = O(e) after O(log®((b — a)/e))
evaluations of f-(-) and no evaluation of f(-).

Proof. The minimum f(z*) can be written as

P& = BT = 0y selilfie T

Note that if f(z) is a convex function with bounded slope, then so is the function g : [a,b] — R
(see Figure 3(b)) defined as

g(x1) = sein, [y, 7).

The proof is based on induction on the dimension d. Since d is a constant, the number
of induction steps is also a constant. The base case of d = 1 follows from Lemma 14. By
the induction hypothesis, we can solve the (d — 1)-dimensional instance to obtain a function
¢’ (1) such that

l9(z1) — ¢'(z1)] = O(e).

Using Lemma 14 for the function ¢'(-), we obtain a value «’ with f(z') — f(z*) = O(e).
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For the number of function evaluations ¢(d) for a given dimension d we have
t(1) = O(log((b — a)/e)) and

t(k) = t(1) - t(k — 1).

The recurrence easily solves to the desired
t(d) = O(log"((b — a)/2)). <

By applying Lemma 15 to the dual problem defined in the proof of Lemma 13 (where
f is the graph of the upper envelope of S* and [a,b] = [, a]) with the augmented data
structure from Lemma 5, we obtain Theorem 1 for the case when the input polytopes are
represented by points. We will consider the case when the input polytopes are represented
by halfspaces at the end of the next section.

4 Minkowski Sum Approximation

In this section, we will prove Theorems 2 and 3, as well as Theorem 1 for the case when
the input polytopes are represented by halfspaces. Assume that we are given two polytopes
A and B in the point representation, and we have computed the augmented approximate
directional width data structures from Lemma 5 for each polytope. The objective is to
obtain an e-approximation of the Minkowski sum A @ B of size O(1/(471/2) using these
data structures. Our approach is to fatten A & B using Lemma 10 and then apply Dudley’s
construction [27] in order to obtain an approximation with O(1/£(4=1)/2) halfspaces. For
completeness, we start by describing Dudley’s algorithm.

Let K C [~1,1]? be a fat polytope of constant diameter. Dudley’s algorithm obtains an
e-approximation represented by halfspaces as follows. Let D be a ball of radius 2v/d centered
at the origin. (Note that K C D.) Place a set W of O(1/£(¢=1)/2) points on the surface of D
such that every point on the surface of D is within distance O(4/¢) of some point in W. For
each point w € W, let w’ be its nearest point on the boundary of K. We call these points
samples. For each sample point w’, take the supporting halfspace passing through w’ that is
orthogonal to the vector from w’ to w. The approximation is defined as the intersection of
these halfspaces (see Figure 4(a)).

Bronshteyn and Ivanov [16] presented a similar construction. Instead of approximating
K by halfspaces, Bronshteyn and Ivanov’s construction approximates K as the convex hull
of the aforementioned set of samples? (see Figure 4(b)). In both constructions it is possible
to tune the constant factors so that closest point queries need only be computed to within
an absolute error of O(g).

An approximate closest point query between a polytope K and a point p within constant
distance from K can be reduced to computing an e-approximation to the smallest radius ball
centered at p that intersects K. This can be solved through binary search on the radius of
this ball, where each probe involves determining whether K intersects a ball of some radius
centered at p. Notice that the data structure for approximate polytope intersection from
Section 3 only accesses the bodies through approximate directional width queries, besides
the initial fattening transformation. By Lemma 4(c), given two preprocessed bodies A and

4 Dudley’s construction yields an outer approximation and Bronshteyn and Ivanov’s yields inner approxi-
mation, but it is possible to convert both to the other type through standard techniques. For details,
see Lemma 2.8 of the full version of [9].

3:11

ESA 2018



3:12

Approximate Convex Intersection Detection with Applications

(a) (b)

Figure 4 (a) Dudley’s and (b) Bronshteyn and Ivanov’s polytope approximations.

B, we can answer directional width queries on A & B through directional width queries on A
and B individually. (In the case of a ball, no data structure is required.) Therefore, we can
test intersection with a Minkowski sum A @ B, as long as we have augmented approximate
directional width data structures for both A and B.

In order to establish Theorem 2 for the case when the input polytopes are represented by
points, we apply the aforementioned binary search to simulate Dudley’s construction. Each
sample is obtained after O(log é) e-approximate polytope intersection queries. The total
running time is dominated by the preprocessing time of Lemma 5. Note that the output
polytope may be represented by either points or halfspaces according to whether we use
Dudley’s or Bronshteyn and Ivanov’s algorithm. To show that the input polytopes may be
represented by halfspaces, we show how to efficiently convert between the two representations.

» Lemma 16. Given an approzimation parameter ¢ > 0 and a polytope K C R? of size n
(given either using a point or halfspace representation), we can obtain an e-approximation
of size O(1/e4=1/2) (in either representation, independent of the input representation) in
O(nlog ! + 1/e(@=D/2%e) time, where a > 0 is an arbitrarily small constant.

Proof. The case when the input is represented by points is a trivial case of Theorem 2,
where B = {O}. For the alternative case, it suffices to obtain an e-approximation of the
polar polytope after fattening. (For details see Lemma 2.9 of the full version of [9].) <

We remind the reader that Agarwal et al. [2] showed that the width of a convex body
K is equal to the minimum distance from the origin to the boundary of the convex body
K@ (—K). To obtain Theorem 3, we compute Dudley’s approximation of K @ (—K) and then
we determine the closest point to the origin among the O(1/ gld=1)/ 2) bounding hyperplanes
of the approximation.
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—— Abstract

TIMSORT is an intriguing sorting algorithm designed in 2002 for Python, whose worst-case com-
plexity was announced, but not proved until our recent preprint. In fact, there are two slightly
different versions of TIMSORT that are currently implemented in Python and in Java respec-
tively. We propose a pedagogical and insightful proof that the Python version runs in O(nlogn).
The approach we use in the analysis also applies to the Java version, although not without very
involved technical details. As a byproduct of our study, we uncover a bug in the Java implemen-
tation that can cause the sorting method to fail during the execution. We also give a proof that
Python’s TIMSORT running time is in O(n+mnlog p), where p is the number of runs (i.e. maximal
monotonic sequences), which is quite a natural parameter here and part of the explanation for
the good behavior of TIMSORT on partially sorted inputs.
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1 Introduction

TIMSORT is a sorting algorithm designed in 2002 by Tim Peters [9], for use in the Python
programming language. It was thereafter implemented in other well-known programming
languages such as Java. The algorithm includes many implementation optimizations, a
few heuristics and some refined tuning, but its high-level principle is rather simple: The
sequence S to be sorted is first decomposed greedily into monotonic runs (i.e. nonincreasing
or nondecreasing subsequences of S as depicted on Figure 1), which are then merged pairwise
according to some specific rules.

The idea of starting with a decomposition into runs is not new, and already appears
in Knuth’s NATURALMERGESORT [6], where increasing runs are sorted using the same
mechanism as in MERGESORT. Other merging strategies combined with decomposition into
runs appear in the literature, such as the MINIMALSORT of [10] (see also [2, 8] for other
considerations on the same topic). All of them have nice properties: they run in O(nlogn)
and even O(n + nlog p), where p is the number of runs, which is optimal in the model of
sorting by comparisons [7], using the classical counting argument for lower bounds. And
yet, among all these merge-based algorithms, TIMSORT was favored in several very popular
programming languages, which suggests that it performs quite well in practice.
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S =(12,10,7,5, 7,10,14,25,36, 3,5,11,14, 15,21, 22, 20,15,10,8,5,1)
——

first run second run third run fourth run

Figure 1 A sequence and its run decomposition computed by TIMSORT: for each run, the first
two elements determine if it is increasing or decreasing, then it continues with the maximum number
of consecutive elements that preserves the monotonicity.

TIMSORT running time was implicitly assumed to be O(nlogn), but our unpublished
preprint [1] contains, to our knowledge, the first proof of it. This was more than ten years after
TIMSORT started being used instead of QUICKSORT in several major programming languages.
The growing popularity of this algorithm invites for a careful theoretical investigation. In
the present paper, we make a thorough analysis which provides a better understanding of
the inherent qualities of the merging strategy of TIMSORT. Indeed, it reveals that, even
without its refined heuristics,' this is an effective sorting algorithm, computing and merging
runs on the fly, using only local properties to make its decisions.

As the analysis we made in [1] was a bit involved and clumsy, we first propose in Section 3
a new pedagogical and self-contained exposition that TIMSORT runs in O(nlogn) time,
which we want both clear and insightful. Using the same approach, we also establish in
Section 4 that it runs in O(n + nlogp), a question left open in our preprint and also in a
recent work? on TIMSORT [4]. Of course, the first result follows from the second, but since
we believe that each one is interesting on its own, we devote one section to each of them.
Besides, the second result provides with an explanation to why TIMSORT is a very good
sorting algorithm, worth considering in most situations where in-place sorting is not needed.

To introduce our last contribution, we need to look into the evolution of the algorithm:
there are actually not one, but two main versions of TIMSORT. The first version of the
algorithm contained a flaw, which was spotted in [5]: while the input was correctly sorted, the
algorithm did not behave as announced (because of a broken invariant). This was discovered
by De Gouw and his co-authors while trying to prove formally the correctness of TIMSORT.
They proposed a simple way to patch the algorithm, which was quickly adopted in Python,
leading to what we consider to be the real TIMSORT. This is the one we analyze in Sections 3
and 4. On the contrary, Java developers chose to stick with the first version of TIMSORT,
and adjusted some tuning values (which depend on the broken invariant; this is explained in
Sections 2 and 5) to prevent the bug exposed by [5]. Motivated by its use in Java, we explain
in Section 5 how, at the expense of very complicated technical details, the elegant proofs of
the Python version can be twisted to prove the same results for this older version. While
working on this analysis, we discovered yet another error in the correction made in Java.
Thus, we compute yet another patch, even if we strongly agree that the algorithm proposed
and formally proved in [5] (the one currently implemented in Python) is a better option.

2 TimSort core algorithm

The idea of TIMSORT is to design a merge sort that can exploit the possible “non randomness”

of the data, without having to detect it beforehand and without damaging the performances
on random-looking data. This follows the ideas of adaptive sorting (see [7] for a survey on
taking presortedness into account when designing and analyzing sorting algorithms).

1 These heuristics are useful in practice, but do not change the worst-case complexity of the algorithm.
2 In [4], the authors refined the analysis of [1] to obtain very precise bounds for the complexity of TIMSORT
and of similar algorithms.
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Algorithm 1: TIMSORT. (Python 3.6.5)

Input: A sequence S to sort
Result: The sequence S is sorted into a single run, which remains on the stack.

Note: The function merge_force_collapse repeatedly pops the last two runs on the
stack R, merges them and pushes the resulting run back on the stack.

runs < a run decomposition of S

R <+ an empty stack

while runs # () do // main loop of TIMSORT
L remove a run r from runs and push r onto R

oA W N R

merge_collapse(R)

6 if height(R) # 1 then // the height of R is its number of rums
L merge_force_collapse(R)

N

Algorithm 2: The merge_collapse procedure. (Python 3.6.5)

Input: A stack of runs R
Result: The invariant of Equations (1) and (2) is established.

Note: The runs on the stack are denoted by R[1]... R[height(R)], from top to bottom.
The length of run R[i] is denoted by r;. The blue highlight indicates that the
condition was not present in the original version of TIMSORT (this will be discussed
in section 5).

1 while height(R) > 1 do
2 n < height(R) — 2

3 if (n>0and r3<ra+ry) or (n>1 and rs <r3-+r3) then
4 if r3 < r; then
L merge runs R[2] and R[3] on the stack

6 else merge runs R[1] and R[2] on the stack

else if ry < r; then
L merge runs R[1] and R[2] on the stack

9 else break

The first feature of TIMSORT is to work on the natural decomposition of the input
sequence into maximal runs. In order to get larger subsequences, TIMSORT allows both
nondecreasing and decreasing runs, unlike most merge sort algorithms.

Then, the merging strategy of TIMSORT (Algorithm 1) is quite simple yet very efficient.

The runs are considered in the order given by the run decomposition and successively pushed
onto a stack. If some conditions on the lengths of the topmost runs of the stack are not
satisfied after a new run has been pushed, this can trigger a series of merges between pairs of
runs at the top or right under. And at the end, when all the runs in the initial decomposition
have been pushed, the last operation is to merge the remaining runs two by two, starting at
the top of the stack, to get a sorted sequence. The conditions on the stack and the merging

rules are implemented in the subroutine called merge_collapse detailed in Algorithm 2.

This is what we consider to be TIMSORT core mechanism and this is the main focus of our
analysis.

Another strength of TIMSORT is the use of many effective heuristics to save time, such as
ensuring that the initial runs are not to small thanks to an insertion sort or using a special
technique called “galloping” to optimize the merges. However, this does not interfere with
our analysis and we will not discuss this matter any further.
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#1 #1
#1#2 #1
" e # f f

merge_collapse merge_coligpse

Figure 2 The successive states of the stack R (the values are the lengths of the runs) during an
execution of the main loop of TIMSORT (Algorithm 1), with the lengths of the runs in runs being
(24,18,50,28,20,6,4,8,1). The label #1 indicates that a run has just been pushed onto the stack.
The other labels refer to the different merges cases of merge_collapse as translated in Algorithm 3.

Let us have a closer look at Algorithm 2 which is a pseudo-code transcription of the
merge_collapse procedure found in the latest version of Python (3.6.5). To illustrate its
mechanism, an example of execution of the main loop of TIMSORT (lines 3-5 of Algorithm 1)
is given in Figure 2. As stated in its note [9], Tim Peter’s idea was that:

“The thrust of these rules when they trigger merging is to balance the run lengths
as closely as possible, while keeping a low bound on the number of runs we have to
remember.”

To achieve this, the merging conditions of merge_collapse are designed to ensure that the
following invariant® is true at the end of the procedure:

Fite > iyl + 1, 1)
rig1 > ;. (2)

This means that the runs lengths r; on the stack grow at least as fast as the Fibonacci numbers
and, therefore, that the height of the stack stays logarithmic (see Lemma 6, section 3).

Note that the bound on the height of the stack is not enough to justify the O(nlogn)
running time of TIMSORT. Indeed, without the smart strategy used to merge the runs “on
the fly”, it is easy to build an example using a stack containing at most two runs and that
gives a ©(n?) complexity: just assume that all runs have length two, push them one by one
onto a stack and perform a merge each time there are two runs in the stack.

We are now ready to proceed with the analysis of TIMSORT complexity. As mentioned
earlier, Algorithm 2 does not correspond to the first implementation of TIMSORT in Python,
nor to the current one in Java, but to the latest Python version. The original version will be
discussed in details later, in Section 5.

3 TimSort runs in O(nlogn)

At the first release of TIMSORT [9], a time complexity of O(nlogn) was announced with no
element of proof given. It seemed to remain unproved until our recent preprint [1], where we
provide a confirmation of this fact, using a proof which is not difficult but a bit tedious. This
result was refined later in [4], where the authors provide lower and upper bounds, including
explicit multiplicative constants, for different merge sort algorithms.

3 Actually, in [9], the invariant is only stated for the 3 topmost runs of the stack.
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Algorithm 3: TimSort: translation of Algorithm 1 and Algorithm 2.

Input: A sequence to S to sort

Result: The sequence S is sorted into a single run, which remains on the stack.

Note: At any time, we denote the height of the stack R by h and its " top-most run (for
1 << h) by R;. The length of this run is denoted by ;.

1 runs < the run decomposition of S
2 R < an empty stack

3 while runs # 0 do // main loop of TIMSORT
4 remove a run r from runs and push r onto R // #1
5 while true do

6 if h > 3 and r; > r3 then merge the runs Ry and R3 // #2
7 else if h > 2 and r1 > r2 then merge the runs R and Ro // #3
8 else if h > 3 and r1 + r2 > r3 then merge the runs R; and Ro // #4
9 else if h > 4 and r2 + r3 > r4 then merge the runs R; and R» // #5
10 else break

11 while h # 1 do merge the runs R; and R

Our main concern is to provide an insightful proof of the complexity of TIMSORT, in
order to highlight how well designed is the strategy used to choose the order in which the
merges are performed. The present section is more detailed than the following ones as we
want it to be self-contained once TIMSORT has been translated into Algorithm 3 (see below).

As our analysis is about to demonstrate, in terms of worst-case complexity, the good
performances of TIMSORT do not rely on the way merges are performed. Thus we choose
to ignore their many optimizations and consider that merging two runs of lengths r and 7’
requires both 7 +7’ element moves and r+ 1’ element comparisons. Therefore, to quantify the
running time of TIMSORT, we only take into account the number of comparisons performed.

» Theorem 1. The running time of TIMSORT is O(nlogn).

The first step consists in rewriting Algorithm 1 and Algorithm 2 in a form that is easier
to deal with. This is done in Algorithm 3.

» Claim 2. For any input, Algorithms 1 and 3 perform the same comparisons.

Proof. The only difference is that Algorithm 2 was changed into the while loop of lines 5
to 10 in Algorithm 3. Observing the different cases, it is straightforward to verify that merges
involving the same runs take place in the same order in both algorithms. Indeed, if r3 < rq,
then r3 < r1 + ro, and therefore line 5 is triggered in Algorithm 2, so that both algorithms
merge the 2"4 and 39 runs. On the contrary, if 3 > 1, then both algorithms merge the 15
and 2" runs if and only if 7o <7y or r3 <71 + 1o (0r 74 < 7o +73). <

» Remark 3. Proving Theorem 1 only requires analyzing the main loop of the algorithm
(lines 3 to 10). Indeed, computing the run decomposition (line 1) can be done on the fly, by
a greedy algorithm, in time linear in n, and the final loop (line 11) might be performed in
the main loop by adding a fictitious run of length n 4+ 1 at the end of the decomposition.

In the sequel, for the sake of readability, we also omit checking that h is large enough to
trigger the cases #2 to #5. Once again, such omissions are benign, since adding fictitious
runs of respective sizes 8n, 4n, 2n and n (in this order) at the beginning of the decomposition
would ensure that h > 4 during the whole loop.
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In Algorithm 3, we can see that the merges performed during Case #2 allow a very large
run to be pushed and “absorbed” onto the stack without being merged all the way down,
but by collapsing the stack under this run instead. Meanwhile, the purpose of Cases #3 to
#5 is mainly to re-establish the invariant of Equations (1) and (2), ensuring an exponential
growth of the run lengths within the stack (this duality is made even clearer in the proof of
Section 4). Along this process, the cost of keeping the stack in good shape is compensated by
the absorption of this large run, which naturally calls for an amortized complezity analysis.

To proceed with the core of our proof (that is the amortized analysis of the main loop),
we now credit tokens to the elements of the input array, which are spent for comparisons.
One token is paid for every comparison performed by the algorithm and each element is
given O(logn) tokens. Since the balance is always non-negative, we can conclude that at
most O(nlogn) comparisons are performed, in total, during the main loop.

Elements of the input array are easily identified by their starting position in the array,
so we consider them as well-defined and distinct entities (even if they have the same value).
The height of an element is the number of runs that are below it in the stack: the elements
belonging to the run R; in the stack (Ry,...,Ry) have height h — i. To simplify the
presentation, we also distinguish two kinds of tokens, the {-tokens and the O-tokens, which
can both be used to pay for comparisons.

Two {-tokens and one O-token are credited to an element when it enters the stack (this
is Case #1 of Algorithm 3) or when its height decreases: all the elements of Ry are credited
when R; and Ry are merged, and all the elements of R; and Ry are credited when Ry and
Rj3 are merged. Tokens are spent to pay for comparisons, depending on the case triggered:

Case #2: every element of Ry and Ry pays 1 <. This is enough to cover the cost of

merging Ry and Rg, since 79 + r3 < 79 + 71, as r3 < ry in this case.

Case #3: every element of Ry pays 2 . In this case r; > r and the cost is r1 +r9 < 277.

Cases #4 and #5: every element of Ry pays 1 > and every element of Ry pays 1 . The

cost 71 + 1o is exactly the number of tokens spent.

» Lemma 4. The balances of {-tokens and O-tokens of each element remain non-negative
throughout the main loop of TIMSORT.

Proof. In all four cases #2 to #5, because the height of the elements of R; and possibly
the height of those of Ry decrease, the number of credited {-tokens after the merge is at
least the number of {-tokens spent. The O-tokens are spent in Cases #4 and #b5 only:
every element of Ry pays one ©-token, and then belongs to the topmost run R; of the new
stack S = (Ry,..., R,_1) obtained after merging R; and Ry. Since R; = R;yq for i > 2,
the condition of Case #4 implies that 7; > 7o and the condition of Case #5 implies that
T1 + To > T3: in both cases, the next modification of the stack S is another merge. This
merge decreases the height of Ry, and therefore decreases the height of the elements of Rs,
who will regain one O-token without losing any, since the topmost run of the stack never
pays with O-tokens. This proves that, whenever an element pay one O-token, the next
modification is another merge during which it regains its O-token. This concludes the proof
by direct induction. <

Let Apax be the maximum number of runs in the stack during the whole execution of the
algorithm. Due to the crediting strategy, each element is given at most 2h,,, {-tokens and
at most hyax O-tokens in total. So we only need to prove that hpax is O(logn) to complete
the proof that the main loop running time is in O(nlogn). This fact is a consequence of
TIMSORT’s invariant established with a formal proof in the theorem prover KeY [3, 5]: at
the end of any iteration of the main loop, we have r; + ;41 < r;42, for every ¢ > 1 such that
the run R;4o exists.
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For completeness, and because the formal proof is not meant to be read by humans, we
sketch a “classical” proof of the invariant. It is not exactly the same statement as in [5], since
our invariant holds at any time during the main loop: in particular we cannot say anything
about Ri, which can have any length when a run has just been added. For technical reasons,
and because it will be useful later on, we establish four invariants in our statement.

» Lemma 5. At any step during the main loop of TIMSORT, we have (i) r; + 7i11 < Tt
forie{3,...,h =2}, (ii) ro < 3rs, (iii) r3 < r4 and (iv) ro < r3 +74.

Proof. The proof is done by induction. It consists in verifying that, if all four invariants
hold at some point, then they still hold when an update of the stack occurs in one of the five
situations labeled #1 to #b5 in the algorithm. This can be done by a straightforward case
analysis. We denote by S = (Ry, ... ,Eﬁ) the new state of the stack after the update:
If Case #1 just occurred, a new run R; was pushed. This implies that none of the
conditions of Cases #2 to #b5 hold in S, otherwise merges would have continued. In
particular, we have 1 < ro < rsand ro+7r3 < ry. AsT; =r;_1 for i > 2, and invariant (i)
holds for S, we have Ty < T3 < T4, and thus invariants (i) to (iv) hold for S.
If one of the Cases #2 to #5 just occurred, we have 7y = ry + r3 (in Case #2) or
7o = r3 (in Cases #3 to #5). This implies that 7o < ro + r3. As 7; = r;4q for i > 3,
and invariants (i) to (iv) hold for S, we have To < 1o + 13 < 13 +1r4 + 135 < 3rgy = 373,

Tg=r4 <T3+1rs <715 =Tyg,andTo <7ro+73 <T3+r4+7r3 <T3+715 <T4+r5 =T3+T4.

Thus, invariants (i) to (iv) hold for S. |
At this point, invariant (i) can be used to bound hp,.y from above.

» Lemma 6. At any time during the main loop of TIMSORT, if the stack is (Ry,...,Rp)
i—j—1

then we have r9/3 <13 <r4 <...<r, and, for alli > j > 3, we have r; > ﬂl / rj. As

a consequence, the number of runs in the stack is always O(logn).

Proof. By Lemma 5, we have r; + r;41 < rjys for 3<i < h—2. Thus ri40 — 741 >1r; >0
and the sequence is increasing from index 4: r4 < 15 < rg < ... < 73. The increasing
sequence of the statement is then obtained using the invariants (i) and (iii). Hence, for
j = 3, we have r;9 > 2r;, from which one can get that r; > \/ii_j_lrj. In particular, if
h > 3 then r, > \/gh_4r3, which yields that the number of runs is O(logn) as r, < n. <«

Collecting all the above results is enough to prove Theorem 1. First, as mentioned
in Remark 3, computing the run decomposition can be done in linear time. Then, we
proved that the main loop requires O(nhmax) comparisons, by bounding from above the
total number of tokens credited, and that hyax = O(logn), by showing that the run lengths
grow at exponential speed. Finally, the final merges of line 11 might be taken care of by
Remark 3, but they can also be dealt with directly:* if we start these merges with a stack
S = (Ry,...,Rp), then every element of the run R; takes part in h + 1 — i merges at most,
which proves that the overall cost of line 11 is O(nlogn). This concludes the proof of the
theorem.

4 Refined analysis parametrized with the number of runs

A widely spread idea to explain why certain sorting algorithms perform better in practice
than expected is that they are able to exploit presortedness [7]. This can be quantified in

4 Relying on Remark 3 will be necessary only in the next section, where we need more precise computations.
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FLAH2H2H2 H3FF2HEH2HAH2 FHLH2H2H2 H2 42 #5 #2 #3 #3 4 72

starting seq. ending seq. starting seq. ending seq.

Figure 3 The decomposition of the encoding of an execution into starting and ending sequences.

many ways, the number of runs in the input sequence being one. Since this is the most natural
parameter, we now consider the complexity of TIMSORT, according to it. We establish the
following result, which was left open in [1, 4]:

» Theorem 7. The complezity of TIMSORT on inputs of size n with p runs is O(n+nlogp).

If p =1, then no merge is to be performed, and the algorithm clearly runs in time linear
in n. Hence, we assume below that p > 2, and we show that the complexity of TIMSORT
is O(nlog p) in this case.

To obtain the O(nlog p) complexity, we need to distinguish several situations. First,
consider the sequence of Cases #1 to #5 triggered during the execution of the main loop
of TIMSORT. It can be seen as a word on the alphabet {#1,...,#5} that starts with #1,
which completely encodes the execution of the algorithm. We split this word at every #1, so
that each piece corresponds to an iteration of the main loop. Those pieces are in turn split
into two parts, at the first occurrence of a symbol #3, #4 or #5. The first half is called a
starting sequence and is made of a #1 followed by the maximal number of #2’s. The second
half is called an ending sequence, it starts with #3, #4 or #5 (or is empty) and it contains
no occurrence of #1 (see Figure 3 for an example).

We treat starting and ending sequences separately in our analysis. The following lemma
points out one of the main reasons TIMSORT is so efficient regarding the number of runs.

» Lemma 8. The number of comparisons performed during all the starting sequences is O(n).

Proof. More precisely, for a stack S = (Ry,...,Ry), we prove that a starting sequence
beginning with a push of a run R of length r onto S uses at most yr comparisons in total,
where 7 is the real constant 3v/2 >0 i/v/2". After the push, the stack is S = (R, R1,..., Rp)
and, if the starting sequence contains k > 1 letters, i.e. kK — 1 occurrences of #2, then this
sequence amounts to merging the runs Ry, Ra, ..., Rk. Since no merge is performed if k = 1,
we assume below that k& > 2.

Looking closely at these runs, we compute that they require a total of

C=Fk-1)r+k-Dro+k—2)rs+...+7r <

)

k
(k +1-— i)?“i

=1

comparisons. The last occurrence of Case #2 ensures that r > ry, hence applying Lemma 6

to the stack S shows that r > \/ﬁk_lri/i% foralli=1,...,k. It follows that

k
i
Cfr <33 (k+1-0)/V2 "<~
i=2
This concludes the proof, since each run is the beginning of exactly one starting sequence,
and the sum of their lengths is n. <

We can now focus on the cost of ending sequences. Because the inner loop (line 5) of
TIMSORT has already begun, during the corresponding starting sequence, we have some
information on the length of the topmost run.
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#1 [50]
#1 [18] [13] [50] #3 [28]

Figure 4 Execution of the main loop of Java’s TIMSORT (Algorithm 3, without merge case #b5,
at line 9), with the lengths of the runs in runs being (24, 18, 50, 28,20, 6,4, 8,1). When the second
to last run (of length 8) is pushed onto the stack, the while loop of line 5 stops after only one merge,
breaking the invariant (in red), unlike what we see in Figure 2 using the Python version of TIMSORT.

» Lemma 9. At any time during an ending sequence, including just before it starts and just
after it ends, we have r1 < 3r3.

Proof. The proof is done by induction. At the beginning of the ending sequence, the condition
of #2 cannot be true, so r; < r3 < 3r3. Before any merge during an ending sequence, if the
stack is S = (Ry, ... Rp), then we denote by S = (Ry, ..., Rn_1) the stack after that merge. If
the invariant holds before the merge, and since ry < r3+1r4 and r3 < r4 by Lemma 5, we have
T1 =71 <3r3<3ry =3r3in Case #2, and 71 =11 +1ro <r3+ry <rzs+rz3+ry < 3ry =373
in Cases #3 to #5 (since r1 < r3, as Case #2 does not apply), concluding the proof. <

In order to obtain a suitable upper bound for the merges that happen during ending
sequences, we refine the analysis of the previous section. We still use {-tokens and O-tokens
to pay for comparisons when the stack is not too high, and we use different tokens otherwise:

at the beginning of the algorithm, a common pool is credited with 24 n &-tokens,

all elements are still credited two {-tokens and one O-token when entering the stack,

no token (of any kind) is credited nor spent during merges of starting sequences (the cost

of such sequences is already taken care of by Lemma 9),

if the stack has height less than x« = [2log, p], elements are credited {-tokens and

O-tokens and merges (of ending sequences) are paid in the same fashion as in Section 3,

if the stack has height at least s, then merges (of ending sequences) are paid using

&-tokens, and elements are not credited any token when a merge decreases their height.

By the analysis of the previous section, at most O(nk) comparisons are paid with {-tokens
and O-tokens. Hence, using Remark 3, we complete the proof of Theorem 7 by checking that
we initially credited enough &-tokens. This is a direct consequence of the following lemma,
since at most p merges are paid by &-tokens.

» Lemma 10. A merge performed during an ending sequence with a stack containing at
least Kk runs costs at most 24n/p comparisons.

Proof. Lemmas 5 and 9 prove that o < 3rz and r; < 3rs . Since a merging step either

merges R; and Ry, or Ry and R, it requires at most 6r3 comparisons. By Lemma 6, we
h—4 —h —K

have rp, > V2 r3, whence 6r3 < 242 T < 242 < 24n/p. |

5 About the Java version of TimSort

Algorithm 2 (and therefore Algorithm 3) does not correspond to the original TIMSORT.

Before release 3.4.4 of Python, the second part of the condition (in blue) in the test at line 3
of merge_collapse (and therefore merge case #5 of Algorithm 3) was missing. This version
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#1
#1 26| #2 #1
#1 7 7 26 | #2 #1 [27] #2

#1 8 ] 8 15 26| #2 2 2 27

#1 |16 16 16 16 16 31 26 26 26 28

#1 |25 25 25 25 25 25 25 56 56 56 56

#1 [83] | 83 83 33 83 83 83 33 33 83 83 33
[109] [109] [109] [109] [109] [109] [109] [109] [109] [109] [109] [109] [109

Figure 5 Execution of the main loop of the Java version of TIMSORT (without merge case #5,
at line 9 of Algorithm 3), with the lengths of the runs in runs being (109, 83,25, 16,8, 7, 26, 2, 27).
When the algorithm stops, the invariant is violated twice, for consecutive runs (in red).

of the algorithm worked fine, meaning that it did actually sort arrays, but the invariant
given by Equation (1) did not hold. Figure 4 illustrates the difference caused by the missing
condition when running Algorithm 3 on the same input as in Figure 2.

This was discovered by de Gouw et al. [5] when trying to prove the correctness of the
Java implementation of TIMSORT (which is the same as in the earlier versions of Python).
And since the Java version of the algorithm uses the (wrong) invariant to compute the
maximum size of the stack used to store the runs, the authors were able to build a sequence
of runs that causes the Java implementation of TIMSORT to crash. They proposed two
solutions to fix TIMSORT: reestablish the invariant, which led to the current Python version,
or keep the original algorithm and compute correct bounds for the stack size, which is the
solution that was chosen in Java 9 (note that this is the second time these values had to be
changed). To do the latter, the developers used the claim in [5] that the invariant cannot be
violated for two consecutive runs on the stack, which turns out to be false,® as illustrated in
Figure 5. Thus, it is still possible to cause the Java implementation to fail: it uses a stack
of runs of size at most 49 and we were able to compute an example requiring a stack of
size 50 (see http://igm.univ-mlv.fr/~pivoteau/Timsort/Test.java), causing an error
at runtime in Java’s sorting method.

Even if the bug we highlighted in Java’s TIMSORT is very unlikely to happen, this should
be corrected. And, as advocated by de Gouw et al. and Tim Peters himself,® we strongly
believe that the best solution would be to correct the algorithm as in the current version
of Python, in order to keep it clean and simple. However, since this is the implementation
of Java’s sort for the moment, there are two questions we would like to tackle: Does the
complexity analysis holds without the missing condition? And, can we compute an actual
bound for the stack size? We first address the complexity question. It turns out that the
missing invariant was a key ingredient for having a simple and elegant proof.

» Proposition 11. At any time during the main loop of Java’s TIMSORT, if the stack
of runs is (Ry,...,Rp) then we have r3 < rqy < ... < 1y, and, for all i > 3, we have
(2+\ﬁ)7"1 >T2+...+’I"i,1.

Proof ideas. The proof of Proposition 11 is much more technical and difficult than insightful,
and therefore we just summarize its main steps. As in previous sections, this proof relies
on several inductive arguments, using both inductions on the number of merges performed,

5 This is the consequence of a small error in the proof of their Lemma 1. The constraint C; > Co has no
reason to be. Indeed, in our example, we have C; = 25 and C2 = 31.
5 Here is the discussion about the correction in Python: https://bugs.python.org/issue23515.
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on the stack size and on the run lengths. The inequalities r3 < r4 < ... < rp come at once,
hence we focus on the second part of Proposition 11.

Since separating starting and ending sequences was useful in Section 4, we first introduce
the notion of stable stacks: a stack S is stable if, when operating on the stack S = (Ry, ..., Rp),
Case #1 is triggered (i.e. Java’s TIMSORT is about to perform a run push operation).

We also call obstruction indices the integers ¢ > 3 such that r; < r;_1 + r;_o: although
they do not exist in Python’s TIMSORT, they may exist, and even be consecutive, in Java’s
TiMSORT. We prove that, if i — k,i—k+1,...,7 are obstruction indices, then the stack sizes
Ti—k—2,--.,T; grow “at linear speed”. For instance, in the last stack of Figure 5, obstruction
indices are 4 and 5, and we have ro = 28, r3 =19 + 28, r4 = r3 + 27 and r5 = r4 + 26.

Finally, we study so-called expansion functions, i.e. functions f : [0, 1] — R such that, for
every stable stack S = (Ry,..., Rp), we have ro + ...+ rp_1 < rpf(rp—1/rn). We exhibit an
explicit function f such that f(x) < 2+ +/7 for all x € [0, 1], and we prove by induction on
rp, that f is an expansion function, from which we deduce Proposition 11. <

Once Proposition 11 is proved, we easily recover the following variant of Lemmas 6 and 9.

» Lemma 12. At any time during the main loop of Java’s TIMSORT, if the stack is
(Ry,...,Ryp) then we have r2/(2 +V7) < r3 < ry < ... < 1y, and, for alli > j > 3,
we have r; > 697 4r;, where § = (5/(2 + \ﬁ))l/s > 1. Furthermore, at any time during an
ending sequence, including just before it starts and just after it ends, we have r1 < (24+/7)r3.

Proof. The inequalities ro/(2 +/7) < r3 <14 < ... < 7}, are just a (weaker) restatement
of Proposition 11. Then, for j > 3, we have (2 + V7)rji5 = 7j + ... + 1j44 = 51y, ie.
Ti+5 = 0°r;, from which one gets that r; > 677 4r;.

Finally, we prove by induction that 71 < (2 + v/7)r3 during ending sequences. First,
when the ending sequence starts, r; < 73 < (2 + v/7)r3. Before any merge during this
sequence, if the stack is S = (Ry,...Ry), then we denote by S = (Ry,..., R,_1) the
stack after the merge. If the invariant holds before the merge, in Case #2, we have
71 =71 < (24V7)r3 < (24+V7)rs = (2-4+1/7)T3; and using Proposition 11 in Cases #3 and #4,
we have 7y = 71 + 79 and 71 <73, hence 7y = 11 + 79 <ro + 73 < (2+VT)ry = (2 +V7)T3,
concluding the proof. <

We can then recover a proof of complexity for the Java version of TIMSORT, by following
the same proof as in Sections 3 and 4, but using Lemma 12 instead of Lemmas 6 and 9.

» Theorem 13. The complexity of Java’s TIMSORT on inputs of size n with p runs is
O(n+nlogp).

Another question is that of the stack size requirements of Java’s TIMSORT, i.e. comput-
ing Apax. A first result is the following immediate corollary of Lemma 12.

» Corollary 14. On an input of size n, Java’s TIMSORT will create a stack of runs of
mazximal size hmax < 7+ logs(n), where 6 = (5/(2 + \ﬁ))l/S.

Proof. At any time during the main loop of Java’s TIMSORT on an input of size n, if the
stack is (R1, ..., Rp) and h > 3, it follows from Lemma 12 that n > r;, > 6" "ry > 6"~ 7. =

Unfortunately, for integers smaller than 23!, Corollary 14 only proves that the stack size
will never exceed 347. However, in the comments of Java’s implementation of TIMSORT,”

7 Comment at line 168: http://igm.univ-mlv.fr/~pivoteau/Timsort/TimSort. java.
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there is a remark that keeping a short stack is of some importance, for practical reasons, and
that the value chosen in Python— 85 — is “too expensive”. Thus, in the following, we go to
the extent of computing the optimal bound. It turns out that this bound cannot exceed 86
for such integers. This bound could possibly be refined slightly, but definitely not to the
point of competing with the bound that would be obtained if the invariant of Equation (1)
were correct. Once more, this suggests that implementing the new version of TIMSORT in
Java would be a good idea, as the maximum stack height is smaller in this case.

» Theorem 15. On an input of size n, Java’s TIMSORT will create a stack of runs of
mazimal size hmax < 3+ loga(n), where A = (14 +/7)Y/5. Furthermore, if we replace A by
any real number A’ > A, the inequality fails for all large enough n.

Proof ideas. The first part of Theorem 15 is proved as follows. Ideally, we would like to
show that r;4; > Afr; for all i > 3 and some fixed integer j. However, these inequalities do
not hold for all 7. Yet, we prove that they hold if ¢ + 2 and i 4+ j 4+ 2 are not obstruction
indices and if i + j 4+ 1 is an obstruction index. It follows quickly that 7, > A"=3.

The optimality of A is much more difficult to prove. It turns out that the constants 2++/7,
(1++/7)*/5, and the expansion function referred to in the proof of Proposition 11 were con-
structed as least fixed points of non-decreasing operators, although this construction needed
not be explicit for using these constants and function. Hence, we prove that A is optimal by
inductively constructing sequences of run lengths that show that lim sup{log(ry)/h} = A;
much care is required for proving that our constructions are indeed feasible. |

6 Conclusion

At first, when we learned that Java’s QuickSort had been replaced by a variant of MERGESORT,
we thought that this new algorithm — TIMSORT — should be really fast and efficient in practice,
and that we should look into its average complexity to confirm this from a theoretical point
of view. Then, we realized that its worst-case complexity had not been formally established
yet and we first focused on giving a proof that it runs in O(nlogn), which we wrote in a
preprint [1]. In the present article, we simplify this preliminary work and provide a short,
simple and self-contained proof of TIMSORT’s complexity, which sheds some light on the
behavior of the algorithm. Based on this description, we were also able to answer positively
a natural question, which was left open so far: does TIMSORT runs in O(n + nlog p), where
p is the number of runs? We hope our theoretical work highlights that TIMSORT is actually
a very good sorting algorithm. Even if all its fine-tuned heuristics are removed, the dynamics
of its merges, induced by a small number of local rules, results in a very efficient global
behavior, particularly well suited for almost sorted inputs.

Besides, we want to stress the need for a thorough algorithm analysis, in order to prevent
errors and misunderstandings. As obvious as it may sound, the three consecutive mistakes
on the stack height in Java illustrate perfectly how the best ideas can be spoiled by the lack
of a proper complexity analysis.

Finally, following [5], we would like to emphasize that there seems to be no reason not
to use the recent version of TIMSORT, which is efficient in practice, formally certified and
whose optimal complexity is easy to understand.
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—— Abstract

We revisit the classic online bin packing problem studied in the half-century. In this problem,

items of positive sizes no larger than 1 are presented one by one to be packed into subsets called
bins of total sizes no larger than 1, such that every item is assigned to a bin before the next
item is presented. We use online partitioning of items into classes based on sizes, as in previous
work, but we also apply a new method where items of one class can be packed into more than
two types of bins, where a bin type is defined according to the number of such items grouped
together. Additionally, we allow the smallest class of items to be packed in multiple kinds of bins,
and not only into their own bins. We combine this with the approach of packing of sufficiently
big items according to their exact sizes. Finally, we simplify the analysis of such algorithms,
allowing the analysis to be based on the most standard weight functions. This simplified analysis
allows us to study the algorithm which we defined based on all these ideas. This leads us to
the design and analysis of the first algorithm of asymptotic competitive ratio strictly below 1.58,
specifically, we break this barrier by providing an algorithm AH (Advanced Harmonic) whose
asymptotic competitive ratio does not exceed 1.57829.

Our main contribution is the introduction of the simple analysis based on weight function to
analyze the state of the art online algorithms for the classic online bin packing problem. The
previously used analytic tool named weight system was too complicated for the community in
this area to adjust it for other problems and other algorithmic tools that are needed in order
to improve the current best algorithms. We show that the weight system based analysis is not
needed for the analysis of the current algorithms for the classic online bin packing problem. The
importance of a simple analysis is demonstrated by analyzing several new features together with
all existing techniques, and by proving a better competitive ratio than the previously best one.
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A New and Improved Algorithm for Online Bin Packing

1 Introduction

Bin packing [5, 6] is the problem of packing a set of items of rational sizes in (0, 1] into
subsets of items, which are called bins, of total sizes no larger than 1. In the offline variant
the list of items is given as a set, and in the online environment items are presented one by
one and each item has to be packed into a bin irrevocably before the next item is presented.

For an algorithm A, we denote its cost, that is, the number of used bins in its packing on
an input I by A(I). The cost of an optimal solution OPT, for the same input, is denoted
by OPT(I). The asymptotic approximation ratio allows to compare the costs for inputs
for which the optimal cost is sufficiently large. The asymptotic approximation ratio of A is

defined as follows. Ry = lim sup %TI()I) . In this paper we only consider the
N—=co \ noPT(I)>N
asymptotic approximation ratio, which is the common measure for bin packing algorithms.
Thus we use the term approximation ratio throughout the paper, with the meaning of
asymptotic approximation ratio. Moreover, the term competitive ratio often replaces the
term “approximation ratio” in cases where online algorithms are considered. We will use
this term for the asymptotic measure. When we discuss the absolute measure sup; O’;‘,#TI()I)
(the absolute approximation ratio or the absolute competitive ratio), we will mention this
explicitly. A standard method for proving an upper bound for the asymptotic approximation
ratio or the asymptotic competitive ratio for an algorithm A is to show the existence of a
constant C' > 0 independent of the input, such that for any input I, A(I) < R-OPT(I)+C
(and then the value of the asymptotic measure is at most R). Most work on upper bounds
on the asymptotic competitive ratio provide in fact an upper bound using this last method,

and we will follow this approach as well.

For the offline problem, algorithms with an approximation ratio of 1 4+ ¢ can be designed
[10, 17, 9, 13] for any € > 0. If the first definition is used, a 1-approximation is known [17],
where the cost of the solution computed by the algorithm is OPT(I) + o(OPT(I)) (see also
recent work on improving the sub-linear function of OPT(I) [21, 12]).

The classic bin packing problem, which we study here, was presented in the early 1970’s
[25, 14, 15, 16]. It was introduced as an offline problem, but many of the algorithms initially
proposed for it were in fact online. Johnson [14, 15] defined and analyzed the simple algorithm
Next Fit (NF), which tries to pack the next item into the last bin that was used for packing,
if such a bin exists (in which case such a bin is called “active”) and the item can be packed
there, and otherwise it opens a new bin for the item. The competitive ratio of this algorithm
is 2 [14, 15]. Any Fit (AF) algorithms, as opposed to the behavior of NF which only tests
at most one active bin for feasibility of packing a new item there, pack a new item into a
nonempty bin unless this is impossible (in which case a new bin is opened). Such algorithms
have competitive ratios of at most 2. Next, consider a sub-class of algorithms where one
may not select a bin with smallest total size of currently packed items for packing a new
item, unless this minimum is not unique or this is the only bin that can accommodate the
new item except for an empty bin. The last class of algorithms is called Almost Any Fit
(AAF), and they have competitive ratios of 1.7 [16, 15]. A well-known algorithm, which is in
fact a special case of AAF is Best Fit (BF), which always chooses the fullest bin where the
new item can be packed. First Fit (FF) is another important special case of AF (but not of
AAF) which selects a minimum index bin for each new item (where it can be packed). The
competitive ratio of FF is 1.7 [16, 7].

The pre-sorted versions of these algorithms, called NFD, FFD, BFD, and AFD, were
studied as well. Here items are still presented one by one, but they are sorted in a non
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increasing order of sizes. For example, the approximation ratio of NFD is (approximately)
1.69103 [2] and that of FFD is 4 ~ 1.22222 [14]. For AFD in general, the approximation
ratio is at most 1.25 [14, 15, 16]. These pre-sorted variants are not online algorithms.

We design and analyze a new algorithm AH (Advanced Harmonic) for online bin packing,
and show that its competitive ratio does not exceed 1.57828956. This is the first algorithm
whose asymptotic competitive ratio is below 1.58. We use a new type of analysis of algorithms
which allows us to split the analysis into cases, while for every case we define only three
values (and even just one value in a large number of cases), and based on those we calculate
weights for items. The analysis is split into cases in recent previous work as well, but the
analysis of each case is much more difficult. Items are partitioned into classes according to
sizes. As in previous work, we sometimes do not pack the maximum number of items of

some class into a bin, and leave space for items of another class (possibly arriving later).

One new feature of AH is that in previous papers, in the algorithms there were at most two
options for every class. For any given class, one option was a bin with the maximum number
of items of this class fitting into a bin. For some of the classes there was a second option
consisted of a very small number of items from this class (with reserved spaces for items of
another class, possibly arriving later). We allow intermediate values as well with more than
two options for some classes and not only two kinds of bins for a given class.

We use simple weight functions for the analysis, rather than the much more complicated
tool called weight systems [23]. Weight functions are an auxiliary tool used for the analysis
of bin packing (and other) algorithms (this technique is also called dual fitting). In this
method, a weight is defined for each item (usually, based on its size, and sometimes it is
also based on its role in the packing). If there are multiple kinds of outputs, it is possible
to define a weight function for each one of them. The total weight of items is then used to
compare the numbers of bins in the output of the algorithm and in an optimal solution. The
list of weights of one item for different output types, also called scenarios, can be seen as
a vector associated with the item. Thus, the weights can be seen as one function from the
items to vectors whose dimension is the number of scenarios. Briefly, a weight system is a
generalization where the weight function also maps items (or item sizes) to vectors, but in
order to compute the weight of some item for a given scenario, another function, called a
consolidation function, is used. This last function is a piecewise linear function (mapping
real vectors to reals). The slightly simplified approach is to use convex combinations of
weights according to subsets of scenarios. It has not been proved that weight systems are
a stronger tool than just weights defined for the different scenarios. However, for simple
weights every scenario can be analyzed independently from other scenarios. We exploit the
simplicity of weight functions to obtain a clean and full analysis, which is easier to implement
and verify (compared to the analysis resulting from weight systems). The main advantage
is that every case is analyzed in a separate calculation using a standard knapsack solver
without considering any other cases at that time. This simplicity allows us to analyze the
new features that we introduce. Obviously, as these are cases for one algorithm, they have a
common set of parameters, but once the algorithm has been fixed, there is no connection
between the various cases.

The significance of our approach is that we combine many existing methods, including
that of Babel et al. [1] (recently used by Heydrich and van Stee [22, 11] for classic bin
packing), adding several new features, and applying a simple analysis, which can be verified
easily and is robust to further changes of the algorithm. We define the action of our algorithm
AH, we prove a number of invariants and properties of AH in detail, and then we provide the
specific parameters and compact representations of the lists of weights. For every possible
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output type and scenario, there is a small number of values used for the calculation of weights
for it that we choose based on solving an auxiliary linear program. We also provide explicit
lists of weights calculated based on the values and the parameters.

To explain the new features of our work, we discuss the harmonic type algorithms. Already
in much of the previous work on online algorithms for bin packing, items were partitioned
into classes by size. The simplest such classification is based on harmonic numbers, leading
to the Harmonic algorithm of Lee and Lee [18]. In the harmonic algorithm of index k (for
an integer parameter k > 2), subset j is the intersection of the input and (Jﬁ, %] (where
1 <j<k-—1), and subset k of tiny items is the intersection of the input and (0, %]

In these algorithms each subset is packed independently from other subsets using NF (so
for j < k — 1, any bin for subset j, except for possibly the last such bin, has j items, but
for subset k, every bin except for the last bin for this subset has a total size of items above
%), and for k£ growing to infinity, the resulting competitive ratio is approximately 1.69103
[18]. The drawback of those algorithms is that bins of subsets with small values of j can
be packed with small sizes of items (for example, a bin of subset 2 may have total size just

above % and a bin of subset 1 may have just one item of size just above %)

The first idea which comes to mind is to try to combine items of those two subset into
common bins. However, if items of class 2 arrive first, one cannot just pack them one per
bin, as this immediately leads to a competitive ratio of 2 (if no items of subset 1 arrive
afterwards). Lee and Lee [18] proposed the following method to overcome this. A fixed
fraction of items of subset 2 (up to rounding errors) is packed one per bin and the remaining
items are packed in pairs. Thus, there are two kinds of bins for subset 2. The items we refer
to here can only be sufficiently small items, so there is a threshold A € (%, %) such that items
of sizes in (A, 1] and (1 — A, 1] are packed as before, while the algorithm tries to combine an
item of size in (3,1 — A] with an item of size in (3, A]. Even if those two items (one item of
each one of the two intervals) are relatively small, still their total size is above % ~ 0.83333.
This last algorithm was called Refined-Harmonic, and its competitive ratio is smaller than
1.636. Ramanan et al. [19] designed two algorithms called Modified Harmonic and Modified
Harmonic-2. The first one has a competitive ratio below 1.61562, and it allows to combine
1 (and at most A). The second algorithm
does not use only a single value of A, but splits the interval (%, 1] further, allowing additional
kinds of combinations. Its competitive ratio is approximately 1.612. For most subsets of
items (where k is chosen to be in [20,40] in all these algorithms), the last two algorithms
pack some proportion of the items in groups of smaller sizes, to allow it to be combined with
an item of size above % Intuitively, for an illustrative example, assume that A = 0.6, and
consider the items of sizes in (ﬁ, 1—10] The items that are not packed into groups of ten items
should be packed into groups of four items (the parameters of the algorithms are different
from those of this example). For some of the subsets the proportion is zero, and they are
still packed using NF. The drawback of such algorithms (as it is exhibited by Ramanan et al.
[19]) is that no matter how many thresholds there are, there can be pairs of items that can
be combined into bins of optimal solutions while the algorithm does not allow it as it has
fixed thresholds. Specifically, such algorithms allow to combine items of different intervals
only in the case that the largest items of the two intervals fit together into a bin. This is the

case with the next two harmonic type algorithms as well.

The next two papers, that of Richey [20] and that of Seiden [23] deal with a more
complicated algorithm where many more subsets can be combined. The general structure
is proposed in [20], and a full and corrected algorithm with its analysis is provided in [23].
For illustration, the items packed into smaller groups are called red and those packed into

items of many subsets with items of sizes above
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bins with maximum numbers of items of the subset are called blue. The goal is to combine
as many bins with blue items with bins having red items as possible. Bins with red items
always have small numbers of items, to allow them to be combined with relatively large items
of sizes above % The analysis is far from being simple, though it leads to a competitive
ratio of at most 1.58889 (Heydrich and van Stee [22, 11] mention that this last value can be
decreased very slightly). The analysis of [23] is based on a complicated notion called weight
system. The complicated details of this analytic tool basically did not allow the research

community to introduce new algorithmic methods for dealing with the online bin packing

problem. We expect that our simplified analysis will not suffer from this major disadvantage.

The carefully designed subset structure eliminates many worst-case examples, but the
drawback mentioned above still remains. Recently, Heydrich and van Stee [22, 11] proposed
to use a method introduced by Babel et. al [1], where some items are packed based on their
exact size rather than by their subset. The approach of [22, 11] which we adopt is to apply
the methods of Babel et. al [1] on the largest items, of sizes in (%, 1]. This approach means
to combine items of sizes above 3 with items of sizes in (%, 1
Moreover, the approach involves combining pairs of items of subsets of sizes contained in
(%, %] while keeping the smallest items of such a subset to be matched with items of sizes
above % (and larger items of such a subset are used to be packed into pairs), as much as
possible. Prior to the work of [22, 11], all previous algorithms for classic bin packing that
partition items into classes always assumed that an item of a certain subset has the maximum
size when its possible packing was examined. This method simplifies the algorithm and its
analysis, but it is not always a good strategy as this excludes the option of combining items
that can fit together into a bin in many cases. This approach is very different from that of
AF algorithms and even from NF. Moreover, an approach similar to that of Babel et. al
[1] was used in an online algorithm designed in [3]. Heydrich and van Stee [22, 11] claim a

competitive ratio of 1.5816 but we were not able to verify this claim.

In algorithm AH, we do not just have red and blue items, but we potentially allow several
kinds of bins (that is, several and potentially a large number of colors for items of a given
class, and furthermore items may change their colors once further items arrive. Due to
these differences we will not use the illustration via colors of items in the description of
our algorithm). For example, for the subset of items of sizes in (3, 1]
into subsets of 14 items or three items or just one item. We also use bins of the smallest

we group items

items (our value of k is 43) where the total size of items is at most %, to allow them to be
combined (among others) with items of sizes in (1, £3]. These two features are possible due

to the simple nature of our analysis, and they are crucial for getting the improved bound.
| are treated together (by the algorithm and its analysis).

1
> 43
In order to use just a small number of values (one or three) for each scenario that we

Note that all items of sizes in (0

choose by solving an auxiliary linear program, we use the concept of containers. A container
is a set of items of one class (in the partition of potential inputs into items of similar sizes,
called classes), and it can be complete if its planned number of items has arrived already or
incomplete otherwise (but it is treated in the same way in both cases). Containers are of
two types, where a container is either positive or negative, and a bin may contain at most
one of each of them. The goal is to have as many bins as possible with both a positive and
a negative container. Roughly speaking, positive containers have total sizes above % and
negative containers have total sizes of at most % This last statement is imprecise as in most
cases we consider volumes and not exact sizes, where volumes are based on the maximum
sizes for the corresponding classes. There is one exception which is containers with one item

of size above %, where the exact size is taken into account (both by the algorithm and the

] based on their exact sizes.
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analysis), and it is defined to be the volume. A positive container and a negative one fit
together if their total volumes does not exceed 1, and does not depend only on the classes.
Our positive containers and negative containers have some relation to concepts used in [23].

In our weight based analysis, we assign weights to containers, where the number of
different weights is small. Specifically, let the minimum volume of any positive container not
packed with a negative container be denoted by a. We have two cases. In the simple case
where all positive containers packed without negative containers have volumes of at least %
(i.e., a > %), we define weights as follows. Assign weights of 1 to positive containers packed
without negative containers and negative containers packed without positive containers.
Since we later base our weights of items on sizes, we assign these weights of 1 to all positive
containers of volume at least a and all negative containers of volumes above 1 — a. We have
a variable w (0 < w < 1) such that other positive containers have weights of w and other
negative containers have weights of 1 — w. Those weights are called the required weights
of containers (the actual weights can be larger but not smaller). Given the approximate
proportions of items of each class packed in every type of container, we compute a weighted
average (based on the containers of every item) to define weights of items using the required
weights of containers. The case where a < % is more interesting as a negative container
with one item of size in (%, %] and a positive container with one item of size above % can be
packed into one bin if the total size of the two items does not exceed 1 (i.e., the volumes of
their containers are the exact sizes of these two items). Thus, the exact value a is crucial
and not only its class, and additionally the class and even the exact value of 1 — a play an
important role. This is indeed more interesting as the analysis cannot be done for an infinite
set of scenarios and thus we need to analyze intervals of a together. Here, for other classes
we do the same as in the previous case, but for one class we perform a more careful analysis.
This is the class containing the value 1 — a. For this class we define weights of items directly.
We let the weight of an item of this class of size at most 1 — a be a variable u, and otherwise
it is a variable v, where v > u (this class is contained in (%, 1]). For the analysis, we found
suitable values for the variables for all scenarios (this was done separately for each scenario),
that is, for all possible values of a (the number of scenarios is still finite, as they are based
on the dividing points of the algorithm, though not only on the classes). For every scenario
where a < %, there are additional constraints on u, v, and w. As we do not use weights of
containers in this case (for the class containing 1 — a), while the packing of pairs of items of
classes contained in (%, %] is performed carefully for all such classes. After selecting suitable
values for those variables, all other item weights are also computed using the parameters of
the algorithm.

There are also improved algorithms based on First Fit. Yao [27] designed a %—competitive
algorithm where certain size based subsets are packed separately. Later, an algorithm of
absolute competitive ratio g was designed [3], which is the best possible with respect to
this last measure [28] (see also [24, 7, 8]). The (asymptotic) competitive ratios should be
compared to lower bounds on the competitive ratio. The current best such lower bound is
1.5403 [4] (see also [26]).

2 Algorithm AH

Notation and definitions. Similarly to previous algorithms’ definitions, AH has a sequence
of boundary points that are used in its precise definition: 1 =1tg > t; = % >ty > >ty =
> >ty >tyq1 =0. That is 1/2 and 1/3 are always boundary points, and there is no
boundary point in (1/2,1).
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For every j, all items of sizes in the interval (¢;,t;_1] are called items of class j. We say
that a class of items (and every item of this class) is huge if j = 1, it is large if 1 < j <b
(these are all items of sizes above 1/3 and at most 1/2), small if b < j < M, and tiny if this
is the class of items of size at most ¢5; (i.e., the last class which is the class of tiny items is
class M + 1, and in general the index of a class corresponds to the index j such that ¢; is
the infimum size of any item of the class).

Our algorithm will pack items into containers and pack containers into bins. As the
algorithm is online, a container will be packed into a bin immediately when it is created, even
though it may receive additional items later. In the last case, when we say that an item is
packed into a container, this means that the bin containing the container receives that item.
Any container will contain items of a single class, and at most two different containers can
be combined (packed) into a bin. We provide additional details on combining two containers
into a bin later. Every container of items that are not tiny has a cardinality associated with
it, and this is the (maximum) number of items that it is supposed to receive.

Let v; = Lt]%lj for j < M. For class j that is either large or small (but not huge or tiny,
i.e., for values of j such that 2 < j < M holds), and for every i (where 1 < i < ~;) there is a
nonnegative parameter a;;, where 0 < a;; < 1. The value «;; will denote the proportion of
number of containers of cardinalities i of class j items among the number of containers of
class j (the term proportion corresponds to the property of the sum of proportions satisfies
>, a5 =1 for all j). Such containers that will eventually receive i items of class j (unless
the input terminate before this becomes possible) will be called type i containers of class j.
That is, intuitively if we let = denote the number of containers for items of class j, we will
have approximately o;; -  type i containers each of which having exactly ¢ items of class j.
For every j such that 2 < j < M and every i, we let A; ; =4 -t;_1. While the values a;; are
defined so far only for large and small classes, we see one huge item as a type 1 container.
Note that the values of a;; are not proportions of items but of containers for class j, and
the resulting proportions of items can be computed from them (we will prove such bounds
accurately later).

For classes of large items the notion of the cardinality of a container is slightly more
delicate, and we will have exactly four possible types of containers. The first type is a reqular
type 2 container (already) containing exactly two items of this class. The second type is
a declared type 2 container, where this type consists of containers for which the algorithm
already decided to pack two items of this class in the container (so the planned cardinality
of the container is 2) but so far only one such item was packed into the container (one of the
few next arriving items of this class, if they exist, will be packed there, in which case the
type will be changed into a regular type 2 container). The third is a regular type 1 container,
where such a container has one item of the class and cannot ever have (in future steps) an
additional item of this class (such a container will be already combined with a container of
another class that is packed into the same bin). The fourth and last type of a container of
large items is a temporary type 1 container. A container of this last type currently has one
item of the class but sometimes it will get an additional item of this class in future steps
(and in this case its type will be changed at that time to regular type 2, its type can change
to declared type 2 or regular type 1 as well, but in those cases it does not happen as a result
of packing a new item to this container). Given a class of large items, the number of declared
type 2 containers will be at most four throughout the execution of the algorithm (as we
will prove below) while the numbers of containers of type 1 (of both kinds) and containers
of regular type 2 can grow unbounded as the length of the input grows, though we will

show certain properties on the relations between their numbers maintained by the algorithm.
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The set of the union of containers of regular type 2 and declared type 2 are called type 2
containers, and the set of the union of containers of regular type 1 and temporary type 1
are called type 1 containers. The parameters ay; and ag; of a large class j determine the
approximate proportions of type 1 containers and type 2 containers, respectively.

For class M + 1 (of the tiny items), instead of the definitions above, there is a sequence
of p possible upper bounds on the total sizes of items packed into containers of this class:
1> Apm+1 > Ap—im+1 > -+ > Ay v 2> tu, and we let the positive parameters
o pm41 > 0 for i =1,...,p denote the proportion of numbers of containers of class M + 1
with items of total size in the interval (A; pr+1 — tar, Ai ar+1] (this is the planned total size
of items for such a container). Such containers will be called type i containers of class M + 1.
The values of a;; for all 4, j are selected heuristically via a search procedure carried out by a
computer program. Any such set of parameters give a different algorithm and our proof of
the numerical value of the upper bound is for one specific set of parameters that we provide
explicitly.

The volume of a container of type 7 of class j is defined as follows: If i=1and 1 < j<b
(that is, for items of sizes above 1/3), the volume of the container is the size of its (unique)
item, and otherwise ({ =2and 2 < j <bori>1andj>b)itis A; ;. That is, the volume
is usually simply the largest total size that the container can occupy, but for a container
that contains a single large or huge item, the volume is the ezact size of the item (there is
one exception where the bin already contains one large item and it is planned to contain
another item of the same class). In most cases we would like the volume of a container to be
known when it is created, which is possible for containers such that their planned contents
are known (in the sense that for example type 4 containers of a non tiny class j are planned
to contain ¢ items finally). However, for large items such containers with a single item may
be temporary type 1 containers, in which case there is still no planning of contents for them.
In this last case, the volume of the container is the size of its unique item. However, the
volume of such a container may change in the case the algorithm will decide to pack another
item of the same class (no matter if it packs that other item immediately at the time of
decision or whether we decide to pack such an item later) into this container and transform it
into a type 2 container. The volume of a declared type 2 container of class jis A ; =2-t;_1
(the volume is based on its complete contents, no matter whether they are present already or
not, as it is the case for classes of small or tiny items).

We say that a container is negative if its volume is at most 1/2 and otherwise it is positive.
Obviously, two positive containers cannot be packed into one bin. We will also not pack two
or more negative containers into a bin together. Thus, a bin containing two containers will
contain one positive container and one negative container, and no bin will contain more than
two containers.

The rules for packing containers. The algorithm AH which we define next will pack items
into containers and pack containers into bins according to rules we will define. Recall that
the packing of containers into bins will be such that every bin will have at most one positive
container and at most one negative container. Obviously, a bin is nonempty if it has at least
one container and at most two containers. We say that a nonempty bin is negative if it has a
negative container and does not have a positive container, it is positive if it has a positive
container and does not have a negative container, and it is neutral if it has both a negative
container and a positive container.

It is unknown whether a temporary type 1 container will eventually be positive or negative.
Therefore, such a container will not be combined in a bin with another container as long as
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its type is not changed. Moreover, it is seen as a negative container until it changes its type
(so its bin is negative as long as the container is of temporary type 1). Specifically, it remains
a negative container if a positive container joins it (and its bin becomes neutral), and in this
case it becomes a regular type 1 container (and remains negative), and it becomes a positive
container if its type changes to type 2. It can also happen that a temporary type 1 container
will remain such till the termination of the input and the action of AH (and its bin remains
negative). It is important to note that the difference between regular type 1 containers of
a large class and temporary type 1 containers of the same class is that each of the former
containers is already packed into a bin with a positive container (of some class), while the
latter are not packed with other containers (in fact, the corresponding items are placed into
their own bins, one item per bin).

For every class j, we denote by n; the number of containers of class j. Let n;; denote
the number of containers of type i of class j. We also let IV; denote the number of items of
class j at that moment. We often consider the values n; and n,; just prior to the packing of
a new item, when NN; was already increased but the new item not packed yet so the values
n; and n;; are not updated yet.

We say that two containers fit together if their total volume is at most 1. In what follows,
when we refer to packing an item e - or more precisely, packing a container containing e
(which was just created and therefore contains only e) into existing bins using Best Fit - we
refer to packing e (or the container containing e) into the bin with a container of largest
volume where the existing container and e (or the container containing e) fit together. For
the original version of Best Fit, actual sizes are taken into account, but here we base this rule
on volumes (as for a container with a single large or huge item the volume is equal to the
size of the item, if we select one such container among a set of this last kind of containers,
our action is equivalent to the standard application of Best Fit).

Packing rules of a new item. Next, we define the packing rules of the algorithm when a
new item of class j arrives. The algorithm is defined for each step, based on the class of the
new item.

A huge item. Recall that a huge item is immediately packed into a positive container
containing only this item. Use Best Fit (applied on volumes, as explained above) to pack
the created container into an existing bin, out of existing negative bins, such that the two
containers (the new one with the huge item and the negative one of the negative bin) fit
together. The only case where the new huge item joins a bin with a large item of some
class j’ is the case where the container of class j' is a temporary type 1 container, and in
this case the type of this container of class j is changed into regular type 1. If no bin can
accommodate the container of the new item according to those packing rules, that is, for
every negative bin, the total volume together with the new item is too big (or there is no
negative bin at all), then use a new bin for the positive container of the new item (this new
bin becomes a positive bin).

An item of a class of small or tiny items. For these classes we define the concept of an
open container. Informally, an open container (of class j) can receive at least one additional
item of class j. As a new container is introduced in order to pack an item, any container (of
any type and class) already has at least one item of the corresponding class. If b < j < M,
an open type ¢ container of class j is one where the total number of the items in the container
is strictly smaller than i. Once such a container receives ¢ items, it is closed. For j = M + 1,
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a type i container of this class will be open starting the time it is created and while the total
size of items in it is positive and at most A; ar+1 — tar. Once it reaches a total size above
A; a1 — tar, it will be closed. For all cases of packing a small or tiny item, a new container
of some class will be used only if there is no open container of the same class, and thus, in
particular, there will be at most one open container for each j (and the corresponding value
of i will always be one such that a;; > 0).

When a new item of class j (such that j > b) arrives, if there is an open container of
some type i of class j, then pack the item there (there can be at most one such container, so
there are no ties in this case). Otherwise, open a new container for it (the details of the type
are given below). After packing the new item into the container (and packing its container
into a bin if it is a new container), close the container if necessary, based on its type and the
rules above.

In the case that a new container is used for the item, we define the process of packing
the item in more detail. Prior to packing the item, we define the type of the new open
container. As the item is not packed yet, n; is the number of containers of class j excluding
the container opened for the new item. Find the minimum value of 7 such that a;; > 0 and
so far there are at most |a;; - n;| type ¢ containers of class j (i.e., ni; < |aj - n;|, where the
values n;; do not include the new container which will be opened). Such an index i exists as
otherwise there are more than n; containers of class j. More precisely, since ), o, ;j = 1,
there is always a value of ¢ satisfying that c;; > 0 such that so far we opened at most
la; ;- mj] type ¢ containers of class j. Open a new type i container of class j containing the
new item (increasing both n; and n;;). Observe that this opening of a new container defines
its volume as well as whether it is a positive container or a negative container.

Next, we decide where to pack this new container. First consider the case where this
container is a negative container. Then, if there is a positive bin, such that the new container
fits into the bin according to its volume, then use that bin to pack the new container. This
last case includes the possibility that the positive container is a type 2 container of a large
class (regular or declared). If there are multiple options for choosing a bin, one of them is
chosen arbitrarily.

Otherwise (there is no positive bin where the new negative container can be added), the
algorithm checks the option of using a bin with a temporary type 1 container of some class
of large items. Assume that there is a negative bin B such that the following two conditions
are satisfied. The first condition is that the bin B has a temporary type 1 container of class
j' such that a positive container of class j’ (with two items) will fit together with the new
(negative) container. The second condition is that there are at most |agjs - njr | — 1 type 2
containers of class j' (before the packing of the new item is performed). Then, pack the new
negative container into B, and define the container of class j packed into B as a declared
type 2 container. This last container of class j’ will get one of the next items of class 7’ that
will arrive, which will happen before any new container is opened for any new class j item,
see below. If there are multiple options for choosing B, one of the classes of large items is
chosen arbitrarily (among those that can be used), and a temporary type 1 container of this
class with maximum volume is selected, i.e., we use Best Fit in this case. This last packing
step is possible as a temporary type 1 container is never packed with another container into
a bin (if another container joins it, its type is changed).

Otherwise (if there is no suitable positive bin and no class of large items has a suitable
temporary type 1 container that can be used under the required conditions), pack the new
negative container into a new bin.
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Finally, consider the case where the new container is a positive container. Then, if there
is a negative bin whose container is not a temporary type 1 container, such that the new
container fits together with it, then use such a bin to pack the new container. Otherwise,
if there is a temporary type 1 container with one large item of a class j' where the new
container fits, then pack the new positive container into this bin and define the container of
class 7' in this bin as a regular type 1 container. The class j' can be chosen arbitrarily if
there are multiple options, and among the temporary type 1 containers of class j’, one of

maximum volume (out of those that can be used) is selected, i.e., once again we use Best Fit.

Otherwise, pack the new positive container into a new bin.

A large item of a class j. If there is a declared type 2 container of class j, pack the
item there (as a second item) and change it into a regular type 2 container (breaking ties
arbitrarily). This packing rule is checked first, and we apply it whenever possible. We

continue to the other cases in the situation where there is no such declared type 2 container.

If the number of type 2 containers equals [ao; - n;] (that is, we should not increase the
number of type 2 containers at this stage), then pack the new item into a new negative
container. To pack the container into a bin, do as follows. If there is a positive bin where
the new negative container fits, then use Best Fit to pack it as a regular type 1 container of
class j (its volume is defined accordingly as the size of the new item) together with a positive
container (this positive container is not of large items, as three large items cannot be packed
into a bin together). Otherwise the new container is packed into a new bin, in which case it
is defined to be a temporary type 1 container.

Otherwise (that is, the number of type 2 containers is strictly smaller than |asg; - n;]),
we will increase the number of regular type 2 containers or the number of declared type 2
containers of this class in the current iteration as follows. If there is a negative bin B where
a type 2 container of class j fits, then pack the item into a new declared type 2 container of
class j and pack this container into this bin B. Otherwise, if there is a temporary type 1
container of class j, then we pack the new item using Best Fit (considering only temporary
type 1 containers of class j, and selecting such a container of largest volume) and change the
type of this container into a regular type 2 container. Otherwise (all containers of class j are
either regular type 1 or regular type 2, we should increase the number of type 2 containers,
and a new container with two items of this class cannot be packed into an existing bin), we
open a new declared type 2 container for the new item and open a new bin for this declared
type 2 container (and pack it there).

A sketch of the analysis. In the analysis, we see a pair of a negative container and a
positive container, packed together in a bin, as matched to each other, and each one of them
is seen as matched (while every container packed into a bin without another container is
unmatched). Let a’ =1 — spin/2 where sy, is the smallest item size in the examined input,
and let a be the smallest volume of a positive container that is unmatched, if it exists. If
no unmatched positive container exists, let a = a’. If a > o/, decrease the value of a to be
a'. A simple property of the algorithm is that it tries to match a positive container and a
negative container whenever possible. Thus every positive container of volume smaller than
a is matched and every negative container of volume at least 1 — a is matched.

We define a finite set of scenarios according to the value of a. To do that we define a set of
values V as follows. V ={A4; ;,1-A4,,:7=2,3,....,M+1,0;; >0} U{t1,t2, ..., tam,tmr+1}
and V' = {z € V : 2 < 1/2} (in particular, § € V’). Note that the set V' contains (among
other) all boundary points t; (for all j > 1), even for values of j for which a;; = 0. The
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name of a scenario is an interval (x,y] between consecutive values in V’. Using this partition,
we ensure that if the scenario is (x,y], then there is no 4 > 2 and class j such that a;; > 0
and the volume of a container of type 4 of class j is in (z,y) or in (1 —y,1 — z).

The first step for analyzing each scenario is to obtain a good weight function for the
scenario, in the sense that the analysis will be as tight as possible and can be done using
a computer assisted proof within a small running time. The weight function defines size
based weights for values in (0,1]. The goal is to define weights such that the cost of the
algorithm is roughly the total weight of all input items (a weight function satisfying this
requirement is called here valid), and if the target competitive ratio is R, the cost of an
optimal solution is at least the total weight divided by R (this can be proved by showing
that no bin can contain items of total weight above R). Then, for an input I, letting w(I)
denote its total weight, (and as defined above, letting OPT(I) the optimal cost for I, and
A(I) the number of bins used by A), we will have A(I) < w(I)+ ¢, OPT(I) > %, which
shows that A(I) < R-OPT(I) + ¢. This last argument is the standard argument for weight
functions based analysis [14, 15, 16, 18, 19].

In order to define a suitable function, we will solve a linear program defined below (this
linear program has only four variables w, u, v and R, and in some cases it actually has only
two variables w and R). More precisely, we will provide a feasible solution for this linear
program that is very close to the optimal one (but we only use its feasibility and do not
prove that it is almost optimal). The weights of specific sizes will be based on the values
w, u, v (or just on w, if the others are undefined), and on some of the parameters of the
algorithm (the ay; values for the given class).

We define a quantity for each container called the required weight of the container, and
its goal is to introduce a uniform value such that weights of items are defined based on these
values, in order to satisfy all requirements. This quantity is defined for a class that is not the
threshold class or is not a large class. If the threshold class k (the class containing 1 — a) is a
large class, we keep this quantity undefined for that class. For a positive container of volume
at least a, the required weight of the container is 1. For a positive container of volume in the
interval (1/2, a), the required weight of the container is denoted as w. This will be a decision
variable of the forthcoming linear program. The required weight of a negative container is 1
if its volume is larger than 1 — a and otherwise its required weight is 1 — w. We ensure that
the required weight of a container depends only on the index of the scenario (z,y] and not
the specific value of a in the interval [1 —y,1 — ) and there are only few exceptions that are
handled separately.

The weight of a huge item is 1 if its size is at least a and w otherwise. The weight of an
item of class j < M such that either j # k or j > b is the ratio between the average required
weight of a container of class j and the average number of items in a container of class j.
The weight of a tiny item of size s is s times the ratio between the average required weight
of a container of tiny items and the average (lower bounds on the) total size of items in a
container of tiny items. The weight of items of class j = k that is a large class is as follows.
An item of this class has weight w if its size is at most 1 — a and otherwise a weight of v. We
find linear inequalities on the variables u, v, w that ensure that the resulting weight function
is valid. By solving a linear program we can find such values of u,v,w that minimize the
corresponding competitive ratio that can be proven using this weight function. In this linear
program the goal is to minimize R that is an upper bound on the total weight of items that
can fit into one bin subject to the additional constraints on u, v, w ensuring that the resulting
weight function is indeed valid.
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In this way we get a table showing for each scenario the set of the values of u,v,w (or

only w for scenarios where the threshold class is not large) that define the weight function
that we use for the scenario. Using these weight functions we show the correctness of our
main result, namely that the competitive ratio of AH is at most 1.57828956.
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—— Abstract

Parameterized complexity theory has lead to a wide range of algorithmic breakthroughs within
the last decades, but the practicability of these methods for real-world problems is still not
well understood. We investigate the practicability of one of the fundamental approaches of this
field: dynamic programming on tree decompositions. Indisputably, this is a key technique in
parameterized algorithms and modern algorithm design. Despite the enormous impact of this
approach in theory, it still has very little influence on practical implementations. The reasons
for this phenomenon are manifold. One of them is the simple fact that such an implementation
requires a long chain of non-trivial tasks (as computing the decomposition, preparing it,...). We
provide an easy way to implement such dynamic programs that only requires the definition of the
update rules. With this interface, dynamic programs for various problems, such as 3-COLORING,
can be implemented easily in about 100 lines of structured Java code.

The theoretical foundation of the success of dynamic programming on tree decompositions is
well understood due to Courcelle’s celebrated theorem, which states that every MSO-definable
problem can be efficiently solved if a tree decomposition of small width is given. We seek to
provide practical access to this theorem as well, by presenting a lightweight model-checker for a
small fragment of MSO. This fragment is powerful enough to describe many natural problems,
and our model-checker turns out to be very competitive against similar state-of-the-art tools.
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1 Introduction

Parameterized algorithms aim to solve intractable problems on instances where some para-
meter tied to the complexity of the instance is small. This line of research has seen enormous
growth in the last decades and produced a wide range of algorithms [9]. More formally,
a problem is fized-parameter tractable (in FPT), if every instance I can be solved in time
f(r(I)) - poly(|I]) for a computable function f, where x(I) is the parameter of I. While the
impact of parameterized complexity to the theory of algorithms and complexity cannot be
overstated, its practical component is much less understood. Very recently, the investigation
of the practicability of fixed-parameter tractable algorithms for real-world problems has
started to become an important subfield (see e.g. [18, 11]). We investigate the practicability
of dynamic programming on tree decompositions — one of the most fundamental techniques of
parameterized algorithms. A general result explaining the usefulness of tree decompositions
? Max Bannach and.Sebastian Bern.dt;

5v icensed under Creative Commons License CC-BY
26th Annual European Symposium on Algorithms (ESA 2018).
Editors: Yossi Azar, Hannah Bast, and Grzegorz Herman; Article No. 6; pp. 6:1-6:13

\\v Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl — Leibniz-Zentrum fiir Informatik, Dagstuhl Publishing, Germany


mailto:bannach@tcs.uni-luebeck.de
https://orcid.org/0000-0002-6475-5512
mailto:seb@informatik.uni-kiel.de
https://orcid.org/0000-0003-4177-8081
http://dx.doi.org/10.4230/LIPIcs.ESA.2018.6
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de

6:2

Practical Access to Dynamic Programming on Tree Decompositions

was given by Courcelle in [8], who showed that every property that can be expressed in
monadic second-order logic is fixed-parameter tractable if it is parameterized by tree width.
By combining this result (known as Courcelle’s Theorem) with the f(tw(G)) - |G| algorithm
of Bodlaender [7] to compute an optimal tree decomposition in FPT-time, a wide range of
graph-theoretic problems is known to be solvable on these tree-like graphs. Unfortunately,
both ingredients of this approach are very expensive in practice.

One of the major achievements concerning practical parameterized algorithms was the
discovery of a practically fast algorithm for treewidth due to Tamaki [19]. Concerning Cour-
celle’s Theorem, there are currently two contenders concerning efficient implementations of it:
D-Flat, an Answer Set Programming (ASP) solver for problems on tree decompositions [1];
and Sequoia, an MSO solver based on model checking games [17]. Both solvers allow to solve
very general problems and the corresponding overhead might, thus, be large compared to a
straightforward implementation of the dynamic programs for specific problems.

Our Contributions. In order to study the practicability of dynamic programs on tree
decompositions, we expand our tree decomposition library Jdrasil with an easy to use
interface for such programs: The user only needs to specify the update rules for the different
kind of nodes within the tree decomposition. The remaining work — computing a suitable
optimized tree decomposition and performing the actual run of the dynamic program — are
done by Jdrasil. This allows users to implement a wide range of algorithms within very few
lines of code and, thus, gives the opportunity to test the practicability of these algorithms
quickly. This interface is presented in Section 3.

While D-Flat and Sequoia solve very general problems, the experimental results of Section 5
show that naive implementations of dynamic programs might be much more efficient. In
order to balance the generality of MSO solvers and the speed of direct implementations,
we introduce a small MSO fragment, that avoids quantifier alternation, in Section 4. By
concentrating on this fragment, we are able to build a model-checker, called Jatatosk, that
runs nearly as fast as direct implementations of the dynamic programs. To show the feasibility
of our approach, we compare the running times of D-Flat, Sequoia, and Jatatosk for various
problems. It turns out that Jatatosk is competitive against the other solvers and, furthermore,
its behaviour is much more consistent (i.e. it does not fluctuate greatly on similar instances).
We conclude that concentrating on a small fragment of MSO gives rise to practically fast
solvers, which are still able to solve a large class of problems on graphs of bounded treewidth.

2 Preliminaries

All graphs considered in this paper are undirected, that is, they consists of a set of vertices V'
and of a symmetric edge-relation £ C V x V. We assume the reader to be familiar with basic
graph theoretic terminology, see for instance [10]. A tree decomposition of a graph G = (V, E)
is a tuple (T, t) consisting of a rooted tree 7" and a mapping ¢ from nodes of T' to sets of
vertices of G (which we call bags) such that (1) for all v € V there is a node n in T with
v € v(n), (2) for every edge {v,w} € E there is a node m in T' with {v,w} C ¢(m), and (3)
the set {x | v € ¢(x) } is connected in T for every v € V. The width of a tree decomposition
is the maximum size of one of its bags minus one, and the treewidth of G, denoted by tw(G),
is the minimum width any tree decomposition of G must have.

In order to describe dynamic programs over tree decompositions, it turns out be helpful
to transform a tree decomposition into a more structured one. A nice tree decomposition
is a triple (T,¢,n) where (T,t) is a tree decomposition and 7n: V(T) — {leaf, introduce,
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forget, join} is a labeling such that (1) nodes labeled “leaf” are exactly the leaves of T,
and the bags of these nodes are empty; (2) nodes n labeled “introduce” or “forget” have
exactly one child m such that there is exactly one vertex v € V(G) with either v & «(m) and
t(n) = ¢(m) U {v} or v € t(m) and ¢(n) = t(m) \ {v}, respectively; (3) nodes n labeled “join”
have exactly two children z, y with ¢(n) = ¢(z) = t(y). A very nice tree decomposition is a nice
tree decomposition that also has exactly one node labeled “edge” for every e € E(G), which
virtually introduces the edge e to the bag — i.e., whenever we introduce a vertex, we assume
it to be “isolated” in the bag until its incident edges are introduced. It is well known that
any tree decomposition can efficiently be transformed into a very nice one without increasing
its width (essentially traverse through the tree and “pull apart” bags) [9]. Whenever we
talk about tree decompositions in the rest of the paper, we actually mean very nice tree
decompositions. However, we want to stress out that all our interfaces also support “just”
nice tree decompositions.

We assume the reader to be familiar with basic logic terminology and give just a brief
overview over the syntax and semantic of monadic second-order logic (MSQO), see for
instance [13] for a detailed introduction. A vocabulary (or signature) T = (R7*,...,R%") is a
set of relational symbols R; of arity a; > 1. A 7-structure is a set U — called universe — together

with an interpretation RY C R% of the relational symbols. Let 1, z2,... be a sequence of
first-order variables and X7, X, ... be a sequence of second-order variables X; of arity ar(X;).
The atomic 7-formulas are z; = x; for two first-order variables and R(z;,,...,;,), where R

is either a relational symbol or a second-order variable of arity k. The set of T-formulas is
inductively defined by (1) the set of atomic 7-formulas; (2) Boolean connections —¢, (¢ V ),
and (¢ A ¢) of 7-formulas ¢ and v; (3) quantified formulas Jz¢ and Vz¢ for a first-order
variable z and a 7-formula ¢; (4) quantified formulas 3X ¢ and VX ¢ for a second-order variable
X of arity 1 and a 7-formula ¢. The set of free variables of a formula ¢ consists of the variables
that appear in ¢ but are not bounded by a quantifier. We denote a formula ¢ with free
variables z1, ..., zk, X1,...,X¢ as ¢(x1, ..., 2k, X1,...,Xp). Finally, we say a 7-structure S
with an universe U is a model of an 7-formula ¢(z1,...,zk, X1,...,X,) if there are elements
ui,...,u, € U and relations Uy,...,U, with U; € U with ¢(uq, ..., u, U, ..., Up)
being true in §. We write S = ¢(u1, ..., ux, Ur,...,Up) in this case.

» Example 1. Graphs can be modeled as { E?}-structures with a symmetric interpretation
of E. Properties such as “is 3-colorable” can then be described by formulas as:

$3col = IRIGAB (Vx R(z) V G(z) V B(z)) A (VaVy E(z,y) — /\ -C(x) vV -C(y)).
C e {R,G, B}

For instance, we have m = (;g,col and m = égcol. We write gg whenever a more refined
version of ¢ will be given later on.

The model-checking problem asks, given a logical structure S and a formula ¢, if S |= ¢
holds. A model-checker is a program that solves this problem and outputs an assignment to
its free and bounded variables if S |= ¢ holds.

3 An Interface for Dynamic Programming on Tree Decompositions

It will be convenient to recall a classical viewpoint of dynamic programming on tree de-
compositions to illustrate why our interface is designed the way it is. We will do so by the
guiding example of 3-COLORING: Is it possible to color vertices of a given graph with three
colors such that adjacent vertices never share the same color? Intuitively, a dynamic program
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for 3-cOLORING will work bottom-up on a very nice tree decomposition and manages a
set of possible colorings per node. Whenever a vertex is introduced, the program “guesses”
a color for this vertex; if a vertex is forgotten we have to remove it from the bag and
identify configurations that become eventually equal; for join bags we just have to take the
configurations that are present in both children; and for edge bags we have to reject colorings
in which both endpoints of the introduced edge have the same color. To formalize this vague
algorithmic description, we view it from the perspective of automata theory.

3.1 The Tree Automaton Perspective

Classically, dynamic programs on tree decompositions are described in terms of tree auto-
mata [13]. Recall that in a very nice tree decomposition the tree T' is rooted and binary; we
assume that the children of T" are ordered. The mapping ¢ can then be seen as a function
that maps the nodes of T' to symbols from some alphabet 3. A naive approach to manage
¢ would yield a huge alphabet (depending on the size of the graph). We thus define the
so called tree-index, which is a map idx: V(G) — {0,...,tw(G)} such that no two vertices
that appear in the same bag share a common tree-index. The existence of such an index
follows directly from the property that every vertex is forgotten exactly once: We can simply
traverse T from the root to the leaves and assign a free index to a vertex V when it is
forgotten, and release the used index once we reach an introduce bag for v. The symbols
of ¥ then only contain the information for which tree-index there is a vertex in the bag.
From a theoreticians perspective this means that |X| depends only on the treewidth; from
a programmers perspective the tree-index makes it much easier to manage data structures
that are used by the dynamic program.

» Definition 2 (Tree Automaton). A nondeterministic bottom-up tree automaton is a tuple
A=(Q,%,A F) where Q is a set of states with a subset F' C @Q of accepting states, ¥ is an
alphabet, and A C (QU{L}) x (QU{L}) x X x Q is a transition relation in which L & Q is
a special symbol to treat nodes with less than two children. The automaton is deterministic
if for every z,y € QU {L} and every o € ¥ there is exactly one g € Q with (z,y,0,q) € A.

» Definition 3 (Computation of a Tree Automaton). The computation of a tree automaton
A= (Q,X,AF) on a labeled tree (T,¢) with ¢: V(T) — ¥ and root r € V(T) is an
assignment ¢: V(T) — @ such that for all n € V(T) we have (1) (¢(x), q(y),t(n),q(n)) € A
if n has two children z, y; (2) (q(x), L, t(n),q(n)) € A or (L,q(x),t(n),q(n)) € A if n has
one child z; (3) (L, L,t(n),q(n)) € A if n is a leaf. The computation is accepting if ¢(r) € F.

Simulating Tree Automata. A dynamic program for a decision problem can be formulated
as a nondeterministic tree automaton that works on the decomposition, see the left side
of Figure 1 for a detailed example. Observe that a nondeterministic tree automaton A
will process a labeled tree (T,¢) with n nodes in time O(n). When we simulate such an
automaton deterministically, one might think that a running time of the form O(|Q| - n) is
sufficient, as the automaton could be in any potential subset of the @) states at some node of
the tree. However, there is a pitfall: For every node we have to compute the set of potential
states of the automaton depending on the sets of potential states of the children of that
node, leading to a quadratic dependency on |@|. This can be avoided for transitions of the
form (L, L, u(x),p), (q,L,c(x),p), and (L,q,c(z),p), as we can collect potential successors
of every state of the child and compute the new set of states in linear time with respect to
the cardinality of the set. However, transitions of the form (g;, ¢;, ¢(z), p) are difficult, as we
now have to merge two sets of states. In detail, let x be a node with children y and z and let
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@y and @, be the set of potential states in which the automaton eventually is in at these
nodes. To determine (), we have to check for every ¢; € @, and every g; € Q. if there is a
p € Q such that (g;,q;,t(z),p). Note that the number of states |Q| can be quite large even
for moderately sized parameters k, as |Q)] is typically of size 22k) "and we will thus try to
avoid this quadratic blow-up.

» Observation 4. A tree automaton can be simulated in time O(|Q|? - n).

Unfortunately, the quadratic factor in the simulation cannot be avoided in general, as the
automaton may very well contain a transition for all possible pairs of states. However, there
are some special cases in which we can circumnavigate the increase in the running time.

» Definition 5 (Symmetric Tree Automaton). A symmetric nondeterministic bottom-up tree
automaton is a nondeterministic bottom-up tree automaton A = (Q, %, A, F') in which all
transitions (I,r,0,q) € A satisfy either l =1, r= 1, or [ =r.

Assume as before that we wish to compute the set of potential states for a node x with
children y and z. Observe that in a symmetric tree automaton it is sufficient to consider the
set @, N Q. and that the intersection of two sets can be computed in linear time if we take
some care in the design of the underlying data structures.

» Observation 6. A symmetric tree automaton can be simulated in time O(|Q] - n).

The right side of Figure 1 illustrates the deterministic simulation of a symmetric tree
automaton. The massive time difference in the simulation of tree automata and symmetric
tree automata significantly influenced the design of the algorithms in Section 4, in which we
try to construct an automaton that is 1) “as symmetric as possible” and 2) allows to take
advantage of the “symmetric parts” even if the automaton is not completely symmetric.

3.2 The Interface

We introduce a simple Java-interface to our library Jdrasil, which originally was developed
for the computation of tree decompositions only. The interface is build up from two
classes: StateVectorFactory and StateVector. The only job of the factory is to generate
StateVector objects for the leaves of the tree decomposition, or with the terms of the
previous section: “to define the initial states of the tree automaton”. The StateVector class
is meant to model a vector of potential states in which the nondeterministic tree automaton
is at a specific node of the tree decomposition. Our interface does not define at all what a
“state” is, or how a collection of states is managed (although most of the times, it will be
a set). The only thing the interface requests a user to implement is the behaviour of the
tree automaton when it reaches a node of the tree-decomposition, i.e., given a StateVector
(for some unknown node in the tree decomposition) and the information that the automaton
reaches a certain node, how does the StateVector for this node look like? To this end, the
interface contains the methods shown in Listing 1.

Listing 1 The four methods of the interface describe the behaviour of the tree automaton. Here
“T” is a generic type for vertices. Each function obtains as parameter the current bag and a tree-index
“idx”. Other parameters correspond to bag-type specifics, e. g. the introduced or forgotten vertex v.

StateVector <T> introduce(Bag<T> b, T v, Map<T, Integer> idx);
StateVector<T> forget (Bag<T> b, T v, Map<T, Integer> idx);
StateVector<T> join(Bag<T> b, StateVector<T> o, Map<T, Integer> idx);
StateVector<T> edge(Bag<T> b, T v, T w, Map<T, Integer> idx);
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Figure 1 The left picture shows a part of a tree decomposition of the grid graph %% with vertices
{0,...,9}. The index of a bag shows the type of the bag: a positive sign means “introduce”, a
negative one “forget”, a pair represents an “edge”-bag, and text is self explanatory. Solid lines
represent real edges of the decomposition, while dashed lines illustrate a path (i.e., there are some
bags skipped). On the left branch of the decomposition a run of a nondeterministic tree automaton

with tree-index (g Los e 3) for 3-COLORING is illustrated. To increase readability, states of

the automaton are connected to the corresponding bags with gray lines, and for some nodes the
states are omitted. In the right picture the same automaton is simulated deterministically.

This already rounds up the description of the interface, everything else is done by Jdrasil.
In detail, given a graph and an implementation of the interface, Jdrasil will compute a
tree decomposition!, transform this decomposition into a very nice tree decomposition,
potentially optimize the tree decomposition for the following dynamic program, and finally
traverse through the tree decomposition and simulate the tree automaton described by the
implementation of the interface. The result of this procedure is the StateVector object
assigned to the root of the tree decomposition.

3.3 Example: 3-Coloring

Let us illustrate the usage of the interface with our running example of 3-COLORING. A State
of the automaton can be modeled as a simple integer array that stores a color (an integer)
for every vertex in the bag. A StateVector stores a set of State objects, i.e., essentially a
set of integer arrays. Introducing a vertex v to a StateVector therefore means that three
duplicates of each stored state have to be created, and for every duplicate a different color
has to be assigned to v. Listing 2 illustrates how this operation could be realized in Java.

L See [6] for the concrete algorithms used by Jdrasil.
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Listing 2 Exemplary implementation of the introduce method for 3-COLORING.

StateVector <T> introduce (Bag<T> b, T v, Map<T, Integer> idx) {
Set<State> newStates = new HashSet<>();
for (State state : states) { // ’states’ is the set of states

for (int color = 1; color <= 3; color++) {
State newState = new State(state); // copy the state
newState.colors[idx.get(v)] = color;
newStates.add (newState) ;
}
}
states = newStates;
return this;

The three other methods can be implemented in a very similar fashion: in the forget-method
we set the color of v to 0; in the edge-method we remove states in which both endpoints of
the edge have the same color; and in the join-method we compute the intersection of the
state sets of both StateVector objects. Note that when we forget a vertex v, multiple states
may become identical, which is handled here by the implementation of the Java Set-class,
which takes care of duplicates automatically.

A reference implementation of this 3-COLORING solver is publicly available [4], and
a detailed description of it can be found in the manual of Jdrasil [5]. Note that this
implementation is only meant to illustrate the interface and that we did not make any effort
to optimize it. Nevertheless, this very simple implementation (the part of the program that
is responsible for the dynamic program only contains about 120 lines of structured Java-code)
performs surprisingly well, as the experiments in Section 5 indicate.

4 A Lightweight Model-Checker for a Small MSO-Fragment

Experiments with the coloring solver of the previous section have shown a huge difference in
the performance of general solvers as D-Flat and Sequoia against a concrete implementation of
a tree automaton for a specific problem (see Section 5). This is not necessarily surprising, as
a general solver needs to keep track of way more information. In fact, a MSO-model-checker
can probably (unless P = NP) not run in time f(|¢|+tw)-poly(n) for any elementary function
f [14]. On the other hand, it is not clear (in general) what the concrete running time of such
a solver is for a concrete formula or problem (see e.g. [16] for a sophisticated analysis of
some running times in Sequoia). We seek to close this gap between (slow) general solvers
and (fast) concrete algorithms. Our approach is to concentrate only on a small fragment of
MSO, which is powerful enough to express many natural problems, but which is restricted
enough to allow model-checking in time that matches or is close to the running time of a
concrete algorithm for the problem. As a bonus, we will be able to derive upper bounds on
the running time of the model-checker directly from the syntax of the input formula.

Based on the interface of Jdrasil, we have implemented a publicly available prototype
called Jatatosk [3]. In Section 5, we perform various experiments on different problems on
multiple sets of graphs. It turns out that Jatatosk is competitive against the state-of-the-art
solvers D-Flat and Sequoia. Arguably these two programs solve a more general problem and
a direct comparison is not entirely fair. However, the experiments do reveal that it seems
very promising to focus on smaller fragments of MSO (or perhaps any other description
language) in the design of treewidth based solvers.
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4.1 Description of the Fragment

We only consider vocabularies 7 that contain the binary relation E?, and we only consider
T-structures with a symmetric interpretation of E2, i.e., we only consider structures that
contain an undirected graph (but may also contain further relations). The fragment of MSO
that we consider is constituted by formulas of the form ¢ = 3X;...3X, A, ¢¥;, where the
X are second-order variables and the ; are first-order formulas of the form

Vi € {VaVy E(x,y) — xi, YoIy E(z,y) A xi, I2Vy E(x,y) — Xis
JxTy E(x,y) A xi, Vo x4, 3T X5 }-

Here, the x; are quantifier-free first-order formulas in canonical normal form. It is easy
to see that this fragment is already powerful enough to encode many classical problems as
3-COLORING (@301 from the introduction is part of the fragment), or VERTEX-COVER (we will
discuss how to handle optimization in Section 4.4): ¢y = ISVaVy E(z,y) — S(x) V S(y).

4.2 A Syntactic Extension of the Fragment

Many interesting properties, such as connectivity, can easily be expressed in MSO, but not
directly in the fragment that we study. Nevertheless, a lot of these properties can directly
be checked by a model-checker if it “knows” what kind of properties it actually checks. We
present a syntactic extension of our MSO-fragment which captures such properties. The
extension consist of three new second order quantifiers that can be used instead of 3X;.
The first extension is a partition quantifier, which quantifies over partitions of the universe:

k
Foartitionxy L X = 3X13X, L 3Xk (Ve \/ X)) A (Ve \ N\ - Xi(x) A =X ().
i=1 i=1j#i

This quantifier has two advantages. First, formulas like ¢sco1 can be simplified to

B3c01 = PR, G, B VaVy E(xz,y) = [\ ~C(z) vV =C(y),
C € {R,G, B}

and second, the model-checking problem for them can be solved more efficiently: the solver
directly “knows” that a vertex must be added to exactly one of the sets.

We further introduce two quantifiers that work with respect to the symmetric relation
E? (recall that we only consider structures that contain such a relation). The Joonnected X
quantifier guesses an X C U that is connected with respect to E (in graph theoretic terms),
i.e., it quantifies over connected subgraphs. The 3t F quantifier guesses a F' C U that is
acyclic with respect to E (again in graph theoretic terms), i.e., it quantifies over subgraphs
that are forests. These quantifiers are quite powerful and allow, for instance, to express that
the graph induced by E? contains a triangle as minor:

:ElconnectedR ElconnectedG ElconnectedB .
(Vz (~R(z) V =G () A ( G(x) vV ~B(2)) A (=B(z) V ~R(z)))
A (Jz3y E(z,y) A R(z) (y)) A (Hxﬂy E(z,y) AG(z) A B(y))
A (323y E(z,y) A B(x) (y)).

(btrianglc—minor

We can also express problems that usually require more involved formulas in a very natural way.
For instance, the FEEDBACK-VERTEX-SET problem can be described by the following formula
(again, optimization will be handled in Section 4.4): ¢g = 35 IS FVr S(z) V F(z).
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4.3 Description of the Model-Checker

We describe our model-checker in terms of a nondeterministic tree automaton that works on a
tree decomposition of the graph induced by E? (note that, in contrast to other approaches in
the literature, we do not work on the Gaifman graph). We define any state of the automaton
as bit-vector, and we stipulate that the initial state at every leaf is the zero-vector. For any
quantifier or subformula, there will be some area in the bit-vector reserved for that quantifier
or subformula and we describe how state transitions effect these bits. The “algorithmic idea”
behind the implementation of these transitions is not new, and a reader familiar with folklore
dynamic programs on tree decompositions (for instance for VERTEX-COVER, or STEINER-TREE)
will probably recognize them. An overview over common techniques can be found in the
standard textbooks [9, 13].

The Partition Quantifier. We start with a detailed description of the partition quantifier
Jpartition x, . X, (we do not implement an additional 3X quantifier, as we can easily state
JX = Jpartition ¥ ¥): Let k be the maximum bag-size of the tree decomposition. We reserve
k -logs g bit in the state description, where each block of length log, g indicates in which
set X; the corresponding element of the bag is. On an introduce-bag (e.g. for v € U), the
nondeterministic automaton guesses an index @ € {1,...,¢} and sets the log, ¢ bits that are
associated with the tree-index of v to i. Equivalently, the corresponding bits are cleared
when the automaton reaches a forget-bag. As the partition is independent of any edges, an
edge-bag does not change any of the bits reserved for the partition quantifier. Finally, on
join-bags we may only join states that are identical on the bits describing the partition (as
otherwise the vertices of the bag would be in different partitions) — meaning this transition
is symmetric with respect to these bits (in terms of Section 3.1).

The Connected Quantifier. The next quantifier we describe is 3°°"m¢cted X which has to
overcome the difficulty that an introduced vertex may not be connected to the rest of the bag
in the moment it got introduced, but may be connected to it when further vertices “arrive”.
The solution to this dilemma is to manage a partition of the bag into &’ < k connected
components Py, ..., Py, for which we reserve k - log, k bit in the state description. Whenever
a vertex v is introduced, the automaton either guesses that it is not contained in X and
clears the corresponding bits, or it guesses that v € X and assigns some P; to v. Since v is
isolated in the bag in the moment of its introduction (recall that we work on a very nice tree
decomposition), it requires its own component and is therefore assigned to the smallest empty
partition P;. When a vertex v is forgotten, there are four possible scenarios: 1) v € X, then
the corresponding bits are already cleared and nothing happens; 2) v € X and v € P; with
|P;| > 1, then v is just removed and the corresponding bits are cleared; 3) v € X and v € P,
with |P;| = 1 and there are other vertices w in the bag with w € X, then the automaton
rejects the configuration, as v is the last vertex of P; and may not be connected to any other
partition anymore; 4) v € X is the last vertex of the bag that is contained in X, then the
connected component is “done”; the corresponding bits are cleared and one additional bit is
set to indicate that the connected component cannot be extended anymore. When an edge
{u,v} is introduced, components might need to be merged. Assume u,v € X, u € P;, and
v € P; with ¢ < j (otherwise, an edge-bag does not change the state), then we essentially
perform a classical union-operation from the well-known union-find data structure. Hence, we
assign all vertices that are assigned to P; to F;. Finally, at a join-bag we may join two states
that agree locally on the vertices that are in X (i.e., they have assigned the same vertices to
some P;), however, they do not have to agree in the way the different vertices are assigned to
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P; (in fact, there does not have to be an isomorphism between these assignments). Therefore,
the transition at a join-bag has to connect the corresponding components analogous to the
edge-bags — in terms of Section 3.1 this transition is not symmetric. The description of the
remaining quantifiers and subformulas is very similar.

4.4 Extending the Model-Checker to Optimization Problems

As the example formulas from the previous section already indicate, performing model-
checking alone will not suffice to express many natural problems. In fact, every graph is a
model of the formula ¢y if S simply contains all vertices. It is therefore a natural extension to
consider an optimization version of the model-checking problem, which is usually formulated
as follows [9, 13]: Given a logical structure S, a formula ¢(X1,...,X,) of the MSO-fragment
defined in the previous section with free unary second-order variables X7, ..., X, and weight
functions wy, ..., w, with w;: U — Z; find S1,..., S, with S; C U such that > %, Y ses, wi(s)
is minimized under S = ¢(S1,...,Sp), or conclude that S is not a model for ¢ for any
assignment of the free variables. We can now correctly express the (actually weighted)
optimization version of VERTEX-COVER as follows: ¢y.(S) = VaVy E(z,y) — (S(z)V S(y)).
Similarly we can describe the optimization version of DOMINATING-SET if we assume the
input does not have isolated vertices (or is reflexive), and we can also fix the formula éfvs:

@as(S) = VaTIy E(z,y) A (S(a:) Vv S(y)), Drys(S) = TSt F vz (S(J:) Vv F(Jc))

We can also mazimize the term > ¢, > ses, wi(s) by multiplying all weights with —1 and,
thus, express problems such as INDEPENDENT-SET: ¢(S) = VaVy E(z,y) — (=S(z) vV
-5 (y)) The implementation of such an optimization is straightforward: essentially there is
a partition quantifier for every free variable X; that partitions the universe into X; and X;.
We assign a current value of > 7, > ses, wi(s) to every state of the automaton, which is
adapted if elements are “added” to some of the free variables at introduce nodes. Note that,
since we optimize an affine function, this does not increase the state space: even if multiple
computational paths lead to the same state with different values at some node of the tree, it
is well defined which of these values is the optimal one. Therefore, the cost of optimization
only lies in the partition quantifier, i.e., we pay with k bits in the state description of the
automaton per free variable — independently of the weights.

4.5 Handling Symmetric and Non-Symmetric Joins

In Section 4.3 we have defined the states of our automaton with respect to a formula, the left
side of Table 1 gives an overview of the number of bits we require for the different parts of
the formula. Let bit(¢, k) be the number of bits that we have to reserve for a formula ¢ and a
tree decomposition of maximum bag size k, i.e., the sum over the required bits of each part of
the formula. By Observation 4 this implies that we can simulate the automaton (and hence,
solve the model-checking problem) in time O* ((Qbit(¢’k))2 . n); or by Observation 6 in time
o* (2bit(¢’k) n) if the automaton is symmetric?. Unfortunately, this is not always the case, in
fact, only the quantifier FPartition X, X the bits needed to optimize over free variables,
as well as the formulas that do not require any bits, yield an symmetric tree automaton.
That means that the simulation is wasteful if we consider a mixed formula (for instance, one
that contains a partition and a connected quantifier). To overcome this issue, we partition

2 The notation O* supresses polynomial factors.
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Table 1 The left table shows the precise number of bit we reserve in the description of a state
of the tree automaton for different quantifier and formulas. The values are with respect to a tree
decomposition with maximum bag size k. The right table gives an overview of example formulas ¢
used here, together with values symmetric(¢, k) and asymmetric(¢, k), as well as the precise time
our algorithm will require for that particular formula.

Quantifier / Formula Number of Bit 10} symmetric(o, k) Time
free variables X1,..., Xy gq-k asymmetric(, k)
Jpartitiony, X, k-log,q ®3col k - log,(3) 0*(3%)
geomnected ¥k log, k + 1 0
Jforest .. log, k Dve(S) (k)? O*(Qk)
VaVy E(z,y) = xi 0 Bas(S) % 0" (84)
Vady E(z,y) Axi kK %
JaVy E(z,y) - xi k+1 burianglommor 0 O™ (k5++9)
3y E(z,y) Axi 1 3k - log, (k) + 3
Ve x: 0 brvs(S) k 0" (2°k7%)
Jrxi 1 k - log, (k)

the bits of the state description into two parts: first the “symmetric” bits of the quantifiers
Jpartition x, . X, and the bits required for optimization, and in the “asymmetric” ones
of all other elements of the formula. Let symmetric(¢, k) and asymmetric(¢, k) be defined
analogously to bit(¢, k). We implement the join of states as in the following lemma, allowing
us to deduce the running time of the model-checker for concrete formulas. The right side of
Table 1 provides an overview for formulas presented here.

» Lemma 7. Let x be a node of T' with children y and z, and let Q, and Q. be sets of states
in which the automaton may be at y and z. Then the set Q, of states in which the automaton
may be at node x can be computed in time O* (QSymmetric(¢’k)+2‘asy“‘me“ic(‘ﬁ’k)).

Proof. To compute Q., we first split @, into By, ..., B, such that all elements in one B; share
the same “symmetric bits”. This can be done in time |Q,| using bucket-sort. Note that we
have g < 2symmetric(d.k) anqd |B;| < 2asymmetric(d.k) YWith the same technique we identify for
every elements v in @), its corresponding partition B;. Finally, we compare v with the elements

in B; to identify those for which there is a transition in the automaton. This yields a running
time of ‘Qz| . maxg,l |Bz| < 2bit(¢,k) . 2asymmetric(¢,k) _ 2symmetric(¢,k)+2‘asymmetric(¢,k). <

5 Applications and Experiments

To show the feasibility of our approach, we have performed experiments for widely investig-
ated graph problems: 3-COLORING, VERTEX-COVER, DOMINATING-SET, INDEPENDENT-SET,
and FEEDBACK-VERTEX-SET. All experiments were performed on an Intel Core processor
containing four cores of 3.2 GHz each and 8 Gigabyte RAM. Jdrasil was used with Java 1.8
and both Sequoia and D-Flat were compiled with gce 7.2. The implementation of Jatatosk
uses hashing to realize Lemma 7, which works well in practice. We use a data set assembled
from different sources containing graphs with 18 to 956 vertices and treewidth 3 to 13. The
first source is a collection of transit graphs from GTFS-transit feeds [15] that was also used
for experiments in [12], the second source are real-world instances collected in [2], and the
last one are those of the PACE challenge [18] with treewidth at most 11. For 3-COLORING,
the results are shown in Experiment 1.
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Experiment 1 3-COLORING.

D-Flat  Jdrasil-Coloring  Jatatosk  Sequoia

Average Time 478.19  36.52 42.63 714.73
Standard Deviation 733.90 77.8 81.82 866.34
Median Time 3.5 21 24.5 20.5

(a) Average, standard deviation, and median of the time (in seconds) each solver needed to solve
3-COLORING over all instances of the data set. The best values are highlighted.
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(c) The left picture shows the difference of Jatatosk against D-Flat and Sequoia. A positive bar means
that Jatatosk is faster by this amount in seconds, and a negative bar means that either D-Flat or Sequoia
is faster by that amount. The bars are capped at 100. On every instance, Jatatosk was compared against
the solver that was faster on this particular instance. The image also shows for every instance the size and
the treewidth of the input. The right image shows the number of instances that can be solved by each of
the solvers in = seconds, i. e., faster growing functions are better. The colors in this image are as in (b).

6 Conclusion and Outlook

We investigated the practicability of dynamic programming on tree decompositions, which is
arguably one of the corner stones of parameterized complexity theory. We implemented a
simple interface for such programs and used it to build a competitive graph coloring solver
with just a few lines of code. We hope that this interface allows others to implement and
explore various dynamic programs. The whole power of these algorithms is well captured
by Courcelle’s Theorem, which states that there is an efficient version of such a program
for every problem definable in monadic second-order logic. We took a step towards practice
by implementing a “lightweight” version as model-checker for a small fragment of the logic.
This fragment turns out to be powerful enough to express many natural problems.
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—— Abstract

Consider the following asynchronous, opportunistic communication model over a graph G: in
each round, one edge is activated uniformly and independently at random and (only) its two
endpoints can exchange messages and perform local computations. Under this model, we study
the following random process: The first time a vertex is an endpoint of an active edge, it chooses
a random number, say +1 with probability 1/2; then, in each round, the two endpoints of the
currently active edge update their values to their average.

We provide a rigorous analysis of the above process showing that, if G exhibits a two-
community structure (for example, two expanders connected by a sparse cut), the values held
by the nodes will collectively reflect the underlying community structure over a suitable phase
of the above process. Our analysis requires new concentration bounds on the product of certain
random matrices that are technically challenging and possibly of independent interest.

We then exploit our analysis to design the first opportunistic protocols that approximately re-
cover community structure using only logarithmic (or polylogarithmic, depending on the sparsity
of the cut) work per node.
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1 Introduction

The Averaging Protocol. Consider the following, elementary distributed process on an
undirected graph G = (V, E) with |V| = n nodes and |E| = m edges. Each node v holds
a real number z, (which we call the state of node v); at each time step, one random edge
{u,v} becomes active and its endpoints u and v update their states to their average.

Viewed as a protocol, the above process is consistent with asynchronous, opportunistic
communication models, such as those considered in [1] for population protocols; here, in every
round, one edge is activated uniformly and independently at random and (only) its two
endpoints can exchange messages and perform local computations in that round. We further
assume no global clock is available (nodes can at most count the number of local activations)
and that the network is anonymous, i.e., nodes are not aware of theirs or their neighbors’
identities and all nodes run the same process at all times.

The long-term behavior of the process outlined above is well-understood: assuming G to
be connected, for each initial global state x € RY the system converges to a global state in
which all nodes share a common value, namely, the average of their initial states. A variant
of an argument of Boyd et al. [4] shows that convergence time is equivalent to the the mixing

time of a lazy random walk on the graph, namely O (inlog n), where A is the second

smallest eigenvalue of the normalized Laplacian of G.

Distributed Community Detection. Suppose now that G is well-clustered, i.e. it exhibits
a community structure which in the simplest case consists of two equal-sized expanders,
connected by a sparse cut: this structure arises, for instance, when the graph is sampled from
the popular stochastic block model Gy, p, 4 for p > q and p > logn/n [6, 7, 10]. If we let the
averaging process unfold on such a graph, for example starting from an initial £1 random
global state, one might reasonably expect a faster, transient convergence toward some local
average within each community, accompanied by a slower, global convergence toward the
average taken over the entire graph. If, as is likely the case, a gap exists between the local
averages of the two communities, the global state during the transient phase would reflect
the graph’s underlying community structure. This intuition suggests the main questions we
address in this paper: Is there a phase in which the global state carries information about
community structure? If so, how strong is the corresponding “signal”? Finally, can nodes
leverage local history to recover this information?

Our Results: Highlights. We show that, if G exhibits a two-community structure (for
example, two expanders connected by a sparse cut), the values held by the nodes will
collectively reflect the underlying community structure over a suitable phase of the above
process, allowing efficient and effective recovery in important cases.

In more detail, we first provide a first moment analysis showing that, for a large class of
almost-regular clustered graphs that includes the stochastic block model, the expected values
held by all but a negligible fraction of the nodes eventually reflect the underlying cut signal.
We prove this property emerges after a “mixing” period of length O(nlogn).
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We further provide a second moment analysis for a more restricted class of regular
clustered graphs that includes the regular stochastic block model [3, 5, 11]. Since nodes do
not share a common clock, it is not immediate to translate the above results into distributed
clustering protocols. To this purpose, we show that concentration holds over a long time
window and most nodes are able to select a local time within this window. So, most nodes can
efficiently and locally identify their community of reference over a suitable time window. Even
for the above class of regular graphs, our second moment analysis requires new concentration
bounds on the product of certain random matrices that are technically challenging and
possibly of independent interest.

This results in the first opportunistic protocols that approximately recover community
structure. For clustered graphs with sparse (i.e. size o(m)) cut, we devise a first protocol,
using the sign of the nodes’ state as local clustering criterion (see Algorithm 2), that
converges in O(nlogn) time and has only polylogarithmic work per node (see Theorem 12
for a formal statement). So, the protocol can be much faster than the global mixing time of
the corresponding process and, moreover, the work per node does not depend on the node
degree, thus resulting very efficient in the case of dense graphs. For clustered graphs with
dense cut (i.e. size ©(m)), the cut “signal” is much harder to recover: we derive a more
complex second moment analysis leading us to a weighted version of the averaging process,
equipped with a clustering criterion based on the fluctuations of the nodes’ state. This second
protocol (see Algorithm 3) converges within O(nlogn+ n/\s) rounds and has work per node
O(polylog (n) + 1/A2) (see Theorem 14, Corollaries 15 and 16 for formal statements).

Comparison to Previous Work. We here discuss only strongly-related work (see the full-
version [2] for a more detailed description of previous results. The idea of using averaging
local rules to perform distributed community detection is not new: In [3], Becchetti et
al. consider a deterministic dynamics in which, at every round, each node updates its
local state to the average of its neighbors. The authors show that this results in a fast
clustering algorithm with provable accuracy on a wide class of almost-regular graphs that
includes the stochastic block model. We remark that the algorithm in [3] (only) works
in a synchronous, parallel communication model where every node exchanges data with
all its neighbors in each round. This implies considerable work and communication costs,
especially when the graph is dense. It turns out that, in d-regular, well-clustered graphs, the
algorithm in [3] requires overall communication cost ©(nd polylog (n)) and work per-node
©(dpolylog (n)). On the other hand, each step of the process in [3] is described by the
same matrix and its deterministic evolution unfolds according to the power of this matrix
applied to the initial state. In contrast, the averaging process we consider in this paper
is considerably harder to analyze than the one in [3], since each step is described by a
random, possibly different averaging matrix. Differently from [3], our goal here is the design
of simple, lightweight protocols for fully-decentralized community detection which fit the
asynchronous, opportunistic communication model, in which a (random) link activation
represents an opportunistic meeting that the endpoints can exploit to exchange one-to-one
messages. More specifically, by “lightweight” we mean protocols that require minimalistic
assumptions as to network capabilities, while performing their task with minimal work,
storage and communication per node (at most logarithmic or polylogarithmic in our case).
In this respect, any clustering strategies (like the one in [12]) which construct (and then work
over) some static, sparse subgraph of the underlying graph are unfeasible in the opportunistic
model we consider here. This restrictive setting is motivated by network scenarios in which
individual agents need to autonomously and locally uncover underlying, implicit communities
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Algorithm 1: Updating rule for a node u of an active edge, where ¢ € (0,1) is the
parameter measuring the weight given to the neighbor’s value.

AVERAGING(d) (for a node u that is one of the two endpoints of an active edge)
Initialization: If it is the first time u is active, then pick x, € {—1,4+1} w.a.r.
Update: Send x, to the other endpoint and set x,, := (1 — §)x,, + dr, where r is the
value received from the other endpoint.

of which they are members. This has widespread applicability, for example in communication
systems where lightweight data can be locally shared via wireless opportunistic meetings
when agents come within close range [13].

Roadmap of the paper. After presenting some preliminaries in Section 2, the first moment
analysis for almost-regular graphs is given in Section 3. The second moment analysis for
regular graphs is given in Section 4 while, in Section 5, we describe our protocols for community
detection and give the main bounds on their performances. Due to space constraints, most
technical results are given in the full-version of the paper [2].

2 Preliminaries

Averaging process. In general, we consider the weighted version of the averaging process
described in the introduction: In each round, one edge of the graph is sampled uniformly at
random and the two endpoints of the sampled edge execute Algorithm 1.

Graphs and their spectra. For a connected graph G = (V, E) with n nodes, m edges and
adjacency matrix A, let 0 = A1 < -+ < A\, be the eigenvalues of the normalized Laplacian
L=1—-D"Y2AD=1/2 where D is the diagonal matrix with the degrees of the nodes. We
consider the following graph classes.

» Definition 1. An (n,d, 8)-almost-reqular graph is a connected, non-bipartite graph G =
(V, E) with n nodes such that every node has degree d + 8d. An (n,d,b)-clustered regular
graph, where n is even and d and b are two positive integers with 2b < d < n, is a graph
G = ((V1, V2), E) over node set V =V} U Va, with |V4| = |Va| = n/2 and such that: (i) every
node has degree d and (ii) every node in V; has b neighbors in V5 and every node in V; has b
neighbors in V.

It is easy to see that the indicator vector x € {—1,+1} of the cut (V7, V3) is an eigenvector
of £ with eigenvalue 27;’, whenever the graph is clustered regular. If we further assume that
Ag > 27.5’, then x is an eigenvector of .

Block reconstruction. We next discuss what it means to recover the “underlying community
structure” in a distributed setting, a notion that can come in stronger or weaker flavors [6,
11, 8, 9]. Ideally, we would like the protocol to reach a state in which, at least with high
probability, each node can use a simple rule to assign itself one of two possible labels, so
that labelling within each community is consistent and nodes in different communities are
assigned different labels. Achieving this corresponds to ezact (block) reconstruction. The
next best guarantee is weak (block) reconstruction.
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» Definition 2 (Weak Reconstruction). A function f : V — {£1} is said to be an e-weak
reconstruction of G if subsets Wi C V; and Wy C V5 exist, each of size at least (1 —e)n/2,
such that f(Wy) N f(Ws) = 0.

We introduce a third notion, which we call community-sensitive labeling (CSL for short):
in this case, there is a predicate that can be applied to pairs of labels so that, for all but a
small fraction of outliers, the labels of any two nodes within the same community satisfy the
predicate, whereas the converse occurs when they belong to different communities®. In this
paper, informally speaking, nodes are labelled with binary signatures of logarithmic length,
while two labels satisfy the predicate whenever their Hamming distance is below a certain
threshold. This introduces a notion of similarity between nodes of the graph, with labels
behaving like profiles that reflect community membership?. Note that this weaker notion of
community-detection allows nodes to locally tell “friends” in their community from “foes” in
the other community, which is the main application of distributed community detection in
the opportunistic setting we consider here.

Let A(x,y) denote the Hamming distance between two binary strings x and y.

» Definition 3 (Community-sensitive labeling). Let G = (V| E) be a graph, let (V1,V2) be
a partition of V and let v € (0,1]. For some £ € N, a function h : V; UV, — {0,1}¢ is a
~y-community-sensitive labeling for (Vi,Va) if a subset V C V with size |V| > (1 —7)|V| and
two constants 0 < ¢; < ¢y < 1 exist, such that for all u,v € V it holds that: A(hy,,h,) < 1/
if 4, =1y, and A(hy,h,) > cof, otherwise, where i,, = 1 if u € V; and i, = 2 if u € V5.

3 First moment analysis

We analyze the expected behaviour of Algorithm AVERAGING(1/2) on an almost-regular
graph G. The evolution of the resulting process can be formally described by the recursion
xHD =W, . x| where W; = (W(i,4)) is the random matrix that defines the updates of
the values at round ¢, i.e.,

0 ifi+# j and {4,J} is not sampled (at round ¢),

Wo(i,5) =4 1 /2 if ¢ = 5 and an edge with endpoint ¢ is sampled (1)
’ or i # j and edge {i,j} is sampled,
1 if ¢ = j and ¢ is not an endpoint of sampled edge.

and the initial random vector x(9) is uniformly distributed in {—1,1}".® Note that, con-
sequently, x(*+1) = W, ... x| with the W;’s independently and identically distributed.
Simple calculus shows that the expectation of the random matrices {W; : ¢ > 0} can be
expressed as

— 1

Wi=EW]=1-—L, (2)

where L = D — A is the Laplacian matrix of G. Matrix W is thus symmetric and doubly-
stochastic. We denote its eigenvalues as A1,..., Ay, with 1=X 1 2> X > --- A, = —1.

Note that a weak reconstruction protocol entails a community-sensitive labeling. In this case, the
predicate is true if two labels are the same.

Hence the phrase community-sensitive Labeling we use to refer to our approach.

Notice that, since each node chooses value £1 with probability 1/2 the first time it is active, by using
the principle of deferred decisions we can assume there exists an “initial” random vector x(© uniformly
distributed in {—1,+1}".
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Our first contribution is an analysis of the expected evolution of the averaging process
over (n,d, 3)-almost regular graphs that possess a hidden and balanced partition of the nodes
with the following properties: (i) The cut separating the two communities contains o(m)
edges; (ii) the subgraphs induced by the two communities are expanders, i.e., the gap A3 — Ao
is constant. The above conditions on the underlying graph are satisfied, for instance, by
graphs sampled from the stochastic block model* G,, ,, , for ¢ = o(p) and p > logn/n. Our
analysis proves the following results.

» Theorem 4. Let G = (V,E) be an (n,d,3)-almost regular graph G = (V,E) with a
balanced partition V = (V1,Va) and such that: (i) The cut E(V1,Va) is sparse, i.e., my o =
|E(V1, Va)| = o(m); (i) A3 — A2 = Q(1). If nodes of G execute Protocol AVERAGING then,
with constant probability w.r.t. the initial random vector x(0) € {=1,1}", after ©(nlogn)
rounds the following holds for all but o(n) nodes:

(i) The expected value of a node u increases or decreases depending on the community it

belongs to, i.e., sgn (IE [xg_l) \X(O)] —E [ng) |x(0)D =sgn (xu);
(ii) Over a suitable time window of length Q(nlogn), the sign of the expected value of a
node u reflects the community u belongs to, i.e., sgn (IE [xq(f) |X(O)D = sgn (aaXu), for some

Qg = (9 (X(O) ) .

We note that these results suggest two different local criteria for community-sensitive
labeling: (i) According to the first one, every node uses the sign of its own state within the
aforementioned time window to set the generic component of its binary label (in fact, we
run independent copies of the averaging process to get binary labels of logarithmic size - see
Protocol SIGN-LABELING in Section 5.1). (ii) According to the second criterion, every node
uses the signs of fluctuations of its own value along consecutive rounds to set the generic
component of its binary label (see Protocol JUMP-LABELING in Section 5.2).

The above results describe the “expected” behaviour of the averaging process over a
large class of well-clustered graphs, at the same time showing that our approach might lead
to efficient, opportunistic protocols for block reconstruction. Yet, designing and analyzing
protocols with provable, probabilistic guarantees, requires addressing the following questions:
i) Do realizations of the averaging process approximately follow its expected behavior with
high, or even constant, probability? ii) If this is the case, how can nodes locally and
asynchronously recover the cut signal, let alone guess the “right” global time window? The
first issue is addressed in Section 4, while the second one is addressed in Section 5, which
presents our main algorithmic results for community detection.

4 Second Moment Analysis

Recall from Section 3 that x(*) depends on the product of ¢ identically distributed random
matrices. Not much is known about concentration of such products, but we are able to
accurately characterize the class of regular clustered graphs. We point out that many of the
technical results and tools we develop to this purpose apply to far more general settings than
the regular case and may be of independent interest. In more detail, we are able to provide
accurate concentration bounds on the norm of x()’s projection onto the subspace spanned by
the first and second eigenvector of W for a class of regular clustered graphs that includes the
regular stochastic block model [3, 5, 11]. These bounds are derived separately for two different

4 See the full-version [2] for the definition of G, .4 and for more details about our results for Gn p.q-
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regimes, defined by the sparseness of the cut separating the two communities. Assuming
good inner expansion within each community, the first concentration result applies for cuts
of size o(m/log® n) and it is given in Subsectioni 4.1 while, for the case of cuts of size up to
am for any a < 1, the obtained concentration results are described in Subsection 4.2.

4.1 Second moment analysis for sparse cuts

We next provide a second moment analysis of the AVERAGING(§) with 6 = 1/2 on the class
of (n,d,b)-clustered regular graphs when the cut between the two communities is relatively
sparse, i.e., for Ao = 2b/d = o(\3/logn). This analysis is consistent with the “expected”
clustering behaviour of the dynamics explored in the previous section and highlights clustering
properties that emerge well before global mixing time, as we show in Section 5.1.

Restriction to (n,d, b)-clustered reqular graphs simplifies the analysis of the AVERAGING
dynamics. When G is regular, W defined in (2) can be written as W = (1 — %) I+ % pP=
I- %E. This obviously implies that W and £ share the same eigenvectors, while every
eigenvalue \; of £ corresponds to an eigenvalue \; = 1 — \;/n of W. For (n,d,b)-clustered
reqular graphs, these facts further imply Ao = 1 — Xy /n=1—2b/dn whenever A3 > %b while,
very importantly, the partition indicator vector x turns out to be the eigenvector of W
corresponding to Ao (see (2)). On the other hand, even in this restricted setting, our second
moment analysis requires new, non-standard concentration results for the product of random
matrices that apply to far more general settings and may be of independent interest.

For the sake of readability, in the remainder we denote x(*)’s projection onto 1 by x| and
we use y*) to denote its component in the eigenspace of the second eigenvalue of W (ie.,
x).° Finally, we use z® to denote x(¥)’s projection onto the subspace orthogonal to 1 and x.
We thus have:

x® = x; +y® 4 2. (3)

Our analysis of the process induced by AVERAGING(1/2) provides the following bound,
whose proof can be found in the full-version [2].

» Theorem 5 (Second moment analysis). Let G be an (n,d,b)-clustered regular graph with
Ay = %’ =o0(A3/logn). Then, for every i—: logn <t < gx; it holds that

E [Hyu) O y<o>m & Bt
n

We prove Theorem 5 by bounding and tracking the lengths of the projections of x*) onto
the eigenspace of Ay and onto the space orthogonal to 1 and x;, i.e. [|y®|? and ||z ||2. We
here remark that the only part using the regularity of the graph is the derivation of the
upper bound on E [||y(t+1)H2}, in particular its second addend. This term arises from an
expression involving the Laplacian of G, which is far from simple in general, but that very
nicely simplifies in the regular case. We suspect that increasingly weaker bounds should be
achievable as the graph deviates from regularity.

Theorem 5 gives an upper bound on the squared norm of the difference of the state vector
at step ¢ with the state vector at step 0. Intuitively, this will allow us to conclude that,
for most vertices, xg,t) R X[ T yE,O) over a time window of size Q(nlogn). More formally,
Corollary 7 below shows how such a global bound can be used to derive pointwise bounds on
the values of the nodes.

5 Note that x| is time-invariant.
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» Definition 6. A node v is e-good at time ¢ if (xg,t) — (X0 +y1()0)))2 < %Hy(O)HZ7 it is e-bad
otherwise. We also define B, = {u : u is e-bad at time ¢}.

» Corollary 7. Assume 3)\% logn <t < ?)cf—3 logn for any absolute constant ¢ > 1 and
/\2//\3 § 64/(4clogn):

P[IBil > en|x® =x] <. (4)

The next lemma strengthens the result above, giving a bound on the number of nodes
that are good over a relatively large time-window. This is the key-property that we leverage
to analyse the asynchronous protocol SIGN-LABELING. The main idea of its proof is to first
show that with probability strictly larger than 1 — ¢, the number of e-good nodes is at least
n- (1 —¢/logn) in every round ¢ € [t1,2t1]. Theorem 5 already ensures this to be true in
any given time step within a suitable window, but simply taking a union bound will not
work, since we have nlogn time steps and only a 1 — ¢ probability of observing the desired
outcome in each of them. We will instead argue about the possible magnitude of the change
in |y® +z® — y©)||2 over time, assuming this quantity is small at time 65 logn. We will
then show that our argument implies that, with probability 1 — €, at least n — en nodes
remain e-good over the entire window [65*logn, 125 logn].

» Lemma 8 (Non-ephemeral good nodes). Let € > 0 be an arbitrarily small value, let G be an
4

(n,d,b)-clustered reqular graph with :\\—2 < Cﬁf; -,

AVERAGING(1/2) on G, it holds that

P [\Bt| <3e-n,Vt: 6)\%logn<t< 12)\—"310gn] >1—c¢.

for a large enough costant c. If we execute

4.2 Second moment analysis for dense cuts

In this section, we extend our study to the lazy averaging algorithm AVERAGING(J) where
d < 1/2. Similar to the previous section, we assume that the underlying graph G is an
(n,d,b)-clustered regular graph and A3 > Ay = 2b/d. However, this new analysis works
even for large (constant) Az, in contrast to that in Section 4.1 which only works for small
Ao K 1/ log2 n. Informally speaking, we show that, for an appropriate value of § and any
t such that Q(nlogn) < t < O(n?), with large probability, the vector y® + z® is almost
parallel to , i.e., [|z()| is much smaller than |[y®||. A more precise statement is given below
as Theorem 9. Note that, for brevity, we write £ here to denote the sequence {(u¢, v¢)}ren of
the edges chosen by the protocol.

» Theorem 9. For any sufficiently large n € N, any® 6 € (0,0.8(\3 — X2)) and any t €
2/3
n n? d(Az—A2)
|:Q (m 10g (n/(s)) 70 (5(}\3)\2) ( igb ) >:| , we ha/l)e

Pro e [[2012 < /a2 Iy ©112] > 1 0 (/i + )

Theorem 9 should be compared to Theorem 5: both assert that ||y(®)|| is much larger
than [|z()||, but Theorem 9 works even when ), is quite large whereas Theorem 5 only holds
for Ao < 1/ log® n. While the parameter dependencies in Theorem 9 may look confusing at
first, there are mainly two cases that are interesting here. First, for any error parameter ¢,
we can pick § depending only on € and A3 — A\ in such a way that Theorem 9 implies that,
with probability 1 — &, ||z ||? t)||2, as stated below.

is at most e[|y

5 Here 0.8 is arbitrary and can be changed to any constant less than 1. However, we pick an absolute
constant here to avoid introducing another parameter to our theorem.
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Algorithm 2: SIGN-LABELING algorithm.
SIGN-LABELING(T,¢) (for a node w that is one of the two endpoints of an active edge)
Component selection: Jointly with the other endpoint choose a component j € [¢]

u.a.r.
Initialization and update: Run one step of AVERAGING (1/2) for component j.
Labeling: If this is the T-th activation of component j: set hi'"(j) = sgn(x,(7)).

» Corollary 10. For any constant € > 0 and for any A5 > Ao, there exists § depending only on
£ and A3 — \g such that, for any sufficiently large n and for any t € [Qc x;—»,(nlogn), O(n?)],
we have Pry ¢ [I20]? <elly®|?] > 1—e.

Another interesting case is when 6 = 1/2 (i.e., we consider the basic averaging protocol).
Recalling that Ao = 2b/d, observe that Ay appears in both the bound on ||z ||? and the error
probability. Hence, we can derive a similar lemma as the one above, but with Ay depending
on ¢ instead of d:

» Corollary 11. Fiz § = 1/2. For any constant € > 0, any’ A3 > 0.7, any sufficiently small
Ao depending only on €, any sufficiently large n and any t € [Q.(nlogn),O(n?)], we have
Proo ¢ [[29]° <ely?|?] > 1 -«

5 Distributed Community Detection

5.1 The Sign-Labeling protocol for sparse cuts

In the case of sparse cuts (i.e. of size o(m/log?n)), the obtained bound on the variance of
non-ephemeral nodes (see Lemma 8) holds over a time window that essentially equals the
one “suggested” by our first moment analysis. Hence, we next propose a simple, lightweight
opportunistic protocol that provides community-sensitive labeling for graphs that exhibit a
relatively sparse cut.

The algorithm, denoted as SIGN-LABELING (see Algorithm 2), adds a simple labeling
rule to the AVERAGING(1/2) process: Each node keeps track of the number of times it is
activated. Upon its T-th activation, for a suitable T = O (logn), the node uses the sign of its
current value as a binary label. The above local strategy is applied to ¢ independent runs of
AVERAGING(1/2), so that every node is eventually assigned a binary signature of length £.

Roughly, Lemma 8 implies that over a suitable time window of size ©(nlogn), for all
nodes u but a fraction O (¢/logn), we have sgn(xg)) = sgn(x, + y&o)). Recalling that x|
0)’s projections along x/v/7 and 1/+/n, this immediately implies
that, with probability 1 — e and up to a fraction ¢ of the nodes, sgn(ng)) = sgn(xg,t)),
whenever u and v belong to the same community and ¢ falls within the aforementioned
window. As to the latter condition, we prove that each node labels itself within the right

window with probability at least 1—1/n.8 Moreover, sgn(xH,qung)))) = sgn(x.), whenever

v exceeds X, in modulus, which occurs with probability 1/2—o(1) from the (independent)
Rademacher initialization. As a consequence, if we run £ suitably independent copies of the
process, the following will happen for all but a fraction O(e) of the nodes: the signatures of

and y(© respectively are x(

7 0.7 here can be replaced by any constant larger than 0.5.

8 It may be worth noting that sgn(ng ) )= sgn(xs,t)) for u and v belonging to the same community does

not imply sgn(x@) #* sgn(xg,t>) when they don’t.
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Algorithm 3: JumMP-LABELING Here, 7, is a local counter keeping track of the
number of times u was an endpoint of an active edge, while x,, is u’s current value.
JUMP-LABELING(6, 75, 75, 7¢, 7°)
(for a node u that is one of the two endpoints of an active edge)

Initialization: The first time it is activated, u chooses 75, 7¢ € N independently

u)'u
uniformly at random from [7°,7%] and [7°, 7°| respectively. Moreover, let 7, = 0.
Update (and Averaging’s initialization): Run one step of AVERAGING(J).

Labeling: If 7, = 75, then set 5 = x,,. If 7, = 7¢, then label h!"“™” = sgn(z% — z,,).

two nodes belonging to the same community will agree on ¢ — o(1) bits, whereas those of
two nodes belonging to different communities will disagree on Q(¢) bits, i.e., our algorithm
returns a community-sensitive labeling of the graph, as stated in the following theorem and
corollary.

» Theorem 12 (Community-sensitive labeling). Let € > 0 be an arbitrarily small value, let
G be an (n,d,b)-clustered regular graph with i—i < Cﬁf’g&:n, for a large enough constant c.
Then, protocol SIGN-LABELING (T, ¢) with T = (8/3)logn and ¢ = 10c~!logn performs a
~y-community-sensitive labeling of G according to Definition 3 with ¢; = 4e, c3 = 1/6 and
v = 6e, w.h.p. The convergence time is O(nllogn/As) and the work per node is O(£logn/As3),
w.h.p.

Notice that, according to the hypothesis of Theorem 12, in order to set local parameters
T and ¢, nodes should know parameters € and A3 (in addition to a polynomial upper bound
on the number of the nodes). However, it easy to restate it in a slightly restricted form that
does not require such assumptions on what nodes know about the underlying graph.

» Corollary 13. Protocol SIGN-LABELING (80 logn, 600logn) performs a (1/10)-community-
sensitive labeling, according to Definition 3 with ¢; = 1/15 and co = 1/6, of any (n,d,b)-
clustered regular graph G with A > 1/10 and Xy < 1/(clog?n) for a large enough constant c.

Observe that the “good” time-window begins after O(nlogn) rounds: So, if the underlying
graph has dense communities and a sparse cut, nodes can collectively compute an accurate
labeling before the global mixing time of the graph. For instance, if the cut is O(m/n?),
for some constant v < 2, our protocol is polynomially faster than the global mixing time.
Importantly enough, the costs of our first protocol do not depend on the cardinality of the
edge set F.

5.2 The Jump-Labeling protocol for dense cuts

The bound on the variance that allows us to adopt the sign-based criterion above does not
hold when the cut is not sparse, i.e., whenever it is w(m/log> n). For such dense cuts, we
use a different bound on the variance of nodes’ values given in Theorem 9, which starts to
hold after the global mixing time of the underlying graph and over a time window of length
©(n?). In this case, the specific form of the concentration bound leads to adoption of the
second clustering criterion suggested by our first moment analysis, i.e., the one based on
monotonicity of the values of non-ephemeral nodes. To this aim, we consider a “lazy” version
of the averaging process equipped with a local clustering criterion, whereby nodes use the
signs of fluctuations of their own values along consecutive rounds to label themselves (see
Algorithm 3).
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Here 6 € [0,1] and 75,75, 7¢,7¢ € N are parameters that will be chosen later. Intuitively,
protocol JUMP-LABELING exploits the expected monotonicity in the behaviour of sgn(xg) —
x(t_l)) highlighted in Section 3. Though this property does not hold for a single realization
of the averaging process in general, the results of Section 4.2 allow us to show that the
sign of x(7w) — x(7) reflects u’s community membership for most vertices with probability
1 —o0(1) (i.e., the algorithm achieves weak reconstruction) when 75 and 7¢ are randomly
chosen within a suitable interval. This is the intuition behind the main result of this section
which is formalized below.

» Theorem 14. Let n be any sufficiently large even positive integer. For any 0 < § <
0.8(A3 — A2), there exist 7°,7°,7¢,7¢ € N such that, after O (mmg (n/d) + %l)
rounds of protocol JUMP-LABELING (9, 7°,7°,7¢,7¢), every node labels its cluster and this

labelling is a (i/ﬁ + </$)—weak reconstruction of G, with probability at least

1-0 (i/ﬁ + (‘/@) The convergence time of this algorithm is Qs (n (logn + %)).

Proof of Theorem 14: an informal overview. Since our discussion here will involve both
local times and global times, let us define the following notation to facilitate the discussion:
for each vertex u € V', let T, : N — N be a function that maps the local time of u to the
global time, i.e., T, (7) £ min{t € N | [{i <t |u € {u;,v;}}| = 7} where ({u;,v;})ien is the
sequence of active edges.

We let a,(t) € R be such that y = a,(t) - (x/y/n). Let us also assume without loss
of generality that a,(0) > 0. Observe first that our concentration result (Corollaries 10
and 11) implies the following: for any ¢ such that Q(nlogn) < t < O(n?), with large
probability, Xu(xq(f ) _ X||,u) is roughly Eg a,(t)/n for most vertices u € V; let us call these
vertices good for time t. Imagine for a moment that we change the protocol in such a way
that each u has access to the global time ¢ and u assigns h?"“™" = sgn(xge) - ngs)) for
some t°,t° € [Q(nlogn),O(n?)] that do not depend on u. If ¢ — ¢* is large enough, then
Ee ay(t*) > Ee a,(t°). This means that, if a vertex v € V' is good at both times t* and t°,

then we have that XU(XSf) —X|lu) & Eg ay(t°)/n > Ee a,(t°)/n = Xu(xSfC) — X||,u). Note
that when y,, - ngs) > X Xq(fe)

are good at both times ¢° and ¢°,

, we have h?"“™ = y... From this and from almost all vertices
h7“™ is indeed a good weak reconstruction for the graph!

The problem of the modified protocol above is of course that, in our settings, each
vertex does not know the global time ¢. Perhaps the simplest approach to imitate the
above algorithm in this regime is to fix 7°,7¢ € [Q(logn),O(n)] and, for each u € V,
proceed as in JUMP-LABELING except with 7) = 7% and 7, = 7°. In other words, u assigns
h/mP — sgn(x;T“(Td)) — XELT“(Te))). The problem about this approach is that, while we know
that Eg T, (7°) = 0.5n7° and Eg¢ T3,(7°) = 0.5n7°, the actual values of T, (7°) and T, (7°)
differ quite a bit from their means, i.e., on average they will be Q(n+/logn) of away their
mean. Since our concentration result only says that, at each time ¢, we expect 99% of the
vertices to be good, it is unclear how this can rule out the following extreme case: for many
u €V, T,(m%) or T, (7°) is a time step at which u is bad. This case results in h’*"” not
being a good weak reconstruction of V.

The above issue motivates us to arrive at our eventual algorithm, in which 7}, and 7
are not fixed to be the same for every u, but instead each u pick these values randomly
from specified intervals [7%, 7%] and [, 7¢]. To demonstrate why this overcomes the above
problem, let us focus on the interval [75, 7°]. While T,,(7®) and T, (7°) can still differ from
their means, the interval [T, (7%), To,(7%)] still, with large probability, overlaps with most of
[0.5n7%,0.5n7%] if 75 — 7° is sufficiently large. Now, if T, (7 4+ 1) — Ty, (7) are the same for all
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T € [7%,7%], then the distribution of XLT“(TS)) is very close to xq(ﬁ‘) if we pick ¢}, randomly

from [0.5n7%,0.5n7%]. From the usual global time step argument, it is easy to see that the
latter distribution results in most u being good at time t5. Of course, T,,(7 + 1) — T, (7) will
not be the same for all 7 € [75, 7%], but we will be able to argue that, for almost all such 7,
Tu(T+ 1) — T, (7) is not too small, which is sufficient for our purpose. <

We remark that the nd/b dependency in the running time is necessary. If we start with a
good state where x(*) = z(®) = 0, then the values on one side of the partition are all a,(0)
and the values on the other side are —a,(0). It is easy to see that, after o(nd/b) steps of our
protocol, 1 — o(1) fraction of the values remain the same. For these nodes, it is impossible to
determine which cluster they are in and, hence, no good reconstruction can be achieved.

Similarly to our concentration results in Subsection 4.2, let us demonstrate the use of
Theorem 14 to the two interesting cases. First, let us start with the case where As — Ay is
constant.

» Corollary 15. For any constant € > 0 and for any A3, A2, there exists § depending only on e
and A3 — Ao such that, for any sufficiently large n, there exists 7°,7°,7¢,7¢ € N such that, with
probability 1 — ¢, after O¢ x,—x, (n logn + )\%) rounds of JUMP-LABELING (8, 75, 7%, 7¢,7¢),

every node labels its cluster and this labelling is a e-weak reconstruction of G.

As in Subsection 4.2, we can consider the (non-lazy) averaging protocol and view Ag
instead as a parameter. On this front, we arrive at the following reconstruction guarantee.

» Corollary 16. Fiz 6 = 1/2. For any constant € > 0, any Az > 0.7, any sufficiently small
Ao depending only on €, any sufficiently large n, there exists 7°,7°,7¢,7¢ € N such that,
with probability 1 — e, after O, (n logn + /\%) rounds of JUMP-LABELING (8, 7%, 7%, 7¢,7¢),

the nodes’ labelling is a e-weak reconstruction of G.

While the weak reconstruction in the above claims is guaranteed only with arbitrarily-large
constant probability, we can boost this success probability considering the same approach we
used in Subsection 5.1.

Indeed, we first run £ = O.(log n) copies of JUMP-LABELING where, similarly to Algorithm
2, “running ¢ copies” of JUMP-LABELING means that each node keeps ¢ copies of the states
of JUMP-LABELING and, when an edge {u,v} is activated, u and v jointly sample a random
j € [£] and run the j-th copy of JUMP-LABELING. In the previous section, we have seen that
Lemma 8 and the repetition approach above allowed us to get a good community-sensitive
labeling, w.h.p. (not a good weak-reconstruction). Interestingly enough, the somewhat
stronger concentration results used in this section allow us to “add” a simple majority rule
on the top of the ¢ components and get a “good” single-bit label, as described below. When
UM = MAJORITY je (g (h3"™ (1))

all £ components of a node u have been set, node u sets h;, )

where h?“™ () is the binary label of u from the j-th copy of the protocol. Observe that the
weak reconstruction guarantee of JUMP-LABELING shown earlier implies that the expected
number of mislabelings of each copy is at most 2en, i.e., E[{u € V | |hZ“™ (i) # xu|}] < 2en.
Now, since the number of mislabelings of each copy is independent, the total number of
mislabelings is at most O(enf), w.h.p. However, if the eventual label of u is incorrect, it
must contributes to mislabeling across at least £/2 copies. As a result, there are at most
O(en) mislabelings in the new protocol, w.h.p.

» Corollary 17. For any constant € > 0 and A3 > )Xo, there is a protocol that yields an

e-weak reconstruction of G , w.h.p. The convergence time is O x;—», (n (log2 n+ %))

rounds, while the work per node is Of x,—», (log2 n+ %)
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We finally remark that, for the dense-cut case we focus on in this section (i.e. Ao = 2b/d =

©(1)), the fraction of outliers turns out to be a constant we can made arbitrarily small. If
we relax the condition to Ay = o(1), then this fraction can be made o(1), accordingly.
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—— Abstract

The concept of bounded highway dimension was developed to capture observed properties of
road networks. We show that a graph of bounded highway dimension with a distinguished root
vertex can be embedded into a graph of bounded treewidth in such a way that u-to-v distance
is preserved up to an additive error of € times the u-to-root plus v-to-root distances. We show
that this embedding yields a PTAS for BOUNDED-CAPACITY VEHICLE ROUTING in graphs of
bounded highway dimension. In this problem, the input specifies a depot and a set of clients,
each with a location and demand; the output is a set of depot-to-depot tours, where each client
is visited by some tour and each tour covers at most ) units of client demand. Our PTAS can
be extended to handle penalties for unvisited clients.

We extend this embedding result to handle a set S of root vertices. This result implies a
PTAS for MULTIPLE DEPOT BOUNDED-CAPACITY VEHICLE ROUTING: the tours can go from
one depot to another. The embedding result also implies that, for fixed k, there is a PTAS for
k-CENTER in graphs of bounded highway dimension. In this problem, the goal is to minimize d so
that there exist k vertices (the centers) such that every vertex is within distance d of some center.
Similarly, for fixed k, there is a PTAS for k-MEDIAN in graphs of bounded highway dimension.
In this problem, the goal is to minimize the sum of distances to the k centers.
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PTAS for k-center, k-median and BCVR in low highway dimension

1 Introduction

The notion of highway dimension was introduced by Abraham et al. [3, 1] to explain the
efficiency of some shortest-path heuristics. The motivation of this parameter comes from
the work of Bast et al. [11, 12] who observed that, on a road network, a shortest path from
a compact region to points that are far enough must go through one of a small number
of nodes. They experimentally showed that the US road network has this property, and
Abraham et al. [3, 1, 2] proved results on the efficiency of shortest-path heuristics on graphs
with bounded highway dimension.

Though several definitions of highway dimension have been proposed, we use the one
given in [20] :

» Definition 1. The highway dimension of a graph G = (V, E) is the smallest integer 7 such
that for every r € RT and v € V, there is a set of at most n vertices in B, (cr) such that
every shortest path of length at least » that has all its vertices in B, (cr) intersects this set.

B,(r) = {u € V|d(u,v) < r} denotes here the ball with center v and radius r. This definition
is chosen as it captures this property for a wider range of transportation networks than
[2]. Since the latter implies low doubling dimension, it cannot, for example, represent air
traffic networks, that are star-like at large airports which causes a large doubling dimension.
Nevertheless, as noted in Feldman et al. [20], these networks have a low highway dimension
according to the definition of this paper (see the full version for a further discussion of these
definitions).

New polynomial-time approximation schemes: Abraham et al. note that “conceivably,
better algorithms for other [optimization] problems can be developed and analyzed under
the small highway dimension assumption.” Since road networks are thought to be modeled
by graphs of small highway dimension, NP-hard optimization problems that arise in road
networks are natural candidates for study. Feldmann [19] and Feldmann, Fung, Kénemann,
and Post [20] inaugurated this line of research, giving (respectively) a constant-factor
approximation algorithm for one problem and quasi-polynomial-time approximation schemes
for several other problems. In this paper, we give the first polynomial-time approximation
schemes (PTASs) for classical optimization problems in graphs of small highway dimension.

Vehicle routing: Consider CAPACITATED VEHICLE ROUTING, defined as follows. An
instance consists of a positive integer @ (the capacity), a graph with edge-lengths, a subset
Z of vertices (called clients), a demand function p : Z — {1,2...,Q}, and a distinguished
vertex, called the depot. A solution consists of a set of tours, where each tour is a walk that
starts and ends at the depot, and a function that assigns each client to a tour that passes
through it, such that the total client demand assigned to each tour is at most Q. (If a client
v is assigned to a tour, we say that the tour wvisits v.) The objective is to minimize the sum
of lengths of the tours.

We emphasize that in this version of CAPACITATED VEHICLE ROUTING, client demand is
indivisible: a client’s entire demand must be covered by a single tour. For arbitrary metrics,
the problem is APX-hard, even when @ > 0 is fixed [9]. When @ is unbounded, it is NP-hard
to approximate to within a factor of 1.5 even when the metric is that of a star [21]. Since
stars have highway dimension one, this hardness result holds for graphs of bounded highway
dimension. We therefore require @ to be constant. To emphasize this, we sometimes refer to
the problem as BOUNDED-CAPACITY VEHICLE ROUTING.



A. Becker, P. N. Klein, and D. Saulpic

» Theorem 2. For any e >0, n >0 and Q > 0, there is a polynomial-time algorithm that,
given an instance of BOUNDED-CAPACITY VEHICLE ROUTING in which the capacity is Q
and the graph has highway dimension n, finds a solution whose cost is at most 1 + € times
optimum.

The running time is bounded by a polynomial whose degree depends on ¢, n, and Q.
PTASs for vehicle routing were previously known only for Euclidean spaces, although a
quasi-polynomial-time approximation scheme (QPTAS) was known for planar graphs (see
Section 1.2).

Our approach can be modified to handle a generalization in which an instance also
specifies a penalty for each client, to be imposed if the solution omits the client. We also give
a PTAS for a more general version of the problem, MULTIPLE-DEPOT BOUNDED-CAPACITY
VEHICLE ROUTING, in which there are a constant number of depots, and each tour is required
only to start and end at one of the depots.

k-Center and k-Median: Given a graph, the goal in k-CENTER is to select a set of k
vertices (the centers) so as to minimize the maximum distance of a vertex to the nearest
center. This problem might arise, for example, in selecting locations for k firehouses. The
objective in k-MEDIAN is to minimize the average vertex-to-center distance.

For k-CENTER, when the number k of centers is unbounded, for any § > 0, it is NP-
hard [22, 28] to obtain a (2 — d)-approximation, even in the Euclidean plane under L; or
Lo, metrics!, even in unweighted planar graphs [31], and even in n-vertex graphs with
highway dimension O(log?n) [19]. We therefore consider bounded k, but even a (2 — ¢)-
approximation is W2]-hard for parameter k [19] in general graphs. Thus, even for bounded
k, it seems necessary to consider restricted inputs. Feldmann [19] gave a polynomial-time
3/2-approximation algorithm for bounded-highway-dimension graphs, and raised the question
of whether a better approximation ratio could be achieved. The following theorem answers
that question (Note that the running time is bounded by a polynomial in n whose degree
does not depend on 7, k, or ¢).

» Theorem 3. There is a function fi(-,-,-) and a constant ¢ such that, for each of the
problems k-CENTER and k-MEDIAN, for anyn >0, k> 0 and € > 0, there is an algorithm
running in time f1(n, k,e)n¢ that, given an instance in which the graph has highway dimension
at most 1, finds a solution whose cost is at most 1 + ¢ times optimum.

1.1 New metric embedding results

The key to achieving the new approximation schemes is a new result on metric embeddings of
bounded-highway-dimension graphs into bounded-treewidth graphs. Treewidth is a measure
of how complicated a graph is, and many NP-hard optimization problems in graphs become
polynomial-time solvable when the input is restricted to graphs of bounded treewidth. The
definition is the following.

A tree decomposition of a graph G is a tree Tz whose nodes are bags of vertices that
satisfy the following three criteria: every v € V appears in at least one bag, for every edge
(u,v) € E there is some bag containing both u and v and for every v € V| the bags containing
v form a connected subtree. The width of T is the size of the largest bag minus one, and
the treewidth of G is the minimum width among all tree decompositions of G.

! Approximation better than 1.822 is hard under Lo, see [18].
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A metric embedding of an (undirected) guest graph G into a host graph H is a mapping
¢(+) from the vertices of G to the vertices of H such that, for every pair of vertices u,v in
G, the ¢(u)-to-¢(v) distance in H resembles the u-to-v distance in G. Usually in studying
metric embeddings one seeks an embedding that preserves u-to-v distance up to some factor
(the distortion). That is, the allowed error is proportional to the original distance. In this
work, the allowed error is instead proportional to the distance from a given root vertex (or a
constant number of vertices).

» Theorem 4. There is a function fo(-,-) such that, for every e > 0, graph G of highway
dimension n, and vertex s, there exists a graph H and an embedding ¢(-) of G into H such
that

H has treewidth at most fa(e,n), and

for all vertices u and v, dg(u,v) < dg(Pp(u), p(v)) < dg(u,v) +e(dg(s,u) + dg(s,v)).

As we describe in greater detail in Section 5, our PTAS for BOUNDED-CAPACITY VEHICLE
ROUTING first applies Theorem 4 with s being the depot and ¢’ = ¢/c for a constant ¢ to be
determined, obtaining an embedding of the original graph into the bounded-treewidth graph
H. The embedding induces an instance of VEHICLE ROUTING in H. The algorithm finds an
optimal solution to this instance, and converts it to a solution for the original instance. This
conversion does not increase the cost of the solution. However, we need to show that the
optimal solution in the original instance induces a solution in H of not too much greater
cost. We do this using a lower bound due to Haimovich and Rinnoy Kan [26].

For the multiple-depot version of vehicle routing and for k-CENTER and k-MEDIAN,
Theorem 4 does not suffice. We present a generalization in which there is a set of root
vertices, and the allowed error is proportional to the minimum distance to any root vertex.

» Theorem 5. There is a function f3(-,-,) such that, for every e > 0, graph G of highway
dimension n and set S of vertices of G, there exists a graph H and an embedding ¢(-) of G
into H such that

H has treewidth f3(n,|S|,€), and

for allu and v, dg(u,v) < dg(Pp(u), p(v)) < (140(e))dg(u, v)+e min(dg (S, u), dg (S, v))

1.2 Related Work

Metric embeddings of bounded-highway-dimension graphs: Feldmann [19] and Feldmann
et al. [20] inaugurated research into approximation algorithms for NP-hard problems in
bounded-highway-dimension graphs. Feldmann et al. [20] gave quasi-polynomial-time ap-
proximation schemes for TRAVELING SALESMAN, STEINER TREE, and FACILITY LOCATION.
The key to their results is a probabilistic metric embedding of bounded-highway dimension
graphs into graphs of small treewidth. The aspect ratio of a graph with edge-lengths is the
ratio of the maximum vertex-to-vertex distance to the minimum vertex-to-vertex distance.
Feldmann et al. show that, for any ¢ > 0, for any graph G of highway dimension 7, there is a
probabilistic embedding ¢(-) of G of expected distortion 1 + € into a randomly chosen graph
H whose treewidth is polylogarithmic in the aspect ratio of G (and also depends on € and 7).
There are two obstacles to using this embedding in achieving approximation schemes:
The distortion is achieved only in expectation. That is, for each pair u, v of vertices, the
expected ¢(u)-to-¢(v) distance in H is at most (1 + €) times the u-to-v distance in G.
The treewidth depends on the aspect ratio of G, so is only bounded if the aspect ratio is
bounded.
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The first is an obstacle for problems (e.g. k-CENTER) where individual distances need to
be bounded; this does not apply to problems such as TRAVELING SALESMAN or VEHICLE
ROUTING where the objective is a sum of lengths of paths. The second is the reason that
Feldmann et al. obtain only quasi-polynomial-time approximation schemes; it seems to be
an obstacle to obtaining true PTAS. Nevertheless, the techniques introduced by Feldmann et
al. are at the core of our embedding results. We build heavily on their framework.

About VEHICLE ROUTING PROBLEM, Haimovich and Rinnoy Kan [26] proved the following
lower bound?:

» Lemma 6. For CAPACITATED VEHICLE ROUTING with capacity @, and client set Z,
2
cost(OPT) > 0 Z{d(qs) :ceZ}

Note that the CAPACITATED VEHICLE ROUTING problem is a generalization of TRAVELING
SALESMAN (Q =n, Z =V, and p(v) = 1,Vv). Conversely, Haimovich and Rinnoy Kan show
how to use a solution to TRAVELING SALESMAN to achieve a constant-factor approximation
for CAPACITATED VEHICLE ROUTING, where the constant depends on the approximation
ratio for TRAVELING SALESMAN.

Since CAPACITATED VEHICLE ROUTING in general graphs is APX-hard for every fixed
Q > 3 [8, 9], much work has focused on the Euclidean plane. Haimovich and Rinnoy Kan [26]
gave a polynomial-time approximation scheme (PTAS) for the Euclidean plane for the case
when the capacity @ is constant. Asano et al. [9] showed how to improve this algorithm to
get a PTAS when @ is O(logn/loglogn). For general capacities, Das and Mathieu [17] gave
a quasi-polynomial-time approximation scheme for unbounded ). Building on this work,
Adamaszek, Czumaj, and Lingas [4] gave a PTAS that for any € > 0 can handle @ up to
2108”7 where § depends on e.

Little is known for higher dimensions or other metrics. Kachay gave a PTAS in R? that
requires @ to be O(logl/ 4log n) [30], and Hamaguchi and Katoh [27] and Asano, Katoh, and
Kawashima [7] focused on constant-factor approximation algorithms for the case where the
graph is a tree and client demand is divisible. Becker, Klein and Saulpic [14] gave the first
approximation scheme for a non-Euclidean metric: they describe a quasi-polynomial-time
approximation scheme in planar graphs, but only when the capacity @ is polylogarithmic
in the graph size. They introduce the idea of an error that depends on the distance to the
depot, which we also use in the embedding presented in our work here.

For k-MEDIAN, constant-factor approximation algorithms have been found for general
metric spaces [15, 32, 29, 6]. The best known approximation ratio for k-MEDIAN in general
metrics is 2.675 [15], and it is NP-hard to approximate within a factor of 1 + 2/e [23]. For
k-MEDIAN in d-dimensional Euclidean space, PTAS have been found when £ is fixed (e.g. [10])
and when d is fixed (e.g. [5]) but there exists no PTAS if k and d are part of the input
[25]. Recently Cohen-Addad et al. [16] gave a local search-based PTAS for k-MEDIAN in
edge-weighted planar graphs, and more generally in graphs from any nontrivial minor-closed
graph family.

Outline. Section 2 provides preliminary definitions and presents useful results from Feld-
mann et al. [20]. In Section 3 we give an initial embedding result for graphs of bounded aspect
ratio. Section 4 explains the main embedding result (Theorem 4), and Section 5 describes

2 Although their result addresses the unit-demand case, it generalizes to instances where each non-zero
client demand p(v) is at least one.
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how to use this embedding to achieve a PTAS for CAPACITATED VEHICLE ROUTING, proving
Theorem 2. We refer the reader to the full version [13] for a discussion of highway dimension,
omitted proofs, the dynamic program for vehicle routing, and a discussion of Theorem 5 and
its application to multi-depot vehicle routing, k-CENTER, and k- MEDIAN.

2 Preliminaries

We use OPT to denote the optimum solution for an optimization problem. For minimization
problems, an a-approximation algorithm returns a solution with cost at most « - cost(OPT).
An approzimation scheme is a family of (1 + €)-approximation algorithms indexed by & > 0.
A polynomial-time approzimation scheme (PTAS) is an approximation scheme that for each
fixed € runs in polynomial time.

For an undirected graph G = (V, E), we use dg(u,v) (or d(u,v) when G is unambiguous)
to denote the shortest-path distance between u and v. For any vertex subsets W C V
and vertex v € V we let d(v, W) denote min,ecw d(v,w), and we let diam(W) denote
max,, yew d(u,v).

An embedding of a graph G = (V, E) is a mapping ¢ from a guest graph G to a host
graph H = (V, Ey). For notational simplicity, we identify the vertices of H with points of G
and therefore omit ¢.

Let Y C X be a subset of elements in a metric space (X,d). Y is a d-covering of X if for
allz € X, d(z,Y) < 0. Y is a B-packing of X if for all y1,y2 € Y with y1 # ya, d(y1,y2) > .
Y is an e-net if it is both an e-covering and an e-packing.

Shortest-Path Covers. Now we introduce a tool for dealing with bounded highway-dimen-
sion graphs. Recall that c is a constant greater than 4.

» Definition 7. For a graph G with vertex set V and r € RT, a shortest-path cover for scale
r SPC(r) C V is a set of vertices, called hubs, such that every shortest path of length in
(r, cr/2] contains at least one hub. Such a cover is called locally s-sparse for scale r if every
ball of diameter cr contains at most s vertices from SPC(r).

For a graph of highway dimension 7, Abraham et al. [1] showed how to find a locally
O(nlogn)-sparse shortest-path cover in polynomial time (though they show it for a different
definition of highway dimension (¢ = 4), the algorithm can be straightforwardly adapted).
This result allows us to use shortest-path covers instead of directly using highway dimension.

Town Decomposition. Feldmann et al.[20] observed that a shortest-path cover for scale
r naturally defines a clustering of the vertices into towns [20]. Informally, a town at scale
r is a subset of vertices that are close to each other and far from other towns and from
the shortest-path cover for scale r. Formally, a town is defined by at least one v € V such
that d(v,SPC(r)) > 2r and is composed of {u € V|d(u,v) < r}. The following lemma of
Feldmann et al. describes key properties of towns.

» Lemma 8 (Lemma 3.2 in [20]). If T is a town at scale r, then
1. diam(T) <r and
2. d(T,V\T)>r

Feldmann et al. define a recursive decomposition of the graph using the concept of towns,
which we adopt for this paper. First, scale all distances so that the shortest point-to-point
distance is a little more than ¢/2. Then fix a set of scales r; = (¢/4)". We say that a town
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Figure 1 Illustration of Lemma 8.

T at scale r; is on level i. The scaling ensures that SPC(rg) = ), and therefore at level 0
every vertex forms a singleton town. The largest level is 7,4, = [log,. /4 diam(Gscated)] =
[log./4(5 - 0c))], where fc is the aspect ratio of the input graph. Similarly at this topmost
level, SPC(7maz) = 0 since there are no shortest paths that need to be covered. The only
town at scale 1,4, is the town that contains the entire graph. We say that the town at scale
Tmaz and the singleton towns at scale g are trivial towns. Since c is a constant greater than
four, the total number of scales is linear in the input size.

The set 7 = {T' C V|T is a town on level i € N} of towns at all levels is called the town
decomposition. Because of the properties of Lemma 8, this set forms a laminar family and
therefore has a tree structure. Moreover, the decomposition has the following properties.

» Lemma 9 (Lemma 3.3 in [20]). For every town T in a town decomposition T,
1. T has either 0 children or at least 2 children, and
2. if T is a town at level i and has child town T' at level j, then j < 1.

Approximate Core Hubs. For the purpose of approximation algorithms, it suffices to use
not all hubs but a representative subset. For € > 0, Feldmann et al. show how to compute, for
each town T', a subset X1 of T' (] U;SPC(r;), called approzimate core hubs. Their properties
are described in Lemma 10. Recall that the doubling dimension of a metric is the smallest 6
such that for every r, every ball of radius 2r can be covered by at most 27 balls of radius r.

» Lemma 10 (Theorem 4.2 and Lemma 5.1 in [20]). For every town T € T, there exist a set

X1 such that:

1. if T1 and Ty are different child towns of T, and uw € Ty and v € T, then there is some
h € Xt such that d(Plu,v],h) < ed(u,v), where Plu,v] is the shortest u-to-v path, and

2. the doubling dimension of Xt is 8 = O(log(nslog(1/¢)).

Minimality of Shortest-Path Covers. Note that the result of Lemma 10 requires the
shortest-path covers be inclusion-wise minimal. For the embedding we present in Section 4,
however, it is useful to assume that the depot is not a member of any town except for the
trivial topmost town containing all of G' and bottommost singleton town containing just the
depot. This assumption can be made safely, as explained in the full version of the paper.

3 Embedding for Graphs of Bounded Aspect-Ratio

Lemma 11 describes an embedding for the case when the graph has bounded aspect-ratio,
ie. the ratio between diameter and smallest distance. This embedding gives only a small
additive error, and will prove to be a useful tool for the following sections. In this section we
show how to construct this embedding.
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(a) Town decomposition (b) Embed- (c) Path approxi-
dings mation

Figure 2 (a) An example of a town decomposition. 77 has diameter at most eA and T has
diameter greater than eA. (b) Two cases of town embeddings. T} is embedded as a star with center
vry,. The embedding of T, connects all vertices in T5 to all hubs in Xr, (depicted as squares). (c)
Hub h € X’T is close to hub A € X7 which itself is close to the shortest u-to-v path.

» Lemma 11. There is a function f(x,y) such that, for any € > 0 and n > 0, for any graph
G with highway dimension at most n, minimal distance 1 and diameter A, there is a graph
H with treewidth at most f(e,n) and an embedding ¢(-) of G into H such that, for all points
u and v,

da(u,v) < dr(p(u),d(v)) < da(u,v) + 4eA
Furthermore, there is a polynomial-time algorithm to construct H and the embedding.

We first present an algorithm to compute the host graph H and a tree decomposition of
H. This algorithm relies on the town decomposition 7 of G, described in Section 2.

The host graph H is constructed as follows. First, consider a town 7" that has diameter
d < €A but has no ancestor towns of diameter eA or smaller. We call such a town a mazimal
town of diameter at most eA. The town T is embedded into a star: choose an arbitrary
vertex vp in T, and for each u € T, include an edge in H between u and vy with length
de(u,vr) equal to their distance in G (see Figures 2a and 2b).

Now consider a town T' of diameter dr > ¢A. The set of approximate core hubs X7 can
be used as portals to preserve distances between vertices lying in different child towns of T
Specifically, by Lemma 10, for every pair of vertices (u,v) in different child towns of T, X
contains a vertex that is close to the shortest path between v and v. In order to approximate
the shortest paths, it is therefore sufficient to consider a set of points close to Xp. Let Xr
be an edr-net of X7. For each he XT and v € T, include an edge in H connecting v to h
with length dg (v, h) = dg(v, h) equal to the v-to-h distance in G (see Figures 2a and 2b).

The tree decomposition D mimics the town decomposition tree: for each town T of
diameter greater than €A, there is a bag by. This bag is connected in D to all of the bags
of child towns of T and contains all of the vertices of the net assigned to T and of the nets
assigned to T’s ancestors in the town decomposition. Formally, if A denotes the set of all
towns that contain T', br = Uzicy, Xr/. Note that if 77 is the parent of T in the town
decomposition, by = XT U brr. Now for each maximal town T of diameter at most eA with
parent town 7", the tree decomposition contains a bag b9, connected to a bag b% for each
vertex u € T. We define b3 = {vr} U by and b% = {u} U bJ..

Following Feldmann et al. [20], the above construction can be shown to be polynomial-time
constructible. The following three lemmas therefore prove Lemma 11.

» Lemma 12. D is a valid tree decomposition of H.



A. Becker, P. N. Klein, and D. Saulpic

» Lemma 13. H has a treewidth O((1)? log. 1), where 6 is a bound on the doubling dimension
of the sets Xr.

Proof. Since the size of the bags is clearly bounded by the depth times the maximal cardinality

of Xr, it is enough to prove that, for each town 7', X7 is bounded by (é)e, and that the

tree decomposition has a depth O(log% 1), By Lemma 10, the doubling dimension of X7 is

€
bounded by 6. X7 is a subset of X7, so its doubling dimension is bounded by 26 (see Gupta
et a}. [24]). Furthermore, the aspect ratio of X is L: the longest distance between members
of Xr is bounded by the diameter dr of the town, and the smallest distance is at least edp by
definition of a net. The cardinality of a set with doubling dimension x and aspect ratio - is
bounded by 27108271 (see [24] for a proof), therefore | X7| is bounded by (1)?. We prove now
that the tree decomposition has a depth O(log. 1), Let T be a town of diameter dr > €A

€
and let r; be the scale of that town. By Lemma 8, dr < r;, and since r; = (i)l and dp > €A,
we can conclude that ¢ > logﬁ eA. As the diameter of the graph is A, the biggest town has
a diameter at most A. It follows that r; < A and therefore i < log% A. The depth of br

in the tree decomposition is therefore bounded by logi EAA = logi é Furthermore, the tree
decomposition of a town of diameter at most eA has depth 2. The overall depth is therefore
O(logi %), concluding the proof. <

» Lemma 14. For all vertices u and v, dg(u,v) < dg(u,v) < dg(u,v) +4eA

Proof. Let u and v be vertices in V', and let T be the town that contains both u and v such
that u and v are in different child towns of 7'

If T has diameter dr < €A, then let 77 be the maximal town of diameter at most €A that is
an ancestor of T' (possibly T itself). By construction, 77 was embedded into a star centered at

some vertex vy € T, so dp (u,v) < dg(u, vy ) + dg (v, v) < dg(u, v ) +dg(vr,v) < 2eA.

Otherwise if T has diameter dp > €A, then by Lemma 10, there is some h € X¢ such
that dg(P[u,v], h) < ed(u,v). Since X7 is an edy cover of X7, there is some h € X7 such
that d(h, B) < edp. The host graph H includes edges (u, B) and (fz, v), SO

Ay (u,v) < dp(u, ) +dg (h,v) < dg(u, h) +da(h,v) + 2ed(u, v) + 2edp < dg(u,v) +4eA
(see Figure 2c¢). Finally, since edge lengths in H are given by distances in G, dg(u,v) <
dy (u,v) for all u,v € V. <

4 Main Embedding: Proof of Theorem 4

4.1 Embedding Construction
Given the parameter €, our goal for the embedding is that
dG (ua ’U) < dH (¢(u)7 ¢(U)) < dG(“? U) + é(dG(Sa u) + dG(Sa ’U))

With this goal in mind, we define e = min{1/4,£/k} for an appropriate constant k (chosen
to compensate for the big-O in the following inequality), and prove that

de(u,v) < dp(p(u), d(v)) < dg(u,v) + e(dg(s,u) + da(s,v))

Our construction relies on the assumption that the depot s does not appear in any
non-trivial town. We can make this assumption without loss of generality, as discussed in
Section 2.

The root town in the composition, denoted Tj, is the town that contains the entire graph.

We say that a town T that is a child of the root town is a top-level town, which means that
the only town that properly contains T is Tj.
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(c) Tree decomposition

Figure 3 (a) Towns 71 and 7% are top-level towns, with {(T1) = ¢ and {(T2) = ¢ + 1. (b) The
embedding of each top-level town (circles) are connected to a band of log, < 4+ 1 hub sets (squares).
Edges are striped to convey that they connect all vertices of the given hub-set endpoint to all
vertices of the town-embedding endpoint. (c) The vertices of each bag B (circles) are added to each
bag of each descendent top-level-town tree decomposition (triangles).

The assumption that the depot, s, does not appear in any non-trivial town implies that
the top-level town that contains s is the trivial singleton town. This assumption is helpful to
bound the distance between a top-level town T and the depot s: as s ¢ T', Lemma 8 gives
the bound d(T, s) > diam (7). This bound turns out to be very helpful in the construction
of the host graph.

We use Lemma 11 to construct an embedding for each top-level town. It remains to
connect these embeddings : we cannot approximate X, with a net as we did in Lemma 11,
because the diameter of G may be arbitrarily large.

To cope with that issue, we define inductively the hub sets X0, X{, ... such that X5 is a
net of X7, N B,(2%). Let X§ be an e-net of X7, N B,(1) that contains the depot, s, and for
k> 01let Xg' be an e2¥ Lnet of the set (X7, N (By(2¥F1) — B4(2))) U X§ that contains
the depot. This construction ensures that X' N B,(2%) € X, which will be helpful in
Section 4.3 to find a tree decomposition of the host graph. Note that we can assume s € Xr,,
since adding it increases the doubling dimension by at most one and thus does not change
the result of Lemma 10.

For a set of vertices X C V, we define [(X) = [log,(max,cx d(s,v))] (See Figure 3a).

For every child town T of Ty, the host graph connects every vertex v of T to every hub h
in X(l)(T), ... ,Xé(T)Hogz(l/E) with an edge of length dg (v, h) (See Figure 3b).

4.2 Proof of Error Bound

In Lemma 16 we prove a bound on the error incurred by the embedding. Our proof makes
use of the following lemma.

» Lemma 15 (see full version). For all k, Xk is an e2¥*1-covering of X1, N Bs(2%).

» Lemma 16. For all vertices u and v,
de(u,v) < dg(u,v) < dg(u,v) + O(e)(da(s,u) + da(s,v))

Proof. Consider two vertices v and v. Let T, and T, denote the top-level towns that contain
u and v, respectively. There are two cases to consider.
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(a) v and v are both connected to h. (b) v is not connected to h.

Figure 4 The shortest path between u and v in G is indicated by the curved, directed lines. The
path in the host graph is represented by the straight lines.

If T, = T,, Lemma 8 gives dg(u,v) < diam(T,) < dg(Ty,V \ Ty), and therefore
diam(T,) < min{dg(s,u), dg(s,v)}. Because T,, = T, is a top-level town, its embedding is
given by Lemma 11, which directly gives the desired bound.

Otherwise T, # Ti,. Without loss of generality, assume that dg(u,s) > da(v,s). We
show that there exists some X connected to u with a vertex he X close to Plu,v).

By definition of the approximate core hubs, there exists h € X, such that d(h, Plu,v]) <
ed(u,v). Moreover, h € B, (2/(Tu)+2).

d(s,h) <d(s,u) +d(u,h) <d(s,u) + (1 +¢)d(u,v)

<d(s,u) + (1 +¢€) (d(s,u) +d(s,v)) by triangle inequality
<d(s,u) + (1+¢)-2d(s,u) since d(u, s) > d(v, s)
< (3 + 2¢)21Tw) < 9l(TW)+2

Since h € Xq, N By(2'(T)+2), then by Lemma 15, there is an h € X)) %2 such that
d(h,h) < 21T 43 Since log, 1 > 2, uis connected to h in the host graph.

Depending on v, there remain two cases: either v is connected to h (see Figure 4a) or
not (Figure 4b). First, if v is connected to h in the host graph, dg (v, h) = dg (v, h) (and the
same holds for u). The triangle inequality gives therefore,

di(u,v) < da(u,h) +dg(v,h) < da(u,h) +da(v,h)  + 2d¢ (h, h)
N——

<(142¢)dg(u,v) by definition of b <2e2H{(Tu)+3=0(e)d(s,u)

Since dg(u,v) < dg(s,u) + dg(s,v), we infer dg(u,v) < dg(u,v) + O(e)(dg(s,u) +
dg(s,v)). R

Otherwise, v is not connected to h. That means that either I(T,) + 2 < I(T,) or
I(T.) +2 > U(T,) +logy L. We exclude the first case by noting that since the diameter of a
town is less than its distance to the depot, dg (v, s) < dg(u, s) implies that I(T,) < I(T,) + 1.
The second case implies that dg(s,u) > O(1)dg(s,v). Since the host graph connects
the source s to all the vertices, dgy(u,v) < dg(s,u) + da(s,v) < dg(u,v) + 2dg(s,v) <
da(u,v) + O(e)(da (s, u) + da(s,v)). <

4.3 Tree Decomposition

We present here the construction of a bounded-width tree decomposition D of the host graph.
k+log,(1/¢) i
For each k > 0 let By = U X{. For a top-level town T', the tree decomposition D
i=k—1
connects the decomposition Dr given by Lemma 11 to the bag Bjr). Moreover, we add all
vertices that appear in By(r) to all bags in the tree Dr. Finally, for every k we connect By,

to both By_; and Bi41 in D. (See Figure 3b.)
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» Lemma 17 (see full version). D is a valid tree decomposition of the host graph H.
» Lemma 18. For all k, |X{| < (2)°.

Proof. Since X} is a subset of Xr,, it has doubling dimension 2¢ (see Lemma 10). Since
Xk is a e2F-net, the smallest distance between two hubs in X} is at least €2¥. Moreover,
since X% C B,(2%), the longest distance between two hubs is at most 2 - 2¥, therefore, X
has an aspect ratio of at most % The bound used in Lemma 13 on the cardinality of a set
using its aspect ratio and its doubling dimension concludes the proof. <

» Lemma 19. The tree decomposition D has bounded width.

Proof. This follows from Lemma 18 together with the fact that a bag B; is the union of
log, % + 2 sets X¥. Lemma 13 allows to conclude. |

5 Capacitated Vehicle Routing

5.1 PTAS for Bounded Highway Dimension

The algorithm works as follows. The input graph G is embedded into a host graph H of
bounded treewidth using the embedding given in Theorem 4. The algorithm then optimally
solves the CAPACITATED VEHICLE ROUTING problem with capacity @ for H, using a classical
dynamic programming approach (described in the full version). The solution for H is then
lifted to a solution in G: for each tour in the solution for H, a tour in G that visits the same
clients in the same order is added to the solution for G.

We show that the embedding given in Theorem 4 is such that an optimal solution in
the host graph H gives a (1 + ¢) solution in G. Furthermore, the embedding ensures that
H has small treewidth, allowing CAPACITATED VEHICLE ROUTING to be solved exactly in
polynomial time using dynamic programming. Putting these together gives Theorem 2.

Given an embedding with the properties described in Theorem 4, all that remains in
proving Theorem 2 is showing how to solve CAPACITATED VEHICLE ROUTING optimally on
the host graph H and proving that such an optimal solution has a corresponding near-optimal
solution in G. We do so in the following two lemmas (the first is proved in the full version of
the paper)

» Lemma 20. Given a graph with bounded treewidth w and a capacity @ > 0, CAPACITATED
VEHICLE ROUTING can be solved optimally in n®“@) time.

» Lemma 21. For an embedding with the properties given by Theorem /4, the cost of an
optimal solution in the host graph H is within a (1 + O(e))-factor of the cost of the optimal
solution in the guest graph G.

Proof. Let OPTpg be the optimal solution in the host graph H and OPT¢ be the optimal
solution in G. A solution is described by the order in which the clients and the depot are
visited: (u,v) € S indicates that the solution S visits the client v immediately after visiting
u. We want to prove that costq(OPTg) < (14 O(¢))costqg(OPTg).

First, since dg < dpg, costg < costy. Second, the solution OPT¢ is also a solution in
the host graph H, since the vertices of G and H are the same. So, by definition of OPT,
costy (OPTy) < costyg(OPTg). It is therefore sufficient to prove that costy (OPTg) <
(14 0O(g))costa(OPTg).



A. Becker, P. N. Klein, and D. Saulpic

By definition of cost, costy(OPTg) = > dp(u,v). Applying Theorem 4 gives

(u,v)€OPT¢a

costg(OPTg) < Y da(u,v) + O(e)(da(s,u) + da(s, v))

(u,v)€OPTg

The right side of the inequality can be rewritten as

Z dg(u,v) + O(e) Z da(s,u) + dg(s,v)

(uﬂ))EOPTG (u,’U)EOPTG
= costq(OPTg) = 0(e) Y 2da(s,w) < O(e)Qeoste(OPTg) ()
veEZ

To get the inequalities (x), it is enough to remark that OPT¢ visits every client exactly

once and then to apply Lemma 6. As @ is constant, the whole inequality becomes
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—— Abstract

Cops and Robbers is a classic pursuit-evasion game played between a group of g cops and one
robber on an undirected N-vertex graph G. We prove that the complexity of deciding the winner

in the game under optimal play requires (2 (N g *"(1)) time on instances with O(N log2 N) edges,
conditioned on the Strong Exponential Time Hypothesis. Moreover, the problem of calculating
the minimum number of cops needed to win the game is 22(VN)

Exponential Time Hypothesis. Our conditional lower bound comes very close to a conditional
20(\/ﬁlog N)

, conditioned on the weaker

upper bound: if Meyniel’s conjecture holds then the cop number can be decided in
time.

In recent years, the Strong Exponential Time Hypothesis has been used to obtain many lower
bounds on classic combinatorial problems, such as graph diameter, LCS, EDIT-DISTANCE, and
REGEXP matching. To our knowledge, these are the first conditional (S)ETH-hard lower bounds
on a strategic game.

2012 ACM Subject Classification Mathematics of computing — Graph theory
Keywords and phrases Cops and Robbers

Digital Object Identifier 10.4230/LIPIcs.ESA.2018.9

1 Introduction

The game of Cops and Robbers is a two-player perfect information game played on a graph.
One player is the cop player, who is identified with a set of g cops® occupying vertices of the
graph. The other player is the robber player, who is identified with a single robber occupying
some vertex of the graph. The game begins by the cop player placing the set of cops on the
graph. Once she has decided the locations of the cops, it is the turn of the robber player to
do the same.

Then, taking turns and initiated by the cop player, the players are allowed to move their
pieces along the edges of the graph, where a turn of a player consists of moving all pieces the
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3 We decided to denote the number of cops by ¢ as opposed to the “standard” k to avoid confusion later
with the parameter k for k-CNF.
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player is identified with to an adjacent vertex. We assume that the graph is reflexive, i.e.,
a player is allowed to let a piece stay in the vertex it is currently occupying. The goal of
the cop player is to capture the robber, i.e., move at least one cop to the vertex occupied by
the robber. Conversely, the goal of the robber is to avoid being captured indefinitely. We
say that a graph G is g-cop-win if there is a strategy for g cops to guarantee capture of the
robber. Furthermore, we call the smallest integer g such that G is a g-cop-win graph the cop
number of G and denote it by ¢(G). Notice that any graph with n vertices is n-cop-win.

In this paper, we study the computational complexity of determining the cop number of
a given input graph. It is known from previous work by Berarducci and Intrigila [5] that,
for a fized g, one can check in polynomial time whether ¢(G) < g. On the other hand, it
was recently shown by Kinnersley that, for a non-fized g, i.e., that can be a function of n,
deciding whether ¢(G) < g is EXPTIME-complete [22].

Perhaps the most famous and intriguing problem in the field of cops and robbers is
Meyniel’s conjecture, that states that O(y/n) cops always suffice to capture the robber in
any n-vertex graph [17]. Towards proving this conjecture, it is known that there exist graphs

with cop number ©(y/n) [26], and that n/2(1+"(1))\/10g7” cops always suffice to capture the
robber; see Scott and Sudakov [30], or Lu and Peng [24] for a similar bound. Combining
this upper bound with an n®) algorithm for checking whether the cop number is at most
g [5], the cop number can always be computed in n™/ a(reVicen time. Moreover, assuming
that Meyniel’s conjecture is true, this upper bound reduces to n°®(V™. Hence, under this
assumption 22(v1087) ig the best lower bound that we can hope to achieve.

But how close to this bound is it possible to get? While the result by Kinnersley
shows EXPTIME-completeness, it gives relatively loose guarantees on the actual value
in the exponent of the runtime. Since the completeness proof goes through a series of
reductions [22, 31] and the size of the input graph grows (polynomially) in these reductions,
the lower bound by Kinnersley “only” gives a 2* " lower bound.*

Our work can be seen as a step towards finding the right asymptotic bound in the
exponent. Furthermore, our construction is quite simple and, in particular, gives rise to very
concise and easy to understand strategies for the players. To state our main results, we recall
the satisfiability problem and the definitions of the exponential time hypotheses below.

» Definition 1. Let ¢, be the smallest value such that instances of k-CNF-SAT with m
clauses and n variables can be solved in 2(cs+o(1)n poly(m) time. The FEzponential Time
Hypothesis (ETH) is that ¢, > 0 for all k > 3. The Strong Exponential Time Hypothesis is
that limy_,o0 ¢ = 1, i.e., k-CNF-SAT requires 2(1=°()" time for any non-constant k = k(n).

Conditioning on the Exponential Time Hypothesis and the Strong Exponential Time
Hypothesis, we prove the following theorems. We want to emphasize that Theorem 2 is
optimal up to a constant factor in the exponent and Theorem 3 and Theorem 4 are optimal
up to a log N factor in the exponent, in the case of Theorem 3 under the assumption of
Meyniel’s conjecture. Furthermore, a potentially interesting detail of Theorem 2 is that it
works for any g > 2, i.e., not only when g grows large.

4 Suppose an ABF game [31] is played on a CNF formula with £ variables and O(£) clauses. Kinnersley [22]
reduces this to a lazy cops and robbers with protection game on O(£2) vertices, O(£3) edges, and £+ O(1)
cops. Given any such game with n vertices, m edges, and g cops, Kinnersley [22] reduces it to an
equivalent cops and robbers with protection game on O(gn + m) vertices, O(n(g? + m)) edges, and g
cops. Mamino’s reduction [25] from cops and robbers with protection to standard cops and robbers
transforms a game with parameters n,m, g to O(g?n), O(g*m), g. Composing all three reductions, we
arrive at a standard cops and robbers instance with N = O(£°) vertices, O(¢°) edges, and £+ O(1) cops.
If we need 22 time to decide the winner of the original ABF game, then this gives, at the best, a

229V"") Jower bound on deciding the cop number of an N-vertex graph.
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» Theorem 2. Fiz an integer g > 2 and any § > 0. Conditioned on the Strong Exponential
Time Hypothesis, the problem of deciding whether an N -vertex, M -edge graph has cop number
at most g cannot be solved in O(M9I~?) time.

In an informal sense, Theorem 2 can be interpreted as the statement that exploring almost
all of the O(MI*1), resp. O(M972), possible game configurations and transitions between
these configurations in a cops and robbers game with g, resp. g + 1, cops is unavoidable in
order to determine whether the cop number is at most g or at least g + 1.

» Theorem 3. Conditioned on the Fxponential Time Hypothesis, the problem of calculating
the cop number of an N -vertex graph cannot be solved in 200VN) time.

As mentioned above, if Meyniel’s conjecture is true, the lower bound given in Theorem 3
cannot be improved by more than a log-factor in the exponent. However, if Meyniel’s
conjecture turns out to be false and there is an infinite graph family requiring Q(X (N)) cops
to capture the robber, for some function X (N) = w(v/N), there is well-founded hope that
our approach can be used to show that the problem of calculating the cop number of an
N-vertex cannot be solved in 2°(X (™) thereby staying in the realm of being only a log-factor
away from the optimum. The reason for this hope is that the graphs we construct in order
to infer our lower bound contain components that are essentially the hard instances for the
Q(V/N) lower bound on the cop number. Of course, it cannot be taken for granted that all
proof details still work out if we replace these components with the hard instances for a
larger lower bound on the cop number, but the simplicity of our construction suggests that
this might indeed be the case.

» Theorem 4. Let g : N — R be any function such that g(z) = o(y/x) and g(z+1) < g(z)+1
for all positive integers x. Conditioned on the Exponential Time Hypothesis, the problem of
deciding whether the cop number of an N-vertex graph is at most g(N) cannot be solved in
2009(N)) time.

Informally, Theorem 4 states that also for all (“natural”) functions between constant
functions and ©(v/N), deciding whether the cop number of a graph is bounded by the
function takes time exponential in the function. Similarly to the case of Theorem 3, in case
Meyniel’s conjecture turns out to be false, the range of functions for which Theorem 4 applies
might be increased to include functions from w(v/N) by adapting our graph construction in
a straightforward way.

To the best of our knowledge, this is the first work to apply the (Strong) Exponential
Time Hypothesis on a strategic game. In previous works, (S)ETH has been applied to,
e.g., some well known combinatorial problems such as graph diameter [29], LCS [9, 10],
EDIT-DISTANCE [3], and REGEXP matching [4, 11].

2 Related Work

The study of the game of Cops and Robbers was initiated by Quilliot [27] in 1978 and
introduced independently a few years later by Nowakowski and Winkler [7]. Nowakowski
and Winkler provided a full characterization of graphs where one cop can capture a robber
which was later extended to the case of many cops by Clarke and MacGillivray [14]. One
of the core questions related to the game is the cop number of a graph, which denotes the
minimum number of cops required to capture the robber. A very early result by Aigner and
Fromme states that 3 cops suffice to capture a robber on planar graphs and in the same
work, they showed that any graph with girth at least 5 and minimum degree at least § has a
cop number of at least § [2].

9:3
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Later, Pralat showed that there are incidence graphs of projective planes that satisfy
these properties for § = Q(y/n) yielding the state-of-the-art lower bound for the cop number
of any graph [26]. Given that Meyniel’s [17] conjectured O(y/n) upper bound holds, this

bound is tight. The current best upper bound of n/2(1+°(1))\/@ [30] is far away from this
though and improving it is perhaps the most crucial open problem in the field.

Beyond the existential question of determining the maximum cop number, there is the
computational question. On the positive side, for fixed g, determining whether the cop
number is at most g can be computed in polynomial time [5]. To the best of our knowledge,
the current best algorithm runs in O(n29+3) time [6]. Many years later, this was contrasted
by a negative result showing that for a non-fixed g, i.e., g can be a function of the number
of vertices n, this question becomes NP-hard [16]. A bit later, it was shown by Mamino
that this question is hard for PSPACE [25]. An interesting detail on this work is that it
goes through a reduction to a variant called “Cops and Robbers with Protection”. In this
variant, edges are divided into protected and unprotected edges. The crux of the game is
that the capture only occurs if a cop moves to the vertex occupied by the robber through an
unprotected edge. In a recent breakthrough, Kinnersley managed to show that the stardard
variant of the problem is actually EXPTIME-complete [22].

Even though the progress on the specific question of finding the cop number is fairly
recent, other related questions in various graph classes have been studied long ago. For
example, in the end of seventies and beginning of eighties, Adachi et al. studied a variant of
the game where one cop is trying to prevent any of multiple robbers from reaching a “hole”
in the graph [21, 1]. In their variant, the initial positions are fixed and the cop and exactly
one robber have to move in each turn. They showed EXPTIME-completeness. For a survey
of earlier complexity results, we refer to a survey by Johnson [20]

Goldstein and Reingold [18] studied a version of the game in which the cops and robbers
have prescribed initial positions and the goal of the robber is to reach a specific vertex. They
showed that in undirected graphs this variant of the game is EXPTIME-complete. In the
same work, they showed that the directed version of the game, without fixing the initial
positions, is also EXPTIME-complete.

For the curious reader, we point out that many of the results listed here are based on
reductions to the ABF-problem that was shown to be EXPTIME-complete by Stockmeyer
and Chandra [31]. Furthermore, for a great survey on the results of the game we refer the
reader to the book by Bonato and Nowakowski [7].

3 Preliminaries

Let us give some definitions that are used throughout the paper.

» Definition 5 (k-CNF-SAT). The input to the k-CNF-SAT problem is a conjunction of one
or more clauses, where each clause consists of a disjunction of at most k literals. The goal
is to determine whether the formula is satisfiable, i.e., if there is a truth assignment of the
variables such that the input formula evaluates to true.

Especially, we wish to specify what we mean by a partial assignment of variables in a logical
formula consisting only of literals, disjunctions, and conjunctions. In a partial assignment, a
subset of the variables is set to true/false and some may be left unassigned. A disjunctive
clause x1 Vo V -+ -V xy, for £ > 1 is satisfied by a partial assignment if at least one literal
in the clause has an assigned truth value and is true. We point out that this means that
a disjunctive clause that contains both a variable and its negation can still be unsatisfied
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by a partial assignment. Throughout the paper, we denote the number of variables in a
k-CNF-SAT instance by n, the number of vertices in a graph by IV, the number of cops by g,
and we reserve the letter k as the parameter for k-CNF-SAT.

4  The Construction

Fix a number g > 2 of cops and an integer k£ > 3. The technique we use to derive our
main results is a reduction from k-CNF-SAT to the problem of deciding whether a graph is
g-cop-win. To this end, we will start this section by describing how we transform any k-CNF
formula with n variables and m clauses into an input graph for the Cops and Robbers game
with g cops. Then we will prove that our graph construction has the property that the cops
can win the game in the constructed graph iff the k-CNF formula is satisfiable. We will
conclude the section by using this property to infer our lower bounds.

In the following we give an informal high-level overview of our construction. We say that
vertex v covers a set of vertices S if v is adjacent to all vertices in S. Vertex v always covers
itself. The constructed graph consists of two zones: one that is designed for the cops from
which they can cover the whole graph if the k-CNF formula is satisfiable, and one for the
robber in which he can evade capture indefinitely if the formula is unsatisfiable.

The cops’ zone consists of g2"/91 vertices, which represent certain partial assignments
to groups of [n/g] variables in the CNF formula. By occupying g non-conflicting partial
assignments, the cops can collectively represent a total assignment to the variables. If this
total assignment is satisfying, then it should cover every vertex in the robber area, leaving
the robber nowhere to go. (Each vertex in the robber’s zone is associated with a clause,
which is covered by the cops if their collective assignment satisfies the clause.) On the other
hand, if no satisfying assignment exists, then the robber must always be able to move to
some vertex not covered by any cop.

If the cops and robbers agreed to stay in their own zones then the construction of the
robber’s zone could be very simple: m vertices (one for each clause) arranged in a clique
suffices. Of course, both the robber and the cops are free to roam over the whole graph, so
we need to add extra mechanisms to dissuade the robber from entering the cops’ zone, and
protect the robber against any cops entering the robber’s zone. To protect the robber, we
make the subgraph induced by the robber’s zone a girth-6 graph,® which means that any cop
that enters the robber’s zone can never cover more than one neighbor of the robber, leaving
many options for the robber to escape. The mechanism to dissuade the robber from entering
the cops’ zone is more subtle; it ensures that any robber that does this loses in two turns,
regardless of whether the k-CNF formula is satisfiable or not.

Because we are interested in lower bounds as a function of input size, it is important
to keep the graph as sparse as possible. Many transformations on cops and robbers games
(e.g., [22, 23, 25]) create very dense graphs, sometimes having (n?) edges. Parts of our
construction could be simplified by introducing large cliques, but this would weaken the
resulting (conditional) lower bounds. This concludes the informal overview; in the following,
we will give a formal description of our graph construction.

Let ¢ = C1 A--- AC,y, be a k-CNF formula over the variable set V = {vy,...,v,}, where
the ith clause is C; = x;1 V- -- V 2, and each x; ; is a variable or its negation. The variable
set is partitioned into g > 2 groups Vi,...,V, of at most [n/g] variables each. For reasons
that will become clear later, it is desirable that the formula has the property that any partial

5 “Girth” is the length of the shortest cycle.
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Figure 1 A schematic and simplified illustration of our graph construction in the case of two cops
and a k-CNF formula ¢ with four variables and three clauses. Notice that vertex u* is not connected
to the two extra clauses C4 and Cs. Each vertex in the figure labeled with C; for some ¢ corresponds
to the set of vertices in B with clause-type i. The small vertices correspond to the partial truth
assignments and are connected to the clause vertices that they satisfy (i.e., the corresponding literal
is contained in these clauses). Notice that C4 and C5 are only covered by the cops if they occupy a
set of vertices that corresponds to assigning a value to all variables. The edges between vertices in
the C;, i.e., between vertices in B, are not shown in Figure 1. For an illustration of these edges, see
Figure 2.

satisfying truth assignment must set at least one variable in each group. To this end, we
supplement ¢ with g extra clauses. Define ¢’ as follows.

@ =Ci AN ANCy ACrg1 A+ A Crgg

where C,4; = \/ (vV—w)
veEV;

Observe that ¢’ is satisfiable iff ¢ is since any total assignment to V automatically satisfies
each of the clauses Cy,41,...,Cpyqg. Define m=m + g.

The next step is to convert ¢’ to the graph G on which the Cops and Robbers game will
be played. See Figure 1 for a simplified illustration of a graph constructed from a k-CNF-SAT
instance.

Vertices

The vertex set V(G) is A1 U--- U A, U BU {u*}, where there is a vertex u € A; for each
truth assignment 1, : V; — {T,F} to the ith variable group. The set B consists of ©(7m?)
vertices, each of which is associated with one of the 7 clauses in ¢'. If u € B, clause(u) € [m]
indicates the clause index associated with u, and we say that u has clause-type clause(u).
The role of u* will be revealed shortly. In total, |V(G)| = O(g2"/9 +m?).

Edges

The edge set F(G) includes edges of three types:
Satisfaction Edges. Edges join partial assignments to clauses iff the partial assignment
satisfies the clause:

{{u,u'} | uw e A;,u’ € B, clause(u') = ¢, and v, satisfies Cy} C E(G)
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Special u* Edges. In some ways, u* functions like an assignment that magically satisfies all
clauses C; where i € [m], but none where i € [m]\[m]. It is also adjacent to all vertices
in Al,...,Ag.

{{w*,u} | Either u € Ay U---UA, or v € B and clause(u) € [m]} C E(G),

High Girth Subgraph. The subgraph of G induced by B has O(|B|*/?) = ©(7°) edges and
girth at least 6. Moreover, for each u € B and each q € [m],

H{u' € B | {u,v'} € E(G) and clause(u’) = q}| > 1.
Le., each B-vertex has at least one neighbor of each clause-type.

It is not immediate from the description that the subgraph induced by B actually exists.
We construct such a graph and clause-assignment now. Let p be the first prime greater than
m, so p = O(m), by Bertrand’s postulate [13]. Define line(s, t) to be the line in Zf, with slope
s and offset t:

line(s,t) = {(i,4) € Zi |i-s4+t=j(modp)}.

The set B consists of 2p* vertices {w; j,ls: | (i,7), (s,t) € ZIQ,}, where w; ; represents the
point (4, 7) and 5 ; represents line(s, t). The subgraph induced by B is simply the point-line
incidence graph, i.e.,

{wi j,ls+} € E(G) < (i,7) € line(s, t) .

We restate some properties of this graph that were shown in previous work [8]. See [12, 15,
28, 33, 32, 26] for other constructions with essentially the same properties.

» Lemma 6. Consider the p? points and p? lines indexed by Zf).

1. The intersection of two lines contains at most one point.

2. Two points are contained in at most one common line.

3. For any point (i,7) and any slope s, there exists some line(s,t) containing (i, 7).
4. For any line(s,t) and indez i, there is some point (i, ) € line(s,t).

Properties (1) and (2) of Lemma 6 imply that the subgraph induced by B has no 4-cycles.
Since it is clearly bipartite, it must have girth (at least) 6. We use properties (3) and (4) of
Lemma 6 to design a good clause-assignment function clause : B — [m]. In particular,

For points, clause(w; ;) =i+ 1

For lines, clause(ls;) =s+1

Since p > m, it follows that for each clause index ¢ € [m], every point w; ; has at least one
neighboring line with clause-type ¢, and every line I;; has at least one neighboring point
with clause-type q. See Figure 2 for an illustration.

This concludes the description of graph G. It is straightforward to construct G in time
linear in the number of edges, which is O(m2¢2™/9 + m?). The following lemma shows that
the construction indeed satisfies its purpose, i.e., the constructed graph G is g-cop-win if
and only if the k-CNF formula ¢ is satisfiable.

» Lemma 7. In the Cops and Robbers game on G with g cops, the cops have a winning
strategy iff ¢ is satisfiable.

9:7
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(a) The subgraph B can be seen as a set of vertices/-
points and lines on a plane. In the figure, the points
associated with the same clause are illustrated by
the same color. Lines with slope 1 and offsets 0 and
3 are illustrated by solid red and black lines, respect-
ively. Line with slope 2 and offset 0 is illustrated by
a dashed line. The two unique intersections of the
non-parallel lines are emphasized with black boxes.

(b) Concretely, the subgraph B is a bipartite graph
with points on one side (left) and the lines on the
other. Since every two lines have at most one in-
tersection point, at most one neighbor of a point
vertex uz can be covered by any other point vertex
(see black boxes in the figure). Hence, 5 cops are
needed to cover the neighbors of us. The same line
of reasoning holds for any line vertex.

Figure 2 The subgraph depicted as a set of points and lines on a plane and as a bipartite
graph. Notice that any cycle starting from a point vertex must pass through at least 3 line vertices.
Therefore, the girth of the graph is at least 6. This is illustrated by the dashed edges incident on
vertices u1, u2, and us on the right. Notice that the pictures above are not inferred from each other.

Proof. Suppose ¢ : V — {T,F} is a satisfying total assignment, decomposed into partial
assignments ¥, , ...,y , where 9, is associated with u; € A;. In their initial move, the
cops position themselves on ug, ..., u,. At this point they cover all vertices in B U {u*}, but
leave the remaining vertices in A; U---U A, uncovered. Without loss of generality we can
assume that the robber begins at a vertex in A;\{u1}. In the next move, the cops stay put,
except for the cop on us, which moves to w*. At this point all B-vertices with clause-types
in [m] are covered by the cop on u*, and those with clause-type m + 1 are covered by the
cop on u;. The robber, being in A7, can move once more or stay put, but is immediately
caught by the cop on u; or v* in the next turn.

Now consider the case where ¢ is unsatisfiable. We show that the robber has a winning
strategy such that it never leaves the set B. Consider any moment in the middle of the game,
after the cops have moved to vertices ws, ..., wy. The robber is located at some w’ € B and
,wy. Let z > 0 be the number

of cops that are located at some vertex in B. First consider the case that at least z+ 1 of the

may be forced to move if w’ is in the neighborhood of wy, ...

, A,+1 contain no cop.
7w/z+1} - Bv
where clause(w}) = m + i. None of the S-vertices are covered by the g — z cops stationed
in A,4oU---UA, U{u*}. Since the subgraph induced by B has girth at least 6, each

A; do not contain any cop, and without loss of generality, let Ay, ...
By the properties of G, the robber is adjacent to a set of vertices S = {wf, ...
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of the remaining z cops can cover at most one S-vertex, hence at least one S-vertex is
not covered by any cop, and the robber can move there without being captured. Now
consider the other case, i.e., that exactly z of the A;, say A;,..., A, do not contain any
cop. Then the g — z sets A.41,..., A4 contain exactly one cop each. Assume without loss
of generality that w.41 € A.41,...,wy € Ay, and let ¥’ be the partial assignment obtained
by combining the partial assignments 9., ,,...,%w,. Since ¢ is unsatisfiable, there is a
clause from ¢ not satisfied by ', say clause C,. Similarly to the previous case, by the
properties of G, the robber is adjacent to a set of z + 1 vertices S = {w},...,w,,w'} C B,
where clause(w]) = m + ¢ and clause(w’) = ¢. Again, none of the S-vertices is covered by
the g — 2 cops stationed in A,;; U---U A, and the remaining z cops can cover at most z
S-vertices. Now, with the same argumentation as in the previous case, it follows that there
is an S-vertex the robber can move to without being captured.

The arguments above apply to any stage in the middle of the game; the same arguments
show that if ¢ is unsatisfiable, the robber has a safe first move, after the cops choose their
initial positions. <

We also obtain the following curious observation from our construction. Later, we use
the observation to slightly strengthen our results, but we also believe that it is a property of
the construction that is of independent interest.

» Observation 8. Recall the vertex set of G is V(G) = A1 U---UA,;UBU{u*}. Then the
cop number of G is either g or g + 1.

Proof. If there are g 4+ 1 cops, they can position themselves on vertices uq,...,uq, u* with
u; € A;. Then, since u* is connected to all vertices in A; U---U Ay U B except those in
B with clause-type in [m]\[m], and for each 4, the cop in u; covers all vertices in B with
clause-type m + i, the cops cover the entire graph and hence can capture the robber in the
following turn. If, on the other hand, there are at most g — 1 cops, then the robber has
a simple winning strategy by always moving to a vertex in B with clause-type in [m]\[m)]
that is not covered by any cop. By analogous arguments to the ones used in the proof of
Lemma 7, such a vertex always exists. <

5 Hardness of Finding the Cop Number

Quickly before going into the proofs of our main theorems, we point out a small technical
detail. The input k-CNF-SAT instance that we reduce to the Cops and Robbers instance may
contain a very large number of clauses. This would then imply that our graph constuction
has many edges, up to around m* edges, where 7 is the number of input clauses. This would
in turn result in a running time for our construction that is too large for our purposes. We
can work around this problem by using the sparsification lemma [19], which, for any chosen
€ > 0, reduces an arbitrary k-CNF-SAT instance to 2¢* k-CNF-SAT instances with at most
c(k,€) - n clauses each, where ¢(k, €) is a function independent of n.

Next, we prove Theorem 2, i.e., that under the Strong Exponential Time Hypothesis, the
time needed to decide whether the cop number is at most some fixed g grows exponentially
as a function of g. A proof sketch goes as follows. We are given a k-CNF-SAT instance
with n variables and O(n) clauses. We obtain a graph with roughly 2"/9 vertices and
edges from our construction. Being able to solve our cop number decision problem in
M9~ = (2v/ 9)9_5 < 2" time yields a contradiction to the Strong Exponential Time
Hypothesis.

9:9
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» Theorem 2. Fix an integer g > 2 and any § > 0. Conditioned on the Strong Exponential
Time Hypothesis, the problem of deciding whether an N -vertex, M -edge graph has cop number
at most g cannot be solved in O(M9I~?) time.

Proof. Let gig be an instance of k-CNF-SAT with 1 clauses and n variables, and let € > 0.
Using the sparsification lemma, in poly(n) - 2 time we can reduce gZAJ to 2¢ instances of
k-CNF-SAT, each having at most m = c¢(k,€) - n clauses. Let ¢ be one of those instances,
and let G be the graph obtained by applying our graph construction to ¢. G is an N-vertex,
M-edge graph, where N = ©(¢2"/9 +m?) = ©(2"/9) and M = O(m?- N) = O(Nlog® N).
Thus, if we can decide in O(M9~%) = O(poly(m)N9~?) time whether G has cop number
g, we can determine the satisfiability of ¢ in poly(m)2¢" - N9=% = poly(n)2"(<+1-9/9) time,
by Lemma 7. The calculations above do not depend on the value of k, so setting ¢ < §/g
contradicts the Strong Exponential Time Hypothesis. |

Next, we provide the proof for Theorem 3. We note that this result can also be obtained
from extending the proof of Theorem 4 to functions g(x) = ©(z) (which requires some extra
care), but this special case is much cleaner to prove and has all the same ingredients. The
main difference is in the simplicity of calculations. The difference to the proof of Theorem 2
is that since g is a function of n, we can set ¢ = n and the graph becomes much smaller
in terms of the number of variables of the input k-CNF formula. As a consequence, the
dominating part of the constructed graph G w.r.t size is now B (and not the A;, as in the
proof of Theorem 2).

» Theorem 3. Conditioned on the Exponential Time Hypothesis, the problem of calculating
the cop number of an N -vertex graph cannot be solved in 2°0VN) time.

Proof. Fix an arbitrarily small constant ¢ and an integer £k > 3. Let é be an instance
of k-CNF-SAT with m clauses and n variables, and ¢ be one of the 2" instances with
m = ¢(k, €)n clauses generated from the sparsification lemma. Use our graph construction
to create a graph G from ¢ for a Cops and Robbers game with ¢ = n cops. G has
N = 0(g2™9 4 (n + m)?) = O(m?) vertices and O(m?¢2™/9 + m3) = O(m?) edges. If we
can determine the cop number of G in 20(VN) — go(m) — go(n) time, we can determine the
satisfiability of ¢ in poly(n)2¢" - 2°(") = poly(n)2(ct°()" time, by Lemma 7. Since € can be
made arbitrarily small, this contradicts the Exponential Time Hypothesis. |

As our last technical contribution, we show that one can replace the v/N in the exponent
in Theorem 3 with essentially any reasonable function in N that is asymptotically smaller
than v/N and obtain a lower bound for deciding whether the cop number of an input
graph is bounded by this function. Basically, the statement of this theorem, combined with
Observation 8 is that even when we know that the cop number is either g(N) or g(N) + 1,
the decision problem is hard.

» Theorem 4. Let g : N — R be any function such that g(z) = o(v/z) and g(z+1) < g(z)+1
for all positive integers x. Conditioned on the Exzponential Time Hypothesis, the problem of

deciding whether the cop number of an N-vertex graph is at most g(N) cannot be solved in
2009(N)) time.

Proof. Let ¢, k, quS, m, n, ¢ and m be as in the proof of Theorem 3. Use our graph construction
to create a graph G from ¢ for a Cops and Robbers game with n cops and denote the number
of vertices of G by N. Check whether g(N) < n + 1. Observe that since g(x) = o(y/x)
and N = O(n?), there is some constant ngy such that g(N) < n + 1 for all possible k-CNF
formulae ¢ with n > ng variables. Hence, if g(N) > n+ 1, n is constant and we can decide
in constant time whether ¢ is satisfiable.
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Now consider the other case, i.e., g(N) < n+1. As we want to use the Exponential Time
Hypothesis in order to infer a conditional lower bound on the time it takes to determine
whether the cop number of an N-vertex graph is at most g(N), we would like the constructed
graph G to have the property that ¢ is satisfiable iff G has cop number at most g(N). With
the current construction of G we only have a similar property, namely, that ¢ is satisfiable
iff G has cop number at most n, due to Lemma 7. But since g(N) < n+ 1, we can change G
slightly, adding more and more vertices to G in a way that does not change the cop number
of G, and in the end obtain a graph G’ with the desired property. More specifically, we
obtain G’ from G by appending a path of r vertices to some arbitrarily chosen vertex u of G,
where r is the smallest non-negative integer such that g(N +r) > n.

Set N’ = N + r. Due to the properties of our function g, we know that g(N') < n + 1.
Note that the cop number of G’ is the same as the cop number of G: In the case that ¢
is unsatisfiable, our robber strategy still works with the same arguments as in G. In the
case that ¢ is satisfiable, the cops can simply perform the same strategy as in GG, where they
assume that the robber is in u if the robber is actually in one of the newly appended vertices.
With this strategy, after 2 turns per player, the cops have captured the robber or at least
one cop ends up at u while the robber is in one of the new vertices, in which case the robber
can be captured by letting the cop traverse the appended path to the other end.

From the discussion above it follows that ¢ is satisfiable iff G’ has cop number at most
g(N"). Hence, if the problem of deciding whether the cop number of an N-vertex graph is
at most g(N) can be solved in 2°09(N)) = 2°(") time, we can determine the satisfiability of
é in poly(n)2¢" - 2°(") = poly(n)2(cte()” time. Since ¢ can be made arbitrarily small, this
contradicts the Exponential Time Hypothesis. |
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—— Abstract

Given a fixed graph H, the H-free editing problem asks whether we can edit at most k£ edges to
make a graph contain no induced copy of H. We obtain a polynomial kernel for this problem
when H is a diamond. The incompressibility dichotomy for H being a 3-connected graph and the
classical complexity dichotomy suggest that except for H being a complete/empty graph, H-free
editing problems admit polynomial kernels only for a few small graphs H. Therefore, we believe
that our result is an essential step toward a complete dichotomy on the compressibility of H-free
editing. Additionally, we give a cubic-vertex kernel for the diamond-free edge deletion problem,
which is far simpler than the previous kernel of the same size for the problem.
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1 Introduction

A graph modification problem asks whether one can apply at most k& modifications to a
graph to make it satisfy certain properties. By modifications we usually mean additions
and/or deletions, and they can be applied to vertices or edges. Although other modifications
are also considered, most results in literature are on vertex deletion and the following three
edge modifications: edge deletion, edge completion, and edge editing (deletion/completion).

As usual, we use n to denote the number of vertices of the input graph. For each graph
modification problem, one may ask three questions: (1) Is it NP-complete? (2) Can it be
solved in time f(k) - n©M for some function f, and if yes, what is the (asymptotically) best
/7 (3) Does it have a polynomial kernel? The first question concerns classic complexity, while
the other two are about parameterized complexity [9, 6]. With parameter k, a problem is
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fized-parameter tractable (FPT) if it can be solved in time f(k)-n®™) for some function f. On
the other hand, given an instance (G, k), a kernelization algorithm produces in polynomial
time an equivalent instance (G', k') — (G, k) is a yes-instance if and only if (G',k’) is a
yes-instance — such that k' < k. It is a polynomial kernel if the size of G’ is bounded from
above by a polynomial function of k.

For hereditary properties, a classic result of Lewis and Yannakakis [13] states that all
the vertex deletion problems are either NP-hard or trivial. In contrast, the picture for edge
modification problems is far murkier. Earlier efforts for edge deletion problems [15, 7], though
having produced fruitful concrete results, shed little light on a systematic answer, and it was
noted that such a generalization is difficult to obtain.

A basic and ostensibly simple case of graph modification problems is to make the graph
H-free, where H is a fixed graph on at least two vertices. (We say that a graph is H-free if
it does not contain H as an induced subgraph.) For this special case, all the three questions
have been satisfactorily answered for vertex deletion problems, at least in the asymptotic
sense. All of them are NP-complete and FPT— indeed, H-free vertex deletion problems
admit simple |V (H)|* - n®M)-time algorithms [2]. On the other hand, the reduction of Lewis
and Yannakakis [13] excludes subexponential-time algorithms (2°(%) . nO()_time algorithms)
assuming the exponential time hypothesis (ETH) [11]. Further, as observed by Flum and
Grohe [9], the sunflower lemma of Erdés and Rado [8] can be used to produce polynomial
kernels for H-free vertex deletion problems.

Even restricted to this very simple case, edge modification problems remain elusive.
Significant efforts have been devoted to an ongoing program that tries to answer these
questions in a systematic way, and promising progress has been reported in literature.
Recently, Aravind et al. [1] gave a complete answer to the first question: The H-free editing
problem is NP-complete if and only if H contains at least three vertices. They also excluded
subexponential-time algorithms for the NP-complete H-free edge modification problems,
assuming ETH. Noting that H-free edge modification problems can always be solved in
20(k) . nOM) time [2], we are left with the third problem, the existence of polynomial kernels.

Some of the H-free graph classes are important for their own structural reasons, e.g.,
most notably, cluster graphs and cographs, which are Ps-free graphs and Py-free graphs
respectively; hence the edge modification problems toward them have been well-studied
[5, 10]. (Note that edge modification problems to Ps-free graphs, i.e., independent sets,
are trivial.) Given the simplicity of H-free edge modification problems, and the naive FPT
algorithms for them, it may sound shocking that many of them do not admit polynomial
kernels. Indeed, the earliest incompressibility results of graph modification problems, by
Kratsch and Wahlstrém [12], are on H-free edge modification problems. Guillemot et al. [10]
excluded polynomial kernels for H-free edge deletion problems when H is a path of length at
least seven or a cycle of length at least four. An influential result of Cai and Cai [3] furnishes
a dichotomy on the compressibility of H-free edge modification problems when H is a path,
a cycle, or a 3-connected graph.

We tend to believe that H-free edge modification problems admitting polynomial kernels
are the exceptions. Our exploration suggests that graphs on four vertices play the pivotal
roles if we want to fully map the territory. Let H be the complement graph of H. Then the
H-free edge deletion problem is equivalent to the H-free edge completion problem, while the
edge editing problems are the same for H-free and H-free graphs. We are thus focused on
the four-vertex graphs (Figure 1); see Table 1 for a summary of compressibility results of
H-free edge modification problems when H is one of them. We conjecture that H-free edge
modification problems, when H being claw or paw, admit polynomial kernels.
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[ A<D

(a) Ps (b) C4 (c) Ku (d) claw (e) paw  (f) diamond

Figure 1 Graphs on four vertices (their complements are omitted).

Table 1 The compressibility results of H-free edge modification problems for H being four-vertex
graphs. Every result holds for the complement H; e.g., the answers are also no when H is 2K>.

H deletion completion editing

K4 O(k*) [4]  trivial O(k*) [4]

Py O(k®) [10] O(k®) [10]  O(k®) [10]
diamond  O(k®) [14]  trivial O(k®) [this paper]
claw unkown unkown unkown

paw unkown unkown unkown

Cy no [10] no [10] no [10]

We show a polynomial kernel for the diamond-free editing problem. Our observations
also lead to a cubic-vertex kernel for the diamond-free edge deletion problem, which is far
simpler than the previous kernel of the same size [14].

Our key observations are on maximal cliques. A graph G is diamond-free if and only if
every two maximal cliques of G share at most one vertex. We say that a maximal clique is
of type 1if it shares an edge with another maximal clique, or type 11 otherwise. It is not hard
to see that to make a graph diamond-free, we should never delete edges from a sufficiently
large clique. We thus put the maximal cliques of G into three categories, small type I, big
type 1, and type 11. It turns out that a vertex participates in a diamond if and only if it is in
a maximal clique of type I, and the small type-I maximal cliques are crucial for the problem.

The first phase of our algorithm comprises two routine reduction rules. If a (non-)edge
participates in k + 1 or more diamonds that pairwise share only this (non-)edge, then it has
to be in a solution. (This is exactly the reason why no edge is deleted from a “large” clique.)
If there exists such an edge/non-edge, we delete/add it. We may henceforth assume that
these two simple rules have been exhaustively applied. We are able to show that the ends
of an edge added by a minimum solution must be from some small type-I1 maximal cliques.
The situation for deleted edges is slightly more complex. The two ends of a deleted edge are
either in a small type-1 maximal clique, or in a type-11 maximal clique. In the second case,
the maximal clique has to intersect some small type-1 maximal clique.

The second phase of our algorithm uses three nontrivial reduction rules to delete irrelevant
vertices. To analyze the size of the kernel, we bound the number of vertices that are (a) in
small type-1 maximal cliques only, (b) in big type-T maximal cliques but not in any small
type-T maximal clique, and (c) only in type-IT maximal cliques. First, we show an upper
bound on the number of type-1 maximal cliques. This immediately bounds the number of
vertices in part (a), because each small type-1 maximal clique has a bounded size. For part
(b), the focus now is to bound the sizes of big maximal cliques of type 1. We introduce
another reduction rule to delete certain “private vertices” from them. On the other hand, the
pattern of vertices shared by big maximal cliques is very limited. We are thus able to bound
the number of vertices in part (b), and we are left with part (c). We correlate a maximal
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clique K of type 11 with small maximal cliques of type I: we would touch K only because
it had become type I after some operation, and this operation has to be an edge addition.
Recall that an edge can only be added between two vertices in part (a). For each pair of
them, we can build a blocker of O(k?) vertices from part (c). One more reduction rule is
introduced to remove all vertices behind the blockers. Together with the bound of vertices in
part (a), this bounds the number of vertices in part (c). They together give our main result.

» Theorem 1. The diamond-free editing problem has a kernel of O(k®) vertices.

2 Maximal cliques

All graphs discussed in this paper are undirected and simple. A graph G is given by its
vertex set V(G) and edge set E(G). The neighborhood of a vertex v in a graph G, denoted by
N¢(v), consists of all the vertices adjacent to v in G. We extend this to a set S C V(G) of
vertices by defining the neighborhood N¢(S) of S as (|J,cg Na(v)) \ S. For aset U C V(G)
of vertices, we denote by G[U] the subgraph induced by U, whose vertex set is U and whose
edge set comprises all edges of G with both ends in U. We use G — v, where v is a vertex of
G, as a shorthand for G[V(G) \ {v}]. In a diamond, we refer to the edge between the two
degree-three vertices as the cross edge, and the only non-edge the missing edge.

For a set E; of edges, we denoted by G 4+ E the graph obtained by adding edges in E
to G, its vertex set is still V(G) and its edge set becomes F(G) U E,. The graph G — E_
is defined analogously. Throughout the paper we always tacitly assume E, N E(G) = () and
E_ C E(G); hence E; and E_ are disjoint. A solution of an instance (G, k) consists of a set
E, of added edges and a set E_ of deleted edges such that G+ E — E_ is diamond-free and
|[E+ UE_| < k. We use E as a shorthand for Ey U E_, and there should be no ambiguities:
E, =E.\E(G)and E_ = EL NE(G). We also use GAE as a shorthand for G+ E; — E_.

We start from two routine reduction rules for edge editing problems. The correctness of
them is straightforward: If we do not add/delete wv, then we have to delete/add at least
k + 1 edges.

» Rule 1. If there exist a non-edge uwv and 2k + 2 distinct vertices 1,Y1, .. Tkt1, Ye+1 I
N(u) N N(v) such that x;y; € E(GQ) for 1 <i<k+1, then add wv and decrease k by one.

» Rule 2. If there exist an edge uv and 2k + 2 distinct vertices T1,Y1,. .., Tht1, Yt1 I
N(u) N N(v) such that x;y; € E(G) for 1 <i <k +1, then delete uv and decrease k by one.

Whether Rule 1 (resp., Rule 2) is applicable to uv can be decided by finding a maximum
matching in G[N(u) N N(v)] (resp., the complement graph of G[N(u) N N(v)]). Therefore,
Rules 1 and 2 can be applied in polynomial time. We call an instance (G, k) reduced if neither
Rule 1 nor 2 is applicable to it. In the rest, we will focus on reduced instances. A similar
idea as the two rules enables us to exclude some (non-)edges from consideration.

» Proposition 2. A (non-)edge uv cannot be in a solution Ey of a yes-instance (G, k), if
(i) uv € E(GQ) and there are k + 1 pairwise adjacent vertices in N(u) N N(v); or
(ii) wv € E(G) and there are k + 1 pairwise nonadjacent vertices in N(u) N N (v).

» Proposition 3. Let (G, k) be a reduced yes-instance. For any (non-)edge uv in a solution
of (G, k), the cardinality of N(u) N N(v) is at most 3k.

Proof. We consider only uwv € E_, and the argument for uv € E is similar and omitted.
Let W = N(u) N N(v); we find a maximum matching in the complement graph of G[W],
and let W' be the ends of the edges in the matching. Since Rule 2 is not applicable (to uv),
|W'| < 2k. There cannot be non-edges between vertices in W\ W’; then by Proposition 2(i),
the size of W\ W’ is at most k. Therefore, |W| < 3k. <
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Our algorithm will be mostly concerned with maximal cliques. According to Proposi-
tion 2(i), a maximal clique on k 4+ 3 or more vertices cannot be touched by a minimum
solution “from inside,” but it may be touched “from outside”. We call a maximal clique big
if it contains at least 3k + 2 vertices, and small otherwise.

» Lemma 4. Let (G, k) be a reduced instance.
(i) Two big maximal cliques of G share at most one verter.
(i) If (G, k) is a yes-instance, then a big mazximal clique of G remains a mazximal clique
after applying a solution to (G, k).

Proof. Let K; and K5 be two big maximal cliques of G. Suppose first that some vertex
u € Kj \ K is adjacent to more than 2k 4 1 vertices in K». Since K5 is a maximal clique, we
can find v € Ky \ K7 nonadjacent to u, but then Rule 1 would be applicable (to uv). Hence,
every vertex in K \ K5 has at most 2k + 1 neighbors in K5, which implies |K; N K| < 2k+1.
By assumption, |K;| > 3k + 2 and |K3| > 3k + 2. For each vertex in K7 \ Ks, we can find
k 4+ 1 non-neighbors in K3 \ K;. Therefore, we can greedily find k + 1 pairs of distinct
vertices {z1,y1}, -+, {Tk+1,Yks+1} such that for all 1 < i < k+1, (a) z; € Ky \ K and
y; € Ko\ Ky; and (b) z;y; € F(G). Rule 2 would be applicable (to any edge in G[K; N K3))
if |[Ky N Ka| > 2. Therefore, |[K7 N K| < 1, and this concludes the proof for assertion (i).
Let E1 be a solution to (G,k) and G* = GAFE.. By Proposition 2(i), a big maximal
clique K in G remains a clique in G*. Let v € V(G) \ K and let v € K\ Ng(v). Since Rule 1
is not applicable to uv, there are at most 2k + 1 neighbors of v in K. Since |K| > 3k + 2, at
least one vertex in K remains nonadjacent to v in G* because |Ey| < k. Therefore, K is a
maximal clique in G* as well. |

It is well known that a graph is diamond-free if and only if every pair of adjacent vertices
is contained in exactly one maximal clique. (Proposition 5 implies this fact.) We say that a
maximal clique is of type 1 if it shares two or more vertices with some other maximal clique,
and type 11 otherwise. We can then rephrase the first sentence of this paragraph as: A graph
is diamond-free if and only if it has no type-1 maximal clique.

We use Kp(G), Ks(G), and Ko(G) to denote, respectively, the set of big maximal cliques
of type 1, the set of small maximal cliques of type 1, and the set of maximal cliques of type 11,
of G. A maximal clique in G is in precisely one of them.

» Proposition 5. (i) A mazimal clique is of type 1 if and only if it contains both ends of the
cross edge of a diamond. (i) A vertex is in a mazimal clique of type 1 if and only if it is
contained in an induced diamond.

Proof. The following argument proves assert (i), and it also works for assert (ii).

Let u, v, x,y be four vertices inducing a diamond in G with cross edge uv. We can find
two maximal cliques K, Ky containing u, v,z and u, v,y respectively. For any maximal
clique K containing u, v, at least one of K7, K> is different from K, hence K is of type I.

We now consider the “only if” direction. Let K; be a maximal clique of type I; by
definition, there is another maximal clique K5 such that |K; N Ka| > 2. For any vertex
x € K1\ K2 and any vertex u € K1 N Ka, we can find another vertex v € K1 N Ky different
from u and a vertex y € K \ K not adjacent to x (because K5 is maximal). Clearly, these
four vertices induce a diamond with cross edge uwv. |

The following two statements help us understand edges added by a minimum solution.
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» Proposition 6. Let G be a diamond-free graph, and let U C V(G) such that every vertex
in V(G)\ U is adjacent to at most one vertex of U. If GIU|AEL is diamond-free for a set
E. of non-edges in G[U] and a set E_ of edges in G[U], then so is GAFEL.

Proof. Suppose for contradiction that G* = GAFEL contains a diamond; let D be a set of
vertices inducing a diamond in G*. Since G[D)] is not a diamond, at least one (non-)edge of
this diamond belongs to E1, and is between vertices of U. On the other hand, G[U|AEL
remains diamond-free, hence D € U. Therefore, |D N U] is either two or three, but then a
vertex in D \ U is adjacent to at least two vertices of DN U in G, a contradiction. |

» Lemma 7. Let E1 be a minimum solution to a reduced yes-instance (G, k). Every vertex
incident to some edge in Ey is contained in some small mazximal clique of type 1 in G.

Proof. Let G* = GAFEL, where uv is an edge in E,, and let U be a maximal clique of G*
containing u,v. We argue first that v is in some induced diamond in G[U].

Suppose for contradiction that v participates in no diamond in G[U]. Let X = Ng(v)NU.
The subgraph G[X] is a disjoint union of cliques: An induced path of length two would
make a diamond with v. Let {A;,..., Ay} be those nontrivial cliques (containing more
than one vertex) in G[X]; let B be the other vertices of X; and let C = U \ Ng[v]. Then
{A1,..., Ay, B,C} is a partition of the set U \ {v}. Note that p or |B| may be 0, but |[C| > 0
because u € C. To arrive at a contradiction, we will construct a solution £’y for G[U] whose
size is smaller than the number of non-edges in G[U]. Assume such an F’, exists and let
G’ be the graph obtained from G* by replacing G*[U] with G[U]AE’.. Since U is a type-1I
maximal clique of G*, for each z € V(G)\ U we have |Ng-(z)NU| < 1. By Proposition 6, G’
is diamond-free. This would however imply a strictly smaller solution than E., contradicting
that Ey is a minimum solution of (G, k). Now we show how to construct E’, .

Case 1, |B| > |C|. We set E', = () and E” the set of edges in G[C]. No edge in E’
is incident to v or N(v), and hence N(v) NU is still a disjoint union of cliques in G’. On
the other hand, no vertex x € C is in any diamond in G'[U] because Ng/(z) NU is an
independent set. Thus, G'[U] is diamond-free. Since B is an independent set of G, and v is
nonadjacent to C, we have |E; NU?%| > (“3') +1|C| > (‘gl) +|C| > |E”| = |E.UE"]|.

Case 2, |B| < |C|. We set E’, to be the set of non-edges in G[B U C], and E’ the set of
edges between BUC and U\ (B U C). To see that G'[U] is diamond-free, note that its maximal
cliques are BUC and {v}UA,; for 1 < i < p, whose intersection is either {v} or empty. We then
calculate the cardinality of £, NU?, which comprises three parts, those among B U C, which
is exactly E’,, those between C' and v, and those between C' and A;’s. Since v does not belong
to any diamond in G[U], each vertex in C' is adjacent to at most one vertex of A;;1 < i < p.
In other words, for each x € C and each 1 < ¢ < p, the number of non-edges between z and A;
is at least one. Therefore |[ELNU?| > |E/|+|C|+|C|xp > |E|+|B|+|C|xp > |E |+|E’|.

Now that v is in some induced diamond in G[U], we can find a maximal clique K of G
containing v and another two vertices of this diamond. Since U is not a clique in G, we have
K #U. And |[K NU| > 3 implies that K cannot induce a maximal clique of G*. Hence by
Lemma 4(ii), it is small. This concludes the proof of the lemma. <

After delimiting the ends of the edges added by a minimum solution, we now turn to
the ends of those edges deleted by a minimum solution. The next lemma states that some
maximal cliques in G remain maximal cliques after applying the solution.

» Lemma 8. Let E1 be a minimum solution to an instance (G, k), and let K be a mazimal
clique of type 11 in G. If EL contains neither (i) an edge between uw € K and v € N(K), nor
(ii) two edges between vertices of K and the same vertex in V(G) \ K, then K remains a
maximal clique (of type 11) in GAEL.
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Figure 2 An example with k£ = 4, of which a minimum solution is {+u2v2, —u1v2, —vov1, —usvy }.
(Note that uive and vovi are not in any diamond of G.) It has six maximal cliques, K1 =
{’Uo7 V1, V2, u1}, K2 = {1)2, V3, V4, Us, 1)6}, K3 = {UQ, V3, V4, Us, 1}5}7 K4 = {ug7 V7, ’l}g}, Ky =
{us, usa, v}, while K¢ comprises of u1,us,us,us and other ten unlabeled vertices. Four of these
maximal cliques, K», K3, K5, and Kg, are of type 1, of which only K is big, the other two of type
11. All 14 labeled vertices are vulnerable, and the other 8 unlabeled vertices are guarded.

Proof. Let G* = GAE.. Since K is a type-11 maximal clique of G, each vertex v € V(G)\ K
has at most one neighbor in K. By the assumption that E; contains neither (i) nor (ii),
this remains true in G + E4 and G*. On the other hand, E_ cannot contain edges of G[K];
otherwise, by Proposition 6, G* remains diamond-free after replacing G*[K] by G[K], which
implies a strictly smaller solution than E.. Therefore, K is a maximal clique in G*. |

The next corollary follows from Lemma 7 and Lemma 8.

» Corollary 9. Let EL be a minimum solution to a reduced yes-instance (G, k), and let K
be a mazimal cliqgue of G containing both ends of an edge in E_. Then either K € K4(G),
or K € K3(G) and K intersects one clique in Ks(G).

Lemma 7 and Corollary 9 motivate the following definitions. A vertex v is vulnerable
in graph G if (1) there exists some K € Ks(G) containing v; or (2) there are intersecting
maximal cliques K7 € K4(G) and Ky € Ko(G) such that v € Ks. A vertex is guarded if it
is not vulnerable. Lemma 7 and Corollary 9 can be summarized as: No (non-)edge in a
minimum solution can be incident to a guarded vertex. See Figure 2 for an illustration.

3 The kernel

We partition the vertex set of a reduced graph into five parts, and deal with them separately.
(i) vertices in small maximal cliques of type I (all of them are vulnerable);
(ii) vulnerable vertices in big maximal cliques of type 1 but not in the previous part;
(iii) other vulnerable vertices (not in any maximal cliques of type 1);
(iv) guarded vertices in (big) maximal cliques of type 1; and
(v) other guarded vertices (not in any maximal cliques of type 1).
Note that for this purpose we do not need to enumerate the maximal cliques. The key
observation is that we can easily find the cross edges of all diamonds by enumeration, from
which we can identify all vertices and edges in maximal cliques of type 1. We use the
procedure partition presented in Algorithm 1, which computes this partition in three steps:
It first finds all vertices in a maximal clique of type 1, from which it identifies those in a
small maximal clique of type 1, and finally it uses them to get all vulnerable vertices.
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Algorithm 1 The procedure partition.

INPUT: a reduced instance (G, k).
OUTPUT: vertices in the five parts have (i) mark “small,” (ii) marks “vulnerable” and
“type 1,” (iii) mark “vulnerable,” (iv) mark “type 1,” and (v) no mark, respectively.

1. for each edge uv € E(G) where N(u) N N(v) does not induce a clique do
1.1.  mark uv “cross edge”;
1.2.  mark u,v and all vertices in N(u) N N(v) as “type 1”;
1.3.  mark all edges between these vertices as “type 17;
\a vertezx is in a mazimal clique of type 1 if and only if it is marked “type 1.”
2. for each marked vertex v do
2.1. if G[N(v)] is not a cluster (a disjoint union of cliques) do mark v “small”;
2.2.  else if a clique in N(v) of size < 3k contains a cross edge do mark v “small”;
3. for each unmarked edge uv € E(G) do
3.1.  find the maximal clique K containing u and v;
3.2. if K contains any vertex marked “small” then mark vertices in K “vulnerable”;
3.3.  mark every edge in K “checked.”

It is easy to check that procedure partition runs in polynomial time. We now show its
correctness.

» Lemma 10. Procedure partition is correct.

Proof. An edge uv € E(G) is a cross edge if and only if N(u) N N(v) does not induce a
clique; this justifies step 1.1. Steps 1.2 and 1.3 follow from Proposition 5(i).

Step 2 considers all vertices in maximal cliques of type I. If some component of G[N(v)]
is not a clique, we can find a path zyz of length two. There are two different maximal cliques
containing v, z,y and v, y, z respectively. Both are of type 1, and hence by Lemma 4(i), at
least one of them is small. Step 2.2 also follows from Proposition 5(i). If a vertex v is not
marked in step 2, then every maximal clique containing v is either big or of type 11. Therefore,
all vertices in small maximal cliques of type 1 have been correctly identified in step 2.

Step 3 finds other vulnerable vertices. By definition, such a vertex is in some maximal
clique of type 11. If a type-1I maximal clique consists of an isolated vertex, it is guarded and
not marked in step 3. We may hence consider only nontrivial maximal cliques. All edges in
a type-1I maximal clique remain unmarked. Note that any two vertices of a type-IT maximal
clique determines this clique: It is the only maximal clique that contains these two vertices.
Vertices in the clique are vulnerable if and only if it contains a vertex marked “small.” We
only need to check the clique K once, so we mark them to avoid unnecessary repetition in
step 3.3. After step 3, all type-11 maximal cliques have been checked. |

3.1 Maximal cliques of type i

We start from the vertices in some small type-1 maximal cliques, and denote them by S(G),

ie, S(G)= |J K. Noting that the final graph has no small type-1 maximal cliques, we
KeK:(G)
can bound the size of S(G) by relating vertices in it to edges in a minimum solution.

» Lemma 11. If (G, k) is a reduced yes-instance, then |S(G)| < 18k3 + 2k.

Proof. Let Ey be a minimum solution of (G,k). Let X = U, cp, {z,y} and ¥ =
Uzyer, Na(z) N Ne(y), ie., all vertices incident to a (non-)edge in the solution and
respectively, all vertices that is a common neighbor of the two ends of a (non-)edge in
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the solution. Note that |X| < 2k, and by Proposition 3, |Y| < 3k - |Ex| < 3k%. Since
IS(G)N(XUY)| < |XUY| < 3k%+ 2k, it suffices to bound S(G) \ (X UY). A vertex
v € S(G)\ (X UY) cannot be contained in two type-I maximal cliques of G if they share
more than one vertex: Otherwise, there is a diamond (as in Proposition 5(ii)) in Ng[v], but
then v has to be in X UY, a contradiction.

Let us now consider the set of small type-I maximal cliques of G that contain vertices
from S(G) \ (X UY), which we denote by K'. We argue by contradiction that any pair of
cliques in K’ shares at most one vertex. Suppose otherwise, there are two maximal cliques

K1, Ky € K’ with | K7 N K3| > 2. We have seen that K N K> is disjoint from S(G) \ (X UY).

Now let u € K7 \ K3 and v € K5 \ K3 be two vertices in S(G) \ (X UY). Then there is
a diamond with v and two vertices in K; N Ky and one vertex in Ky \ K;. But by the
assumption u € X UY, we cannot add or delete any edge incident to u; on the other hand,
v & X UY forbids the deletion of other three edges, a contradiction.

Let v € S(G) \ (X UY), and let K be a clique in K’ containing v. By definition, there
exists a diamond in which (1) v is a degree-two vertex; (2) the two degree-three vertices are
in K; and (3) the other degree-two vertex is not in K. Since v is not in X NY, one of the two
edges of this diamond that are incident to the other degree-two vertex has to be in E_. In

other words, K contains for some edge xzy € E_, one in {z, y} and a common neighbor of z, y.

By Proposition 3, for each edge xy € E_, there are at most 3k vertices in Ng(x) N Ng(y); for
each z € Ng(z) N Ng(y), there can be at most one clique in K’ containing x, z and at most
one clique in K’ containing ¥, z. Therefore, there can be at most 3k -2 - |[E_| < 6k? cliques
in K. By definition, each clique in it is small and has at most 3k + 1 vertices, of which at
least two are not in S(G) \ (X UY). Hence |S(G) \ (X UY)| < (3k — 1) - 6k? = 18k> — 6k>.
Putting the two parts together, we have |S(G)| < 18k3 + 2k. <

Next, we consider the big type-I maximal cliques, and bound first the number of them.
» Lemma 12. If (G, k) is a reduced yes-instance, then |Ky(G)| < 6k2.

Proof. By Lemma 4, the only way to transform a big maximal clique of type I into one
of type 11 is deleting edges incident to it. For an edge e = uv € E_, denote by K. the

set of big type-I maximal cliques containing one in {u, v}, and one vertex in N(u) N N (v).

Note that ICp(G) = J.cp_ Ke. By Proposition 3, K, has at most 6k maximal cliques. Then
IKp(G)| < 6k - |E_| = 6k <

To bound the size of big type-1 maximal clique, we introduce another reduction rule.

» Rule 3. Let K € Ky(G) with |[K| > 3k + 3. If K contains a guarded vertex x that does
not occur in any other type-1 mazimal clique of G, delete it.

» Lemma 13. Rule 3 is safe: A reduced instance (G, k) is a yes-instance if and only if
(G — z,k) is a yes-instance.

Proof. It is easy to see that (G — x,k) is a reduced instance, and every solution of (G, k)
confined to G — z is a solution of (G — x, k). For the “if” direction, let Ey be a minimum
solution of (G — z,k), and let G* = GAEL. Note that (G — z)AEy = G* — x, and it is
diamond-free. No edge in Fy is incident to z, and hence Ng(z) = Ng+(x), which we simply
denote by N(x). By Proposition 5(ii), it suffices to prove that each maximal clique of G*
containing z is of type 1. For this purpose, we show that each component of G[N(z)] is
either a single vertex or a type-1I maximal clique in G* — .

Note that K \ {z} is a big maximal clique in G — z: It is a clique of size at least 3k + 2,
and its maximality follows from Lemma 4(i). Hence, by Lemma 4(ii), K \ {z} is a maximal
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clique (of type 11) in G* — x. Since z is a guarded vertex that does not occur in any other
type-1 maximal clique, every other maximal clique K’ containing x in G is of type 11, and it
cannot intersect any small type-1 maximal clique. Therefore, by Lemma 7, no edge added by
E, can be incident to any vertex in N(z). From Lemma 8 we can conclude that K’ \ {z}
either contains only a vertex or is a maximal clique (of type 1I) in G* — x.

Since no edge added by F. is between two vertices in N(z) and since z is a guarded
vertex, each component of G[N(z)] is either K \ {z} or K’ \ {z}, hence is either a single
vertex or a type-II maximal clique in G* — x. This concludes the proof. <

» Lemma 14. Let (G, k) be a reduced yes-instance. If Rule 8 is not applicable, then for each
K € Kiy(G), we have that |K| = O(k?).

Proof. Without loss of generality, assume that |K| > 3k + 3. Since Rule 3 is not applicable,
every vertex in K is either a vulnerable vertex, or a guarded vertex in more than one big
type-1 maximal clique. Let U; and Uy be the set of vulnerable vertices in K N S(G) and
K \ S(G) respectively. By the definition, each vertex in U; is adjacent to some vertex
in S(G) \ U1 by an edge of type-11 maximal clique. For each vertex v € S(G) \ Uy, the
cardinality of Us N N (v) is at most one; otherwise, there is a type-1 maximal clique containing
Us N N(v) and v which by Lemma 4(i) is small, contradicting to Uy C K \ S(G). Therefore,
|Uz| < 1S(G) \ Uy|, and by Lemma 11, K contains at most 18%k% + 2k vulnerable vertices. By
Lemma 4(i), every pair of big type-I maximal cliques shares at most one vertex. Hence, by
Lemma 12, K contains at most 6k2 guarded vertices that appear in some other big maximal
cliques of type 1. Putting them together we get |K| < 18k3 + 2k + 6k2. <

The next corollary follows immediately from Lemmas 12 and 14.

» Corollary 15. Let (G, k) be a reduced yes-instance. If Rule 3 is not applicable, then the
number of vertices that are contained in some cliques in Ky(G) is O(k®).

3.2 Maximal cliques of type ii

We have bounded the number of vertices in all maximal cliques of type I, and it remains
to bound the number of vertices that occur only in maximal cliques of type 11. Let T(QG)

denote these vertices, i.e., T(G) = V(G) \ U K. Tt may not be surprising that
KeK.(G)UKy(G)
we can delete all the guarded vertices in them.

» Rule 4. If there is a guarded vertex x not in any type-1 mazximal clique of G, delete it.

» Lemma 16. Rule 4 is safe: A reduced instance (G, k) is a yes-instance if and only if
(G —x,k) is a yes-instance.

Proof. It is easy to see that (G — x,k) is a reduced instance, and every solution of (G, k)
confined to G — « is a solution of (G — x, k). For the other direction, let F4 be a minimum
solution of (G — z, k), and it is sufficient to show that z is not part of any diamond in
G* = GAFEL. Note that z is a vertex which is part of only type-11 maximal cliques in G and
not adjacent to any vertex in small type-1 maximal cliques in G. Therefore, by Lemma 7,
none of the vertices in N(x) is incident to any edges of Ey. If z is part of a diamond in
G*, then it is formed by a deletion of an edge in G[N[z]] by E_. But this is not possible
by Corollary 9, as none of the edges in G[N|z]] is part of any type-IT maximal clique which
intersects with a small type-1 maximal clique in G — z. <
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If Rule 4 is not applicable, then all vertices in T(G) are vulnerable. As demonstrated
in Figure 2, an edge may be deleted from a maximal clique of type 11. In that example,
neither end of the deleted edge vgv; is in any maximal clique of type 1. This can happen
only after some modification happens in the neighborhood of this vertex — usvs added in the

example. According to Proposition 2, however, this would not happen when |K| > k + 3.

In other words, to make sure a large clique in K3(G) is immutable to future modifications,
it suffices to keep k + 3 of its vertices. This motivates the following reduction rule, whose
statement is however more complex than previous ones. The main trouble here is that we are
not allowed to delete all but k + 3 guarded vertices from a clique in KC3(G), because it may
be required for another clique in Ko(G). For a pair of vertices u, v, we denote by N (u,v) the
set of common neighbors of u and v not in S(G), i.e., N(u,v) = (N(u) N N(v)) \ S(G).

» Proposition 17. Let u,v be two vertices in G. If uv ¢ E(G), then N(u,v) form an
independent set. Moreover, if uv € E4 for a solution Ey of (G, k), then |N(u,v)| < k.

Proof. If G[N(u,v)] has an edge zy, then {u, v, z,y} forms a diamond. There are two type-I
maximal cliques containing {x,y,u} and {x,y, v} respectively. By Lemma 4(i), at least one of
them is small, contradicting to =,y ¢ S(G). The second claim follows from Proposition 2. <

Our last rule would keep at most k 4 1 from such sets. To avoid unnecessary clutters, we
simply say we mark k + 1 vertices in N(u,v), even if its size is smaller than k + 1; in which
case, we mark all of them.

» Rule 5. For each pair of vertices u,v € S(G), arbitrarily mark k + 1 vertices in N(u,v).
If N (u,v)| < k, then for each vertex w € N(u,v), arbitrarily mark k + 1 vertices in N (u,w)
and k + 1 vertices in N(v,w). If there is an unmarked vertex x in T(QG), delete it.

» Lemma 18. Rule 5 is safe: A reduced instance (G, k) is a yes-instance if and only if
(G — z,k) is a yes-instance.

Proof. It is easy to see that (G — x,k) is a reduced instance, and every solution of (G, k)
confined to G — z is a solution of (G — x, k). For the “if” direction, let Ey be a minimum
solution of (G — z,k), and let G* = GAEL. We show that each maximal clique of G*
containing x is a maximal clique of G and is of type 11 in G*. Since Proposition 5(ii) implies
that deleting a vertex not in any type-1 maximal clique does not alter type-I maximal cliques,
we have S(G") = S(G).

Let K be a maximal clique of G containing x; note that K is a maximal clique of type 11
in G, as € T(G). We argue that |[Ng«(y) N K| < 1 for every y € V(G) \ K. Since K is a
maximal clique of type 1I in G, we have (1) |Ng(y) N K| is either 0 or 1; and (2) for every
pair of vertices u,v € K, N(u,v) C Ng(u) N Ng(v) = K.

Suppose first that there are at least two edges between y and K in E. Let u,v € K be

two vertices such that yu,yv € E;. Then by Lemma 7, u,v € S(G’), and hence u,v € S(G).

Clearly, © # u, * # v and z is an unmarked vertex in N(u,v). Further, there are k + 1
marked vertices in N (u,v). It follows that |[K \ {z}| > k+ 3, and E_ does not have any edge
in G'[K \ {z}] by Proposition 2(i). Therefore, for each marked vertex z € N(u,v) that is not
adjacent to y, the set {u,v,y, z} induces a diamond in G’ + {yu,yv}. The only edge we can
edit is yz, but |[Ng(y) N K| < 1, and there are at least k 4 2 edges between y and K, which
is impossible.

Hence, at most one edge can be added between y and K by E;. If |[Ng(y) N K| =0, or
|[Ne(y) N K| =1 but the only edge between y and K is deleted, then it is trivial that y is
adjacent to at most one vertex of K in G*. Suppose that Ng«(y) N K = {u, v} while only u
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is in Ng(y); note that yu ¢ E_ and yv € E4. By Lemma 7, y,v € S(G’), and hence in S(G).
According to Proposition 17, there are at most k vertices in N(v,y) in G'. If u ¢ S(G), then
it has been marked; hence x # u. Also, z # v as & € T(G). By the rule, no matter whether
u is in S(G) or not, we should have marked vertices in N(u,v). Since x € N(u,v) but is not
marked, we have |N(u,v)| > k+ 1. Let z be any marked vertex in N (u,v); it is not in Ng(y)
by assumption. But then {u,v,y, 2z} induces a diamond in G’ 4+ yv, in which we have to add
the missing edge yz, which requires |E4| > k, a contradiction.

We have thus concluded |Ng«(y) N K| < 1 for each vertex y in V(G)\ K. By Proposition 6,
K \ {2} remains a clique in G* — z, otherwise we can find a strictly smaller solution. Then
K is a maximal clique of type II in G*. On the other hand, according to Proposition 17, no
edge is added between two vertices of Ng(x). Therefore, N(z) induces exactly the same
subgraph in G and G*. Hence, any maximal clique of G* containing x is a maximal clique of
G as well, hence of type 11 in G*. This concludes the proof of the lemma. |

Now Theorem 1 follows by counting numbers of different kinds of vertices.

Proof of Theorem 1. We show first that Rules 3-5 can be applied in polynomial time. For
a guarded vertex z, N(x) induces a cluster graph and each maximal clique in the cluster
graph together with x forms the maximal cliques of G containing x. Recall that a maximal
clique is of type I if and only if it contains both ends of a cross edge. Since the procedure
partition finds all guarded vertices (no mark) and cross edges, we can find for each guarded
vertex all type-1 maximal cliques and type-11 maximal cliques containing it in polynomial
time. Therefore, both Rules 3 and Rule 4 can be applied in polynomial time. Moreover, the
procedure partition finds all vertices in S(G) (mark “small”) and T(G) (no mark “type
1”), and hence Rule 5 can be applied in polynomial time.

We claim that if none of Rules 3-5 is applicable to a reduced yes-instance (G, k), then
|V(G)| = O(k®). By Lemma 11, the number of vertices in small type-T maximal cliques is
|S(G)| = O(k?). By Corollary 15, we have O(k®) vertices in big type-1 maximal cliques. For
each pair of vertices u, v in S(G), we mark at most k+ 1 common neighbors of them. For each
common neighbor w of u, v, we mark at most 2k+2 vertices: k+1 vertices in N (u,w) and k+1
vertices in N (v, w). Hence |T(G)| = O(k®), and |V (G)| = O(k*)+O(k®)+O(k®) = O(k®). =

4 A cubic kernel for diamond-free edge deletion

We use four simple reduction rules to get a cubic kernel for diamond-free edge deletion. The
details of this section are omitted due to space limit.

1. If there exist an edge uv and 2k + 2 distinct vertices 1,41, ..., Tg+1, Ye+1 in N(u) NN (v)
such that z;y; € F(QG) for 1 < i < k+ 1, then delete uv and decrease k by one.

2. Mark an edge uv “permanent” if there are 2k 4 2 distinct vertices z1,y1, - -+, Tht1, Yk+1
in N(u) N N(v) such that z;y; € E(G) for all 1 <i < k+ 1. If there exists a diamond
consisting of only permanent edges, return a trivial no-instance.

3. If there is a vertex x not in any small maximal clique, delete it.

4. Delete all edges and vertices not in any maximal clique of type I.

» Lemma 19. Let (G, k) be a yes-instance of the diamond-free edge deletion problem. If
none of the reduction rules is applicable, then |V (G)| = O(k?).
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—— Abstract

Graph randomisation is a crucial task in the analysis and synthesis of networks. It is typically
implemented as an edge switching process (ESMC) repeatedly swapping the nodes of random
edge pairs while maintaining the degrees involved [23]. Curveball is a novel approach that instead

considers the whole neighbourhoods of randomly drawn node pairs. Its Markov chain converges
to a uniform distribution, and experiments suggest that it requires less steps than the established
ESMC [6]. Since trades however are more expensive, we study Curveball’s practical runtime by
introducing the first efficient Curveball algorithms: the I/O-efficient EM-CB for simple undir-
ected graphs and its internal memory pendant IM-CB. Further, we investigate global trades [6]
processing every node in a single super step, and show that undirected global trades converge
to a uniform distribution and perform superior in practice. We then discuss FM-GCB and EM-
PGCB for global trades and give experimental evidence that EM-PGCB achieves the quality of
the state-of-the-art ESMC algorithm EM-ES [15] nearly one order of magnitude faster.
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1 Introduction

In the analysis of complex networks, such as social networks, the underlying graphs are
commonly compared to random graph models to understand their structure [17, 27, 34].
While simple models like Erdés-Rényi graphs [11] are easy to generate and analyse, they are
too different from commonly observed powerlaw degree sequences [27, 26, 34]. Thus, random
graphs with the same degree sequence as the given graph are frequently used [8, 17, 32]. In
practice, many of these graphs are simple graphs, i.e. graphs without self-loops and multiple
edges. In order to obtain reliable results in these cases, the graphs sampled need to be simple
since non-simple models can lead to significantly different results [31, 32]. The randomisation
of a given graph is commonly implemented as an edge switching Markov chain ESMC [8, 24].

Nowadays, massive graphs that cannot be processed in the RAM of a single computer,
require new analysis algorithms to handle these huge datasets. In turn, large benchmark
graphs are required to evaluate the algorithms’ scalability — in terms of speed and quality.
LFR is a standard benchmark for evaluating clustering algorithms which repeatedly generates
highly biased graphs that are then randomised [18, 19]. [15] presents the external memory
LFR generator EM-LFR and its I/O-efficient edge switching EM-ES. Although EM-ES
is faster than previous results even for graphs fitting into RAM, it dominates EM-LFR’s
running time. Alternative sampling via the Configuration Model [25] was studied to reduce
the initial bias and the number of ESMC steps necessary [14]. Still, graph randomisation
remains a major bottleneck during the generation of these huge graphs.

The Curveball algorithm has been originally proposed for randomising binary matrices
while preserving row and column sums [35, 36] and has been adopted for graphs [5, 6]: instead
of switching a pair of edges as in ESMC, Curveball trades the neighbours of two nodes in each
step. Carstens et al. further propose the concept of a global trade, a super step composed of
single trades targetting every node! in a graph once [6]. The authors show that global trades
in bipartite or directed graphs converge to a uniform distribution, and give experimental
evidence that global trades require fewer Markov chain steps than single trades. However,
while fewer steps are needed, the trades themselves are computationally more expensive.
Since we are not aware of previous efficient Curveball algorithms and implementations, we
investigate this trade-off here.

Our contributions. We present the first efficient algorithms for Curveball: the (sequential)
internal memory and external memory algorithms IM-CB? and EM-CB for the Simple
Undirected Curveball algorithm (see section 4). Experiments in section 5, indicate that they
are faster than the established edge switching approaches in practice.

In section 3, we show that random global trades lead to uniform samples of simple,
undirected graphs and demonstrate experimentally in section 5 that they converge even faster
than the corresponding number of uniform single trades. Exploiting structural properties
of global trades, we simplify EM-CB yielding EM-GCB and the parallel I/O-efficient EM-
PGCB which achieves EM-ES’s quality nearly one order of magnitude faster in practice (see
section 5).

L For an odd number n of nodes, either a single node is left out or equivalently an isolated node is added.
2 We prefix internal memory algorithms with IM and I/O-efficient algorithms with EM. The suffices CB, GCB,
and PGCB denote Curveball, CB. with global trades, and parallel CB. with global trades respectively.
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2 Preliminaries and Notation

We define the short-hand [k] := {1,...,k} for k € Ny, and write [x;]’_, for an ordered
sequence [ZTg, Tat1,---,Tp)-

Graphs and degree sequences. A graph G = (V, E) has n = |V| sequentially numbered
nodes V.= {vy,...,v,} and m = |E| edges. Unless stated differently, graphs are assumed
to be undirected and unweighted. To obtain a unique representation of an undirected edge
{u,v} € E, we use ordered edges [u,v] € E implying u < v; in contrast to a directed edge,
the ordering is used algorithmically but does not carry any meaning. A graph is called simple
if it contains neither multi-edges nor self-loops, i.e. £ C {{u,v}|u,v € V with v # v }. For
node u € V define the neighbourhood A, := {v : {u,v} € E} and degree deg(u) := |A,|. Let
dmax 1= max,{deg(v)} be the maximal degree of a graph. A vector D = [d; |’ is a degree
sequence of graph G iff Vv; € V': deg(v;) = d;.

Randomisation and Distributions. PLD ([a, b), ) refers to an integer Powerlaw Distribution
with exponent —y € R for v > 1 and values from the interval [a,b); let X be an integer
random variable drawn from PLD ([a, b),7) then P[X=k] o< k=7 (proportional to) if a < k < b
and P[X=k] = 0 otherwise. A statement depending on some number = > 0 is said to hold
with high probability if it is satisfied with probability at least 1 — 1/x¢ for some constant
¢ > 1. Let S be a finite set, z € S and let o be permutation on S, we define rank, (z) as the
number of elements positioned in front of z by o.

2.1 External-Memory Model

In contrast to classic models of computation, such as the unit-cost random-access machine,
modern computers contain deep memory hierarchies ranging from fast registers, over caches
and main memory to solid state drives (SSDs) and hard disks. Algorithms unaware of these
properties may face performance penalties of several orders of magnitude.

We use the commonly accepted external memory (EM) model by Aggarwal and Vitter [1]
to reason about the influence of data locality in memory hierarchies. It features two memory
types, namely fast internal memory (IM or RAM) holding up to M data items, and a slow
disk of unbounded size. The input and output of an algorithm are stored in EM while
computation is only possible on values in IM. An algorithm’s performance is measured in
the number of 1/Os required. Each I/O transfers a block of B = Q(v/M) consecutive items
between memory levels. Reading or writing n contiguous items is referred to as scanning
and requires scan(n) := O(n/B) I/0s. Sorting n consecutive items triggers sort(n) :=
O((n/B)-logy p(n/B)) 1/0s. For all realistic values of n, B and M, scan(n) < sort(n) < n.
Sorting complexity constitutes a lower bound for most intuitively non-trivial EM tasks [22].

EM queues use amortised O(1/B) I/Os per operation and require O(B) main memory [28].

An external priority queue (PQ) requires O(sort(n)) I/Os to push and pop n items [2].

2.2 TFP: Time Forward Processing

Time Forward Processing (TFP) is a generic technique to manage data dependencies of
external memory algorithms [21]. Consider an algorithm computing values x1,...,z, in
which the calculation of x; requires previously computed values. One typically models these
dependencies using a directed acyclic graph G=(V, E). Every node v; € V corresponds to the
computation of z; and an edge (v;,v;) € E indicates that the value x; is necessary to compute
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1 PQ.push(<key=2, value=0>); PQ.push(<key=2, value=1>)
2 foreach i+ 2,...,n do
b2 U3 V4 Y5 3 sum < 0
To+2T1 T1+22 Totx3| |x3+a 4 | while PQ.min.key == i do // Two iterations
ro=1 r3=2 r4=3 5= 5 ‘ sum < sum + PQ.remove-min().value
N 6 print (“z; =7, sum)
7 PQ.push(<key=i+1, sum>); PQ.push(<key=i+2, sum>)

Figure 1 Left: Dependency graph of the Fibonacci sequence (ignoring base case). Right: Time
Forward Processing to compute sequence.

x;. For instance consider the Fibonacci sequence g =0, z; =1, z; = x;—1 +2;-2 Vi > 2 in
which each node v; with 7 > 2 depends on exactly its two predecessors (see Fig. 1). Here, a
linear scan for increasing 7 suffices to solve the dependencies.

In general, an algorithm needs to traverse G according to some topological order <7 of
nodes V' and also has to ensure that each v; can access values from all v; with (v;,v;) € E.
The TFP technique achieves this as follows: as soon as x; has been calculated, messages of
the form (v;, ;) are sent to all successors (v;,v;) € E. These messages are kept in a minimum
priority queue sorting the items by their recipients according to <. By construction, the
algorithm only starts the computation v; once all predecessors v; <7 v; are completed. Since
these predecessors already removed their messages from the PQ, items addressed to v; (if
any) are currently the smallest elements in the data structure and can be dequeued. Using a
suited EM PQ [2], TFP incurs O(sort(k)) I/Os, where k is the number of messages sent.

3 Randomisation schemes

Here, we summarise the randomisation schemes ESMC [24] and Curveball for simple undirec-
ted graphs [5], and then discuss the notion of global trades. Since these algorithms iteratively
modify random parts of a graph, they can be analysed as finite Markov chains. It is well
known that any finite, irreducible, aperiodic, and symmetric Markov chain converges to the
uniform distribution on its state space (e.g. [20]). Its mizing time indicates the number of
steps necessary to reach the stationary distribution.

3.1 Edge-Switching

ESMC is a state-of-the-art randomisation method with a wide range of applications, e.g. the
generation of graphs [15, 19], or the randomisation of biological datasets [16]. In each step,
ESMC chooses two edges e = [u1,v1], e2 = [ug2,v2] and a direction d € {0,1} uniformly at
random and rewires them into {u1,us}, {v1,v2} if d=0 and {u1,ve}, {v1,us} otherwise. If
a step yields a non-simple graph, it is skipped. ESMC’s Markov chain is irreducible [10],
aperiodic and symmetric [23] and hence converges to the uniform distribution on the space of
simple graphs with fixed degree sequence. While analytic bounds on the mixing time [12, 13|
are impractical, usually a number of steps linear in the number of edges is used in practice [29)].

3.2 Simple Undirected Curveball algorithm

Curveball is a novel randomisation method. In each step, two nodes trade their neighbour-
hoods, possibly yielding faster mixing times [5, 35, 36].

» Definition 1 (Simple Undirected Trade). Let G = (V, E) be a simple graph, A be its
adjacency list representation, and A,, be the set of neighbours of node u. A trade t = (i, j, o)
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Figure 2 The trade (i, 7,0) between nodes ¢ and j only considers edges to the disjoint neigh-
bours {1,...,5}. For the reassigned disjoint neighbours we use the short-hand B;_; := {z | z €
D;j,ranks(x) < |Ai—;|} and Bj_; := {z | ¢ € D;j,rank,(z) > |Ai—;|}. The triangle (4,7,6) is
omitted as trading any of its edges would either introduce parallel edges, self loops, or result in no
change at all. Then, the given ¢ exchanges four edges.

from A to adjacency list B is defined by two nodes ¢ and j, and a permutation o: D;; — D;;
where A;_; = A; \ (4; U{j}) and D;; := A;_; U A;_;. As shown in Fig. 2, performing ¢ on
G results in Bl = (Az\Al_j) @] {l’ | xr € D,;j,rankg(x) S |A1_J|} and Bj = (AJ\A]_l) @] {:ZJ |
x € D;j,rank,(x) > |A;—;|}. Since edges are undirected, symmetry has to be preserved: for
all uw € A;\B; the label j in adjacency list B, is changed to ¢ and analogously for A; \ B;.

Simple Undirected Curveball randomises a graph by repeatedly selecting a node pair
{4,j} and permutation ¢ on the disjoint neighbours uniformly at random. Its Markov chain
is irreducible, aperiodic and symmetric and hence converges to the uniform distribution [6].

3.3 Undirected Global Trades

Trade sequences typically consist of pairs in which each constituent is drawn uniformly at
random. While it is a well-known fact® that ©(nlogn) trades are required in expectation
until each node is included at least once, there is no apparent reason why this should be
beneficial; in fact, experiments in section 5 suggest the contrary.

Carstens et al. propose the notion of global trades for directed or bipartite graphs as a
2-partition of all nodes implicitly forming n/2 node pairs to be traded in a single step [6].
This concept is not applicable to undirected graphs where in general the two directions (u,v)
and (v, u) of an edge {u,v} cannot be processed independently in a single step. We hence
extend global trades to undirected graphs by interpreting them as a sequence of n/2 single
trades which together target each node exactly once (we assume n to be even; if this is
not the case we add an isolated node). Dependencies are then resolved by the order of this
sequence.

» Definition 2 (Undirected Global trade). Let G = (V, E) be a simple graph and 7: V — V
be a permutation on the set of nodes. A global trade T = (t1,...,tp) for £ = |n/2] is a
sequence of trades ¢; = {m(ve;—1), (v2;),0;}. By applying T to G we mean that the trades
t1,...,t; are applied successively starting with G.

Theorem 3 allows us to use global trades as a substitute for a sequence of single trades,
as global trades preserve the stationary distribution of Curveball’s Markov chain. The proof
extends [6], which shows convergence of global trades in bipartite or directed graphs, to
undirected graphs and uses similar techniques.

3 For instance studied as the coupon collector problem.
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» Theorem 3. Let G = (V, E) be an arbitrary simple undirected graph, and let Q¢ be the
set of all simple directed graphs that have the same degree sequence as G. The Curveball
algorithm with global trades and started at G converges to the uniform distribution on Qg.

Proof. In order to prove the claim, we have to show irreducibility and aperiodicity of the
Markov chain as well as symmetry of the transition probabilities.

For the first two properties it suffices to show that whenever there exists a single trade from
state A to B, there also exists a global trade from A to B (see [4] for a similar argument).*
Observe that there is a non-zero probability that a single trade does not change the graph,
e.g. by selecting o; as the identity. Hence there is a non-zero probability that ...

a global trade does not alter the graph at all. This corresponds to a self-loop at each

state of the Markov chain and hence guarantees aperiodicity.

all but one single trade of a global trade do not alter the graph. In this case, a global

trade degenerates to a single trade and the irreducibility shown in [4] carries over.

It remains to show that the transition probabilities are symmetric. Let 755 be the set of
global trades that transform state A to state B. Then the transition probability between
A and B equals the sum of probabilities of selecting a trade sequence from 7§ ,. That is
Pyp = ZTeTjB P4(T) where P 4(T) denotes the probability of selecting global trade T in
state A.

The probability P 4(t) of selecting a single trade t = (i, j,0) from state A to state B
equals the probability Pg(f) of selecting the reverse trade ¢ = (i,7,0~!) from state B to
A [6]. We now define the reverse global trade of T = (t1,...,t;) as T = (f4,...,11). Tt is
straight-forward to check that this gives a bijection between the sets T4, and T3 4.

It remains to show that the middle equality holds in

Pap = ZTGT,;’B Py(T) = ZTGT,;'A Pp(T") = Ppa.

Let T = (t1,...,ts) be a global trade from A to B as implied by m and A=A,,..., Ap1=B
be the intermediate states. We denote the reversal of T and m as T and 7 respectively
and obtain Ps(T) = P(m)Pa,(t1)...Pa,(ts) = P(A)Pp(ty) ... Pa,(f1) = PB(T). Clearly
P(m) = P(7) as we are picking permutations uniformly at random. The second equality
follows from P 4(t) = Pp(#) for a single trade between A and B. <

4 Novel Curveball algorithms for undirected graphs

In this section we present the related algorithms EM-CB, IM-CB, EM-GCB and EM-PGCB.
The algorithms receive a simple graph G and a trade sequence T = [{u;,v;}]i—, as input
and compute the result of carrying out the trade sequence T (see section 3.2) in order.

EM-CB and IM-CB are sequential solutions suited to process arbitrary trade sequences T'.
For our analysis, we assume T”s constituents to be drawn uniformly at random (as expected
in typical applications). Both algorithms share a common design, but differ in the data
structures used. EM-CB is an I/O-eflicient algorithm while IM-CB is optimised for small
graphs allowing for unstructured accesses to main memory. In contrast, EM-GCB and
EM-PGCB process global trades only. This restricted input model allows us to represent the
trade sequence T implicitly by hash functions which further accelerates trading.

4 Since each global trade can be emulated by its n/2 decomposed single trades, the reverse is true for a
hop of n/2 single trade steps. Due to dependencies however the transition probabilities generally do not
match, see V = {1,2,3,4} and E = {[1,2],[3,4]} for a simple counterexample.
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Algorithm 1: EM-CB.
Data: Trade sequence T, simple graph G = (V, E) by edge list £

// Preprocessing: Compute Dependencies
1 foreach trade t; = (u,v) € T for increasing ¢ do

2 ‘ Send messages (u, t;) and (v,t;) to Sorter SorterTtoV

3 Sort SorterTtoV lexicographically // All trades of a node are next to each other
4 foreach node u € V do

5 Receive 8(u) = [t1,...,tx] from k messages addressed to u in SorterTtoV

6 Set tg41 < 00 // t1 =00 iff u is never active
7 Send (t;,u,tiy+1) to SorterDepChain for i € [k]

8 foreach directed edge (u,v) € E do

9 if v < v then

10 ‘ Send message (v, u, t1) via PqVtoV

11 else

12 Receive t] from unique message received via PqVtoV

15 if t1 <t} then Send message (t1,u,v,t7) via PqTtoT

else Send message (t1,v,u,t1) via PqTtoT
14 Sort SorterDepChain

// Main phase - Currently at least the first trade has all information it needs
15 foreach trade t; = (u,v) € T for increasing ¢ do

16 Receive successors 7(u) and 7(v) via SorterDepChain
17 Receive neighbours Ag(u), Ac(v) and their successors 7(-) from PqTtoT
18 Randomly reassign disjoint neighbours, yielding new neighbours A, (u) and Ag(v).

19 foreach (a,b) € ({u} x Ag(u)) U ({v} x Ag(v)) do

if 7, = co and 7, = co then Output final edge {a,b}

20 else if 7, < 7, then Send message (74, a,b, ) via PqTtoT
else Send message (1, b, a,7q) via PqTtoT

At core, all algorithms perform trades in a similar fashion: In order to carry out the
i-th trade {u;,v;}, they retrieve the neighbourhoods A,, and A,,, shuffle’ them, and then

update the graph. Once the neighbourhoods are known, trading itself is straight-forward.

We compute the set of disjoint neighbours D = (A,, U A,,) \ (A, N A,,) and then draw
| Ay, N D] nodes from D for u; uniformly at random while the remaining nodes go to v;. If
Ay, and A,, are sorted this requires only O(| A, |+ |Av,|) work and scan(|Ay,| + | Ay, |) T/Os
(see also proof of Lemma 6 if the neighbourhoods fit into RAM). Hence we focus on the
harder task of obtaining and updating the adjacency information.

4.1 EM-CB: A sequential 1/0-efficient Curveball algorithm

EM-CB is an I/O-efficient Curveball algorithm to randomise undirected graphs as detailed
in Alg. 1. This basic algorithm already contains crucial design principles which we further
explore with IM-CB, EM-GCB and EM-PGCB in sections 4.2 and 4.4 respectively.

The algorithm encounters the following challenges. After an undirected trade {u,v} is
carried out, it does not suffice to only update the neighbourhoods A, and A,: consider the
case that edge {u,z} changes into {v,z}. Then this switch also has to be reflected in the
neighbourhood of A,. Here, we call v and v active nodes while z is a passive neighbour.

5 In contrast to Definition 2, we do not consider the permutation o of disjoint neighbours as part of
the input, but let the algorithm choose one randomly for each trade. We consider this design decision
plausible as the set of disjoint neighbours only emerges over the course of the execution.
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In the EM setting another challenge arises for graphs exceeding main memory; it is
prohibitively expensive to directly access the edge list since this unstructured pattern triggers
(1) I/Os for each edge processed with high probability.

EM-CB approaches these issues by abandoning a classical static graph data structure
containing two redundant copies of each edge. Following the TFP principle, we rather
interpret all trades as a sequence of points over time that are able to receive messages.
Initially, we send each edge to the earliest trade one of its endpoints is active in.® This way,
the first trade receives one message from each neighbour of the active nodes and hence can
reconstruct A,,, and A,,. After shuffling and reassigning the disjoint neighbours, EM-CB
sends each resulting edge to the trade which requires it next. If no such trade exists, the
edge can be finalised by committing it to the output.

The algorithm hence requires for each (actively or passively) traded node u, the index of
the next trade in which u is actively processed. We call this the successor of u and define it to
be oo if no such trade exists. The dependency information is obtained in a preprocessing step;
given T = [{u;,v;}]_,, we first compute for each node u the monotonically increasing index
list S(u) of trades in which u is actively processed, i.e. 8(u) := [i|u € ¢; for i € [{]] o [oc].

» Example 4. Let G = (V, E) be a simple graph with V' = {v1, v9, v3,v4} and trade sequence
T = [t1: {v1,v2},to: {vs,va}, 3 {v1,vs}, L4 {vo,v4}, 85 {v1,v4}]. Then, the successors §
follow as 8(v1) = [1, 3,5, 00|, 8(ve) = [1,4, 00|, 8(vs) = [2, 3, 0], 8(vs) = [2,4, 5, 0].

This information is then spread via two channels:
After preprocessing, EM-CB scans 8 and T' conjointly and sends (t;, u;, t¥) and (¢;, v;,t¥)
to each trade t;. The messages carry the successors t;' and t] of the trade’s active nodes.
When sending an edge as described before, we augment it with the successor of the
passive node. Initially, this information is obtained by scanning the edge list £ and &
conjointly. Later, it can be inductively computed since each trade receives the successors

of all nodes involved.

» Lemma 5. For an arbitrary trade sequence T of length £, EM-CB has a worst-case 1/0
complexity of Olsort({) + sort(n) + scan(m) + ldmax/Blogy 5(m/B)]. For r global trades,
the worst case I/0 complexity is O(r[sort(n) + sort(m)]).

Proof. Refer to the full article [7] for the proof. <

4.2 |IM-CB: An internal memory version of EM-CB

While EM-CB is well-suited if memory access is a bottleneck, we also consider the modified
version IM-CB. As shown in section 5, IM-CB is typically faster for small graph instances.
IM-CB uses the same algorithmic ideas as EM-CB but replaces its priority queues and
sorters” by unstructured I/O into main memory (see [7] for details):
Instead of sending neighbourhood information in a TFP-fashion, we now rely on a classical
adjacency vector data structure Ag (an array of arrays). Similarly to EM-CB, we only

6 If an edge connects two nodes that are both actively traded we implicitly perform an arbitrary tie-break.

7 The term sorter refers to a container with two modes of operation: in the first phase, items are pushed
into the write-only sorter in an arbitrary order by some algorithm. After an explicit switch, the filled
data structure becomes read-only and the elements are provided as a lexicographically non-decreasing
stream which can be rewound at any time. While a sorter is functionally equivalent to filling, sorting and
reading back an EM vector, the restricted access model reduces constant factors in the implementation’s
runtime and I/O-complexity [3].
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Figure 3 During the trade j=1,41=3,i2=4 the edge {v1,v2} is produced; the arrows indicate
positions considered as successors. Since v1 and wve are already processed in round j=1, w2 is used
to compute the successor. Then, the message is sent to v; in round 2 as v is processed before va.

keep one directed representation of an undirected edge. As an invariant, an edge is always
placed in the neighbourhood of the incident node traded before the other. To speed-up
these insertions, IM-CB maintains unordered neighbourhood buffers.

IM-CB does not forward successor information, but rather stores 8 in a contiguous block
of memory. The algorithm additionally maintains the vector Sj4x[1...n] where the i-th
entry points to the current successor of node v;. Once this trade is reached, the pointer
is incremented giving the next successor.

» Lemma 6. For a random trade sequence T' of length ¢, IM-CB has an expected running
time of O(n+ £+ m+ €m/n). In the case of r many global trades (each consisting of n/2
normal trades) the running time is given by O(n + rm).

Proof. Refer to the full article 7] for the proof. <

4.3 EM-GCB: An I/O-efficient Global Curveball algorithm

EM-GCB builds on EM-CB and exploits the regular structure of global trades to simplify
and accelerate the dependency tracking. As discussed in section 3.3, a global trade can
be encoded as a permutation 7: [n] — [n] by interpreting adjacent ranks as trade pairs,
ie. T = [{vﬂ(gi_l),vﬂ(gi)}]?ﬁ. In this setting, a sequence of global trades is given by r
permutations [, ]5:1‘ The model simplifies dependencies as it is not necessary to explicitly
gather § and communicate successors.

As illustrated in Fig. 3, we also change the addressing scheme of messages. While EM-CB
sends messages to specific nodes in specific trades, EM-GCB exploits that each node v; is
actively traded only once in each round j and hence can be addressed by its position 7;(¢).
Successors can then be computed in an ad hoc fashion; let a trade of adjacent positions
i1 < iz of the j-th global trade produce (amongst others) the edge {vs,v,}. The successor of
v, (and analogously the one of v) is 8, ;,[vs] = (j, mj(x)) if v, is processed later in round j
(i.e. m(2z)/2 > i2) and otherwise §; ;,[v.] = (j+1,7j+1(z)). Here we imply an untraded
additional function 7,11 (z) = « which avoids corner cases and generates an ordered edge list
as a result of the r-th global trade.

To reduce the computational cost of the successor computation, EM-GCB supports fast
injective functions f: X — Y where [n] C X and [n] C Y. In contrast to the original
permutations, their relevant image { f(x) | « € [n] } may contain gaps which are simply
skipped by EM-GCB. This requires minor changes in the addressing scheme.

In practice, we use functions from the family of linear congruential maps H, :=
{hap |1 <a<pand 0<b<p} with hyp(xz) = [(ax + b) mod p| where p is the smal-
lest prime number p > n. Random choices from H,, are well suited for EM-GCB since they
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current round next round
1] H | [ [ T 1T Tl ICTTTTTTIT T T TT 1+
macrochunk In EM
1T T T T T T T J= In IM (front block)
batch

1 \_ﬂ:l:l@:l\_} P «— the p microchunks in a batch are processed in parallel

Figure 4 EM-PGCB splits each global trade into k macrochunks and maintains an external
memory queue for each. Before processing a macrochunk, the buffer is loaded into IM and sorted,
and further subdivided into z batches each consisting of p microchunks. A type (ii) message is
visualised by the red intra-batch arrow.

are 2-universal® and contain only O(log(n)) gaps (see [7] for details). They are also bijections
with an easily computable inverse h;ll) that allows EM-GCB to determine the active node
h;i(z) traded at position i; this operation is only performed once for each traded position.
EM-GCB also supports non-invertible functions. This can be implemented with messages
(h(7),1) that are generated for 1 <i < n and delivered using TFP.

4.4 EM-PGCB: An 1/0O-efficient parallel Global Curveball algorithm

EM-PGCB adds parallelism to EM-GCB by concurrently executing multiple sequential trades.
As in Fig. 4, we split a global trade into microchunks each containing a similar number of
node pairs and then execute a batch of p such subdivisions in parallel. The batch’s size is a
compromise between intra-batch dependencies (messages are awaited from another processor)
and overhead caused by synchronising threads at the batch’s end (see [7] for details).

EM-PGCB processes each microchunk similarly as in EM-CB but differentiates between
messages that are sent (i) within a microchunk, (ii) between microchunks of the same batch
(iii) and microchunks processed later. Each class is transported using an optimised data
structure (see below) and only type (ii) messages introduce dependencies between parallel
executions and are resolved as follows: each processor retrieves the messages that are sent
to its next trade and checks whether all information required is available by comparing the
number of messages to the active nodes’ degrees. If data is missing the trade is skipped and
later executed by the processor that adds the last missing neighbour.

For graphs with m = O(M?/B) edges®, we optimise the communication structure for
type (iii) messages. Observe that EM-PGCB sends messages only to the current and
the subsequent round. We partition a round into k macrochunks each consisting of O(n/k)
contiguous trades. An external memory queue is used for each macrochunk to buffer messages
sent to it; in total, this requires O(kB) internal memory. Before processing a macrochunk, all
its messages are loaded into IM, subsequently sorted and arranged such that missing messages
can be directly placed to the position they are required in. This can also be overlapped
with the processing of the previous macrochunk. The number k£ of macrochunks should be
as small as possible to reduce overheads, but sufficiently large such that all messages of a
macrochunk fit into main memory (see [7] for details).

» Theorem 7. EM-PGCB requires O(r - [sort(n) + sort(m)]) I/Os to perform r global trades.

Proof. Observe that we can analyse each of the r rounds individually. A constant amount
of auxiliary data is needed per node to provision gaps for missing data, to detect whether a

8 j.e. given one node in a single trade, the other is uniformly chosen among the remaining nodes.

9 Even with as little as 1 GiB of internal memory, several billion edges are supported.
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Figure 5 Fraction of edges still correlated as a function of the thinning parameter k for graphs

with n = 2-10% nodes and degree distribution PLD ([a,b),~) with v = 2, ¢ = 5, and b € {25, 750}.

The (not thinned) long Markov chains of edge switching (ES), uniform Curveball (CBU) and global
Curveball (CBG) contain 6000 super steps each.

trade can be executed and (if required) to invert the permutation. This accounts for ©(n)
messages requiring sort(n) I/Os to be delivered. Using an ordinary PQ, the analysis of
EM-CB (see Lemma 5) carries over, requiring sort(m) I/Os for a global trade. <

5 Experimental Evaluation

In this section we evaluate the quality of the proposed algorithms and analyse the runtime
of our C++ implementations.'® EM-CB, IM-CB, EM-GCB are designed as modules of
NetworKit [33]; due to their superior performance, only the latter two were added to
the library and are available since release 4.6. EM-PGCB’s implementation is developed
separately and facilitates external memory data structures and algorithms of STXXL [9].
Intuitively, graphs with skewed degree distributions are hard instances for Curveball since
it shuffles and reassigns the disjoint neighbours of two trading nodes. Hence, limited progress
is achieved if a high-degree node trades with a low-degree node. Since our experiments
support this hypothesis, we focus on graphs with powerlaw degree distributions as difficult
but highly relevant graph instances. Our experiments use two parameter sets:
(lin) — The maximal possible degree scales linearly as a function of the number n of
nodes. The degree distribution PLD ([a, b),~y) is chosen as a = 10, b = n/20 and v = 2.
(const) — The extremal degrees are kept constant. In this case the parameters are chosen
as a = 50, b = 10000 and ~ = 2.
We select these configurations to be comparable with [15] where both parameter sets are
used to evaluate EM-ES. The first setting (lin) considers the increasing average degree
of real-world networks as they grow. The second setting (const) approximates the degree
distribution of the Facebook network in May 2011 (refer to [14] for details). Runtimes are
measured on the following off-the-shelf machine: Intel Xeon E5-2630 v3 (8 cores at 2.40GHz),
64GB RAM, 2x Samsung 850 PRO SATA SSD (1 TB), Ubuntu Linux 16.04, GCC 7.2.

5.1 Mixing of Edge-Switching, Curveball and Global Curveball

We are not aware of any practical theoretical bounds on the mixing time of Markov chains of
Curveball, Global Curveball or edge switching (see section 3). Hence, we quantitatively study
the progress made by Curveball trades compared to edge switching and approximate the

10 Code used for the presented benchmarks can be found at our fork https://github.com/hthetran/
networkit (IM-CB and EM-CB) and https://github.com/massive-graphs/extmem-1fr (EM-PGCB).
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mixing time of the underlying Markov chains by a method developed in [30]. This criterion
is a more sensitive proxy to the mixing time than previously used alternatives, such as the
local clustering coefficient, triangle count and degree assortativity [14].

Intuitively, one determines the number of Markov chain steps required until the correlation
to the initial state decays. Starting from an initial graph Gy, the Markov chain is executed
for a large number of steps, yielding a sequence (G¢);>o of graphs evolving over time. For
each occurring edge e, we compute a boolean vector (Z ;);>o where a 1 at position ¢ indicates
that e exists in graph G;. We then derive the k-thinned series (th)tzo only containing
every k-th entry of the original vector (Z. ;):>0 and use k as a proxy for the mixing time.

To determine if & Markov chain steps suffice for edge e to lose the correlation to the
initial graph, the empirical transition probabilities of the k-thinned series (Z. f,t)tzo are fitted
to both an independent and a Markov model respectively. If the independent model is a
better fit, we deem edge e to be independent.

The results presented here consider only small graphs due to the high computational cost
involved. However, additional experiments suggest that the results hold for graphs at least
one order of magnitude larger which is expected as powerlaw distributions are scale-free.

We compare a sequence of uniform (single) trades, global trades and edge switching
and visually align the results of these schemes by defining a super step. Depending on the
algorithm a super step corresponds to either a single global trade, n/2 uniform trades or m
edge-swaps. Comparing n/2 uniform trades with a global trade seems sensible since a global
trade consists of exactly n/2 single trades, furthermore randomising with n/2 single trades
considers the state of 2m edges which is also true for m edge-swaps. The alignment accounts
for the fact that a single Curveball Markov chain step may execute multiple neighbour
switches, thus easily outperforming ESMC in a step-by-step comparison.

Fig. 5 contains a selection of results obtained for small powerlaw graph instances using
this method (see [7] for the complete dataset). Progress is measured by the fraction of edges
that are still classified as correlated, i.e. the faster a method approaches zero the better the
randomisation. We omit an in-depth discussion of uniform trades and rather focus on global
trades which consistently outperform the former (cf. section 3.2).

In all settings ESMC shows the fastest decay. The gap towards global trades growths
temporarily as the maximal degree is increased which is consistent with our initial claim
that skewed degree distributions are challenging for Curveball. The effect is however limited
and in all cases performing 4 global trades for each edge switching super step gives better
results. This is a pessimistic interpretation since typically 10m to 100m edge switches are
used to randomise graphs in practice; in this domain global trades perform similarly well
and 20 global trades consistently give at least the quality of 10m edge switches.

5.2 Runtime performance benchmarks

We measure the runtime of the algorithms proposed in section 4 and compare them to two
state-of-the-art edge switching schemes (using the authors’ C++ implementations):
VL-ES is a sequential IM algorithm with a hashing-based data structure optimised for
efficient neighbourhood queries and updates [37]. To achieve comparability, we removed
connectivity tests, fixed memory management issues, and adopted the number of swaps.
EM-ES is an EM edge switching algorithm and part of EM-LFR’s toolchain [15].

We carry out experiments using the (const) and (lin) parameter sets, and limit the
problem sizes for internal memory algorithms to avoid exhaustion of the main memory. For



C. J. Carstens, M. Hamann, U. Meyer, M. Penschuck, H. Tran, and D. Wagner

Parameter set: (const) Parameter set: (lin)
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Figure 6 Runtime per edge and super step (global trade or m edge swaps) of the proposed
algorithms IM-CB, EM-CB and EM-PGCB compared to state-of-the-art IM edge switching VL-ES
and EM edge switching EM-ES. Each data point is the median of § > 5 runs over 10 super steps
each. The left plot contains the (const)-parameter set, the right one (lin). Observe that the super
steps of different algorithms advance the randomisation process at different speeds (see discussion).

each data point we carry out 10 super steps (i.e. 10 global trades or 10m edge swaps) on a
graph generated with Havel-Hakimi from a random powerlaw degree distribution.

Figure 6 presents the walltime per edge and super step including pre-computation®!
required by the algorithms but excluding the initial graph generation process. The plots
include (mostly small) errorbars corresponding to the unbiased estimation of the standard
deviation of S repetitions per data point (with different random seeds).

The number k of macrochunks does not significantly affect EM-PGCB’s performance
for small graphs due to comparably high synchronisation cost. In contrast, adjusting k for
larger graphs can noticeably increase the performance of EM-PGCB. We thus experimentally
determined the value k = 32 for both (const) and (Ilin) with n = 107 nodes and use that
value for all other instances.

All Curveball algorithms outperform their direct competitors significantly — even if we

pessimistically executed two global trades for each edge switching super step (see section 5.1).

For large instances of (const) EM-PGCB carries out one super step 14.3 times faster than
EM-ES and 5.8 times faster for (lin). EM-PGCB also shows a superior scaling behaviour
with an increasing speed-up for larger graphs. Similarly, IM-CB processes super steps up to
6.3 times faster than VL-ES on (const) and 5.1 times on (lin).

On our test machine, the implementation of IM-CB outperforms EM-CB in the internal
memory regime; EM-GCB is faster for large graphs. As indicated in [7], this changes
qualitatively for machines with slower main memory and smaller cache; on such systems the
unstructured I/O of IM-CB and VL-ES is more significant rendering EM-CB and EM-GCB
the better choice with a speed-up factor exceeding 8 compared to VL-ES.

6 Conclusion and outlook

We applied global Curveball trades to undirected graphs simplifying the algorithmic treatment
of dependencies and showed that the underlying Markov chain converges to a uniform
distribution. Experimental results show that global trades yield an improved quality compared
to a sequence of uniform trades of the same size.

1 For VL-ES we report only the swapping process and the generation of the internal data structures.
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Randomisation of Massive Networks using Global Curveball Trades

We presented IM-CB and EM-CB, the first efficient algorithms for Simple Undirected

Curveball algorithms; they are optimised for internal and external memory respectively.
Our I/O-efficient parallel algorithm EM-PGCB exploits the properties of global trades and
executes a super step 14.3 times faster than the state-of-the-art edge switching algorithm
EM-ES; for IM-CB we demonstrate speed-ups of up to 6.3 (in a conservative comparison the
speed-ups should be halved to account for the differences in mixing times of the underlying
Markov chains). The implementations of all three algorithms are freely available and are in
the process of being incorporated into EM-LFR and considered for NetworKit.
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——— Abstract

A quasi-Gray code of dimension n and length £ over an alphabet X is a sequence of distinct words
w1, Wa, . .., wp from X™ such that any two consecutive words differ in at most ¢ coordinates, for
some fixed constant ¢ > 0. In this paper we are interested in the read and write complexity of
quasi-Gray codes in the bit-probe model, where we measure the number of symbols read and
written in order to transform any word w; into its successor w;4.

We present construction of quasi-Gray codes of dimension n and length 3™ over the ternary
alphabet {0, 1,2} with worst-case read complexity O(logn) and write complexity 2. This gener-
alizes to arbitrary odd-size alphabets. For the binary alphabet, we present quasi-Gray codes of
dimension n and length at least 2" — 20n with worst-case read complexity 6 + logn and write
complexity 2. This complements a recent result by Raskin [Raskin ’'17] who shows that any
quasi-Gray code over binary alphabet of length 2" has read complexity Q(n).

Our results significantly improve on previously known constructions and for the odd-size
alphabets we break the (n) worst-case barrier for space-optimal (non-redundant) quasi-Gray
codes with constant number of writes. We obtain our results via a novel application of algebraic
tools together with the principles of catalytic computation [Buhrman et al. ’14, Ben-Or and
Cleve ’92, Barrington '89, Coppersmith and Grossman ’75].
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1 Introduction

One of the fundamental problems in the domain of algorithm design is to list down all the
objects belonging to a certain combinatorial class. Researchers are interested in efficient
generation of a list such that an element in the list can be obtained by a small amount of
change to the element that precedes it. One of the classic examples is the binary Gray code
introduced by Gray [23], initially used in pulse code communication. The original idea of a
Gray code was to list down all binary strings of length n, i.e, all the elements of Z%, such
that any two successive strings differ by exactly one bit. The idea was later generalized
for other combinatorial classes (e.g. see [37, 28]). Gray codes have found applications in a
wide variety of areas, such as information storage and retrieval [9], processor allocation [10],
computing the permanent [37], circuit testing [41], data compression [40], graphics and
image processing [1], signal encoding [32], modulation schemes for flash memories [26, 22, 44]
and many more. Interested reader may refer to an excellent survey by Savage [42] for a
comprehensive treatment on this subject.

In this paper we study the construction of Gray codes over Z;, for any m € N. Originally,
Gray codes were meant to list down all the elements from its domain but later studies
(e.g. [20, 38, 5, 6]) focused on the generalization where we list ¢ distinct elements from the
domain, each two consecutive elements differing in one position. We refer to such codes
as Gray codes of length ¢ [20]. When the code lists all the elements from its domain it is
referred to as space-optimal. It is often required that the last and the first strings appearing
in the list also differ in one position. Such codes are called cyclic Gray codes. Throughout
this paper we consider only cyclic Gray codes and we refer to them simply as Gray codes.
Researchers also study codes where two successive strings differ in at most ¢ positions, for
some fixed constant ¢ > 0, instead of differing in exactly one position. Such codes are called
quasi-Gray codes [5]' or c-Gray codes.

We study the problem of constructing quasi-Gray codes over Z7, in the cell probe
model [43], where each cell stores an element from Z,,. The efficiency of a construction is
measured using three parameters. First, we want the length of a quasi-Gray code to be as
large as possible. Ideally, we want space-optimal codes. Second, we want to minimize the
number of coordinates of the input string the algorithm reads in order to generate the next
(or, previous) string in the code. Finally, we also want the number of cells written in order
to generate the successor (or, predecessor) string to be as small as possible. Since our focus
is on quasi-Gray codes, the number of writes will always be bounded by a universal constant.
We are interested in the worst-case behavior and we use decision assignment trees (DAT) of
Fredman [20] to measure these complexities.

The second requirement of the above is motivated from the study of loopless generation
of combinatorial objects. In the loopless generation we are required to generate the next
string from the code in constant time. Different loopless algorithms to generate Gray codes

! Readers may note that the definition of quasi-Gray code given in [20] was different. The code referred
as quasi-Gray code by Fredman [20] is called Gray code of length ¢ where £ < m™, in our notation.
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are known in the literature [17, 4, 28]. However, those algorithms use extra memory cells
in addition to the space required for the input string which makes it impossible to get a
space-optimal code from them. More specifically, our goal is to design a decision assignment
tree on n variables to generate a code over the domain Z, . If we allow extra memory cells
(as in the case of loopless algorithms) then the corresponding DAT will be on n + b variables,
where b is the number of extra memory cells used.

Although there are known quasi-Gray codes with logarithmic read complexity and
constant write complexity [20, 38, 5, 6], none of these constructions is space-optimal. The
best result misses at least 2"~ strings from the domain when having read complexity
t+O(logn) [6]. Despite of an extensive research under many names, e.g., construction of Gray
codes [20, 36, 16, 24], dynamic language membership problem [19], efficient representation of
integers [38, 6], so far we do not have any quasi-Gray code of length 2" — 2", for some constant
€ < 1, with worst-case read complexity o(n) and write complexity o(n). The best worst-case
read complexity for space-optimal Gray code is n — 1 [21]. Recently, Raskin [39] showed that
any space-optimal quasi-Gray code over the domain Z% must have read complexity (n).
This lower bound is true even if we allow non-constant write complexity. It is worth noting
that this result can be extended to the domain Z7}, when m is even.

In this paper we show that such lower bound does not hold for quasi-Gray codes over Z,,,
when m is odd. In particular, we construct space-optimal quasi-Gray codes over {0,1,2}"
with read complexity 4logs n and write complexity 2. As a consequence we get an exponential
separation between the read complexity of space-optimal quasi-Gray code over Z3 and that
over Z%.

» Theorem 1. Let m € N be odd and n € N be such that n > 15. Then, there is a space-
optimal quasi-Gray code C' over ZI, for which, the two functions next(C,w) and prev(C,w)
can be implemented by inspecting at most 4log,, n cells while writing only 2 cells.

In the statement of the above theorem, next(C,w) denotes the element appearing after
w in the cyclic sequence of the code C, and analogously, prev(C,w) denotes the preceding
element. Using the argument as in [20, 36] it is easy to see a lower bound of 2 (log,, n) on
the read complexity when the domain is Z7),. Hence our result is optimal up to some small
constant factor.

Raskin shows Q(n) lower bound on the read complexity of space-optimal binary quasi-
Gray codes. The existence of binary quasi-Gray codes with sub-linear read complexity of
length 2™ — 2" for some constant € < 1, was open. Using a different technique than that
used in the proof of Theorem 1 we get a quasi-Gray code over the binary alphabet which
enumerates all but O(n) many strings. This result generalizes to the domain Zj for any
prime power q.

» Theorem 2. Let n > 15 be any natural number. Then, there is a quasi-Gray code C' of
length at least 2™ — 20n over ZY, such that the two functions next(C,w) and prev(C,w) can
be implemented by inspecting at most 6 + logn cells while writing only 2 cells.

We remark that the points that are missing from C in the above theorem are all of the
form {0’ 1}O(logn)0n—0(logn).

If we are allowed to read and write constant fraction of n bits then Theorem 2 can be
adapted to get a quasi-Gray code of length 2" — O(1) (see Section 5). In this way we get a
trade-off between length of the quasi-Gray code and the number of bits read in the worst-case.
All of our constructions can be made uniform.

Using the Chinese Remainder Theorem (cf. [14]), we also develop a technique that allows
us to compose Gray codes over various domains. Hence, from quasi-Gray codes over domains
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Loy, s Ly - -+ > Ly, » Where my;’s are pairwise co-prime, we can construct quasi-Gray codes
/ . . . .
over Z , where m = mj - mg---my. Using this technique on our main results, we get a

quasi-Gray code over Z", for any m € N that misses only O(n - o") strings where m = 20
for an odd o, while achieving the read complexity similar to that stated in Theorem 1. It is
worth mentioning that if we get a space-optimal quasi-Gray code over the binary alphabet
with non-trivial savings in read complexity, then we will have a space-optimal quasi-Gray
code over the strings of alphabet Z,, for any m € N with similar savings.

The technique by which we construct our quasi-Gray codes relies heavily on simple algebra
which is a substantial departure from previous mostly combinatorial constructions. We view
Gray codes as permutations on Z7}, and we decompose them into & simpler permutations on
Zy,, each being computable with read complexity 3 and write complexity 1. Then we apply
a different composition theorem, than mentioned above, to obtain space-optimal quasi-Gray
n’ = n+logk, with read complexity O(1) + log k and write complexity 2.
The main issue is the decomposition of permutations into few simple permutations. This is
achieved by techniques of catalytic computation [7] going back to the work of Coppersmith
and Grossman [13, 2, 3].

It follows from the work of Coppersmith and Grossman [13] that our technique is incapable
of designing a space-optimal quasi-Gray code on Zgl as any such code represents an odd
permutation. The tools we use give inherently only even permutations. However, we can
construct quasi-Gray codes from cycles of length 2" — 1 on Z% as they are even permutations.
Indeed, that is what we do for our Theorem 2. We note that any efficiently computable odd

!
n
codes on Z7,,

permutation on Z%, with say read complexity (1 — €)n and write complexity O(1), could
be used together with our technique to construct a space-optimal quasi-Gray code on Zg/
with read complexity at most (1 — ¢’)n’ and constant write complexity. This would represent
a major progress on space-optimal Gray codes. (We would compose the odd permutation
with some even permutation to obtain a full cycle on Z5. The size of the decomposition of
the even permutation into simpler permutations would govern the read complexity of the
resulting quasi-Gray code.)

Interestingly, Raskin’s result relies on showing that a decision assignment tree of sub-linear
read complexity must compute an even permutation.

1.1 Related works

The construction of Gray codes is central to the design of algorithms for many combinatorial
problems [42]. Frank Gray [23] first came up with a construction of Gray code over binary
strings of length n, where to generate the successor or predecessor strings one needs to read
n bits in the worst-case. The type of code described in [23] is known as binary reflected
Gray code. Later Bose et al. [5] provided a different type of Gray code construction, namely
recursive partition Gray code which attains O(logn) average case read complexity while
having the same worst-case read requirements. The read complexity we referred here is in
the bit-probe model. It is easy to observe that any space-optimal binary Gray code must
read logn + 1 bits in the worst-case [20, 36, 21]. Recently, this lower bound was improved to
n/2 in [39]. An upper bound of even n — 1 was not known until very recently [21]. This is
also the best known so far.

Fredman [20] extended the definition of Gray codes by considering codes that may not
enumerate all the strings (though presented in a slightly different way in [20]) and also
introduced the notion of decision assignment tree (DAT) to study the complexity of any
code in the bit-probe model. He provided a construction that generates a Gray code of
length 2™ for some constant ¢ < 1 while reducing the worst-case bit-read to O(logn). Using
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Table 1 Taxonomy of construction of Gray/quasi-Gray codes over Z,.

Reference | Value of m | length Worst-case cell read | Worst-case cell write
[23] 2 2" n 1
[20] 2 20(m) O(logn) o(1)
[19] 2 (2" /n) logn+1 logn +1
[38] 2 A logn + 4 4
5] 2 2" — O(2"/n") | O(tlogn) 3
[6] 2 2m — gnt logn+t+3 2
[6] 2 2" —2nt logn + ¢+ 2 3
[21] 2 2" n—1 1

Theorem 2 2 2" — O(n) logn +4 2
[12] any m m" n 1

Theorem 1 | any odd m | m"™ 4log,, n+3 2

the idea of Lucal’s modified reflected binary code [31], Munro and Rahman [38] got a code
of length 2"~ ! with worst-case read complexity only 4 + logn. However in their code two
successive strings differ by 4 coordinates in the worst-case, instead of just one and we refer
to such codes as quasi-Gray codes following the nomenclature used in [5].
[6] extended the results of [38] by constructing a quasi-Gray code of length 2™ — 2"~ for
arbitrary 1 < ¢ < n —logn — 1, that has ¢t + 3 + logn bits (¢t + 2 4 logn bits) worst-case read
complexity and any two successive strings in the code differ by at most 2 bits (3 bits).

In contrast to the Gray codes over binary alphabets, Gray codes over non-binary alphabets
received much less attention. The construction of binary reflected Gray code was generalized
to the alphabet Z,, for any m € N in [18, 12, 27, 40, 28, 25]. However, each of those
constructions reads n coordinates in the worst-case to generate the next element. As
mentioned before, we measure the read complexity in the well studied cell probe model [43]
where we assume that each cell stores an element of Z,,. The argument of Fredman in [20]
implies a lower bound of Q(log,, n) on the read complexity of quasi-Gray code on Z,. To
the best of our knowledge, for non-binary alphabets, there is nothing known similar to the
results of Munro and Rahman or Brodal et al. [38, 6]. We summarize the previous results
along with ours in Table 1.

Additionally, many variants of Gray codes have been studied in the literature. A particular
one that has garnered a lot of attention in the past 30 years is the well-known middle levels
conjecture. See [33, 34, 35, 24], and the references therein. It has been established only
recently [33]. The conjecture says that there exists a Hamiltonian cycle in the graph induced
by the vertices on levels n and n + 1 of the hypercube graph in 2n + 1 dimensions. In
other words, there exists a Gray code on the middle levels. Miitze et al. [34, 35] studied the
question of efficiently enumerating such a Gray code in the word RAM model. They [35]
gave an algorithm to enumerate a Gray code in the middle levels that requires O(n) space
and on average takes O(1) time to generate the next vertex. In this paper we consider the
bit-probe model, and Gray codes over the complete hypercube. It would be interesting to
know whether our technique can be applied for the middle level Gray codes.

1.2 Our technique

Our construction of Gray codes relies heavily on the notion of s-functions defined by
Coppersmith and Grossman [13]. An s-function is a permutation 7 on Z”, defined by
a function f : Z3 — Z,, and an (s + 1)-tuple of indices i1,1is,...,45,7 € [n] such that

S
m

Brodal et al.
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T((z1,22,...,20)) = ((x1,22, ..., xj—1, 2 + f(@iy, ..., Ti,), Tj41, ..., Tn)), Where the addi-
tion is inside Z,,. Each s-function can be computed by some decision assignment tree that
given a vector & = (x1,Za,...,T,), inspects s + 1 coordinates of x and then it writes into a

single coordinate of x.

A counter C' (quasi-Gray code) on Z7, can be thought of as a permutation on Z},. Our
goal is to construct some permutation « on Z7, that can be written as a composition of
2-functions a,...,qp, i.e., € = QpoQE_1 0+ 0 Q.

Given such a decomposition, we can build another counter C” on Z7 " where r = [log,, k],
for which the function next(C’, x) operates as follows. The first r-coordinates of  serve as an
instruction pointer i € [m”] that determines which «; should be executed on the remaining n
coordinates of z. Hence, based on the current value ¢ of the r coordinates, we perform «; on
the remaining coordinates and then we update the value of ¢ to i + 1. (For i > k we can
execute the identity permutation which does nothing.)

We can use known Gray codes on Z;, to represent the instruction pointer so that when
incrementing ¢ we only need to write into one of the coordinates. This gives a counter C”
which can be computed by a decision assignment tree that reads r + 3 coordinates and writes
into 2 coordinates of z. (A similar composition technique is implicit in Brodal et al. [6].) If C
is of length ¢ = m™ —t, then C" is of length m™*" —tm". In particular, if C is space-optimal
then so is C”.

Hence, we reduce the problem of constructing 2-Gray codes to the problem of designing
large cycles in Z7, that can be decomposed into 2-functions. Coppersmith and Grossman [13]
studied precisely the question of, which permutations on Z% can be written as a composition
of 2-functions. They show that a permutation on Z5 can be written as a composition of
2-functions if and only if the permutation is even. Since Z3 is of even size, a cycle of length
2™ on Zy is an odd permutation and thus it cannot be represented as a composition of
2-functions. However, their result also implies that a cycle of length 2" — 1 on Z% can be
decomposed into 2-functions.

We want to use the counter composition technique described above in connection with a
cycle of length 2" — 1. To maximize the length of the cycle C' in Z5 ™", we need to minimize
k, the number of 2-functions in the decomposition. By a simple counting argument, most
cycles of length 2™ — 1 on Z% require k to be exponentially large in n. This is too large for
our purposes. Luckily, there are cycles of length 2" — 1 on Z7 that can be decomposed into
polynomially many 2-functions, and we obtain such cycles from linear transformations.

There are linear transformations Z4§ — Z% which define a cycle on Z7 of length 2" — 1.
For example, the matrix corresponding to the multiplication by a fixed generator of the
multiplicative group F3,. of the Galois field GF[2"] is such a matrix. Such matrices are full
rank and they can be decomposed into O(n?) elementary matrices, each corresponding to a
2-function. Moreover, there are matrices derived from primitive polynomials that can be
decomposed into at most 4n elementary matrices.? We use them to get a counter on Zg/
of length at least 27" — 20n’ whose successor and predecessor functions are computable by
decision assignment trees of read complexity < 6+logn’ and write complexity 2. Such counter
represents 2-Gray code of the prescribed length. For any prime ¢, the same construction
yields 2-Gray codes of length at least q"/ — 5¢*n’ with decision assignment trees of read
complexity <6 + log, n' and write complexity 2.

2 Primitive polynomials were previously also used in a similar problem, namely to construct shift-register
sequences (see e.g. [28]).
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The results of Coppersmith and Grossman [13] can be generalized to Z”, as stated in
Richard Cleve’s thesis [11].> For odd m, if a permutation on Z7, is even then it can be
decomposed into 2-functions. Since m” is odd, a cycle of length m™ on Z}, is an even
permutation and so it can be decomposed into 2-functions. If the number & of those functions
is small, so the log,, k is small, we get the sought after counter with small read complexity.
However, for most cycles of length m™ on Z7, k is exponential in n.

We show though, that there is a cycle « of length m™ on Zj, that can be decomposed
into O(n?) 2-functions. This in turn gives space-optimal 2-Gray codes on Z?,; with decision
assignment trees of read complexity O(log,, n’) and write complexity 2.

We obtain the cycle a and its decomposition in two steps. First, for ¢ € [n], we consider
the permutation o; on Z? which maps each element 0°~!ay onto 0°~!(a + 1)y, for a € Z,,
and y € Z"~* while other elements are mapped to themselves. Hence, a; is a product of
m"~? disjoint cycles of length m. We show that oo = v, 0 a1 © -+ - 0 1 is a cycle of length
m™. In the next step we decompose each «; into O(n?) 2-functions.

For i < n — 2, we can decompose «; using the technique of Ben-Or and Cleve [3] and
its refinement in the form of catalytic computation of Buhrman et al. [7]. We can think of
x € Z7, as content of n memory registers, where x1,...,z;_1 are the input registers, z; is
the output register, and x;41,...,x, are the working registers. The catalytic computation
technique gives a program consisting of O(n?) instructions, each being equivalent to a 2-
function, which performs the desired adjustment of x; based on the values of z1,...,z;_1
without changing the ultimate values of the other registers. (We need to increment x; iff
Z1,...,2;—1 are all zero.) This program directly gives the desired decomposition of «;, for
i <n —2. (Our proof in Section 6 uses the language of permutations.)

The technique of catalytic computation fails for a,,_1 and a,, as the program needs at
least two working registers to operate. Hence, for a,,_1 and «a,, we have to develop entirely
different technique. This is not trivial and quite technical but it is nevertheless possible,
thanks to the specific structure of a,,—1 and «,,.

2 Preliminaries

In the rest of the paper we only present constructions of the successor function next(C, w)
for our codes. Since all the operations in those constructions are readily invertible, the same
arguments also give the predecessor function prev(C,w).

Notation: We use the standard notions of groups and fields, and mostly we will use only
elementary facts about them (see [15, 30] for background.). By Z,, we mean the set of
integers modulo m, i.e., Z,, := Z/mZ. Throughout this paper whenever we use addition and
multiplication operation between two elements of Z,,, then we mean the operations within
Zyy, that is modulo m. For any m € N, we let [m] denote the set {1,2,...,m}. Unless stated
otherwise explicitly, all the logarithms we consider throughout this paper are based 2.

Now we define the notion of counters used in this paper.

» Definition 3 (Counter). A counter of length ¢ over a domain D is any cyclic sequence
C = (wy,...,ws) such that wy,...,w, are distinct elements of D. With the counter C' we
associate two functions next(C,w) and prev(C,w) that give the successor and predecessor
element of w in C, that is for i € [{], next(C,w;) = w; where j —i = 1mod ¢, and
prev(C,w;) = wy where i —k = 1 mod ¢. If ¢ = |D|, we call the counter a space-optimal
counter.

3 Unfortunately, there is no written record of the proof.
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Often elements in the underlying domain D have some “structure” to them. In such cases,
it is desirable to have a counter such that consecutive elements in the sequence differ by a
“small” change in the “structure”. We make this concrete in the following definition.

» Definition 4 (Gray Code). Let Dy,...,D, be finite sets. A Gray code of length ¢ over the
domain D = D; X --- x D, is a counter (wy,...,wy) of length ¢ over D such that any two
consecutive strings w; and w;, j —¢ = 1 mod ¢, differ in exactly one coordinate when viewed
as an n-tuple. More generally, if for some constant ¢ > 1, any two consecutive strings w; and
wj, j —1 = 1mod ¢, differ in at most ¢ coordinates such a counter is called a c-Gray Code.

By a quasi-Gray code we mean c-Gray code for some unspecified fixed ¢ > 0. In the
literature sometimes people do not place any restriction on the relationship between w, and
wy and they refer to such a sequence a (quasi)-Gray code. In their terms, our codes would
be cyclic (quasi)-Gray codes. If £ = |D|, we call the codes space-optimal (quasi-)Gray codes.

Decision Assignment Tree: The computational model we consider in this paper is called
Decision Assignment Tree (DAT). The definition we provide below is a generalization of that
given in [20]. It is intended to capture random access machines with small word size.

Let us fix an underlying domain D™ whose elements we wish to enumerate. In the
following, we will denote an element in D™ by (z1,xa,...,Zy). A decision assignment tree is
a |Dl-ary tree such that each internal node is labeled by one of the variables x1,xo, ..., z,.
Furthermore, each outgoing edge of an internal node is labeled with a distinct element of
D. Each leaf node of the tree is labeled by a set of assignment instructions that set new
(fixed) values to chosen variables. The variables which are not mentioned in the assignment
instructions remain unchanged.

The execution on a decision assignment tree on a particular input vector (x1,...,x,) € D"
starts from the root of the tree and continues in the following way: at a non-leaf node labeled
with a variable x;, the execution queries x; and depending on the value of x; the control passes
to the node following the outgoing edge labeled with the value of x;. Upon reaching a leaf,
the corresponding set of assignment statements is used to modify the vector (x1,xa,...,x,)
and the execution terminates. The modified vector is the output of the execution.

Thus, each decision assignment tree computes a mapping from D" into D". We are
interested in decision assignment trees computing the mapping next(C, (z1, zo, ..., z,)) for
some counter C'. When C' is space-optimal we can assume, without loss of generality, that
each leaf assigns values only to the variables that it reads on the path from the root to the
leaf. (Otherwise, the decision assignment tree does not compute a bijection.) We define the
read complezity of a decision assignment tree T', denoted by READ(T'), as the maximum
number of non-leaf nodes along any path from the root to a leaf. Observe that any mapping
from D™ into D™ can be implemented by a decision assignment tree with read complexity n.
We also define the write complexity of a decision assignment tree T, denoted by WRITE(T),
as the maximum number of assignment instructions in any leaf.

Instead of the domain D™, we will sometimes also use domains that are a cartesian
product of different domains. The definition of a decision assignment tree naturally extends
to this case of different variables having different domains.

For any counter C = (wq, ..., wy), we say that C is computed by a decision assignment
tree T if and only if for ¢ € [{], next(C,w;) = T(w;), where T(w;) denotes the output
string obtained after an execution of 7" on w;. Note that any two consecutive strings in the
cyclic sequence of C' differ by at most WRITE(T) many coordinates. For a small constant
¢ > 1, some domain D, and all large enough n, we will be interested in constructing cyclic
counters on D" that are computed by decision assignment trees of write complexity ¢ and
read complexity O(logn). By definition such cyclic counters will necessarily be ¢-Gray codes.
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2.1 Construction of Gray codes

For our construction of quasi-Gray codes on a domain D™ with decision assignment trees of
small read and write complexity we will need ordinary Gray codes on a domain D(°s™),
Several constructions of space-optimal binary Gray codes are known where the oldest one is
the binary reflected Gray code [23]. This can be generalized to space-optimal (cyclic) Gray
codes over non-binary alphabets (see e.g. [12, 28]).

» Theorem 5 ([12, 28]). For any m,n € N, there is a space-optimal (cyclic) Gray code over
YA

m

3 Chinese Remainder Theorem for Counters

Below we describe how to compose decision assignment trees over different domains to get a
decision assignment tree for a larger mixed domain. For all the details and proofs we refer
the reader to the full version of this paper [8].

» Theorem 6 (Chinese Remainder Theorem for Counters). Letr,nq,...,n, € N be integers, and
letDia,...,DingsD21,..., Dy, be some finite sets of size at least two. Let {1 > r—1 be an
integer, and Lo, . . ., €, be pairwise co-prime integers. Fori € [r], let C; be a counter of length ¢;
over Dy = Dj 1 x---xD; ., computed by a decision assignment tree T; over n; variables. Then,
there exists a decision assignment tree T over Y ._, n; variables that implements a counter C
of length T];_, ¢; over Dy x - -+ x D,.. Furthermore, READ(T) = ny + max{READ(T})}/_,,
and WRITE(T) = WRITE(T)) + max{WRITE(T;)}/_,.

We remark that if C;’s in the theorem are space-optimal then so is C. The proof of the
theorem constructs a special type of a counter where we always read the first coordinate,
increment it, and further depending on its value, we may update the value of another
coordinate. Note, for such type of a counter the co-primality condition is necessary at least
for ¢1 = 2,3 (see the full version [8]).

As a corollary of the above theorem, to get a decision assignment tree implementing
space-optimal quasi-Gray codes over Z,, for any m € N, we only need decision assignment
trees implementing space-optimal quasi-Gray codes over Zs and Z,,, for odd m.

4 Permutation Group and Construction of Counters

We start this section with some basic notation and facts about the permutation group which
we will use heavily in the rest of the paper. The set of all permutations over a domain D
forms a group under the composition operation, denoted by o, which is defined as follows:
for any two permutations o and «, o o a(z) = o(a(z)), where x € D. The corresponding
group, denoted Sy, is the symmetric group of order N = |D|. We say, a permutation o € Sy
is a cycle of length ¢ if there are distinct elements aq,...,ap € [N] such that for ¢ € [¢ — 1],
ai+1 = o(a;), a1 = o(ag), and for all a € [N]\ {a1,az,...,a;}, 0(a) = a. We denote such a
cycle by (a1,as, - ,a).

Roughly speaking, a counter of length ¢ over D, in the language of permutations, is
nothing but a cycle of the same length in S;p|. We now make this correspondence precise
and give a construction of a decision assignment tree that implements such a counter.

We state our key lemma to construct Gray codes from a decomposition of a permutation.

» Lemma 7. Let D =Dy x -+ X D, be a domain. Suppose o1,...,0k € Sjp| are such that
0 =0K00_10---0071 is a cycle of length £. Let Ty, ..., Ty be decision assignment trees that
implement o1, ..., 0 respectively. Let D' =D’y X -+- x D', be a domain such that |D'| > k,
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and let T' be a decision assignment tree that implements a counter C' of length k' over D’
where k' > k.

Then, there exists a decision assignment tree T that implements a counter of length
k't over D' x D such that READ(T) = 7' + max{READ(T;)}r_,, and WRITE(T) =
WRITE(T") + max{WRITE(T})}%_, .

Proof sketch. Suppose C' = (ay,...,ax ). Now let us consider the following procedure P:
on any input (zq,x2) € D' x D, if 1 = a; for some j € [k], set 29 — 0;(x2). Next, increment
the first coordinate, i.e., set z1 < next(C’, x1).

Read and write complexity of the statement follows immediately. The correctness also
follows from some basic property of permutation group together with the fact that o is a
cycle of length /. <

In the next two sections we describe the construction of oq, - - - , 0 € Sy where N = m™ for
some m,n € N and how the value of k depends on the length of the cycle ¢ = gpo0p_10---007.

5 Counters via Linear Transformation

The construction in this section is based on linear transformations. Consider the vector space
Fy, and let L : Fjy — Fy be a linear transformation. A basic fact in linear algebra says that
if L has full rank, then the mapping given by L is a bijection. Thus, when L is full rank, the
mapping can also be thought of as a permutation over Fy. Throughout this section we use
many basic terms related to linear transformation without defining them, for the details of
which we refer the reader to any standard text book on linear algebra (e.g. [29]).

A natural way to build counter out of a full rank linear transformation is to fix a starting
element, and repeatedly apply the linear transformation to obtain the next element (cf. [28]).
Clearly this only list out elements in the cycle containing the starting element. Therefore, we
would like to choose the starting element such that we enumerate the largest cycle. Ideally,
we would like the largest cycle to contain all the elements of Fy. However this is not possible
because any linear transformation fixes the all-zero vector. But there do exist full rank
linear transformations such that the permutation given by them is a single cycle of length
q"™ — 1. Such a linear transformation would give us a counter over a domain of size ¢" that
enumerates all but one element. Clearly, a trivial implementation of the aforementioned
argument would lead to a counter that reads and writes all n coordinates in the worst-case.
In the rest of this section, we will develop an implementation and argue about the choice of
linear transformation such that the read and write complexity decreases exponentially.

It is well known that every linear transformation L is associated with some matrix
A € Fy*™ such that applying the linear transformation is equivalent to the left multiplication
by A. Furthermore, L has full rank iff A is invertible over F,.

» Definition 8 (Elementary matrices). An n X n matrix over a field F is said to be an

elementary matriz if it has one of the following forms:

(a) The off-diagonal entries are all 0. For some i € [n], (i,%)-th entry is a non-zero ¢ € F.
Rest of the diagonal entries are 1.

(b) The diagonal entries are all 1. For some i and j, 1 < i # j < n, (i,5)-th entry is a
non-zero ¢ € F. Rest of the off-diagonal entries are 0.

From the definition it is easy to see that left multiplication by an elementary matrix of
the first type is equivalent to multiplying the i-th row with ¢, and by an elementary matrix
of the second type it is equivalent to adding c¢ times j-th row to the i-th row.
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» Proposition 9. Let A € F™"*" be invertible. Then A can be written as a product of k
elementary matrices such that k <n? + 4(n — 1).

The proof follows from Gaussian elimination.

5.1 Construction of the counter

Let A be a full rank linear transformation from [y to IFy such that when viewed as permutation
it is a single cycle of length ¢" — 1. More specifically, A is an invertible matrix in Fy*" such
that for any = € F; where z # (0,...,0), Ax, A%z, ... A" "Dy are distinct. Such a matrix
exists, for example, take A to be the matrix of a linear transformation that corresponds to
multiplication from left by a fixed generator of the multiplicative group of Fy» under the
standard vector representation of elements of Fgn. Let A = EyEy_q --- E1 where E;’s are
elementary matrices.

» Theorem 10. Let q, A, and k be as defined above. Let r > log, k. There exists a quasi-
Gray code on the domain (F,)"*" of length ¢"*" —q" that can be implemented using a decision
assignment tree T such that READ(T) < r +2 and WRITE(T) < 2.

Proof. The proof follows readily from Lemma 7, where E;’s play the role of ¢;’s, and noting
that the permutation given by any elementary matrix can be implemented using a decision
assignment tree that reads at most two coordinates and writes at most one. For the counter
C’" on (F,)" we chose a Gray code of trivial read complexity r and write complexity 1. <«

Thus, we obtain a counter on a domain of size roughly kq¢™ that misses at most gk
elements. Clearly, we would like to minimize k. A trivial bound on k is O(n?) that follows
from Proposition 9. We now discuss the choice of A so that k becomes O(n) based on
primitive polynomials over finite fields.

Let p(z) be a primitive polynomial of degree n over F,, where p(z) = 2" + ¢,—12" "' +
Cn22""2 4+ -4+ 12 + ¢g. The matrix A defined as follows is the matrix representing
multiplication by some generator (a root of p(z)) of the multiplicative group of Fyn:

—p_1 1 0 -+ 0
—Cp_s 0 1 - 0
—; 0 0 -+ 1
—co 0 0 -+ 0

It is easy to see that A can be written as a product of at most n + 4(n — 1) elementary
matrices. (In case, ¢ is a power of 2, then the number of elementary matrices in the product
is at most n + 3(n — 1).) Hence, from the discussion above and using Theorem 10, we obtain
the following corollaries. Setting r = [log(4n — 3)] in Theorem 10 gives:

» Corollary 11. For anyn’ > 2, and n = n' + [log(4n’ — 3)], there exists a counter on (Za)™
that misses at most 8n strings and can be implemented by a decision assignment tree that
reads at most 4 + logn bits and writes at most 2 bits.

By doubling the number of missed strings and increasing the number of read bits by
one we can construct given counters for any Zj, where n > 15. For the general case, when
q is a prime power, we obtain the following corollary by setting r to [log,(5n — 4)] or
1 + [log,(5n — 4)] in Theorem 10.
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» Corollary 12 (Generalization of Theorem 2). Let q be any prime power. For n > 15, there
exists a counter on Zy that misses at most 5¢%n strings and that is computed by a decision
assignment tree with read complexity at most 6 + log, n and write complexity 2.

6 Space-optimal Counters over Z! for any Odd m

In this section we sketch a proof of Theorem 1. We want to use Lemma 7. Set n’ = n—c-logn
for a suitable constant ¢ > 0. We define permutations oy, - ,an € Sy, for N = m™ , such
that a = a0 -+ 0 o is a cycle of length m". We will show that each of these «;’s can be
further decomposed into a; 1, -, ; ;j € Sy for some j, such that each of «;, for r € [j] can
be implemented using DAT with read complexity 3 and write complexity 1. Finally we use
Lemma 7 by considering all these «;,’s as 01, - , 0%, where k is O(mn’?’).

For any i € [n/], define a; as follows: for any (z1,---,z,/) € Z", if z; = 0 for all
j=1,---,1—1, then z; < x; + 1 mod m. Observe, @ = a,,y 0 --- 0 g is a cycle of length
m™ . Notice each «; is a (i — 1)-function on Z" (see Section 1.2 for their defini